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xioms. Today, these would be called ‘fundamental law
ddressed with similar exactitude, and that it could be
ecognised much later. And, yes, there were a few crazy
ut the real world around us seemed to contain so much
Gradually, all this changed. The Moon and the plan
ewton managed to identify their logical rules of mot

pplied to things in the sky just like apples and canno
ccessible to us. Electricity, magnetism, light and soun
ith mathematical equations.
Yet all of this was just a beginning. The real change
ay of thinking, by emphasizing mathematical, logical
y Albert Einstein. Applying advanced mathematical co
otions as mundane as space and time, was new to th
ime struggling through the logic of connections and cu
nly too familiar to students of mathematical physics t
eep insights at that time, than the fact that we now tea
Special and general relativity are only small corners

tudied using advanced mathematical methods. We have
ondensed matter physics, superconductivity, Bose–Eins
he fractional quantum Hall effect, and numerous topic
undles and renormalization groups to supergravity, alg
nd what not, all of which require the utmost of our me
The most bewildering observation that we make t

ppears to be controlled by mathematical equations, an
recisely documented properties of materials, of system
Does this really apply to our entire world, or only to

mphatically not mathematical? What about intuitio
bout religion? Here, most of us would say, one should
ven here, some brave social scientists are making atte
ORD

e filled to the brim with mysteries. Divine powers
t could turn arid land into fertile pastures, but the
orce of life, the vis vitalis, was assumed to be the
, whatever they were for, contained stars and other
ods.
aspect of our physical world that was recognised to

c structure of space, elaborated to become a genuine
e Greeks were the first practitioners of ‘mathematical
s of space could be reduced to a small number of
of physics’. The fact that the flow of time could be
andled geometrically together with space, was only
eople who were interested in the magic of numbers,
ore that was way beyond our capacities of analysis.

s appeared to follow geometrical laws. Galilei and
, and by noting that the concept of mass could be
were also found to behave in complete accordance

ame with the twentieth century. A completely new
alysis rather than empirical evidence, was pioneered
epts, only known to a few pure mathematicians, to
physicists of his time. Einstein himself had a hard
tures, notions that were totally new to him, but are

ay. Indeed, there is no better testimony of Einstein’s
these things regularly in our university classrooms.

the realm of modern physics that is presently being
oriously complex subjects such as phase transitions in
condensation, the quantum Hall effect, particularly

rom elementary particle physics, ranging from fibre
raic topology, superstring theory, Calabi–Yau spaces
l skills to comprehend them.
ay is that it seems that our entire physical world
these are not just sloppy and debatable models, but
and of phenomena in all echelons of our universe.
rts of it? Do features, notions, entities exist that are
or dreams, and what about consciousness? What
t even try to apply mathematical analysis, although
ts at coordinating rational approaches.
balls on Earth, they made the sky a little bit more



e
t re
, i
od
f s
No, there are clear and important differences betw
Where the physical world stands out is the fact that i
the world of pure logic and pure reasoning. In physics
whether a theory is acceptable or not. Also, the meth

A beautiful example is the serendipitous discovery o

Kamerlingh Onnes was the first to achieve the liquefacti

ific
to

p
rst
s,
had to be realized. Heike decided to measure the spec
at such low temperatures. But something appeared
meter did not show any voltage at all. All experienced
with a malfunction. It would not have been the fi
equipment, but, this time, in spite of several effort
responsible for keeping the temperature of the sample
The temperature rose, and suddenly the measurements
the investigators that the effect and its temperature de

a
g

ry
are undoubtedly physical. High Tc superconductivity, b
are definitely topics of physics where experimental dat

, a
s,
.
sh
th
rst
ef
en the physical world and the mathematical world.
fers to ‘reality’, whatever ‘reality’ is. Mathematics is
t is the experimental evidence that ultimately decides
ology in physics is different.
uperconductivity. In 1911, the Dutch physicist Heike
on of helium, for which a temperature below 4.25 K
conductivity of mercury, a metal that is frozen solid
go wrong during the measurements, since the volt
hysicists in the team assumed that they were dealing
time for a short circuit to occur in the electrical

they failed to locate it. One of the assistants was
ell within that of liquid helium, a dull job, requiring
w

nothing else than continuously watching some dials. During one of the many tests, however, he dozed off.

showed the normal values again. It then occurred to
pendence were completely reproducible. Below 4.19
degrees Kelvin the conductivity of mercury appeared to be strictly infinite. Above that temperature, it is
finite, and the transition is a very sudden one. Superconductivity was discovered (D. van Delft, ‘‘Heike
Kamerling Onnes’’, Uitgeverij Bert Bakker, Amsterdam, 2005 (in Dutch)).
This is not the way mathematical discoveries are m
asleep, even if examples do exist of incidents involvin

The hybrid science of mathematical physics is a ve
theory. Cohomology theory, Donaldson–Witten theory
of purely mathematical exercises, even if these subject
inspired by, and related to, questions posed in physics

It is inevitable, in a compilation of a large number of
bit of variation in style and level. In this Encyclopedia,
made a huge effort to present in a concise and unde
issues in advanced mathematical physics. All include r
these efforts will serve a good purpose.
de. Theorems are not produced by assistants falling
some miraculous fortune.
curious one. Some of the topics in this Encyclopedia
reaking water waves, and magneto-hydrodynamics,
a are considered more decisive than any high-brow
nd AdS/CFT correspondence, however, are examples

like all of the others in this compilation, are strongly

ort articles with many different authors, to see quite a
eoretical physicists as well as mathematicians together
andable manner their vision on numerous important
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M athematical Physics as a distinct discipline
Mathematical Physics was founded only in 1

has, of course, existed since ancient times, but the
through them, appear to have witnessed tremendous
pace, so much so that an encyclopedia seems now ne

Mathematical Physics brings together the two great
both, the relationship between them being symbioti
organize physical ideas of increasing precision and c
that physicists pose as a source of inspiration to m
exists in Einstein’s theory of relativity, where differen
of the physical theory while the problems raised by th
of differential geometry. It is indeed a happy coi
encyclopedia of mathematical physics in the centenar

The project of putting together an encyclopedia o
formidable enterprise. We would never have had the
first, that it is worthwhile and of benefit to the comm
support from our colleagues. And this support we
practical help too, from members of our Editorial Adv
who have given unstintingly so much of their time to

Mathematical Physics being a relatively new sub
different things to different people. In our choice of to
International Congresses on Mathematical Physics, b
Board and from our authors. The limitations of spac
the omission of certain topics, but we have tried to inc
as much as possible the most active areas.
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special features. Applications of the same mathematic
will have different emphasis and treatment. By the sa
resources from different mathematical fields. This is w
physics subjects and related mathematical subjects. A
amount of overlap with one another and many article
linked together by elaborate cross referencing. We th
and will serve better a community of researchers from

The Encyclopedia is intended primarily for experien
graduate students. For the latter category of readers, we h
reference, with those on mathematics aimed at physic
graduates, so that these articles can serve as their first p
articles without the need to consult other material befo
CE

relatively new. The International Association of
. The interaction between physics and mathematics

cent decades, perhaps partly because we are living
gress, yielding new results and insights at a dizzying
ed to collate the gathered knowledge.
ciplines of Mathematics and Physics to the benefit of

On the one hand, it uses mathematics as a tool to
plexity, and on the other it draws on the questions
ematicians. A classical example of this relationship
geometry played an essential role in the formulation

nsuing physics have in turn boosted the development
idence that we are writing now a preface to an
f Einstein’s annus mirabilis.
athematical physics looked, and still looks, to us a

urage to undertake such a task if we did not believe,
ity, and second, that we would get the much-needed
d get, in the form of advice, encouragement, and
ry Board, from our authors, and from others as well,

elp us shape this Encyclopedia.
t, it is not yet clearly delineated and could mean
cs, we were guided in part by the programs of recent
mainly by the advice from our Editorial Advisory

nd time, as well as our own limitations, necessitated
de all that we believe to be core subjects and to cover

ropriate that the Encyclopedia should have certain
theory, for instance, to different problems in physics
token, the same problem in physics can draw upon
we divide the Encyclopedia into two broad sections:

icles in either section are deliberately allowed a fair
ill appear under more than one heading, but all are
this gives a better picture of the subject as a whole
idely scattered yet related fields.

d researchers but should be of use also to beginning
included eight elementary introductory articles for easy

raduates and those on physics aimed at mathematics
t of call to enable them to embark on any of the main
and. In fact, we think these articles may even form the



foundation of advanced undergraduate courses, as we know that some authors have already made such use of them.
In addition to the printed version, an on-line version of the Encyclopedia is planned, which will allow both

the contents and the articles themselves to be updated if and when the occasion arises. This is probably a
necessary provision in such a rapidly advancing field.

This project was some four years in the making. Our foremost thanks at its completion go to the members
of our Editorial Advisory Board, who have advised, helped and encouraged us all along, and to all our
authors who have so generously devoted so much of their time to writing these articles and given us much
useful advice as well. We ourselves have learnt a lot from these colleagues, and made some wonderful
contacts with some among them. Special thanks are due also to Arthur Greenspoon whose technical expertise
was indispensable.

The project was started with Academic Press, which was later taken over by Elsevier. We thank warmly
members of their staff who have made this transition admirably seamless and gone on to assist us greatly in
our task: both Carey Chapman and Anne Guillaume, who were in charge of the whole project and have been
with us since the beginning, and Edward Taylor responsible for the copy-editing. And Martin Ruck, who
manages to keep an overwhelming amount of details constantly at his fingertips, and who is never known to
have lost a single email, deserves a very special mention.

As a postscript, we would like to express our gratitude to the very large number of authors who generously
agreed to donate their honorariums to support the Committee for Developing Countries of the European
Mathematical Society in their work to help our less fortunate colleagues in the developing world.

Jean-Pierre Françoise
Gregory L. Naber
Tsou Sheung Tsun



GUIDE TO USE OF THE ENCYCLOPEDIA

Structure of the Encyclopedia
The material in this Encyclopedia is organised into two sections. At the start of Volume 1 are eight Introductory Articles.
The introductory articles on mathematics are aimed at physics graduates; those on physics are aimed at mathematics
graduates. It is intended that these articles should serve as the first port of call for graduate students, to enable them to
embark on any of the main entries without the need to consult other material beforehand.

Following the Introductory Articles, the main body of the Encyclopedia is arranged as a series of entries in alphabetical
order. These entries fill the remainder of Volume 1 and all of the subsequent volumes (2–5).

To help you realize the full potential of the material in the Encyclopedia we have provided four features to help you find
the topic of your choice: a contents list by subject, an alphabetical contents list, cross-references, and a full subject index.

1. Contents List by Subject
Your first point of reference will probably be the contents list by subject. This list appears at the front of each volume,
and groups the entries under subject headings describing the broad themes of mathematical physics. This will enable the
reader to make quick connections between entries and to locate the entry of interest. The contents list by subject is divided
into two main sections: Physics Subjects and Related Mathematics Subjects. Under each main section heading, you will
find several subject areas (such as GENERAL RELATIVITY in Physics Subjects or NONCOMMUTATIVE GEOMETRY
in Related Mathematics Subjects). Under each subject area is a list of those entries that cover aspects of that subject,
together with the volume and page numbers on which these entries may be found.

Because mathematical physics is so highly interconnected, individual entries may appear under more than one subject
area. For example, the entry GAUGE THEORY: MATHEMATICAL APPLICATIONS is listed under the Physics Subject
GAUGE THEORY as well as in a broad range of Related Mathematics Subjects.

2. Alphabetical Contents List
The alphabetical contents list, which also appears at the front of each volume, lists the entries in the order in which they
appear in the Encyclopedia. This list provides both the volume number and the page number of the entry.

You will find ‘‘dummy entries’’ where obvious synonyms exist for entries or where we have grouped together related
topics. Dummy entries appear in both the contents list and the body of the text.

Example
If you were attempting to locate material on path integral methods via the alphabetical contents list:

PATH INTEGRAL METHODS see Functional Integration in Quantum Physics; Feynman Path Integrals

The dummy entry directs you to two other entries in which path integral methods are covered. At the appropriate
locations in the contents list, the volume and page numbers for these entries are given.

If you were trying to locate the material by browsing through the text and you had looked up Path Integral Methods,
then the following information would be provided in the dummy entry:

Path Integral Methods see Functional Integration in Quantum Physics; Feynman Path Integrals



3. Cross-References
All of the articles in the Encyclopedia have been extensively cross-referenced. The cross-references, which appear at the
end of an entry, serve three different functions:

i. To indicate if a topic is discussed in greater detail elsewhere.

ii. To draw the reader’s attention to parallel discussions in other entries.

iii. To indicate material that broadens the discussion.

Example
The following list of cross-references appears at the end of the entry STOCHASTIC HYDRODYNAMICS

See also: Cauchy Problem for Burgers-Type Equations; Hamiltonian
Fluid Dynamics; Incompressible Euler Equations: Mathematical Theory;
Malliavin Calculus; Non-Newtonian Fluids; Partial Differential Equations:
Some Examples; Stochastic Differential Equations; Turbulence Theories;
Viscous Incompressible Fluids: Mathematical Theory; Vortex Dynamics

Here you will find examples of all three functions of the cross-reference list: a topic discussed in greater detail elsewhere
(e.g. Incompressible Euler Equations: Mathematical Theory), parallel discussion in other entries (e.g. Stochastic Differ-
ential Equations) and reference to entries that broaden the discussion (e.g. Turbulence Theories).

The eight Introductory Articles are not cross-referenced from any of the main entries, as it is expected that introductory
articles will be of general interest. As mentioned above, the Introductory Articles may be found at the start of Volume 1.

4. Index
The index will provide you with the volume and page number where the material is located. The index entries
differentiate between material that is a whole entry, is part of an entry, or is data presented in a figure or table. Detailed
notes are provided on the opening page of the index.

5. Contributors
A full list of contributors appears at the beginning of each volume.

xii GUIDE TO USE OF THE ENCYCLOPEDIA
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Université de Tours

Tours, France

Chong-Sun Chu

University of Durham

Durham, UK

F Cipriani

Politecnico di Milano

Milan, Italy

CONTRIBUTORS xv



R L Cohen

Stanford University

Stanford, CA, USA

T H Colding

University of New York

New York, NY, USA

J C Collins

Penn State University

University Park, PA, USA

G Comte
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Université Paris XII – Val de Marne
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Université Paris-Sud XI

Orsay, France

L H Kauffman

University of Illinois at Chicago

Chicago, IL, USA

R K Kaul

The Institute of Mathematical Sciences

Chennai, India

Y Kawahigashi

University of Tokyo

Tokyo, Japan

B S Kay

University of York

York, UK

R Kenyon

University of British Columbia

Vancouver, BC, Canada

M Keyl

Università di Pavia

Pavia, Italy

T W B Kibble

Imperial College

London, UK

S Kichenassamy
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Chern–Simons Models: Rigorous Results A N Sengupta 496

Classical Groups and Homogeneous Spaces S Gindikin 500

Classical r-Matrices, Lie Bialgebras, and Poisson Lie Groups M A Semenov-Tian-Shansky 511

Clifford Algebras and Their Representations A Trautman 518

Cluster Expansion R Kotecký 531
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G Gallavotti, Università di Roma ‘‘La Sapienza,’’
Rome, Italy

ª 2006 G Gallavotti. Published by Elsevier Ltd.

All rights reserved.

General Principles

Classical mechanics is a theory of motions of point
particles. If X = (x1, . . . , xn) are the particle positions
in a Cartesian inertial system of coordinates, the
equations of motion are determined by their masses
(m1, . . . , mn), mj > 0, and by the potential energy of
interaction, V(x1, . . . , xn), as

mi€xi ¼ �@xi
Vðx1; . . . ; xnÞ; i ¼ 1; . . . ; n ½1�

here xi = (xi1, . . . , xid) are coordinates of the ith
particle and @xi

is the gradient (@xi1
, . . . , @xid

); d is the
space dimension (i.e., d = 3, usually). The potential
energy function will be supposed ‘‘smooth,’’ that is,
analytic except, possibly, when two positions coin-
cide. The latter exception is necessary to include the
important cases of gravitational attraction or, when
dealing with electrically charged particles, of Cou-
lomb interaction. A basic result is that if V is
bounded below, eqn [1] admits, given initial data
X0 = X(0), _X0 = _X(0), a unique global solution
t!X(t), t 2 (�1,1); otherwise a solution can fail
to be global if and only if, in a finite time, it reaches
infinity or a singularity point (i.e., a configuration in
which two or more particles occupy the same point:
an event called a collision).

In eqn [1], �@xi
V(x1, . . . , xn) is the force acting on

the points. More general forces are often admitted.
For instance, velocity-dependent friction forces: they
are not considered here because of their phenomeno-
logical nature as models for microscopic phenomena
which should also, in principle, be explained in
terms of conservative forces (furthermore, even from
a macroscopic viewpoint, they are rather incomplete
models, as they should be considered together with
the important heat generation phenomena that
accompany them). Another interesting example of

forces not corresponding to a potential are certain
velocity-dependent forces like the Coriolis force
(which, however, appears only in noninertial frames
of reference) and the closely related Lorentz force
(in electromagnetism): they could be easily accom-
modated in the Hamiltonian formulation of
mechanics; see Appendix 2.

The action principle states that an equivalent
formulation of the eqns [1] is that a motion
t!X0(t) satisfying [1] during a time interval
[t1, t2] and leading from X1 = X0(t1) to X2 = X0(t2),
renders stationary the action

AðfXgÞ ¼
Z t2

t1

Xn

i¼1

1

2
mi

_X iðtÞ2 � VðXðtÞÞ
 !

dt ½2�

within the class Mt1, t2
(X1, X2) of smooth (i.e.,

analytic) ‘‘motions’’ t!X(t) defined for t 2 [t1, t2]
and leading from X1 to X2.

The function

LðY , XÞ ¼ 1

2

Xn

i¼1

miy
2
i � VðXÞ¼def

KðYÞ � VðXÞ,

Y ¼ ðy1, . . . , ynÞ

is called the Lagrangian function and the action can
be written as Z t2

t1

Lð _XðtÞ;XðtÞÞ dt

The quantity K( _X(t)) is called kinetic energy and
motions satisfying [1] conserve energy as time
t varies, that is,

Kð _XðtÞÞ þ VðXðtÞÞ ¼ E ¼ const: ½3�

Hence the action principle can be intuitively thought
of as saying that motions proceed by keeping
constant the energy, sum of the kinetic and potential
energies, while trying to share as evenly as possible
their (average over time) contribution to the energy.

In the special case in which V is translation invariant,
motions conserve linear momentum Q =

defP
i mi _xi; if V



is rotation invariant around the origin O, motions
conserve angular momentum M=

defP
i mixi^ _xi, where^

denotes the vector product in Rd, that is, it is the tensor
(a ^ b)ij = aibj � biaj, i, j = 1, . . . , d: if the dimension
d = 3 the a ^ b will be naturally regarded as a vector.
More generally, to any continuous symmetry group of
the Lagrangian correspond conserved quantities: this is
formalized in the Noether theorem.

It is convenient to think that the scalar product
in Rdn is defined in terms of the ordinary scalar product
in Rd, a � b =

Pd
j = 1 ajbj, by (v, w) =

Pn
i = 1 mivi �wi:

so that kinetic energy and line element ds can be
written as K( _X) = 1

2 ( _X , _X) and ds2 =
Pn

i = 1 mi dx2
i ,

respectively. Therefore, the metric generated by the
latter scalar product can be called kinetic energy
metric.

The interest of the kinetic metric appears from the
Maupertuis’ principle (equivalent to [1]): the princi-
ple allows us to identify the trajectory traced in Rd

by a motion that leads from X1 to X2 moving with
energy E. Parametrizing such trajectories as
�!X(�) by a parameter � varying in [0, 1] so that
the line element is ds2 = (@�X , @�X) d�2, the principle
states that the trajectory of a motion with energy E
which leads from X1 to X2 makes stationary, among
the analytic curves x 2 M0, 1(X1, X2), the function

LðxÞ ¼
Z

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� VðxðsÞÞ

q
ds ½4�

so that the possible trajectories traced by the
solutions of [1] in Rnd and with energy E can be
identified with the geodesics of the metric
dm2 =

def
(E�V(X)) � ds2.

For more details, the reader is referred to Landau
and Lifshitz (1976) and Gallavotti (1983).

Constraints

Often particles are subject to constraints which force
the motion to take place on a surface M � Rnd, i.e.,
X(t) is forced to be a point on the manifold
M. A typical example is provided by rigid systems
in which motions are subject to forces which keep
the mutual distances of the particles constant:
jxi � xjj= �ij, with �ij time-independent positive quan-
tities. In essentially all cases, the forces that imply
constraints, called constraint reactions, are velocity
dependent and, therefore, are not in the class of
conservative forces considered here, cf. [1]. Hence,
from a fundamental viewpoint admitting only conser-
vative forces, constrained systems should be regarded
as idealizations of systems subject to conservative
forces which approximately imply the constraints.

In general, the ‘-dimensional manifold M will not
admit a global system of coordinates: however, it
will be possible to describe points in the vicinity
of any X0 2M by using N = nd coordinates
q = (q1, . . . , q‘, q‘þ1, . . . , qN) varying in an open ball
BX0 : X = X(q1, . . . , q‘, q‘þ1, . . . , qN).

The q-coordinates can be chosen well adapted to
the surface M and to the kinetic metric, i.e., so that
the points of M are identified by q‘þ1 = � � �= qN = 0
(which is the meaning of ‘‘adapted’’); furthermore,
infinitesimal displacements (0, . . . , 0, d"‘þ1, . . . , d"N)
out of a point X0 2M are orthogonal to M (in the
kinetic metric) and have a length independent of the
position of X0 on M (which is the meaning of ‘‘well
adapted’’ to the kinetic metric).

Motions constrained on M arise when the
potential V has the form

VðXÞ ¼ VaðXÞ þ �WðXÞ ½5�

where W is a smooth function which reaches its
minimum value, say equal to 0, precisely on the
manifold M while Va is another smooth potential.
The factor � > 0 is a parameter called the rigidity of
the constraint.

A particularly interesting case arises when the level
surfaces of W also have the geometric property of
being ‘‘parallel’’ to the surface M: in the precise sense
that the matrix @2

qiqj
W(X), i, j > ‘ is positive definite

and X-independent, for all X 2M, in a system of
coordinates well adapted to the kinetic metric.

A potential W with the latter properties can be
called an approximately ideal constraint reaction. In
fact, it can be proved that, given an initial datum
X0 2M with velocity _X0 tangent to M, i.e., given
an initial datum whose coordinates in a local system
of coordinates are (q0, 0) and ( _q0, 0) with q0 =
(q01, . . . , q0‘) and _q0 = ( _q01, . . . , _q0‘), the motion
generated by [1] with V given by [5] is a motion
t!X�(t) which

1. as �!1 tends to a motion t!X1(t);
2. as long as X1(t) stays in the vicinity of the initial

data, say for 0 � t � t1, so that it can be
described in the above local adapted coordinates,
its coordinates have the form t! (q(t), 0) =
(q1(t), . . . , q‘(t), 0, . . . , 0): that is, it is a motion
developing on the constraint surface M; and

3. the curve t!X1(t), t 2 [0, t1], as an element of
the spaceM0, t1

(X0, X1(t1)) of analytic curves on
M connecting X0 to X1(t1), renders the action

AðXÞ ¼
Z t1

0

Kð _XðtÞÞ � VaðXðtÞÞ
� �

dt ½6�

stationary.
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The latter property can be formulated ‘‘intrinsically,’’
that is, referring only to M as a surface, via the
restriction of the metric ds2 to line elements ds =
(dq1, . . . , dq‘, 0, . . . , 0) tangent to M at the point
X = (q0, 0, . . . , 0) 2M; we write ds2 =

P1,‘
i, j gij(q)�

dqi dqj. The ‘� ‘ symmetric positive-definite matrix g
can be called the metric on M induced by the kinetic
energy. Then the action in [6] can be written as

AðqÞ ¼
Z t1

0

 
1

2

X1;‘
i;j

gijðqðtÞÞ _qiðtÞ _qjðtÞ

� VaðqðtÞÞ
!

dt ½7�

where Va(q) =
def

Va(X(q1, . . . , q‘,0, . . . , 0)): the function

Lðh; qÞ ¼def 1

2

X1;‘
i;j

gijðqÞ�i�j � VaðqÞ

� 1

2
gðqÞh � h� VaðqÞ ½8�

is called the constrained Lagrangian of the system.
An important property is that the constrained motions

conserve the energy defined as E = 1
2 (g(q) _q, _q)þ

Va(q); see next section.
The constrained motion X1(t) of energy E satisfies

the Maupertuis’ principle in the sense that the curve
on M on which the motion develops renders

LðxÞ ¼
Z

x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� VaðxðsÞÞ

q
ds ½9�

stationary among the (smooth) curves that develop
on M connecting two fixed values X1 and X2. In the
particular case in which ‘= n this is again Mauper-
tuis’ principle for unconstrained motions under the
potential V(X). In general, ‘ is called the number of
degrees of freedom because a complete description
of the initial data requires 2‘ coordinates q(0), _q(0).

If W is minimal on M but the condition on W of
having level surfaces parallel to M is not satisfied, i.e.,
if W is not an approximate ideal constraint reaction,
it still remains true that the limit motion X1(t) takes
place on M. However, in general, it will not satisfy the
above variational principles. For this reason, motions
arising as limits (as �!1) of motions developing
under the potential [5] with W having minimum on M
and level curves parallel (in the above sense) to M are
called ideally constrained motions or motions subject
by ideal constraints to the surface M.

As an example, suppose that W has the form
W(X) =

P
i, j2P wij(jxi � xjj) with wij(jxj) 	 0 an ana-

lytic function vanishing only when jxj= �ij for i, j in
some set of pairsP and for some given distances �ij (e.g.,
wij(x) = (x2 � �2

ij)
2�, � > 0). Then W can be shown to

satisfy the mentioned conditions and therefore, the so
constrained motions X1(t) of the body satisfy the
variational principles mentioned in connection with [7]
and [9]: in other words, the above natural way of
realizing a rather general rigidity constraint is ideal.

The modern viewpoint on the physical meaning of
the constraint reactions is as follows: looking at
motions in an inertial Cartesian system, it will appear
that the system is subject to the applied forces with
potential Va(X) and to constraint forces which are
defined as the differences Ri = mi€xi þ ¶xiVa(X). The
latter reflect the action of the forces with potential
�W(X) in the limit of infinite rigidity (�!1).

In applications, sometimes the action of a constraint
can be regarded as ideal: the motion will then verify the
variational principles mentioned and R can be com-
puted as the differences between the mi€xi and the active
forces�¶xi

Va(X). In dynamics problems it is, however,
a very difficult and important matter, particularly in
engineering, to judge whether a system of particles can
be considered as subject to ideal constraints: this leads
to important decisions in the construction of machines.
It simplifies the calculations of the reactions and fatigue
of the materials but a misjudgment can have serious
consequences about stability and safety. For statics
problems, the difficulty is of lower order: usually
assuming that the constraint reaction is ideal leads to
an overestimate of the requirements for stability of
equilibria. Hence, employing the action principle to
statics problems, where it constitutes the principle of
virtual work, generally leads to economic problems
rather than to safety issues. Its discovery even predates
Newtonian mechanics.

We refer the reader to Arnol’d (1989) and
Gallavotti (1983) for more details.

Lagrange and Hamilton Forms
of the Equations of Motion

The stationarity condition for the action A(q), cf.
[7], [8], is formulated in terms of the Lagrangian
L(h, x), see [8], by

d

dt
@�iLð _qðtÞ; qðtÞÞ

¼ @xi
Lð _qðtÞ; qðtÞÞ; i ¼ 1; . . . ; ‘ ½10�

which is a second-order differential equation called
the Lagrangian equation of motion. It can be cast in
‘‘normal form’’: for this purpose, adopting the
convention of ‘‘summation over repeated indices,’’
introduce the ‘‘generalized momenta’’

pi ¼def
gðqÞij _qj; i ¼ 1; . . . ; ‘ ½11�
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Since g(q) > 0, the motions t! q(t) and the corre-
sponding velocities t! _q(t) can be described equiva-
lently by t! (q(t), p(t)): and the equations of motion
[10] become the first-order equations

_qi ¼ @pi
Hðp; qÞ; _pi ¼ �@qi

Hðp; qÞ ½12�

where the function H, called the Hamiltonian of the
system, is defined by

Hðp; qÞ ¼def 1
2ðgðqÞ

�1p; pÞ þ VaðqÞ ½13�

Equations [12], regarded as equations of motion for
phase space points (p, q), are called Hamilton
equations. In general, q are local coordinates on M
and motions are specified by giving q, _q or p, q.

Looking for a coordinate-free representation of
motions consider the pairs X, Y with X 2M and Y a
vector Y 2 TX tangent to M at the point X. The
collection of pairs (Y , X) is denoted T(M) = [X2M

(TX � {X}) and a motion t! ( _X(t), X(t)) 2 T(M) in
local coordinates is represented by ( _q(t), q(t)). The
space T(M) can be called the space of initial data for
Lagrange’s equations of motion: it has 2‘ dimen-
sions (also known as the ‘‘tangent bundle’’ of M).

Likewise, the space of initial data for the
Hamilton equations will be denoted T
(M) and it
consists of pairs X, P with X 2M and P = g(X)Y
with Y a vector tangent to M at X. The space T
(M)
is called the phase space of the system: it has
2‘ dimensions (and it is occasionally called the
‘‘cotangent bundle’’ of M).

Immediate consequence of [12] is

d

dt
HðpðtÞ; qðtÞÞ � 0

and it means that H(p(t), q(t)) is constant along
the solutions of [12]. Noting that H(p, q) =
(1=2)(g(q) _q, _q)þ Va(q) is the sum of the kinetic
and potential energies, it follows that the conservation
of H along solutions means energy conservation in
presence of ideal constraints.

Let St be the flow generated on the phase space
variables (p, q) by the solutions of the equations of
motion [12], that is, let t! St(p, q) � (p(t), q(t))
denote a solution of [12] with initial data (p, q).
Then a (measurable) set � in phase space evolves in
time t into a new set St� with the same volume: this
is obvious because the Hamilton equations [12] have
manifestly zero divergence (‘‘Liouville’s theorem’’).

The Hamilton equations also satisfy a variational
principle, called the Hamilton action principle: that
is, if Mt1, t2

((p1, q1), (p2, q2); M) denotes the space of
the analytic functions j : t! (p(t), k (t)) which in the
time interval [t1, t2] lead from (p1, q1) to (p2, q2),
then the condition that j0(t) = (p(t), q(t)) satisfies

[12] can be equivalently formulated by requiring
that the function

AHðjÞ ¼def
Z t2

t1

�
pðtÞ � _kðtÞ � HðpðtÞ; kðtÞÞ

�
dt ½14�

be stationary for j = j0: in fact, eqns [12] are the
stationarity conditions for the Hamilton action
[14] on Mt0, t1

((p1, q1), (p2, q2); M). And, since the
derivatives of p(t) do not appear in [14], statio-
narity is even achieved in the larger space
Mt1, t2

(q1, q2; M) of the motions j : t! (p(t), k (t))
leading from q1 to q2 without any restriction on
the initial and final momenta p1, p2 (which, there-
fore, cannot be prescribed a priori independently
of q1, q2). If the prescribed data p1, q1, p2, q2 are
not compatible with the equations of motion (e.g.,
H(p1, q2) 6¼ H(p2, q2)), then the action functional
has no stationary trajectory in Mt1, t2

((p1, q1),
(p2q2); M).

For more details, the reader is referred to Landau
and Lifshitz (1976), Arnol’d (1989), and Gallavotti
(1983).

Canonical Transformations of Phase
Space Coordinates

The Hamiltonian form, [13], of the equations of
motion turns out to be quite useful in several
problems. It is, therefore, important to remark that
it is invariant under a special class of transformations
of coordinates, called canonical transformations.

Consider a local change of coordinates on phase
space, i.e., a smooth, smoothly invertible map
C(p, k ) = (p 0, k 0) between an open set U in the
phase space of a Hamiltonian system with
‘ degrees of freedom, into an open set U0 in a
2‘-dimensional space. The change of coordinates is
said to be canonical if for any solution
t! (p(t), k (t)) of equations like [12], for any
Hamiltonian H(p, k ) defined on U, the C–image
t! (p 0(t), k 0(t)) = C(p(t), k (t)) is a solution of [12]
with the ‘‘same’’ Hamiltonian, that is, with
Hamiltonian H0(p 0, k 0) =

defH(C�1(p 0, k 0)).
The condition that a transformation of coordi-

nates is canonical is obtained by using the
arbitrariness of the function H and is simply
expressed as a necessary and sufficient property of
the Jacobian L,

L ¼
A B

C D

� �
Aij ¼ @�j

�0i; Bij ¼ @�j
�0i;

Cij ¼ @�j�
0
i; Dij ¼ @�j�

0
i

½15�
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where i, j = 1, . . . , ‘. Let

E ¼ 0 1
�1 0

� �
denote the 2‘� 2‘ matrix formed by four ‘� ‘
blocks, equal to the 0 matrix or, as indicated, to the
� (identity matrix); then, if a superscript T denotes
matrix transposition, the condition that the map be
canonical is that

L�1 ¼ ELTET or L�1 ¼ DT �BT

�CT AT

� �
½16�

which immediately implies that det L = �1. In fact,
it is possible to show that [16] implies det L = 1.
Equation [16] is equivalent to the four relations ADT �
BCT = 1, �ABT þ BAT = 0, CDT �DCT = 0, and
�CBT þDAT = 1. More explicitly, since the first and
the fourth relations coincide, these can be expressed as

f�0i; �0jg ¼ 	ij; f�0i; �0jg ¼ 0; f�0i; �0jg ¼ 0 ½17�

where, for any two functions F(p, k ), G(p, k ), the
Poisson bracket is

fF;Ggðp; kÞ ¼def
X‘
k¼1

@�k
Fðp; kÞ@�k

Gðp; kÞ
�

� @�k
Fðp;kÞ @�k

Gðp; kÞ
�
½18�

The latter satisfies Jacobi’s identity: {{F, G}, Q}þ
{{G, Q}, F}þ {{Q, F}, G} = 0, for any three functions
F, G, Q on the phase space. It is quite useful to
remark that if t! (p(t), q(t)) = St(p, q) is a solution
to Hamilton equations with Hamiltonian H then,
given any observable F(p, q), it ‘‘evolves’’ as
F(t) =

def
F(p(t), q(t)) satisfying

@tFðpðtÞ; qðtÞÞ= {H; F}ðpðtÞ; qðtÞÞ

Requiring the latter identity to hold for all observables
F is equivalent to requiring that the t! (p(t), q(t)) be a
solution of Hamilton’s equations for H.

Let C : U !U0 be a smooth, smoothly invertible
transformation between two open 2‘-dimensional
sets: C(p, k ) = (p 0, k 0). Suppose that there is a function
�(p 0, k ) defined on a suitable domain W such that

Cðp; kÞ ¼ ðp 0; k 0Þ ) p ¼ @k �ðp 0; kÞ
k 0 ¼ @p 0�ðp 0; kÞ

	
½19�

then C is canonical. This is because [19] implies that
if k , p 0 are varied and if p, k 0, p 0, k are related by
C(p, k ) = (p 0, k 0), then p � dk þ k 0 � dp 0= d�(p 0, k ),
which implies that

p � dk �Hðp; kÞdt � p 0 � dk 0 � HðC�1ðp 0; k 0ÞÞdt

þ d�ðp 0; kÞ � dðp 0 � k 0Þ ½20�

It means that the Hamiltonians H(p, q) and
H0(p0, q0)) =

defH(C�1(p0, q0)) have Hamilton actions
AH and AH0 differing by a constant, if evaluated
on corresponding motions (p(t), q(t)) and
(p0(t), q0(t)) = C(p(t), q(t)).

The constant depends only on the initial and final
values (p(t1), q(t1)) and (p(t2), q(t2)) and, respec-
tively, (p0(t1), q0(t1)) and (p0(t2), q0(t2)) so that if
(p(t), q(t)) makes AH extreme, then (p0(t), q0(t)) =
C(p(t), q(t)) also makes AH0 extreme.

Hence, if t! (p(t), q(t)) solves the Hamilton equa-
tions with Hamiltonian H(p, q) then the motion
t! (p0(t), q0(t)) = C(p(t), q(t)) solves the Hamilton
equations with Hamiltonian H0(p0, q0) =H(C�1(p0, q0))
no matter which it is: therefore, the transformation is
canonical. The function � is called its generating
function.

Equation [19] provides a way to construct
canonical maps. Suppose that a function �(p 0, k ) is
given and defined on some domain W; then setting

p ¼ @k �ðp 0; kÞ
k 0 ¼ @p0�ðp 0; kÞ

	
and inverting the first equation in the form
p 0= X(p, k ) and substituting the value for p 0 thus
obtained, in the second equation, a map
C(p, k ) = (p 0, k 0) is defined on some domain (where
the mentioned operations can be performed) and if
such domain is open and not empty then C is a
canonical map.

For similar reasons, if �(k , k 0) is a function
defined on some domain then setting p = @k �
(k , k 0), p 0=�@k 0�(k , k 0) and solving the first rela-
tion to express k 0= D(p, k ) and substituting in the
second relation a map (p 0, k 0) = C(p, k ) is defined on
some domain (where the mentioned operations can
be performed) and if such domain is open and not
empty then C is a canonical map.

Likewise, canonical transformations can be con-
structed starting from a priori given functions
F(p, k 0) or G(p, p 0). And the most general canonical
map can be generated locally (i.e., near a given point
in phase space) by a single one of the above four
ways, possibly composed with a few ‘‘trivial’’
canonical maps in which one pair of coordinates
(�i,�i) is transformed into (��i, �i). The necessity of
also including the trivial maps can be traced to the
existence of homogeneous canonical maps, that is,
maps such that p � dk = p 0 � dk 0 (e.g., the identity
map, see below or [49] for nontrivial examples)
which are action preserving hence canonical, but
which evidently cannot be generated by a function
�(k , k 0) although they can be generated by a
function depending on p 0, k .
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Simple examples of homogeneous canonical maps
are maps in which the coordinates q are changed
into q0= R(q) and, correspondingly, the p’s are
transformed as p0= (@qR(q))�1 Tp, linearly: indeed,
this map is generated by the function F(p0, q) =

def

p0 � R(q).
For instance, consider the map ‘‘Cartesian–polar’’

coordinates (q1, q2) ! (�, 
) with (�, 
) the polar

coordinates of q (namely �=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2

1 þ q2
2

q
, 
= arctan

(q2=q1)) and let n=
def

q= jqj= (n1,n2) and t =(�n2, n1).

Setting p�=
def

p �n, p
=
def
�p � t, the map (p1, p2,

q1, q2) !(p�, p
, �, 
) is homogeneous canonical
(because p �dq=p �nd�þp � t�d
=p�d�þp
d
).

As a further example, any area-preserving map
(p, q) ! (p0, q0) defined on an open region of the
plane R2 is canonical: because in this case the
matrices A, B, C, D are just numbers, which satisfy
AD� BC = 1 and, therefore, [16] holds.

For more details, the reader is referred to Landau
and Lifshitz (1976) and Gallavotti (1983).

Quadratures

The simplest mechanical systems are integrable by
quadratures. For instance, the Hamiltonian on R2,

Hðp; qÞ ¼ 1

2m
p2 þ VðqÞ ½21�

generates a motion t! q(t) with initial data q0, _q0

such that H(p0, q0) = E, i.e., 1
2 m _q2

0 þ V(q0) = E,
satisfying

_qðtÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

m
ðE� VðqðtÞÞÞ

r
If the equation E = V(q) has only two solutions
q�(E) < qþ(E) and j@qV(q�(E))j > 0, the motion is
periodic with period

TðEÞ ¼ 2

Z qþðEÞ

q�ðEÞ

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=mÞðE� VðxÞÞ

p ½22�

The special solution with initial data q0 =
q�(E), _q0 = 0 will be denoted Q(t), and it is an
analytic function (by the general regularity theorem
on ordinary differential equations). For 0 � t � T=2
or for T=2 � t � T it is given, respectively, by

t ¼
Z QðtÞ

q�ðEÞ

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=mÞðE� VðxÞÞ

p ½23a�

or

t ¼ T

2
�
Z QðtÞ

qþðEÞ

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=mÞðE� VðxÞÞ

p ½23b�

The most general solution with energy E has the
form q(t) = Q(t0 þ t), where t0 is defined by
q0 = Q(t0), _q0 = _Q(t0), i.e., it is the time needed for
the ‘‘standard solution’’ Q(t) to reach the initial data
for the new motion.

If the derivative of V vanishes in one of the
extremes or if at least one of the two solutions q�(E)
does not exist, the motion is not periodic and it may
be unbounded: nevertheless, it is still expressible via
integrals of the type [22]. If the potential V is
periodic in q and the variable q is considered to be
varying on a circle then essentially all solutions are
periodic: exceptions can occur if the energy E has a
value such that V(q) = E admits a solution where V
has zero derivative.

Typical examples are the harmonic oscillator, the
pendulum, and the Kepler oscillator: whose Hamil-
tonians, if m, !, g, h, G, k are positive constants, are,
respectively,

p2

2m
þ 1

2
m!2q2

p2

2m
þmg 1� cos

q

h

� �
p2

2m
�mk

1

jqj þm
G2

2q2

½24�

the Kepler oscillator Hamiltonian has a potential
which is singular at q = 0 but if G 6¼ 0 the energy
conservation forbids too close an approach to q = 0
and the singularity becomes irrelevant.

The integral in [23] is called a quadrature and the
systems in [21] are therefore integrable by quad-
ratures. Such systems, at least when the motion is
periodic, are best described in new coordinates in
which periodicity is more manifest. Namely when
V(q) = E has only two roots q�(E) and�V 0(q�(E)) > 0
the energy–time coordinates can be used by replac-
ing q, _q or p, q by E, � , where � is the time needed
for the standard solution t!Q(t) to reach the given
data, that is, Q(�) = q, _Q(�) = _q. In such coordi-
nates, the motion is simply (E, �)! (E, � þ t) and,
of course, the variable � has to be regarded as
varying on a circle of radius T=2�. The E, �
variables are a kind of polar coordinates, as can
be checked by drawing the curves of constant E,
‘‘energy levels,’’ in the plane p, q in the cases in
[24]; see Figure 1.

In the harmonic oscillator case, all trajectories are
periodic. In the pendulum case, all motions are
periodic except the ones which separate the oscilla-
tory motions (the closed curves in the second
drawing) from the rotatory motions (the apparently
open curves) which, in fact, are on closed curves as
well if the q coordinate, that is, the vertical
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coordinate in Figure 1, is regarded as ‘‘periodic’’
with period 2�h. In the Kepler case, only the
negative-energy trajectories are periodic and a few
of them are drawn in Figure 1. The single dots
represent the equilibrium points in phase space.

The region of phase space where motions are
periodic is a set of points (p, q) with the
topological structure of [u2U({u}� Cu), where u is
a coordinate varying in an open interval U (e.g.,
the set of values of the energy), and Cu is a closed
curve whose points (p, q) are identified by a
coordinate (e.g., by the time necessary for an
arbitrarily fixed datum with the same energy to
evolve into (p, q)).

In the above cases, [24], if the ‘‘radial’’ coordinate
is chosen to be the energy the set U is the interval
(0,þ1) for the harmonic oscillator, (0, 2mg) or
(2mg,þ1) for the pendulum, and (�1

2 mk2=G2, 0) in
the Kepler case. The fixed datum for the reference
motion can be taken, in all cases, to be of the form
(0, q0) with the time coordinate t0 given by [23].

It is remarkable that the energy–time coordinates
are canonical coordinates: for instance, in the vicinity
of (p0, q0) and if p0 > 0, this can be seen by setting

Sðq;EÞ ¼
Z q

q0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VðxÞÞ

p
dx ½25�

and checking that p = @qS(q, E), t = @ES(q, E) are
identities if (p, q) and (E, t) are coordinates for the
same point so that the criterion expressed by [20]
applies.

It is convenient to standardize the coordinates
by replacing the time variable by an angle �=
(2�=T(E))t; and instead of the energy any invertible
function of it can be used.

It is natural to look for a coordinate A = A(E)
such that the map (p, q) ! (A,�) is a canonical
map: this is easily done as the function

Ŝðq;AÞ ¼
Z q

q0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðEðAÞ � VðxÞÞ

p
dx ½26�

generates (locally) the correspondence between
p =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m(E(A)� V(q))

p
and

� ¼ E0ðAÞ
Z q

0

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�1ðEðAÞ � VðxÞÞ

p
Therefore, by the criterion [20], if

E0ðAÞ ¼ 2�

TðEðAÞÞ

i.e., if A0(E) = T(E)=2�, the coordinates (A,�) will
be canonical coordinates. Hence, by [22], A(E) can
be taken as

A ¼ 1

2�
2

Z qþðEÞ

q�ðEÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VðqÞÞ

p
dq

� 1

2�

I
p dq ½27�

where the last integral is extended to the closed curve
of energy E; see Figure 1. The action–angle coordi-
nates (A,�) are defined in open regions of phase
space covered by periodic motions: in action–angle
coordinates such regions have the form W = J � T of
a product of an open interval J and a one-
dimensional ‘‘torus’’ T = [0, 2�] (i.e., a unit circle).

For details, the reader is again referred to Landau and
Lifshitz (1976), Arnol’d (1989), and Gallavotti (1983).

Quasiperiodicity and Integrability

A Hamiltonian is called integrable in an open region
W � T
(M) of phase space if

1. there is an analytic and nonsingular (i.e., with
nonzero Jacobian) change of coordinates (p, q) !
(I, j) mapping W into a set of the form I � T ‘

with I � R‘ (open); and furthermore
2. the flow t! St(p, q) on phase space is trans-

formed into (I, j)! (I, j þ w(I)t) where w(I) is a
smooth function on I :

This means that, in suitable coordinates, which
can be called ‘‘integrating coordinates,’’ the system
appears as a set of ‘ points with coordinates
j = (’1, . . . , ’‘) moving on a unit circle at angular
velocities w(I) = (!1(I), . . . , !‘(I)) depending on the
actions of the initial data.

A system integrable in a region W which, in
integrating coordinates I, j, has the form I � T ‘ is
said to be anisochronous if det @Iw(I) 6¼ 0. It is said
to be isochronous if w(I) � w is independent of I.
The motions of integrable systems are called
quasiperiodic with frequency spectrum w(I), or
with frequencies w(I)=2�, in the coordinates (I, j).

Clearly, an integrable system admits ‘ independent
constants of motion, the I = (I1, . . . , I‘), and, for each

Figure 1 The energy levels of the harmonic oscillator, the

pendulum, and the Kepler motion.
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choice of I, the other coordinates vary on a ‘‘standard’’
‘-dimensional torus T ‘: hence, it is possible to say that
a phase space region of integrability is foliated into
‘-dimensional invariant tori T (I) parametrized by the
values of the constants of motion I 2 I .

If an integrable system is anisochronous then it is
canonically integrable: that is, it is possible to define
on W a canonical change of coordinates (p, q) =
C(A, a) mapping W onto J �T ‘ and such that
H(C(A, a)) = h(A) for a suitable h. Then, if
w(A) =

def
@Ah(A), the equations of motion become

_A ¼ 0; _a ¼ wðAÞ ½28�

Given a system (I, j) of coordinates integrating an
anisochronous system the construction of action–
angle coordinates can be performed, in principle, via
a classical procedure (under a few extra
assumptions).

Let �1, . . . , �‘ be ‘ topologically independent circles
on T ‘, for definiteness let �i(I) = {j j’1 =’2 = � � �=
’i�1 =’iþ1 = � � �= 0, ’i 2 [0, 2�]}, and set

AiðIÞ ¼
1

2�

I
�iðIÞ

p � dq ½29�

If the map I !A(I) is analytically invertible as
I = I(A), the function

SðA;jÞ ¼ ð�Þ
Z j

0

p � dq ½30�

is well defined if the integral is over any path �
joining the points (p(I(A), 0), q(I(A), 0)) and
(p(I(A), j)), q(I(A), j) and lying on the torus para-
metrized by I(A).

The key remark in the proof that [30] really
defines a function of the only variables A, j is that
anisochrony implies the vanishing of the Poisson
brackets (cf. [18]): {Ii, Ij} = 0 (hence also {Ai, Aj} �P

h, k @Ik
Ai @Ih

Aj{Ik, Ih} = 0). And the property
{Ii, Ij} = 0 can be checked to be precisely the
integrability condition for the differential form p � dq
restricted to the surface obtained by varying q while p is
constrained so that (p, q) stays on the surface
I = constant, i.e., on the invariant torus of the points
with fixed I.

The latter property is necessary and sufficient in
order that the function S(A, j) be well defined (i.e.,
be independent on the integration path �) up to an
additive quantity of the form

P
i 2�niAi with

n = (n1, . . . , n‘) integers.
Then the action–angle variables are defined by the

canonical change of coordinates with S(A, j) as
generating function, i.e., by setting

�i ¼ @AiSðA;jÞ; Ii ¼ @ji
SðA;jÞ ½31�

and, since the computation of S(A, j) is ‘‘reduced to
integrations’’ which can be regarded as a natural
extension of the quadratures discussed in the one-
dimensional cases, such systems are also called
integrable by quadratures. The just-described con-
struction is a version of the more general Arnol’d–
Liouville theorem.

In practice, however, the actual evaluation of the
integrals in [29], [30] can be difficult: its analysis in
various cases (even as ‘‘elementary’’ as the pendu-
lum) has in fact led to key progress in various
domains, for example, in the theory of special
functions and in group theory.

In general, any surface on phase space on which
the restriction of the differential form p � dq is locally
integrable is called a Lagrangian manifold: hence the
invariant tori of an anisochronous integrable system
are Lagrangian manifolds.

If an integrable system is anisochronous, it cannot
admit more than ‘ independent constants of motion;
furthermore, it does not admit invariant tori of
dimension >‘. Hence ‘-dimensional invariant tori
are called maximal.

Of course, invariant tori of dimension <‘ can also
exist: this happens when the variables I are such that
the frequencies w(I) admit nontrivial rational rela-
tions; i.e., there is an integer components vector
n 2 Z‘, n = (�1, . . . , �‘) 6¼ 0 such that

wðIÞ � n ¼
X

i

!iðIÞ�i ¼ 0 ½32�

in this case, the invariant torus T (I) is called
resonant. If the system is anisochronous then
det @Iw(I) 6¼ 0 and, therefore, the resonant tori are
associated with values of the constants of motion
I which form a set of measure zero in the space
I but which is not empty and dense.

Examples of isochronous systems are the systems of
harmonic oscillators, i.e., systems with Hamiltonian

X‘
i¼1

1

2mi
p2

i þ
1

2

X1; ‘
i; j

cijqiqj

where the matrix v is a positive-definite matrix.
This is an isochronous system with frequencies
w = (!1, . . . ,!‘) whose squares are the eigenvalues of
the matrix m

�1=2
i cijm

�1=2
j . It is integrable in the region

W of the data x = (p, q) 2 R2‘ such that, setting

A
 ¼
1

2!


X‘
i¼1

v
; ipiffiffiffiffiffiffi
mi
p

 !2

þ!2



 X‘
i¼1

v
; iqiffiffiffiffiffiffiffiffiffi
m�1

i

q !2
0B@

1CA
for all eigenvectors v
, 
= 1, . . . , ‘, of the above
matrix, the vectors A have all components >0.
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Even though this system is isochronous, it never-
theless admits a system of canonical action–angle
coordinates in which the Hamiltonian takes the
simplest form

hðAÞ ¼
X‘

¼1

!
A
 � w � A ½33�

with

�
 ¼ � arctan

P‘
i¼1

v
; ipiffiffiffiffi
mi
p

P‘
i¼1

ffiffiffiffiffiffi
mi
p

!
v
; iqi

0BBB@
1CCCA

as conjugate angles.
An example of anisochronous system is the free

rotators or free wheels: i.e., ‘ noninteracting points
on a circle of radius R or ‘ noninteracting homo-
geneous coaxial wheels of radius R. If Ji = miR

2 or,
respectively, Ji = (1=2)miR

2 are the inertia moments
and if the positions are determined by ‘ angles a =
(�1, . . . ,�‘), the angular velocities are constants
related to the angular momenta A = (A1, . . . , A‘) by
!i = Ai=Ji. The Hamiltonian and the spectrum are

hðAÞ ¼
X‘
i¼1

1

2Ji
A2

i ; wðAÞ ¼ 1

Ji
Ai

� �
i¼1;...;‘

½34�

For further details see Landau and Lifshitz (1976),
Gallavotti (1983), Arnol’d (1989), and Fassò (1998).

Multidimensional Quadratures:
Central Motion

Several important mechanical systems with more
than one degree of freedom are integrable by
canonical quadratures in vast regions of phase
space. This is checked by showing that there is a
foliation into invariant tori T (I) of dimension equal
to the number of degrees of freedom (‘) parame-
trized by ‘ constants of motion I in involution, i.e.,
such that {Ii, Ij} = 0. One then performs, if possible,
the construction of the action–angle variables by
the quadratures discussed in the previous section.

The above procedure is well illustrated by the
theory of the planar motion of a unit mass attracted
by a coplanar center of force: the Lagrangian is, in
polar coordinates (�, 
),

L ¼ m

2
ð _�2 þ �2 _
2Þ � Vð�Þ

The planarity of the motion is not a strong restriction
as central motion always takes place on a plane.

Hence, the equations of motion are

d

dt
m�2 _
 ¼ 0

i.e., m�2
̇= G is a constant of motion (it is the
angular momentum), and

€� ¼ �@�Vð�Þ þ @�
m

2
�2 _
2

¼ �@�Vð�Þ þ
G2

m�3

¼def �@�VGð�Þ

Then the energy conservation yields a second
constant of motion E,

m

2
_�2 þ 1

2

G2

m�2
þ Vð�Þ ¼ E

¼ 1

2m
p2
� þ

1

2m

p2



�2
þ Vð�Þ ½35�

The right-hand side (rhs) is the Hamiltonian for the
system, derived from L, if p�, p
 denote conjugate
momenta of �, 
 : p� = m�̇ and p
 = m�2
̇ (note that
p
 = G).

Suppose �2V(�)�!
�!0

0: then the singularity at the
origin cannot be reached by any motion starting
with � > 0 if G > 0. Assume also that the function

VGð�Þ ¼
def 1

2

G2

m�2
þ Vð�Þ

has only one minimum E0(G), no maximum and no
horizontal inflection, and tends to a limit E1(G) � 1
when �!1. Then the system is integrable in the
domain W = {(p, q) jE0(G) < E < E1(G), G 6¼ 0}.

This is checked by introducing a ‘‘standard’’ periodic
solution t!R(t) of m�̈=�@�VG(�) with energy
E0(G) < E < E1(G) and initial data �= �E,�(G),
�̇= 0 at time t = 0, where �E,� (G ) are the two
solutions of VG (�) = E , see the section ‘‘Quadratures’’:
this is a periodic analytic function of t with period

TðE;GÞ ¼ 2

Z �E;þðGÞ

�E;�ðGÞ

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=mÞðE� VGðxÞÞ

p
The function R(t) is given, for 0 � t � 1

2 T(E, G)
or for 1

2 T(E, G) � t � T(E, G), by the quadratures

t ¼
Z RðtÞ

�E;�ðGÞ

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=mÞðE� VGðxÞÞ

p ½36a�

or

t ¼ TðE;GÞ
2

�
Z RðtÞ

�E;þðGÞ

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=mÞðE� VGðxÞÞ

p ½36b�
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respectively. The analytic regularity of R(t) follows
from the general existence, uniqueness, and regularity
theorems applied to the differential equation for �̈.

Given an initial datum _�0, �0, _
0, 
0 with energy E
and angular momentum G, define t0 to be the time
such that R(t0) = �0, _R(t0) = _�0: then �(t) � R(t þ t0)
and 
(t) can be computed as


ðtÞ ¼ 
0 þ
Z t

0

G

mRðt0 þ t0Þ2
dt0

a second quadrature. Therefore, we can use as
coordinates for the motion E, G, t0, which determine
_�0, �0, _
0 and a fourth coordinate that determines 
0

which could be 
0 itself but which is conveniently
determined, via the second quadrature, as follows.

The function Gm�1R(t)�2 is periodic with period
T(E, G); hence it can be expressed in a Fourier series

�0ðE;GÞ þ
X
k 6¼0

�kðE;GÞ exp
2�

TðE;GÞ itk

� �
the quadrature for 
(t) can be performed by
integrating the series terms. Setting


ðt0Þ ¼
def TðE;GÞ

2�

X
k 6¼0

�kðE;GÞ
k

exp
2�

TðE;GÞ it0k

� �
and ’1(0) = 
0 � �
(t0), the expression


ðtÞ ¼ 
0 þ
Z t

0

G

mRðt0 þ t0Þ2
dt0

becomes

’1ðtÞ ¼ ’1ð0Þ þ �0ðE;GÞ t ½37�

Hence the system is integrable and the spectrum is
w(E, G) = (!0(E, G), !1(E, G)) � (!0,!1) with

!0 ¼
def 2�

TðE;GÞ and !1¼
def
�0ðE;GÞ

while I = (E, G) are constants of motion and the
angles j = (’0,’1) can be taken as

’0 ¼def
!0t0; ’1 ¼def


0 � 
ðt0Þ

At E, G fixed, the motion takes place on a two-
dimensional torus T (E, G) with ’0,’1 as angles.

In the anisochronous cases, i.e., when
det @E, Gw(E, G) 6¼ 0, canonical action–angle vari-
ables conjugated to (p�, �, p
, 
) can be constructed
via [29], [30] by using two cycles �1, �2 on the torus
T (E, G). It is convenient to choose

1. �1 as the cycle consisting of the points �= x, 
= 0
whose first half (where p� 	 0) consists in the
set �E,�(G) � x � �E,þ(G), p� =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m(E� VG(x))
p

and d
= 0; and

2. �2 as the cycle �= const, 
 2 [0, 2�] on which
d�= 0 and p
 = G obtaining

A1 ¼
2

2�

Z �E;þðGÞ

�E;�ðGÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VGðxÞÞ

p
dx;

A2 ¼ G

½38�

According to the general theory (cf. the previous
section) a generating function for the canonical
change of coordinates from (p�, �, p
, 
) to action–
angle variables is (if, to fix ideas, p� > 0)

SðA1;A2; �; 
Þ ¼ G
þ
Z �

�E;�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE� VGðxÞÞ

p
dx ½39�

In terms of the above !0,�0 the Jacobian matrix
@(E, G)=@(A1, A2) is computed from [38], [39] to be

!0 �0

0 1

� �
. It follows that @ES= t,@GS=
� �
(t)��0

t

so that, see [31],

�1 ¼
def
@A1

S ¼ !0t; �2 ¼
def
@A2

S ¼ 
� 
ðtÞ ½40�

and (A1,�1), (A2,�2) are the action–angle pairs.
For more details, see Landau and Lifshitz (1976)

and Gallavotti (1983).

Newtonian Potential and Kepler’s Laws

The anisochrony property, that is, det @(!0,�0)=
@(A1, A2) 6¼ 0 or, equivalently, det @(!0,�0)=
@(E, G) 6¼ 0, is not satisfied in the important cases
of the harmonic potential and the Newtonian
potential. Anisochrony being only a sufficient con-
dition for canonical integrability it is still possible
(and true) that, nevertheless, in both cases the
canonical transformation generated by [39] inte-
grates the system. This is expected since the two
potentials are limiting cases of anisochronous ones
(e.g., jqj2þ" and jqj�1�" with "! 0).

The Newtonian potential

Hðp; qÞ ¼ 1

2m
p2 � km

jqj

is integrable in the region G 6¼ 0, E0(G) =
�k2m3=2G2 < E < 0, jGj <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m3=(�2E)

p
. Pro-

ceeding as in the last section, one finds integrating
coordinates and that the integrable motions develop
on ellipses with one focus on the center of attraction
S so that motions are periodic, hence not anisochro-
nous: nevertheless, the construction of the canonical
coordinates via [29]–[31] (hence [39]) works and
leads to canonical coordinates (L0,�0, G0, �0). To
obtain action–angle variables with a simple
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interpretation, it is convenient to perform on the
variables (L0,�0, G0, �0) (constructed by following the
procedure just indicated) a further trivial canonical
transformation by setting L = L0 þG0, G = G0,
�= �0, �= �0 � �0; then

1. � (average anomaly) is the time necessary for the
point P to move from the pericenter to its actual
position, in units of the period, times 2�;

2. L (action) is essentially the energy E =�k2m3=2L2;
3. G (angular momentum);
4. � (axis longitude), is the angle between a fixed

axis and the major axis of the ellipse oriented
from the center of the ellipse O to the center of
attraction S.

The eccentricity of the ellipse is e such that G =
�L

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2
p

. The ellipse equation is �= a(1�
e cos �), where � is the eccentric anomaly (see
Figure 2), a = L2=km2 is the major semiaxis, and
� is the distance to the center of attraction S.

Finally, the relations between eccentric anomaly �,
average anomaly �, true anomaly 
 (the latter is the
polar angle), and SP distance � are given by the
Kepler equations

� ¼ � � e sin �

ð1� e cos �Þð1þ e cos 
Þ ¼ 1� e2

� ¼ ð1� e2Þ3=2
Z 


0

d
0

ð1þ e cos 
0Þ2

�

a
¼ 1� e2

1þ e cos 


½41�

and the relation between true anomaly and average
anomaly can be inverted in the form

� ¼ �þ g�


 ¼ �þ f� )
�

a
¼ 1� e2

1þ e cosð�þ f�Þ
½42�

where g� = g(e sin�, e cos�), f� = f (e sin�, e cos�),
and g(x, y), f (x, y) are suitable functions analytic
for jxj, jyj < 1. Furthermore, g(x, y) = x(1þ yþ � � � ),
f (x, y) = 2x(1þ 5

4 yþ � � �) and the ellipses denote
terms of degree 2 or higher in x, y, containing only
even powers of x.

For more details, the reader is referred to Landau
and Lifshitz (1976) and Gallavotti (1983).

Rigid Body

Another fundamental integrable system is the rigid
body in the absence of gravity and with a fixed point
O. It can be naturally described in terms of the Euler
angles 
0,’0, 0 (see Figure 3) and their derivatives
_
0, _’0, _ 0.

Let I1, I2, I3 be the three principal inertia moments
of the body along the three principal axes with unit
vectors i1, i2, i3. The inertia moments and the
principal axes are the eigenvalues and the associated
unit eigenvectors of the 3� 3 inertia matrix I ,
which is defined by Ihk =

Pn
i = 1 mi(xi)h(xi)k, where

h, k = 1, 2, 3 and xi is the position of the ith particle
in a reference frame with origin at O and in which

ξ
O

P

e = 0.75

D E

O

P

e = 0.75

c

ξ
O

P

e = 0.3

θ
S SS

Figure 2 Eccentric and true anomalies of P, which moves on a small circle E centered at a point c moving on the circle D located

half-way between the two concentric circles containing the Keplerian ellipse: the anomaly of c with respect to the axis OS is �. The

circle D is eccentric with respect to S and therefore � is, even today, called eccentric anomaly, whereas the circle D is, in ancient

terminology, the deferent circle (eccentric circles were introduced in astronomy by Ptolemy). The small circle E on which the point P

moves is, in ancient terminology, an epicycle. The deferent and the epicyclical motions are synchronous (i.e., they have the same

period); Kepler discovered that his key a priori hypothesis of inverse proportionality between angular velocity on the deferent and

distance between P and S (i.e., � _�= constant) implied both synchrony and elliptical shape of the orbit, with focus in S. The latter law is

equivalent to �2 _
= constant (because of the identity a _�= � _
). Small eccentricity ellipses can hardly be distinguished from circles.

i1

i2 

i3

x

n

y O

z

ϕ0

ψ0

θ0

Figure 3 The Euler angles of the comoving frame i1, i2, i3 with

respect to a fixed frame x , y , z . The direction n is the ‘‘node line,

intersection between the planes x , y and i1, i2.
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all particles are at rest: this comoving frame exists as
a consequence of the rigidity constraint. The
principal axes form a coordinate system which is
comoving as well: that is, in the frame (O; i1, i2, i3)
as well, the particles are at rest.

The Lagrangian is simply the kinetic energy: we
imagine the rigidity constraint to be ideal (e.g., as
realized by internal central forces in the limit of
inf inite rigidity, as m entioned in the se ction ‘‘ Lag range
and Hamilton forms of equations of motion’’). The
angular velocity of the rigid motion is defined by

w ¼ _
0nþ _’0zþ _ 0i3 ½43�

expressing that a generic infinitesimal motion
must consist of a variation of the three Euler
angles and, therefore, it has to be a rotation of
speeds _
0, _’0, _ 0 around the axes n, z, i3 as shown
in Figure 3.

Let (!1,!2,!3) be the components of w along the
principal axes i1, i2, i3: for brevity, the latter axes
will often be called 1, 2, 3. Then the angular
momentum M, with respect to the pivot point O,
and the kinetic energy K can be checked to be

M ¼ I1!1i1 þ I2!2i2 þ I3!3i3

K ¼ 1

2
ðI1!

2
1 þ I2!

2
2 þ I2!

2
3Þ

½44�

and are constants of motion. From Figure 3 it follows
that !1 = _
0 cos 0þ _’0 sin
0 sin 0, !2 =� _
0 sin 0þ
_’0 sin
0 cos 0 and !3 = _’0 cos
0þ _ 0, so that the
Lagrangian, uninspiring at first, is

L ¼def 1

2
I1ð _
0 cos 0 þ _’0 sin 
0 sin 0Þ2

þ 1

2
I2ð� _
0 sin 0 þ _’0 sin 
0 cos 0Þ2

þ 1

2
I3ð _’0 cos 
0 þ _ 0Þ2 ½45�

Angular momentum conservation does not imply
that the components !j are constants because
i1, i2, i3 also change with time according to

d

dt
ij ¼ w ^ ij; j ¼ 1; 2; 3

Hence, _M = 0 becomes, by the first of [44] and
denoting Iw = (I1!1, I2!2, I3!3), the Euler equations
Iẇ þ w ^ Iw = 0, or

I1 _!1 ¼ðI2 � I3Þ!2!3

I2 _!2 ¼ðI3 � I1Þ!3!1

I3 _!3 ¼ðI1 � I2Þ!1!2

½46�

which can be considered together with the conserved
quantities [44].

Since angular momentum is conserved, it is con-
venient to introduce the laboratory frame (O; x0,
y0, z0) with fixed axes x0, y0, z0 and (see Figure 4):

1. (O; x, y, z), the momentum frame with fixed axes,
but with z-axis oriented as M, and x-axis
coinciding with the node (i.e., the intersection)
of the x0–y0 plane and the x–y plane (orthogonal
to M). Therefore, x, y, z is determined by the two
Euler angles �, � of (O; x, y, z) in (O; x0, y0, z0);

2. (O; 1, 2, 3), the comoving frame, that is, the
frame fixed with the body, and with unit vectors
i1, i2, i3 parallel to the principal axes of the body.
The frame is determined by three Euler angles

0,’0, 0;

3. the Euler angles of (O; 1, 2, 3) with respect to
(O; x, y, z), which are denoted 
,’, ;

4. G, the total angular momentum: G2 =
P

j I2
j !

2
j ;

5. M3, the angular momentum along the z0 axis;
M3 = G cos �; and

6. L, the projection of M on the axis 3, L = G cos 
.

The quantities G, M3, L,’, �, determine 
0,’0,
 0 and _
0, _’0, _ 0, or the p
0

, p’0
, p 0

variables
conjugated to 
0,’0, 0 as shown by the following
comment.

Considering Figure 4, the angles �, � determine
location, in the fixed frame (O; x0, y0, z0) of the
direction of M and the node line m, which are,
respectively, the z-axis and the x-axis of the fixed
frame associated with the angular momentum; the
angles 
,’, then determine the position of the
comoving frame with respect to the fixed frame
(O; x, y, z), hence its position with respect to
(O; x0, y0, z0), that is, (
0,’0, 0). From this and
G, it is possible to determine w because

cos 
 ¼ I3!3

G
; tan ¼ I2!2

I1!1

!2
2 ¼ I�2

2 ðG2 � I2
1!

2
1 � I2

3!
2
3Þ

½47�

and, from [43], _
0, _’0, _ 0 are determined.

x0

y0

z0

x =m n
n0

1

O

y

3
M ||z

2

γ

ϕ0
ϕ

ψ
ψ0

θ0

ζθ

Figure 4 The laboratory frame, the angular momentum frame,

and the comoving frame (and the Deprit angles).
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The Lagrangian [45] gives immediately (after
expressing w, i.e., n, z, i3, in terms of the Euler
angles 
0,’0, 0) an expression for the variables
p
0

, p’0
, p 0

conjugated to 
0,’0, 0:

p
0
¼M � n0; p’0

¼M � z0; p 0
¼M � i3 ½48�

and, in principle, we could proceed to compute the
Hamiltonian.

However, the computation can be avoided
because of the very remarkable property (DEPRIT),
which can be checked with some patience, making
use of [48] and of elementary spherical trigonometry
identities,

M3 d� þ G d’ þ L d 

¼ p’0
d’0 þ p 0

d 0 þ p
0
d
0 ½49�

which means that the map ((M3, �), (L, ),
(G,’)) ! ((p
0

, 
0), (p’0
,’0), (p 0

, 0)) is a canoni-
cal map. And in the new coordinates, the kinetic
energy, hence the Hamiltonian, takes the form

K ¼ 1

2

L2

I3
þ ðG2 � L2Þ sin2  

I1
þ cos2  

I2

 !" #
½50�

This again shows that G, M3 are constants of
motion, and the L, variables are determined by a
quadrature, because the Hamilton equation for  
combined with the energy conservation yields

_ ¼� 1

I3
� sin2  

I1
� cos2  

I2

 !

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2E�G2 sin2  

I1
þ cos2  

I2

� �
1
I3
� sin2  

I1
� cos2  

I2

vuuut ½51�

In the integrability region, this motion is periodic
with some period TL(E, G). Once  (t) is determined,
the Hamilton equation for ’ leads to the further
quadrature

_’ ¼ sin2  ðtÞ
I1

þ cos2  ðtÞ
I2

 !
G ½52�

which determines a second periodic motion with
period TG(E, G). The �, M3 are constants and,
therefore, the motion takes place on three-
dimensional invariant tori T E, G, M3

in phase space,
each of which is ‘‘always’’ foliated into two-
dimensional invariant tori parametrized by the
angle � which is constant (by [50], because K is
M3-independent): the latter are in turn foliated by
one-dimensional invariant tori, that is, by periodic
orbits, with E, G such that the value of
TL(E, G)=TG(E, G) is rational.

Note that if I1 = I2 = I, the above analysis is
extremely simplified. Furthermore, if gravity g acts
on the system the Hamiltonian will simply change by
the addition of a potential �mgz if z is the height of
the center of mass. Then (see Figure 4), if the center
of mass of the body is on the axis i3 and z = h cos 
0,
and h is the distance of the center of mass from O,
since cos 
0 = cos 
 cos � � sin 
 sin � cos’, the Hamil-
tonian will become H= K�mgh cos 
0 or

H ¼G2

2I3
þG2 � L2

2I
�mgh

M3L

G2
� 1�M2

3

G2

� �1=2
 

� 1� L2

G2

� �1=2

cos’

!
½53�

so that, again, the system is integrable by quadratures
(with the roles of  and ’ ‘‘interchanged’’ with respect
to the previous case) in suitable regions of phase space.
This is called the Lagrange’s gyroscope.

A less elementary integrable case is when the
inertia moments are related as I1 = I2 = 2I3 and the
center of mass is in the i1–i2 plane (rather than on
the i3-axis) and only gravity acts, besides the
constraint force on the pivot point O; this is called
Kowalevskaia’s gyroscope.

For more details, see Gallavotti (1983).

Other Quadratures

An interesting classical integrable motion is that of a
point mass attracted by two equal-mass centers of
gravitational attraction, or a point ideally constrained
to move on the surface of a general ellipsoid.

New integrable systems have been discovered
quite recently and have generated a wealth of new
developments ranging from group theory (as integ-
rable systems are closely related to symmetries) to
partial differential equations.

It is convenient to extend the notion of integ-
rability by stating that a system is integrable in a
region W of phase space if

1. there is a change of coordinates (p, q) 2
W ! {A, a, Y , y} 2 (U �T ‘)� (V � Rm) where
U � R‘, V � Rm, with ‘þm 	 1, areopensets;and

2. the A, Y are constants of motion while the other
coordinates vary ‘‘linearly’’:

ða; yÞ ! ða þ wðA;YÞt; yþ vðA;YÞtÞ ½54�

where w(A, Y), v(A, Y) are smooth functions.

In the new sense, the systems studied in the previous
sections are integrable in much wider regions (essen-
tially on the entire phase space with the exception of a
set of data which lie on lower-dimensional surfaces
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forming sets of zero volume). The notion is con-
venient also because it allows us to say that even the
systems of free particles are integrable.

Two very remarkable systems integrable in the
new sense are the Hamiltonian systems, respectively
called Toda lattice (KRUSKAL, ZABUSKY), and
Calogero lattice (CALOGERO, MOSER); if (pi, qi) 2 R2,
they are

HTðp; qÞ¼
1

2m

Xn

i¼1

p2
i þ

Xn�1

i¼1

g e��ðqiþ1�qiÞ

HCðp; qÞ¼
1

2m

Xn

i¼1

p2
i þ

Xn

i<j

g

ðqi � qjÞ2

þ 1

2

Xn

i¼1

m!2q2
i

½55�

where m > 0 and �,!, g 	 0. They describe the
motion of n interacting particles on a line.

The integration method for the above systems is
again to find first the constants of motion and later
to look for quadratures, when appropriate. The
constants of motion can be found with the method
of the Lax pairs. One shows that there is a pair of
self-adjoint n� n matrices M(p, q), N(p, q) such that
the equations of motion become

d

dt
Mðp; qÞ ¼ i Mðp; qÞ;Nðp; qÞ½ �; i ¼

ffiffiffiffiffiffiffi
�1
p

½56�

which imply that M(t) = U(t)M(0)U(t)�1, with U(t) a
unitary matrix. When the equations can be written in
the above form, it is clear that the n eigenvalues of the
matrix M(0) = M(p0, q0) are constants of motion.
When appropriate (e.g., in the Calogero lattice case
with ! > 0), it is possible to proceed to find canonical
action–angle coordinates: a task that is quite difficult
due to the arbitrariness of n, but which is possible.

The Lax pairs for the Calogero lattice (with
!= 0, g = m = 1) are

Mhh¼ph; Nhh ¼ 0

Mhk¼
i

ðqh � qkÞ
; Nhk ¼

1

ðqh � qkÞ2
h 6¼ k

½57�

while for the Toda lattice (with m = g = 1
2�= 1) the

nonzero matrix elements of M, N are

Mhh ¼ ph; Mh;hþ1 ¼Mhþ1;h ¼ e�ðqh�qhþ1Þ

Nh;hþ1 ¼ �Nhþ1;h ¼ i e�ðqh�qhþ1Þ
½58�

which are checked by first trying the case n= 2.
Another integrable system (SUTHERLAND) is

HSðp; qÞ ¼
1

2m

Xn

i¼k

p2
k þ

Xn

h<k

g

sinh2ðqh � qkÞ
½59�

whose Lax pair is related to that of the Calogero
lattice.

By taking suitable limits as n!1 and as the
other parameters tend to 0 or 1 at suitable rates,
integrability of a few differential equations, among
which the Korteweg–deVries equation or the non-
linear Schrödinger equation, can be derived.

As mentioned in the introductory section, sym-
metry properties under continuous groups imply
existence of constants of motion. Hence, it is natural
to think that integrability of a mechanical system
reflects enough symmetry to imply the existence of
as many constants of motion, independent and in
involution, as the number of degrees of freedom, n.

This is in fact always true, and in some respects it
is a tautological statement in the anisochronous
cases. Integrability in a region W implies existence
of canonical action–angle coordinates (A, a) (see the
section ‘‘Quasi period icity and integrabi lity’’) an d the
Hamiltonian depends solely on the A’s: therefore, its
restriction to W is invariant with respect to the
action of the continuous commutative group T n of
the translations of the angle variables. The actions
can be seen as constants of motion whose existence
follows from Noether’s theorem, at least in the
anisochronous cases in which the Hamiltonian
formulation is equivalent to a Lagrangian one.

What is nontrivial is to recognize, prior to
realizing integrability, that a system admits this
kind of symmetry: in most of the interesting cases,
the systems either do not exhibit obvious symmetries
or they exhibit symmetries apparently unrelated to
the group T n, which nevertheless imply existence of
sufficiently many independent constants of motion
as required for integrability. Hence, nontrivial
integrable systems possess a ‘‘hidden’’ symmetry
under T n: the rigid body is an example.

However, very often the symmetries of a Hamiltonian
H which imply integrability also imply partial
isochrony, that is, they imply that the number of
independent frequencies is smaller than n (see the
section ‘‘Q uasiperi odicity and integrabi lity’’). Even
in such cases, often a map exists from the original
coordinates (p, q) to the integrating variables (A, a)
in which A are constants of motion and the a are
uniformly rotating angles (some of which are also
constant) with spectrum w(A), which is the gradient
¶Ah(A) for some function h(A) depending only on a
few of the A coordinates. However, the map might
fail to be canonical. The system is then said to be
bi-Hamiltonian: in the sense that one can represent
motions in two systems of canonical coordinates,
not related by a canonical transformation, and by
two Hamiltonian functions H and H0 � h which
generate the same motions in the respective
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coordinates (the latter changes of variables are
sometimes called ‘‘canonical with respect to the
pair H, H0’’ while the transformations considered in
the section ‘‘Canon ical trans form ations of phase
space co ordination’’ a re called co mpletely
canonical).

For more details, we refer the reader to Calogero
and Degasperis (1982).

Generic Nonintegrability

It is natural to try to prove that a system ‘‘close’’ to
an integrable one has motions with properties very
close to quasiperiodic. This is indeed the case, but in
a rather subtle way. That there is a problem is easily
seen in the case of a perturbation of an anisochro-
nous integrable system.

Assume that a system is integrable in a region W
of phase space which, in the integrating action–angle
variables (A, a), has the standard form U � T ‘ with
a Hamiltonian h(A) with gradient w(A) = @Ah(A). If
the forces are perturbed by a potential which is
smooth then the new system will be described, in the
same coordinates, by a Hamiltonian like

H"ðA;aÞ¼ hðAÞ þ "f ðA;aÞ ½60�

with h, f analytic in the variables A, a.
If the system really behaved like the unperturbed

one, it ought to have ‘ constants of motion of the
form F"(A, a) analytic in " near "= 0 and uniform,
that is, single valued (which is the same as periodic)
in the variables a. However, the following theorem
(POINCARÉ) shows that this is a somewhat unlikely
possibility.

Theorem 1 If the matrix ¶2
AAh(A) has rank 	2, the

Hamiltonian [60] ‘‘generically’’ (an intuitive notion
precised below) cannot be integrated by a canonical
transformation C"(A, a) which

(i) reduces to the identity as "! 0; and
(ii) is analytic in " near "= 0 and in (A, a) 2

U0 �T‘, with U0 � U open.

Furthermore, no uniform constants of motion F"(A, a),
defined for " near 0 and (A, a) in an open domain U0 �
T‘, exist other than the functions of H" itself.

Integrability in the sense (i), (ii) can be called
analytic integrability and it is the strongest (and
most naive) sense that can be given to the attribute.

The first part of the theorem, that is, (i), (ii), holds
simply because, if integrability was assumed, a
generating function of the integrating map would
have the form A0 � a þ �"(A

0, a) with � admitting a

power series expansion in " as �" = "�1 þ "2�2 þ � � � .
Hence, �1 would have to satisfy

wðA0Þ � ¶a�1ðA0;aÞ þ f ðA0;aÞ ¼ f ðA0Þ ½61�

where f (A0) depends only on A0 (hence integrating
both sides with respect to a, it appears that f (A0)
must coincide with the average of f (A0, a) over a).

This implies that the Fourier transform fn(A),
n 2 Z‘, should satisfy

fnðA0Þ ¼ 0 if wðA0Þ � n ¼ 0; n 6¼ 0 ½62�

which is equivalent to the existence of efn(A0) such that
fn(A) = w(A0) � nefn(A) for n 6¼ 0. But since there is no
relation between w(A) and f (A, a), this property
‘‘generically’’ will not hold in the sense that as close
as wished to an f which satisfies the property [62] there
will be another f which does not satisfy it essentially no
matter how ‘‘closeness’’ is defined, (e.g., with respect to
the metric jjf � gjj=

P
n jfn(A)� gn(A)jj). This is so

because the rank of ¶2
AAh(A) is higher than 1 and w(A)

varies at least on a two-dimensional surface, so that
w � n = 0 becomes certainly possible for some n 6¼ 0
while fn(A) in general will not vanish, so that �1,
hence �", does not exist.

This means that close to a function f there is a
function f 0 which violates [62] for some n. Of course,
this depends on what is meant by ‘‘close’’: however,
here essentially any topology introduced on the
space of the functions f will make the statement
correct. For instance, if the distance between two
functions is defined by

P
n supA2U jfn(A)� gn(A)j or

by sup A, a jf (A, a)� g(A, a)j.
The idea behind the last statement of the theorem

is in essence the same: consider, for simplicity, the
anisochronous case in which the matrix ¶2

AAh(A)
has maximal rank ‘, that is, the determinant
det ¶2

AAh(A) does not vanish. Anisochrony implies
that w(A)�n 6¼ 0 for all n 6¼ 0 and A on a dense set,
and this property will be used repeatedly in the
following analysis.

Let B(", A, a) be a ‘‘uniform’’ constant of motion,
meaning that it is single valued and analytic in the
non-simply-connected region U �T‘ and, for " small,

Bð";A;aÞ ¼B0ðA;aÞ þ "B1ðA;aÞ
þ "2B2ðA;aÞ þ � � � ½63�

The condition that B is a constant of motion can be
written order by order in its expansion in ": the first
two orders are

wðAÞ � @aB0ðA;aÞ ¼ 0

@Af ðA;aÞ � @aB0ðA;aÞ � @af ðA;aÞ � @AB0ðA;aÞ
þwðAÞ � @aB1ðA;aÞ ¼ 0

½64�
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Then the above two relations and anisochrony imply
(1) that B0 must be a function of A only and (2) that
w(A) � n and @AB0(A) � n vanish simultaneously for all
n. Hence, the gradient of B0 must be proportional to
w(A), that is, to the gradient of h(A) : ¶AB0(A) =
�(A)¶Ah(A). Therefore, generically (because of the
anisochrony) it must be that B0 depends on A
through h(A) : B0(A) = F(h(A)) for some F.

Looking again, with the new information, at the
second of [64] it follows that at fixed A the
a-derivative in the direction w(A) of B1 equals
F0(h(A)) times the a-derivative of f, that is,
B1(A, a) = f (A, a)F0(h(A))þ C1(A).

Summarizing: the constant of motion B has been
written as B(A, a) = F(h(A))þ "F0(h(A))f (A, a)þ
"C1(A)þ "2B2 þ � � � which is equivalent to
B(A, a) = F(H")þ "(B00 þ "B01 þ � � � ) and therefore
B00 þ "B01 þ � � � is another analytic constant of
motion. Repeating the argument also B00 þ "B01 þ � � �
must have the form F1(H")þ "(B000 þ "B001 þ � � � );
conclusion

B ¼ FðH"Þ þ "F1ðH"Þ þ "2F2ðH"Þ þ � � �
þ "nFnðH"Þ þOð"nþ1Þ ½65�

By analyticity, B = F"(H"(A, a)) for some F": hence
generically all constants of motion are trivial.

Therefore, a system close to integrable cannot
behave as it would naively be expected. The
problem, however, was not manifest until POIN-

CARÉ’s proof of the above results: because in most
applications the function f has only finitely many
Fourier components, or at least is replaced by an
approximation with this property, so that at least
[62] and even a few of the higher-order constraints
like [64] become possible in open regions of action
space. In fact, it may happen that the values of A of
interest are restricted so that w(A) � n = 0 only for
‘‘large’’ values of n for which fn = 0. Nevertheless,
the property that fn(A) = (w(A) � n)efn(A) (or the
analogous higher-order conditions, e.g., [64]),
which we have seen to be necessary for analytic
integrability of the perturbed system, can be
checked to fail in important problems, if no
approximation is made on f. Hence a conceptual
problem arises.

For more details see Poincaré (1987).

Perturbing Functions

To check, in a given problem, the nonexistence of
nontrivial constants of motion along the lines
indicated in the previous section, it is necessary to
express the potential, usually given in Cartesian

coordinates as "V(x), in terms of the action–angle
variables of the unperturbed, integrable, system.

In particular, the problem arises when trying to
check nonexistence of nontrivial constants of
motion when the anisochrony assumption (cf. the
previous section) is not satisfied. Usually it
becomes satisfied ‘‘to second order’’ (or higher):
but to show this, a more detailed information on
the structure of the perturbing function expressed
in action–angle variables is needed. For instance,
this is often necessary even when the perturbation
is approximated by a trigonometric polynomial, as
it is essentially always the case in celestial
mechanics.

Finding explicit expressions for the action–angle
variables is in itself a rather nontrivial task which
leads to many problems of intrinsic interest even in
seemingly simple cases. For instance, in the case of
the planar gravitational central motion, the Kepler
equation �= ��" sin � (see the first of [41]) must be
solved expressing � in terms of � (see the first of
[42]). It is obvious that for small ", the variable �
can be expressed as an analytic function of ":
nevertheless, the actual construction of this expres-
sion leads to several problems. For small ", an
interesting algorithm is the following.

Let h(�) = � � �, so that the equation to solve (i.e.,
the first of [41]) is

hð�Þ ¼ " sinð�þ hð�ÞÞ

� �" @c

@�
ð�þ hð�ÞÞ ½66�

where c(�) = cos�; the function � ! h(�) should be
periodic in �, with period 2�, and analytic in ",� for
" small and � real. If h(�) = "h(1) þ "2h(2) þ � � � , the
Fourier transform of h(k)(�) satisfies the recursion
relation

hðkÞ� ¼ �
X1
p¼1

1

p!

X
k1þ���þkp¼k�1

�0þ�1þ���þ�p¼�

ði�0Þc�0
ði�0Þp

�
Y

hðkjÞ
�j
; k > 1 ½67�

with c� the Fourier transform of the cosine (c�1 = 1
2 ,

c� = 0 if � 6¼ � 1), and (of course) h(1)
� =�i�c�.

Equation [67] is obtained by expanding the RHS
of [66] in powers of h and then taking the Fourier
transform of both sides retaining only terms of order
k in ".

Iterating the above relation, imagine drawing all
trees 
 with k ‘‘branches,’’ or ‘‘lines,’’ distinguished
by a label taking k values, and k nodes and attach to
each node v a harmonic label �v =�1 as in Figure 5.
The trees will be assumed to start with a root line vr
linking a point r and the ‘‘first node’’ v (see Figure 5)
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and then bifurcate arbitrarily (such trees are some-
times called ‘‘rooted trees’’).

Imagine the tree oriented from the endpoints
towards the root r (not to be considered a node)
and given a node v call v0 the node immediately
following it. If v is the first node before the root r,
let v0= r and �v 0 = 1. For each such decorated tree
define its numerical value

Valð
Þ ¼ �i

k!

Y
lines l¼v0v

ð�v 0�vÞ
Y

nodes

c�v
½68�

and define a current �(l) on a line l = v0v to be the
sum of the harmonics of the nodes preceding
v0: �(l) =

P
w�v �v. Call �(
) the current flowing in

the root branch and call order of 
 the number of
nodes (or branches). Then

hðkÞ� ¼
X

;�ð
Þ¼�

orderð
Þ¼k

Valð
Þ ½69�

provided trees are considered identical if they can be
overlapped (labels included) after suitably scaling
the lengths of their branches and pivoting them
around the nodes out of which they emerge (the root
is always imagined to be fixed at the origin).

If the trees are stripped of the harmonic labels,
their number is finite and it can be estimated to be
�k!4k (because the labels which distinguish the lines
can be attached to an unlabeled tree in many ways).
The harmonic labels (i.e., �v = �1) can be laid
down in 2k ways, and the value of each tree can be
bounded by (1=k!)2�k (because c�1 = 1

2).
Hence

P
� jh(k)

� j � 4k, which gives a (rough)
estimate of the radius of convergence of the
expansion of h in powers of ": namely 0.25 (easily
improvable to 0.3678 if 4kk! is replaced by kk�1

using Cayley’s formula for the enumeration of
rooted trees). A simple expression for h(k)( )
(LAGRANGE) is

hðkÞð Þ= 1

k!
@k�1
 sink  

(also readable from the tree representation): the
actual radius of convergence, first determined by
Laplace, of the series for h can also be determined
from the latter expression for h (ROUCHÉ) or directly
from the tree representation: it is 
0.6627.

One can find better estimates or at least more
efficient methods for evaluating the sums in [69]:
in fact, in performing the sum in [69] important
cancellations occur. For instance, the harmonic
labels can be subject to the further strong constraint
that no line carries zero current because the
sum of the values of the trees of fixed order and
with at least one line carrying zero current
vanishes.

The above expansion can also be simplified by
partial resummations. For the purpose of an
example, let the nodes with one entering and one
exiting line (see Figure 5) be called as ‘‘simple’’
nodes. Then all tree graphs which, on any line
between two nonsimple nodes, contain any number
of simple nodes can be eliminated. This is done by
replacing, in evaluating the (remaining) tree values,
the factors �v0�v in [68] by �v0�v=(1� " cos ): then
the value of 
 (denoted Val(
) ) for a tree becomes a
function of  and " and [69] is replaced by

hð Þ ¼
X1
k¼1

X


; �ð
Þ¼�

orderð
Þ¼k

"k ei �  Valð
Þ ½70�

where the 
 means that the trees are subject to the
further restriction of not containing any simple
node. It should be noted that the above graphical
representation of the solution of the Kepler equation
is strongly reminiscent of the representations of
quantities in terms of graphs that occur often in
quantum field theory. Here the trees correspond to
Feynman graphs, the factors associated with the
nodes are the couplings, the factors associated with
the lines are the propagators, and the resummations
are analogous to the self-energy resummations,
while the cancellations mentioned above can be
related to the class of identities called Ward
identities. Not only the analogy can be shown not
to be superficial, but it also turns out to be very
helpful in key mechanical problems: see Appendix 1.

The existence of a vast number of identities
relating the tree values is shown already by the
simple form of the Lagrange series and by the
even more remarkable resummation (LEVI-CIVITA)
leading to

hð Þ ¼
X1
k¼1

ð" sin Þk

k!

1

1� " cos 
@ 

� �k
 ½71�

ν
ν0

ν1

ν4

ν5

ν6

ν7

ν8

ν9

ν10

ν3

ν2

Figure 5 An example of a tree graph and its labels. It contains

only one simple node (3). Harmonics are indicated next to their

nodes. Labels distinguishing lines are not marked.
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It is even possible to further collect the series
terms to express it as a series with much better
convergence properties; for instance, its terms can be
reorganized and collected (resummed) so that h is
expressed as a power series in the parameter

� ¼ " e
ffiffiffiffiffiffiffiffiffi
1� "2
p

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� "2
p ½72�

with radius of convergence 1, which corresponds to
"= 1 (via a simple argument by Levi-Civita). The
analyticity domain for the Lagrange series is j�j < 1.
This also determines the value of Laplace radius,
which is the point closest to the origin of the
complex curve j�(")j= 1: it is imaginary so that it is
the root of the equation

"e
ffiffiffiffiffiffiffiffiffi
1þ "2
p

=ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ "2

p
Þ ¼ 1

The analysis provides an example, in a simple
case of great interest in applications, of the kind of
computations actually necessary to represent the
perturbing function in terms of action–angle
variables. The property that the function c(�) in
[66] is the cosine has been used only to limit the
range of the label � to be �1; hence the same
method, with similar results, can be applied to
study the inversion of the relation between the
average anomaly � and the true anomaly 
 and to
efficiently obtain, for instance, the properties of
f, g in [42].

For more details, the reader is referred to Levi-
Civita (1956).

Lindstedt and Birkhoff Series:
Divergences

Nonexistence of constants of motion, rather than
being the end of the attempts to study motions close
to integrable ones by perturbation methods, marks
the beginning of renewed efforts to understand their
nature.

Let (A, a) 2 U � T‘ be action–angle variables
defined in the integrability region for an analytic
Hamiltonian and let h(A) be its value in the action–
angle coordinates. Suppose that h(A0) is anisochro-
nous and let f (A, a) be an analytic perturbing
function. Consider, for " small, the Hamiltonian
H"(A, a) =H0(A)þ "f (A, a).

Let w0 = w (A 0 ) � ¶AH0 (A ) be the freque ncy sp ec-
trum (see the section ‘‘Quasi periodicity and integ-
rabili ty’’) of one of the invar iant tori of the
unpertur bed system corre sponding to an action A0.
Short of inte grability, the questio n to ask at this
point is whether the perturbed system admits an

analytic invariant torus on which the motion is
quasiperiodic and

1. has the same spectrum w0,
2. depends analytically on " at least for " small,
3. reduces to the ‘‘unperturbed torus’’ {A0}� T ‘ as

"! 0.

More concretely, the question is:

Are there functions H"(y ), h"(y ) analytic in y 2 T ‘

and in " near 0, vanishing as "!0 and such that the
torus with parametric equations

A ¼ A0 þH"ðy Þ; a ¼ y þ h"ðy Þ; y 2 T ‘ ½73�

is invariant and, if w0 =
defw(A0), the motion on it is

simply y!y þ w0t, i.e., it is quasiperiodic with
spectrum w0?

In this context, Poincaré’s theorem (in the section
‘‘Gener ic noninteg rability’’) had followed another
key result, earlier developed in particular cases and
completed by him, which provides a partial answer
to the question.

Suppose that w0 = w(A0) 2 R‘ satisfies a Diophan-
tine property, namely suppose that there exist
constants C, � > 0 such that

jw0 � nj 	
1

Cjnj� ; for all 0 6¼ n 2 Z‘ ½74�

which, for each � > ‘� 1 fixed, is a property
enjoyed by all w 2 R‘ but for a set of zero measure.
Then the motions on the unperturbed torus run over
trajectories that fill the torus densely because of the
‘‘irrationality’’ of w0 implied by [74]. Writing
Hamilton’s equations,

_a ¼ @AH0ðAÞ þ " ¶Af ðA;aÞ; _A ¼ �" ¶af ðA;aÞ

with A, a given by [73] with y replaced by y þ wt,
and using the density of the unperturbed trajectories
implied by [74], the condition that [73] are
equations for an invariant torus on which the
motion is y !y þ w0t are

w0þ ðw0 � ¶y Þh"ðy Þ ¼ ¶AH0ðA0þH"ðy ÞÞ
þ "¶Af ðA0þH"ðy Þ;y þ h"ðy ÞÞðw0 � ¶y ÞH"ðy Þ
¼ �"¶af ðA0þH"ðy Þ;y þ h"ðy ÞÞ ½75�

The theorem referred to above (POINCARÉ) is that

Theorem 2 If the unperturbed system is anisochro-
nous and w0 = w(A0) satisfies [74] for some C, � > 0
there exist two well defined power series h"(y ) =P1

k = 1 "
kh(k)(y ) and H"(y ) =

P1
k = 1 "

kH(k)(y ) which
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solve [75] to all orders in ". The series for H" is
uniquely determined, and such is also the series for
h" up to the addition of an arbitrary constant at each
order, so that it is unique if h" is required, as
henceforth done with no loss of generality, to have
zero average over y .

The algorithm for the construction is illustrated in
a simple case in the next section (see eqns [83],
[84]). Convergence of the above series, called
Lindstedt series, even for small " has been a problem
for rather a long time. Poincaré proved the existence
of the formal solution; but his other result, discussed
in the sect ion ‘‘Gener ic noninte grabi lity,’’ casts
doubts on convergence although it does not exclude
it, as was immediately stressed by several authors
(including Poincaré himself). The result in that
section shows the impossibility of solving [75] for
all w0’s near a given spectrum, analytically and
uniformly, but it does not exclude the possibility of
solving it for a single w0.

The theorem admits several extensions or analogs:
an interesting one is to the case of isochronous
unperturbed systems:

Given the Hamiltonian H"(A, a) = w0 � Aþ "f (A, a),
with w0 satisfying [74] and f analytic, there exist
power series C"(A0, a0), u"(A

0) such that H"(C"(A0, a0)) =
w0 � A0 þ u"(A

0) holds as an equality between formal
power series (i.e., order by order in ") and at the
same time the C", regarded as a map, satisfies order by
order the condition (i.e., (4.3)) that it is a canonical map.

This means that there is a generating function
A0 � a þF"(A

0, a) also defined by a formal power
series F"(A

0, a) =
P1

k = 1 "
kF(k)(A0, a), that is, such

that if C"(A0, a0) = (A, a) then it is true, order by
order in powers of ", that A = A0 þ ¶aF"(A

0, a) and
a0= a þ ¶A0F"(A

0, a). The series for F", u" are called
Birkhoff series.

In this isochronous case, if Birkhoff series were
convergent for small " and (A0, a) in a region of the
form U � T ‘, with U � R‘ open and bounded, it
would follow that, for small ",H" would be inte-
grable in a large region of phase space (i.e., where the
generating function can be used to build a canonical
map: this would essentially be U �T ‘ deprived of a
small layer of points near the boundary of U).
However, convergence for small " is false (in general),
as shown by the simple two-dimensional example

H"ðA;aÞ ¼ w0 � Aþ " ðA2 þ f ðaÞÞ
ðA;aÞ 2 R2 � T2

½76�

with f (a) an arbitrary analytic function with all
Fourier coefficients fn positive for n 6¼ 0 and fo = 0.
In the latter case, the solution is

u"ðA0Þ ¼ "A2

F"ðA0;aÞ ¼X1
k¼1

"k
X

0 6¼n2Z2

fn eia�n ði �2Þk

ðið!01�1 þ !02�2ÞÞkþ1
½77�

The series does not converge: in fact, its convergence
would imply integrability and, consequently,
bounded trajectories in phase space: however, the
equations of motion for [76] can be easily solved
explicitly and in any open region near given initial
data there are other data which have unbounded
trajectories if !01=(!02 þ ") is rational.

Nevertheless, even in this elementary case a
formal sum of the series yields

uðA0Þ ¼ "A02

F"ðA0;aÞ ¼ "
X

0 6¼n2Z2

fn eia�n

ið!01�1 þ ð!20 þ "Þ�2Þ
½78�

and the series in [78] (no longer a power series in ")
is really convergent if w = (!01,!02 þ ") is a Dio-
phantine vector (by [74], because analyticity implies
exponential decay of jfn j). Remarkably, for such
values of " the Hamiltonian H" is integrable and it is
integrated by the canonical map generated by [78],
in spite of the fact that [78] is obtained, from [77],
via the nonrigorous sum rule

X1
k¼0

zk ¼ 1

1� z
for z 6¼ 1 ½79�

(applied to cases with jzj 	 1, which are certainly
realized for a dense set of "’s even if w is Diophantine
because the z’s have values z = �2=w0 � n). In other
words, the integration of the equations is elementary
and once performed it becomes apparent that, if w is
diophantine, the solutions can be rigorously found
from [78]. Note that, for instance, this means that
relations like

P1
k = 0 2k =�1 are really used to obtain

[78] from [77].
Another extension of Lindstedt series arises in a

perturbation of an anisochronous system when
asking the question as to what happens to the
unperturbed invariant tori T w0

on which the spec-
trum is resonant, that is, w0 � n = 0 for some n 6¼ 0,
n 2 Z‘. The result is that even in such a case there is a
formal power series solution showing that at least
a few of the (infinitely many) invariant tori into
which T w0

is in turn foliated in the unperturbed case
can be formally continued at " 6¼ 0 (see the section
‘‘Resonan ces an d their stabi lity’’).

For more details, we refer the reader to Poincaré
(1987).
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Quasiperiodicity and KAM Stability

To discuss more advanced results, it is convenient
to restrict attention to a special (nontrivial) para-
digmatic case

H"ðA;aÞ ¼ 1
2 A2 þ "f ðaÞ ½80�

In this simple case (called Thirring model: represent-
ing ‘ particles on a circle interacting via a potential
"f (a)) the equations for the maximal tori [75]
reduce to equations for the only functions h":

ðw � ¶y Þ2h"ðy Þ ¼ �"¶af ðy þ h"ðy ÞÞ; y 2 T ‘ ½81�

as the second of [75] simply becomes the definition
of H" because the RHS does not involve H".

The real problem is therefore whether the formal
series considered in the last section converge at least
for small ": and the example [76] on the Birkhoff
series shows that sometimes sum rules might be
needed in order to give a meaning to the series. In
fact, whenever a problem (of physical interest)
admits a formal power series solution which is not
convergent, or which is such that it is not known
whether it is convergent, then one should look for
sum rules for it.

The modern theory of perturbations starts with
the proof of the convergence for " small enough of
the Lindstedt series (KOLMOGOROV). The general
‘‘KAM’’ result is:

Theorem 3 (KAM) Consider the Hamiltonian
H"(A, a) = h(A)þ "f (A, a), defined in U = V � T‘

with V � R‘ open and bounded and with f (A, a),
h(A) analytic in the closure V � T‘ where h(A) is also
anisochronous; let w0 =

defw(A0) = @Ah(A0) and assume
that w0 satisfies [74]. Then

(i) there is "C, � > 0 such that the Lindstedt series
converges for j"j < "C, � ;

(ii) its sum yields two function H"(y ), h"(y ) on T‘

which parametrize an invariant torus
T C, � (A0, ");

(iii) on T C, � (A0, ") the motion is y ! y þ w0t, see
[73]; and

(iv) the set of data in U which belong to invariant
tori T C, � (A0, ") with w(A0) satisfying [74]
with prefixed C, � has complement with volume
<const C�a for a suitable a > 0 and with area
also <const C�a on each nontrivial surface of
constant energy H" = E.

In other words, for small " the spectra of most
unperturbed quasiperiodic motions can still be found
as spectra of perturbed quasiperiodic motions devel-
oping on tori which are close to the corresponding
unperturbed ones (i.e., with the same spectrum).

This is a stability result: for instance, in systems
with two degrees of freedom the invariant tori of
dimension two which lie on a given three-dimensional
energy surface, will separate the points on the energy
surface into the set which is ‘‘inside’’ the torus and the
set which is ‘‘outside.’’ Hence, an initial datum
starting (say) inside cannot reach the outside. Like-
wise, a point starting between two tori has to stay in
between forever. Further, if the two tori are close, this
means that motion will stay very localized in action
space, with a trajectory accessing only points close to
the tori and coming close to all such points, within a
distance of the order of the distance between the
confining tori. The case of three or more degrees of
freedom is quite different (see sections ‘‘Diffusion in
pha se s pa ce’’ a nd ‘‘ The t hr ee -body p rob le m’’ ).

In the simple case of the rotators system [80] the
equations for the parametric representation of the
tori are given by [81]. The latter bear some analogy
with the easier problem in [66]: but [81] are ‘
equations instead of one and they are differential
equations rather than ordinary equations. Further-
more, the function f (a) which plays here the role of
c(�) in [66] has Fourier coefficient fn with no
restrictions on n, while the Fourier coefficients c�
for c in [66] do not vanish only for �=�1.

The above differences are, to some extent,
‘‘minor’’ and the power series solution to [81] can
be constructed by the same algorithm as used in the
case of [66]: namely one forms trees as in Figure 5
with the harmonic labels �v 2 Z replaced by nv 2 Z‘

(still to be thought of as possible harmonic indices in
the Fourier expansion of the perturbing function f).
All other labels affixed to the trees in the section
‘‘Gener ic nonin tegrability ’’ will be the same . In
particular, the current flowing on a branch l = v0v
will be defined as the sum of the harmonics of the
nodes w � v preceding v:

nðlÞ¼def
X
w�v

nw ½82�

and we call n(
) the current flowing in the root
branch.

Here the value Val(
) of a tree has to be defined
differently because the equation to be solved ([81])
contains the differential operator (w0 � ¶y )2 which,
when Fourier transformed, becomes multiplication
of the Fourier component with harmonic n by
(iw � n)2.

The variation due to the presence of the operator
(w0 � ¶y )2 and the necessity of its inversion in the
evaluation of u � h(k)

n , that is, of the component of
h

(k)
n along an arbitrary unit vector u, is nevertheless

quite simple: the value of a tree graph 
 of order k
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(i.e., with k nodes and k branches) has to be defined
by (cf. [68])

Valð
Þ ¼def �ið�1Þk

k!

Y
lines l¼v0v

nv0 � nv

ðw0 � nðlÞÞ2

 !

�
Y

nodes v

fnv

 !
½83�

where the nv0 appearing in the factor relative to the
root line rv from the first node v to the root r (see
Figure 5) is interpreted as a unit vector u (it was
interpreted as 1 in the one-dimensional case [66]).
Equation [83] makes sense only for trees in which
no line carries zero current. Then the component
along u (the harmonic label attached to the root of a
tree) of h(k) is given (see also [69]) by

u � hðkÞn ¼
X


; nð
Þ¼n

orderð
Þ¼k

Valð
Þ ½84�

where the 
 means that the sum is only over trees in
which a nonzero current n(l) flows on the lines l 2 
.
The quantity u � h(k)

0 will be defined to be 0 (see the
previous section).

In the case of [66] zero-current lines could appear:
but the contributions from tree graphs containing at
least one zero current line would cancel. In the
present case, the statement that the above algorithm
actually gives h(k)

n by simply ignoring trees with lines
with zero current is nontrivial. It was Poincaré’s
contribution to the theory of Lindstedt series to show
that even in the general case (cf. [75]) the equations
for the invariant tori can be solved by a formal power
series. Equation [84] is proved by induction on k after
checking it for the first few orders.

The algorithm just described leading to [83] can
be extended to the case of the general Hamiltonian
considered in the KAM theorem.

The convergence proof is more delicate than the
(elementary) one for eqn [66]. In fact, the values of
trees of order k can give large contributions to h(k)

n :
because the ‘‘new’’ factors (w0 � n(l))2, although not
zero, can be quite small and their small size can
overwhelm the smallness of the factors fn and ". In
fact, even if f is a trigonometric polynomial (so that fn
vanishes identically for jnj large enough) the currents
flowing in the branches can be very large, of the
order of the number k of nodes in the tree; see [82].

This is called the small-divisors problem. The key
to its solution goes back to a related work (SIEGEL)
which shows that

Theorem 4 Consider the contribution to the sum
in [82] from graphs 
 in which no pairs of lines

which lie on the same path to the root carry the
same current and, furthermore, the node harmonics
are bounded by jnj � N for some N. Then the
number of lines ‘ in 
 with divisor w0 � n‘ satisfying
2�n < Cjw0 � n‘j � 2�nþ1 does not exceed 4Nk2�n=� .

Hence, setting

F ¼def
C2maxjnj�Njfn j

the corresponding Val(
) can be bounded by

1

k!
FkN2k

Y1
n¼0

22nð4Nk2�n=� Þ ¼def 1

k!
Bk

B ¼ FN22
X

n

8n2�n=�
½85�

since the product is convergent. In the case in which
f is a trigonometric polynomial of degree N, the
above restricted contributions to u � h(k)

n would
generate a convergent series for " small enough. In
fact, the number of trees is bounded (as in the
section ‘‘Per turbing funct ions’’) by k! 4k (2N þ 1)‘k  so
that the series

P
n j"j

kju � h(k)
n j would converge for

small " (i.e., j"j < (B � 4(2N þ 1)‘)�1).
Given this comment, the analysis of the ‘‘remain-

ing contributions’’ becomes the real problem, and it
requires new ideas because among the excluded trees
there are some simple kth order trees whose value
alone, if considered separately from the other
contributions, would generate a factorially divergent
power series in ".

However, the contributions of all large-valued
trees of order k can be shown to cancel: although
not exactly (unlike the case of the elementary
proble m in the sect ion ‘‘Perturbi ng funct ions,’’
where the cancellation is not necessary for the
proof, in spite of its exact occurrence), but enough
so that in spite of the existence of exceedingly large
values of individual tree graphs their total sum can
still be bounded by a constant to the power k so that
the power series actually converges for " small
enough. The idea is discussed in Appendix 1.

For more details, the reader is referred to Poincaré
(1987), Kolmogorov (1954), Moser (1962), and Arnol’d
(1989).

Resonances and their Stability

A quasiperiodic motion with r rationally indepen-
dent frequencies is called resonant if r is strictly less
than the number of degrees of freedom, ‘. The
difference s = ‘� r is the degree of the resonance.

Of particular interest are the cases of a perturba-
tion of an integrable system in which resonant
motions take place.
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A typical example is the n-body problem which
studies the mutual perturbations of the motions of
n� 1 particles gravitating around a more massive
particle. If the particle masses can be considered to
be negligible, the system will consist of n� 1 central
Keplerian motions: it will therefore have ‘= 3(n� 1)
degrees of freedom. In general, only one frequency
per body occurs in the absence of the perturbations
(the period of the Keplerian orbit). Hence, r � n� 1
and s 	 2(n� 1) (or in the planar case s 	 (n� 1))
with equality holding when the periods are ration-
ally independent.

Another example is the rigid body with a fixed
point perturbed by a conservative force: in this case,
the unperturbed system has three degrees of freedom
but, in general, only two frequencies (see the
discussion following [52]).

Furthermore, in the above examples there is the
possibility that the independent frequencies assume,
for special initial data, values which are rationally
related, giving rise to resonances of even higher
order (i.e., with smaller values of r).

In an integrable anisochronous system, resonant
motions will be dense in phase space because the
frequencies w(A) will vary as much as the actions
and therefore resonances of any order (i.e., any
r < ‘) will be dense in phase space: in particular, the
periodic motions (i.e., the highest-order resonances)
will be dense.

Resonances, in integrable systems, can arise in
a priori stable integrable systems and in a priori
unstable systems: the former are systems whose
Hamiltonian admits canonical action–angle coordi-
nates (A, a)2U �T ‘ with U � R‘ open, while the
latter are systems whose Hamiltonian has, in
suitable local canonical coordinates, the form

H0ðAÞ þ
Xs1

i¼1

1

2
ðp2

i � �2
i q2

i Þ þ
Xs2

j¼1

1

2
ð�2

j þ �2
j �

2
j Þ;

�i; �j > 0

½86�

where (A, a)2U�Tr, U2Rr, (p, q)2V � R2s1 ,
(p, k )2V 0 � R2s2 with V,V 0 neighborhoods of the
origin and ‘= rþ s1 þ s2, si 	 0, s1 þ s2 > 0 and
�

ffiffiffiffi
�j

p
, � ffiffiffiffiffi

�j
p

are called Lyapunov coefficients of
the resonance. The perturbations considered are
supposed to have the form "f (A, a, p, q, p, k ). The
denomination of a priori stable or unstable refers to
the properties of the ‘‘a priori given unperturbed
Hamiltonian.’’ The label ‘‘a priori unstable’’ is
certainly appropriate if s1 > 0: here also s1 = 0 is
allowed for notational convenience implying that the
Lyapunov coefficients in a priori unstable cases are all
of order 1 (whether real �j or imaginary i

ffiffiffiffiffi
�j
p

). In

other words, the a priori stable case, s1 = s2 = 0 in
[86], is the only excluded case. Of course, the stability
properties of the motions when a perturbation acts
will depend on the perturbation in both cases.

The a priori stable systems usually have a great
variety of resonances (e.g., in the anisochronous
case, resonances of any dimension are dense). The
a priori unstable systems have (among possible other
resonances) some very special r-dimensional
resonances occurring when the unstable coordinates
(p, q) and (p, k ) are zero and the frequencies of the r
action–angle coordinates are rationally independent.

In the first case (a priori stable), the general
question is whether the resonant motions, which
form invariant tori of dimension r arranged into
families that fill ‘-dimensional invariant tori, con-
tinue to exist, in presence of small enough perturba-
tions "f (A, a), on slightly deformed invariant tori.
Similar questions can be asked in the a priori
unstable cases. To examine the matter more closely
consider the formulation of the simplest problems.

A priori stable resonances: more precisely, suppose
H0 = 1

2 A2 and let {A0}� T‘ be the unperturbed
invariant torus T A0

with spectrum w0 = w(A0) =
@AH0(A0) with only r rationally independent compo-
nents. For simplicity, suppose that w0 = (!1, . . . ,
!r, 0, . . . , 0) =

def
(w, 0) with w 2 Rr. The more general

case in which w has only r rationally independent
components can be reduced to the special case above
by a canonical linear change of coordinates at the price
of changing the H0 to a new one, still quadratic in the
actions but containing mixed products AiBj: the proofs
of the results that are discussed here would not be
really affected by such more general form of H.

It is convenient to distinguish between the ‘‘fast’’
angles �1, . . . ,�r and the ‘‘resonant’’ angles
�rþ1, . . . ,�‘ (also called ‘‘slow’’ or ‘‘secular’’) and
call a = (a0, b) with a0 2 Tr and b 2 Ts. Likewise,
we distinguish the fast actions A0= (A1, . . . , Ar) and
the resonant ones Arþ1, . . . , A‘ and set A = (A0, B)
with A0 2 Rr and B 2 Rs.

Therefore, the torus T A0
, A0 = (A00, B0), is in turn a

continuum of invariant tori T A0, b with trivial
parametric equations: b fixed, a0= y , y 2 Tr, and
A0= A00, B = B0. On each of them the motion is:
A0, B, b constant and a0 !a0 þ wt, with rationally
independent w 2 Rr.

Then the natural question is whether there exist
functions h", k", H", K" smooth in " near "= 0 and in
y 2 Tr, vanishing for "= 0, and such that the torus
T A0, b0, " with parametric equations

A0 ¼A00þH"ðy Þ;
B¼ B0þK"ðy Þ;

a0 ¼y þh"ðy Þ;
b ¼ b0þk"ðy Þ

y 2Tr ½87�
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is invariant for the motions with Hamiltonian

H"ðA;aÞ ¼ 1
2 A0

2 þ 1
2 B2 þ "f ða0; bÞ

and the motions on it are y !y þ wt. The above
property, when satisfied, is summarized by saying
that the unperturbed resonant motions
A = (A00, B0), a = (a00 þ w0t, b0) can be continued in
presence of perturbation "f , for small ", to quasiper-
iodic motions with the same spectrum and on a
slightly deformed torus T A00, b0, ".

A priori unstable resonances: here the question is
whether the special invariant tori continue to exist
in presence of small enough perturbations, of
course slightly deformed. This means asking
whether, given A0 such that w(A0) = @AH0(A0) has
rationally independent components, there are func-
tions (H"(y ), h"(y )), (P"(y ), Q"(y )) and (P"(y ),
K"(y )) smooth in " near "= 0, vanishing for "= 0,
analytic in y 2 Tr and such that the r-dimensional
surface

A ¼ A0 þH"ðy Þ;
p ¼ P"ðy Þ;
p ¼ P"ðy Þ;

a ¼ y þ h"ðy Þ
q ¼ Q"ðy Þ
k ¼ K"ðy Þ

y 2 Tr ½88�

is an invariant torus T A0, "
on which the motion is

y !y þ w(A0)t. Again, the above property is
summarized by saying that the unperturbed special
resonant motions can be continued in presence of
perturbation "f for small " to quasiperiodic motions
with the same spectrum and on a slightly deformed
torus T A0, ".

Some answers to the above questions are pre-
sented in the following section. For more details, the
reader is referred to Gallavotti et al. (2004).

Resonances and Lindstedt Series

We discuss eqns [87] in the paradigmatic case in
which the Hamiltonian H0(A) is 1

2 A2 (cf. [80]). It
will be w(A0) � A0 so that A0 = w, B0 = 0 and the
perturbation f (a) can be considered as a function
of a = (a0, b): let f ( b) be defined as its average over
a0. The determination of the invariant torus of
dimension r which can be continued in the sense
discussed in the last section is easily understood in
this case.

A resonant invariant torus which, among the tori
T A0, b , has parametric equations that can be con-
tinued as a formal power series in " is the torus
T A0, b0

with b0 a stationarity point for f ( b), that is,
an equilibrium point for the average perturbation:
@bf ( b0) = 0. In fact, the following theorem holds:

Theorem 5 If w 2 Rr satisfies a Diophantine
property and if b0 is a nondegenerate stationarity
point for the ‘‘fast angle average’’ f ( b) (i.e., such
that det @2

bbf ( b0) 6¼ 0), then the following equations
for the functions h", k",

ðw � @y Þ2h"ðy Þ ¼�"@a0 f ðy þ h"ðy Þ; b0þ k"ðy ÞÞ
ðw � @y Þ2k"ðy Þ ¼�"@bf ðy þ h"ðy Þ þ k"ðy ÞÞ

½89�

can be formally solved in powers of ".

Given the simplicity of the Hamiltonian [80] that
we are considering, it is not necessary to discuss the
functions H", K" because the equations that they
should obey reduce to their definitions as in the
section ‘‘Quasip eriodicity and KAM stability ,’’ and
for the same reason.

In other words, also the resonant tori admit a
Lindstedt series representation. It is however very
unlikely that the series are, in general, convergent.

Physically, this new aspect is due to the fact that
the linearization of the motion near the torus T A0, b0

introduces oscillatory motions around T A00, b0
with

frequencies proportional to the square roots of the
positive eigenvalues of the matrix "@2

bbf ( b0): there-
fore, it is naively expected that it has to be necessary
that a Diophantine property be required on the
vector (w,

ffiffiffiffiffiffiffiffi
"�1
p

, . . . ), where "�j are the positive
eigenvalues. Hence, some values of ", namely those
for which (w,

ffiffiffiffiffiffiffiffi
"�1
p

, . . . ) is not a Diophantine vector
or is too close to a non-Diophantine vector, should
be excluded or at least should be expected to
generate difficulties. Note that the problem arises
irrespective of the assumptions about the nonde-
generate matrix @2

bbf ( b0) (since " can have either
sign), and no matter how small j"j is supposed to be.
But we can expect that if the matrix @2

bbf ( b0) is
(say) positive definite (i.e., b0 is a minimum point
for f ( b)) then the problem should be easier for " < 0
and vice versa, if b0 is a maximum, it should be
easier for " > 0 (i.e., in the cases in which the
eigenvalues of "@2

bbf ( b0) are negative and their roots
do not have the interpretation of frequencies).

Technically, the sums of the formal series can be
given (so far) a meaning only via summation rules
involving divergent series: typically, one has to
identify in the formal expressions (denumerably
many) geometric series which, although divergent,
can be given a meaning by applying the rule [79].
Since the rule can only be applied if z 6¼ 1, this leads
to conditions on the parameter ", in order to exclude
that the various z that have to be considered are very
close to 1. Hence, this stability result turns out to be
rather different from the KAM result for the
maximal tori. Namely the series can be given a
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meaning via summation rules provided f and b0

satisfy certain additional conditions and provided
certain values of " are excluded. An example of a
theorem is the following:

Theorem 6 Given the Hamiltonian [80] and a
resonant torus T A00, b0

with w = A00 2 Rr satisfying a
Diophantine property let b0 be a nondegenerate
maximum point for the average potential f ( b) =def

(2�)�r
R

Tr f (a0, b)dra0. Consider the Lindstedt series
solution for eqns [89] of the perturbed resonant
torus with spectrum (w, 0). It is possible to express
the single nth-order term of the series as a sum of
many terms and then rearrange the series thus
obtained so that the resummed series converges for
" in a domain E which contains a segment [0, "0] and
also a subset of [�"0, 0] which, although with open
dense complement, is so large that it has 0 as a
Lebesgue density point. Furthermore, the resummed
series for h", k" define an invariant r-dimensional
analytic torus with spectrum w.

More generally, if b0 is only a nondegenerate
stationarity point for f ( b), the domain of definition
of the resummed series is a set E � [�"0, "0] which
on both sides of the origin has an open dense
complement although it has 0 as a Lebesgue density
point.

Theorem 6 can be naturally extended to the
general case in which the Hamiltonian is the most
general perturbation of an anisochronous integrable
system H"(A, a) = h(A)þ "f (A, a) if @2

AAh is a non-
singular matrix and the resonance arises from a
spectrum w(A0) which has r independent compo-
nents (while the remaining are not necessarily zero).

We see that the convergence is a delicate problem
for the Lindstedt series for nearly integrable reso-
nant motions. They might even be divergent
(mathematically, a proof of divergence is an open
problem but it is a very reasonable conjecture in
view of the above physical interpretation); never-
theless, Theorem 6 shows that sum rules can be
given that sometimes (i.e., for " in a large set near
"= 0) yield a true solution to the problem.

This is reminiscent of the phenomenon met in
discussing perturbations of isochronous systems in
[76], but it is a much more complex situation. It
leaves many open problems: foremost among them
is the question of uniqueness. The sum rules of
divergent series always contain some arbitrary
choices, which lead to doubts about the uniqueness
of the functions parametrizing the invariant tori
constructed in this way. It might even be that the
convergence set E may depend upon the arbitrary
choices, and that considering several of them no "
with j"j < "0 is left out.

The case of a priori unstable systems has also
been widely studied. In this case too resonances
with Diophantine r-dimensional spectrum w are
considered. However, in the case s2 = 0 (called a
priori unstable hyperbolic resonance) the Lindstedt
series can be shown to be convergent, while in the
case s1 = 0 (called a priori unstable elliptic reso-
nance) or in the mixed cases s1, s2 > 0 extra
conditions are needed. They involve w and
m = (�1, . . . ,�s2

) (cf. [86]) and properties of the
perturbations as well. It is also possible to study a
slightly different problem: namely to look for
conditions on w, m, f which imply that, for small
", invariant tori with spectrum "-dependent but
close, in a suitable sense, to w exist.

The literature is vast, but it seems fair to say that,
given the above comments, particularly those con-
cerning uniqueness and analyticity, the situation is still
quite unsatisfactory. We refer the reader to Gallavotti
et al. (2004) for more details.

Diffusion in Phase Space

The KAM theorem implies that a perturbation of an
analytic anisochronous integrable system, i.e., with
an analytic Hamiltonian H"(A, a) =H0(A)þ
"f (A, a) and nondegenerate Hessian matrix
@2

AAh(A), generates large families of maximal invar-
iant tori. Such tori lie on the energy surfaces but do
not have codimension 1 on them, i.e., they do not
split the (2‘� 1)–dimensional energy surfaces into
disconnected regions except, of course, in the case of
systems with two degrees of freedom (see the section
‘‘Qu asiperio dicity and KAM stability ’’).

The refore, there might exist trajectories with
initial data close to Ai in action space which reach
phase space points close to Af 6¼ Ai in action space
for " 6¼ 0, no matter how small. Such diffusion
phenomenon would occur in spite of the fact that
the corresponding trajectory has to move in a space
in which very close to each {A}� T‘ there is an
invariant surface on which points move keeping
A constant within O("), which for " small can be
�jAf � Aij.

In a priori unstable systems (cf. the section
‘‘Resonan ces and thei r stabi lity’’) wi th s1 = 1,
s2 = 0, it is not difficult to see that the correspond-
ing phenomenon can actually occur: the paradig-
matic example (ARNOL’D) is the a priori unstable
system

H" ¼
A2

1

2
þ A2 þ

p2

2
þ gðcos q� 1Þ

þ "ðcos�1 þ sin�2Þðcos q� 1Þ ½90�
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This is a system describing a motion of a ‘‘pendu-
lum’’ ((p, q) coordinates) interacting with a ‘‘rotat-
ing wheel’’ ((A1,�1) coordinates) and a ‘‘clock’’
((A2,�2) coordinates) a priori unstable near the
points p = 0, q = 0, 2� (s1 = 1, s2 = 0, �1 =

ffiffiffi
g
p

,
cf. [86]). It can be proved that on the energy surface
of energy E and for each " 6¼ 0 small enough (no
matter how small) there are initial data with action
coordinates close to Ai = (Ai

1, Ai
2) with (1=2)Ai2

1 þ Ai
2

close to E eventually evolving to a datum
A0= (A01, A02) with A01 at a distance from Af

1 smaller
than an arbitrarily prefixed distance (of course with
energy E). Furthermore, during the whole process
the pendulum energy stays close to zero within o(")
(i.e., the pendulum swings following closely the
unperturbed separatrices).

In other words, [90] describes a machine (the
pendulum) which, working approximately in a
cycle, extracts energy from a reservoir (the clock)
to transfer it to a mechanical device (the wheel). The
statement that diffusion is possible means that the
machine can work as soon as " 6¼ 0, if the initial
actions and the initial phases (i.e., �1,�2, p, q) are
suitably tuned (as functions of ").

The peculiarity of the system [90] is that the fixed
points P� of the unperturbed pendulum (i.e., the
equilibria p = 0, q = 0, 2�) remain unstable equilibria
even when " 6¼ 0 and this is an important simplify-
ing feature.

It is a peculiarity that permits bypassing the
obstacle, arising in the analysis of more general
cases, represented by the resonance surfaces consist-
ing of the A’s with A1�1 þ �2 = 0: the latter
correspond to harmonics (�1, �2) present in the
perturbing function, i.e., the harmonics which
would lead to division by zero in an attempt to
construct (as necessary in studying [90] by Arnol’d’s
method) the parametric equations of the perturbed
invariant tori with action close to such A’s. In the
case of [90] the problem arises only on the
resonance marked in Figure 6 by a heavy line, i.e.,
A1 = 0, corresponding to cos�1 in [90].

If "= 0, the points P� with p = 0, q = 0 and the
point Pþ with p = 0, q = 2� are both unstable
equilibria (and they are, of course, the same point,
if q is an angular variable). The unstable manifold
(it is a curve) of Pþ coincides with the stable
manifold of P� and vice versa. So that the
unperturbed system admits nontrivial motions lead-
ing from Pþ to P� and from P� to Pþ, both in a bi-
infinite time interval (�1,1): the p, q variables
describe a pendulum and P� are its unstable
equilibria which are connected by the separatrices
(which constitute the zero-energy surfaces for the
pendulum).

The latter property remains true for more general
a priori unstable Hamiltonians

H"¼H0ðAÞ þ Huðp; qÞ þ "f ðA;a; p; qÞ
in ðU � T‘Þ � ðR2Þ

½91�

where Hu is a one-dimensional Hamiltonian which
has two unstable equilibrium points Pþ and P�
linearly repulsive in one direction and linearly
attractive in another which are connected by two
heteroclinic trajectories which, as time tends to �1,
approach P� and Pþ and vice versa.

Actually, the points need not be different but, if
coinciding, the trajectories linking them must be
nontrivial: in the case [90] the variable q can be
considered an angle and then Pþ and P� would
coincide (but are connected by nontrivial trajec-
tories, i.e., by trajectories that also visit points
different from P�). Such trajectories are called
heteroclinic if Pþ 6¼ P� and homoclinic if Pþ= P�.

In the general case, besides the homoclinicity (or
heteroclinicity) condition, certain weak genericity
conditions, automatically satisfied in the example
[90], have to be imposed in order to show that,
given Ai and Af with the same unperturbed energy
E, one can find, for all " small enough but not equal
to zero, initial data ("-dependent) with actions
arbitrarily close to Ai which evolve to data with
actions arbitrarily close to Af. This is a phenomenon

Af

Ai

(a)

Af
Ai

(b)

Figure 6 (a) The "= 0 geometry: the ‘‘partial energy’’ lines are

parabolas, (1=2)A2
1 þ A2 = const: The vertical lines are the

resonances A1 = rational (i.e., �1A1 þ �2 = 0). The disks are

neighborhoods of the points Ai and Af (the dots at their centers).

(b) " 6¼ 0; an artist’s rendering of a trajectory in A space, driven

by the pendulum swings to accelerate the wheel from Ai
1 to Af

1 at

the expenses of the clock energy, sneaking through invariant tori

not represented and (approximately) located ‘‘away’’ from the

intersections between resonances and partial energy lines (a

dense set, however). The pendulum coordinates are not shown:

its energy stays close to zero, within a power of ". Hence the

pendulum swings, staying close to the separatrix. The oscilla-

tions symbolize the wiggly behavior of the partial energy

(1=2)A2
1 þ A2 in the process of sneaking between invariant tori

which, because of their invariance, would be impossible without

the pendulum. The energy (1=2)A2
1 of the wheel increases

slightly at each pendulum swing: accurate estimates yield an

increase of the wheel speed A1 of the order of "=( log "�1) at

each swing of the pendulum implying a transition time of the

order of g�1=2"�1 log "�1.
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called the Arnol’d diffusion. Simple sufficient con-
ditions for a transition from near Ai to near Af are
expressed by the following result:

Theorem 7 Given the Hamiltonian [91] with Hu

admitting two hyperbolic fixed points P� with
heteroclinic connections, t! (pa(t), qa(t)), a = 1, 2,
suppose that:

(i) On the unperturbed energy surface of energy
E =H(Ai)þHu(P�) there is a regular curve
� : s!A(s) joining Ai to Af such that the
unperturbed tori {A(s)}� T‘ can be continued
at " 6¼ 0 into invariant tori T A(s), " for a set of
values of s which fills the curve � leaving only
gaps of size of order o(").

(ii) The ‘� ‘ matrix Dij of the second derivatives of
the integral of f over the heteroclinic motions is
not degenerate, that is,

j det Dj

¼




 det

�Z 1
�1

dt @�i�j
f ðA;a þ wðAÞt;

paðtÞ; qaðtÞÞ
�



 > c > 0 ½92�

for all A’s on the curve � and all a 2 T2.

Given arbitrary � > 0, for " 6¼ 0 small enough
there are initial data with action and energy closer
than � to Ai and E, respectively, which after a long
enough time acquire an action closer than � to Af

(keeping the initial energy).

The above two conditions can be shown to hold
generically for many pairs Ai 6¼ Af (and many
choices of the curves � connecting them) if the
number of degrees of freedom is 	3. Thus, the result,
obtained by a simple extension of the argument
originally outlined by Arnol’d to discuss the para-
digmatic example [90], proves the existence of
diffusion in a priori unstable systems. The integral
in [92] is called Melnikov integral.

The real difficulty is to estimate the time needed
for the transition: it is a time that obviously has to
diverge as "! 0. Assuming g fixed (i.e., " indepen-
dent) a naive approach easily leads to estimates
which can even be worse than O(exp (a"�b)) with
some a, b > 0. It has finally been shown that in such
cases the minimum time can be, for rather general
perturbations "f (a, q), estimated above by
O("�1 log "�1), which is the best that can be hoped
for under generic assumptions.

The reader is referred to Arnol’d (1989) and
Chierchia and Valdinoci (2000) for more details.

Long-Time Stability of Quasiperiodic
Motions

A more difficult problem is whether the same
phenomenon of migration in action space occurs in
a priori stable systems. The root of the difficulty is a
remarkable stability property of quasiperiodic
motions. Consider Hamiltonians H"(A, a) = h(A)þ
"f (A, a) with H0(A) = h(A) strictly convex, analytic,
and anisochronous on the closure U of an open
bounded region U � R‘, and a perturbation "f (A, a)
analytic in U �T‘.

Then a priori bounds are available on how long it
can possibly take to migrate from an action close to
A1 to one close to A2: and the bound is of
‘‘exponential type’’ as "! 0 (i.e., it admits a lower
bound which behaves as the exponential of an
inverse power of "). The simplest theorem is
(NEKHOROSSEV):

Theorem 7 There are constants 0 < a, b, d, g, �
such that any initial datum (A, a) evolves so that A
will not change by more than a"g before a long time
bounded below by � exp (b"�d).

Thus, this puts an exponential bound, i.e., a
bound exponential in an inverse power of ", to the
diffusion time: before a time � exp (b"�d) actions can
only change by O("g) so that their variation cannot
be large no matter how small " 6¼ 0 is chosen. This
places a (long) lower bound to the time of diffusion
in a priori stable systems.

The proof of the theorem provides, actually, an
interesting and detailed picture of the variations in
actions showing that some actions may vary more
slowly than others.

The theorem is constructive, i.e., all constants
0 < a, b, d, � can be explicitly chosen and depend
on ‘,H0, f although some of them can be fixed to
depend only on ‘ and on the minimum curvature of
the convex graph of H0. Its proof can be adapted
to cover many cases which do not fall in the class of
systems with strictly convex unperturbed Hamilto-
nian, and even to cases with a resonant unperturbed
Hamiltonian.

However, in important problems (e.g., in the
three-body problems met in celestial mechanics)
there is empirical evidence that diffusion takes
place at a fast pace (i.e., not exponentially slow in
the above sense) while the above results would
forbid a rapid migration in phase space if they
applied: however, in such problems the assumptions
of the theorem are not satisfied, because the
unperturbed system is strongly resonant (as in the
celestial mechanics problems, where the number of
independent frequencies is a fraction of the number
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of degrees of freedom and h(A) is far from strictly
convex), leaving wide open the possibility of observ-
ing rapid diffusion.

Further, changing the assumptions can dramati-
cally change the results. For instance, rapid diffusion
can sometimes be proved even though it might be
feared that it should require exponentially long
times: an example that has been proposed is the
case of a three-timescales system, with Hamiltonian

!1A1 þ !2A2 þ
p2

2
þ gð1þ cos qÞ

þ "f ð�1; �2; p; qÞ ½93�

with w" =def(!1,!2), where !1 = "�1=2!, !2 = "1=2e!
and !, e! > 0 constants. The three scales are
!�1

1 ,
ffiffiffiffiffiffiffi
g�1

p
, !�1

2 . In this case, there are many
(although by no means all) pairs A1, A2 which can
be connected within a time that can be estimated to
be of order O("�1 log "�1).

This is a rapid-diffusion case in an a priori
unstable system in which condition [92] is not
satisfied: because the "-dependence of w(A) implies
that the lower bound c in [92] must depend on "
(and be exponentially small with an inverse power
of " as "! 0).

The unperturbed system in [93] is nonresonant in
the H0 part for " > 0 outside a set of zero measure
(i.e., where the vector w" satisfies a suitable
Diophantine property) and, furthermore, it is
a priori unstable: cases met in applications can be
a priori stable and resonant (and often not aniso-
chronous) in the H0 part. In such a system, not only
the speed of diffusion is not understood but
proposals to prove its existence, if present (as
expected), have so far not given really satisfactory
results.

For more details, the reader in referred
to Nekhorossev (1977).

The Three-Body Problem

Mechanics and the three-body problem can be
almost identified with each other, in the sense that
the motion of three gravitating masses has long been
a key astronomical problem and at the same time
the source of inspiration for many techniques:
foremost among them the theory of perturbations.

As an introduction, consider a special case. Let
three masses mS = m0, mJ = m1, mM = m2 interact
via gravity, that is, with interaction potential
�kmimjjxi � xjj�1: the simplest problem arises
when the third body has a neglegible mass compared
to the two others and the latter are supposed to be
on a circular orbit; furthermore, the mass mJ is "mS

with " small and the mass mM moves in the plane of
the circular orbit. This will be called the ‘‘circular
restricted three-body problem.’’

In a reference system with center S and rotating at
the angular speed of J around S inertial forces
(centrifugal and Coriolis) act. Supposing that the
body J is located on the axis with unit vector i at
distance R from the origin S, the acceleration of the
point M is

€R ¼ F þ !2
0 R� "R

1þ " i

� �
� 2w0 ^ _R

if F is the force of attraction and w0 ^ _R � !0 _R?

where w0 is a vector with jw0j=!0 and perpen-
dicular to the orbital plane and R?=def(��2, �1) if
R= (�1, �2). Here, taking into account that the origin
S rotates around the fixed center of mass, !2

0(R�
"R=(1þ ")i) is the centrifugal force while �2w0 ^ _R
is the Coriolis force. The equations of motion can
therefore be derived from a Lagrangian

L ¼ 1

2
_R2 �W þ !0R? � _Rþ 1

2
!2

0R
2

� !2
0

"R

1þ " R � i ½94�

with

!2
0R3 ¼ kmSð1þ "Þ ¼

def
g0

W ¼ � kmS

jRj �
kmS"

jR� Rij

where k is the gravitational constant, R the distance
between S and J, and finally the last three terms in [94]
come from the Coriolis force (the first) and from the
centripetal force (the other two, taking into account that
the origin S rotates around the fixed center of mass).

Setting g = g0=(1þ ") � kmS, the Hamiltonian of
the system is

H ¼ 1

2
ðp� !0R?Þ2 �

g

jRj �
1

2
!2

0R
2

� " g

R

R
R
� i




 


�1

� R
R
� i

� �
½95�

The first part can be expressed immediately in the
action–angle coordinates for the two-body problem
(cf. the section ‘‘Newtonian potential and Kepler’s
laws’’). Calling such coordinates (L0,�0, G0, �0) and

0 the polar angle of M with respect to the major axis
of the ellipse and �0 the mean anomaly of M on its
ellipse, the Hamiltonian becomes, taking into account
that for "= 0 the ellipse axis rotates at speed �!0,

H ¼ � g2

2L2
0

� !0G0 � "
g

R

R
R
� i




 


�1

� R
R
� i

� �
½96�
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which is convenient if we study the interior problem,
i.e., jRj < R. This can be expressed in the action–
angle coordinates via [41], [42]:


0¼�0þ f�0
; 
0þ�0¼�0þ�0þ f�0

e¼ 1�G2
0

L2
0

� �1=2
;
jRj
R
¼G2

0

gR

1

1þecosð�0þ f�0
Þ
½97�

where (see [42]), f�=f (esin�, ecos�) and

f ðx; yÞ ¼ 2x 1þ 5

4
yþ � � �

� �
with the ellipsis denoting higher orders in x, y even
in x. The Hamiltonian takes the form, if !2 = gR�3,

H"¼�
g2

2L2
0

�!G0þ"
g

R
FðG0;L0;�0;�0þ�0Þ ½98�

where the only important feature (for our purposes) is
that F(L,G,�,
) is an analytic function of L,G,�,

near a datum with jGj<L (i.e., e> 0) and jRj<R.
However, the domain of analyticity in G is rather
small as it is constrained by jGj<L excluding in
particular the circular orbit case G= �L.

Note that apparently the KAM theorem fails to be
applicable to [98] because the matrix of the second
derivatives of H0(L, G) has vanishing determinant.
Nevertheless, the proof of the theorem also goes
through in this case, with minor changes. This can
be checked by studying the proof or, following a
remark by Poincaré, by simply noting that the
‘‘squared’’ Hamiltonian H0" =def(H")

2 has the form

H0" ¼ � g2

2L2
0

�!G0

� �2

þ"F0ðG0;L0;�0;�0þ �0Þ ½99�

with F0 still analytic. But this time

det
@2H00

@ðG0;L0Þ
¼ �6g2L�4

0 !2
0h 6¼ 0

if h ¼ �g2L�2
0 � 2!G0 6¼ 0

Therefore, the KAM theorem applies to H0" and
the key observation is that the orbits generated by
the Hamiltonian (H")

2 are geometrically the same as
those generated by the Hamiltonian H": they are
only run at a different speed because of the need of a
time rescaling by the constant factor 2H".

This shows that, given an unperturbed ellipse of
parameters (L0, G0) such that w = (g2=L3

0, �!),
G0 > 0, with !1=!2 Diophantine, then the perturbed
system admits a motion which is quasiperiodic with
spectrum proportional to w and takes place on an orbit
which wraps around a torus remaining forever close to
the unperturbed torus (which can be visualized as
described by a point moving, according to the area law

on an ellipse rotating at a rate �!0) with actions
(L0, G0), provided " is small enough. Hence,

The KAM theorem answers, at least conceptually, the
classical question: can a solution of the three-body
problem remain close to an unperturbed one forever?
That is, is it possible that a solar system is stable
forever?

Assuming e, j%j=R� 1 and retaining only the lowest
orders in e and j%j=R� 1 the Hamiltonian [98]
simplifies into

H¼� g2

2L2
0

�!G0þ	"ðG0Þ�
"g

2R

G4
0

g2R2

�
3cos2ð�0þ�0Þ

�e cos�0�
9

2
e cosð�0þ2�0Þ

þ3

2
ecosð3�0þ2�0Þ

�
½100�

where

	"ðG0Þ ¼ �ðð1þ "Þ1=2 � 1Þ!G0 �
"g

2R

G4
0

g2R2

e ¼ 1�G2
0

L2
0

� �1=2
It is an interesting exercise to estimate, assuming

as model the Hamiltonian [100] and following the
proof of the KAM theorem, how small has " to be if
a planet with the data of Mercury can be stable
forever on a (slowly precessing) orbit with actions
close to the present-day values under the influence
of a mass " times the solar mass orbiting on a circle,
at a distance from the Sun equal to that of Jupiter. It
is possible to follow either the above reduction to
the ordinary KAM theorem or to apply directly to
[100] the Lindstedt series expansion, proceeding
along the lines of the section ‘‘Quasip eriodicity and
KAM stability .’’ The first ap proach is easy but the
second is more efficient: in both cases, unless the
estimates are done in a particularly careful manner,
the value found for "mS is not interesting from the
viewpoint of astronomy.

The reader is refered to Arnol’d (1989) for more
details.

Rationalization and Regularization of
Singularities

Often integrable systems have interesting data which
lie on the boundary of the integrability domain. For
instance, the central motion when L = G (circular
orbits) or the rigid body in a rotation around one of
the principal axes or the two-body problem when
G = 0 (collisional data). In such cases, perturbation
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theory cannot be applied as discussed above.
Typically, the perturbation depends on quantities
like

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L�G
p

and is not analytic at L = G. Never-
theless, it is sometimes possible to enlarge phase space
and introduce new coordinates in the vicinity of the
data which in the initial phase space are singular.

A notable example is the failure of the analysis of
the circular restricted three-body problem: it appar-
ently fails when the orbit that we want to perturb is
circular.

It is convenient to introduce the canonical
coordinates L,� and G, �:

L ¼ L0; G ¼ L0 �G0

� ¼ �0 þ �0; � ¼ ��0

½101�

so that e =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2GL�1
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�G(2L)�1
q

and �0 =�þ �
and 
0 =�0 þ f�0

, where f�0
is defined in [42] (see

also [97]). Hence,


0 ¼ �þ � þ f�þ�; 
0 þ �0 ¼ �þ f�þ�

e ¼
ffiffiffiffiffiffiffi
2G
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

L
1� G

2L

� �s
j%j
R
¼ L2ð1� e2Þ

gR

1

1þ e cosð�þ � þ f�þ�Þ

½102�

and the Hamiltonian [100] takes the form

H" ¼�
g2

2L2
� !Lþ !G

þ " g

R
FðL�G;L; �þ �; �Þ ½103�

In the coordinates L,G of [101] the unperturbed
circular case corresponds to G = 0 and [96], once
expressed in the action–angle variables G, L, �,�, is
analytic in a domain whose size is controlled byffiffiffiffiffi

G
p

. Nevertheless, very often problems of perturba-
tion theory can be ‘‘regularized.’’

This is done by ‘‘enlarging the integrability’’
domain by adding to it points (one or more) around
the singularity (a boundary point of the domain of
the coordinates) and introducing new coordinates to
describe simultaneously the data close to the
singularity and the newly added points: in many
interesting cases, the equations of motion are no
longer singular (i.e., become analytic) in the new
coordinates and are therefore apt to describe the
motions that reach the singularity in a finite time.
One can say that the singularity was only apparent.

Perhaps this is best illustrated precisely in the
above circular restricted three-body problem, with
the singularity occurring where G = 0, that is, at a
circular unperturbed orbit. If we describe the points
with G small in a new system of coordinates

obtained from the one in [101] by letting alone
L,� and setting

p ¼
ffiffiffiffiffiffiffi
2G
p

cos �; q ¼
ffiffiffiffiffiffiffi
2G
p

sin � ½104�

then p, q vary in a neighborhood of the origin with
the origin itself excluded.

Adding the origin of the p–q plane then in a full
neighborhood of the origin, the Hamiltonian [96] is
analytic in L,�, p, q. This is because it is analytic
(cf. [96], [97]) as a function of L,� and e cos 
0

and of cos (�0 þ 
0). Since 
0 =�þ � þ f�þ� and

0 þ �0 =�þ f�þ� by [97], the Hamiltonian [96] is
analytic in L,�, e cos (�þ � þ f�þ�), cos (�þ f�þ�)
for e small (i.e., for G small) and, by [42], f�þ� is
analytic in e sin (�þ �) and e cos (�þ �). Hence the
trigonometric identities

e sinð�þ �Þ ¼ p sin�þ q cos�ffiffiffiffi
L
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� G

2L

r

e cosð�þ �Þ ¼ p cos�� q sin�ffiffiffiffi
L
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� G

2L

r ½105�

together with G = (1=2)(p2 þ q2) imply that [103] is
analytic near p = q = 0 and L >0,� 2 [0, 2�]. The
Hamiltonian becomes analytic and the new coordi-
nates are suitable to describe motions crossing the
origin: for example, by setting

C ¼def 1

2
1� p2 þ q2

4L

� �
L�1=2

[100] becomes

H ¼� g2

2L2
� !Lþ !1

2ðp
2 þ q2Þ

þ 	"ð12ðp
2 þ q2ÞÞ � "g

2R

ðL� 1
2 ðp2 þ q2ÞÞ4

g2R2

� ð3 cos 2�� ðð�11 cos�þ 3 cos 3�Þp
� ð7 sin�þ 3 sin 3�ÞqÞCÞ ½106�

The KAM theorem does not apply in the form
discussed above to ‘‘Cartesian coordinates,’’ that is,
when, as in [106], the unperturbed system is not
assigned in action–angle variables. However, there
are versions of the theorem (actually its corollaries)
which do apply and therefore it becomes possible to
obtain some results even for the perturbations of
circular motions by the techniques that have been
illustrated here.

Likewise, the Hamiltonian of the rigid body with
a fixed point O and subject to analytic external
forces becomes singular, if expressed in the action–
angle coordinates of Deprit, when the body motion
nears a rotation around a principal axis or, more
generally, nears a configuration in which any two of
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the axes i3, z, or z0 coincide (i.e., any two among the
principal axis, the angular momentum axis and the
inertial z-axis coincide; see the section ‘‘Rigid
body’’). Nevertheless, by imitating the procedure
just described in the simpler cases of the circular
three-body problem, it is possible to enlarge the
phase space so that in the new coordinates the
Hamiltonian is analytic near the singular
configurations.

A regularization also arises when considering
collisional orbits in the unrestricted planar three-
body problem. In this respect, a very remarkable
result is the regularization of collisional orbits in the
planar three-body problem. After proving that if the
total angular momentum does not vanish, simulta-
neous collisions of the three masses cannot occur
within any finite time interval, the question is
reduced to the regularization of two-body collisions,
under the assumption that the total angular momen-
tum does not vanish.

The local change of coordinates, which changes the
relative position coordinates (x, y) of two colliding
bodies as (x, y)! (�, �), with xþ iy = (� þ i�)2, is not
one to one, hence it has to be regarded as an
enlargement of the positions space, if points with
different (�, �) are considered different. However, the
equations of motion written in the variables �, � have
no singularity at �, �= 0 (LEVI-CIVITA).

Another celebrated regularization is the regular-
ization of the Schwartzschild metric, i.e., of the
general relativity version of the two-body problem:
it is, however, somewhat out of the scope of this
review (SYNGE, KRUSKAL).

For more details, the reader is refered to Levi-
Civita (1956).

Appendix 1: KAM Resummation Scheme

The idea to control the ‘‘remaining contributions’’ is to
reduce the problem to the case in which there are no
pairs of lines that follow each other in the tree order
and which have the same current. Mark by a scale
label ‘‘0’’ the lines, see [74], [83], of a tree whose
divisors C=w0:n(l) are >1: these are lines which give
no problems in the estimates. Then mark by a scale
label ‘‘	1’’ the lines with current n(l) such that
jw0 � n(l)j � 2�nþ1 for n = 1 (i.e., the remaining lines).

The lines labeled 0 are said to be on scale 0, while
those labeled 	1 are said to be on scale 	1. A cluster
of scale 0 will be a maximal collection of lines of
scale 0 forming a connected subgraph of a tree 
.

Consider only trees 
0 2 �0 of the family �0 of
trees containing no clusters of lines with scale label
0 which have only one line entering the cluster and
one exiting it with equal current.

It is useful to introduce the notion of a line ‘1
situated ‘‘between’’ two lines ‘, ‘0 with ‘0 > ‘: this
will mean that ‘1 precedes ‘0 but not ‘.

All trees 
 in which there are some pairs l0 > l of
consecutive lines of scale label 	1 which have equal
current and such that all lines between them bear
scale label 0 are obtained by ‘‘inserting’’ on the lines
of trees in �0 with label 	1 any number of clusters
of lines and nodes, with lines of scale 0 and with the
property that the sum of the harmonics of the nodes
inserted vanishes.

Consider a line l0 2
02 �0 linking nodes v1 < v2

and labeled 	1 and imagine inserting on it a cluster
� of lines of scale 0 with sum of the node harmonics
vanishing and out of which emerges one line
connecting a node vout in � to v2 and into which
enters one line linking v1 to a node vin 2 �. The
insertion of a k–lines, j�j= (kþ 1)-nodes, cluster
changes the tree value by replacing the line factor,
that will be briefly called ‘‘value of the cluster �’’, as

nv1
� nv2

w0 � nðl0Þ2
! ðnv1

�Mð�; nðl0ÞÞnv2
Þ

w0 � nðl0Þ2
1

w0 � nðl0Þ2
½107�

where M is an ‘� ‘ matrix

Mrsð�; nðl0ÞÞ ¼
"j�j

k!
�out; r�in; s

Y
v2�
ð�fnv

Þ
Y
l2�

nv � nv0

w0 � nðlÞ2

if ‘= v0v denotes a line linking v0 and v. Therefore, if
all possible connected clusters are inserted and the
resulting values are added up, the result can be taken
into account by attributing to the original line l0 a
factor like [107] with M(0)(n(l0)) =defP

� M(�; n(l0))
replacing M(�; n(l0)).

If several connected clusters � are inserted on the
same line and their values are summed, the result is
a modification of the factor associated with the line
l0 into

X1
k¼0

nv1
� Mð0Þðnðl0ÞÞ

w0 � nðl0Þ2

 !k

nv2

1

w0 � nðl0Þ2

¼ nv1
� 1

w0 � nðl0Þ2 �Mð0Þðnðl0ÞÞ
nv2

 !
½108�

The series defining M(0) involves, by construction, only
trees with lines of scale 0, hence with large divisors, so
that it converges to a matrix of small size of order "
(actually "2, more precisely) if " is small enough.

Convergence can be established by simply remark-
ing that the series defining M(1) is built with lines
with values >(1=2) of the propagator, so that it
certainly converges for " small enough (by the
estim ates in the section ‘‘Perturbi ng funct ions,’’
where the propagators were identically 1) and the
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sum is of order " (actually "2), hence <1. However,
such an argument cannot be repeated when dealing
with lines with smaller propagators (which still have
to be discussed). Therefore, a method not relying on
so trivial a remark on the size of the propagators has
eventually to be used when considering lines of scale
higher than 1, as it will soon become necessary.

The advantage of the collection of terms achieved
with [108] is that we can represent h as a sum of
values of trees which are simpler because they
contain no pair of lines of scale 	1 with in between
lines of scale 0 with total sum of the node harmonics
vanishing. The price is that the divisors are now more
involved and we even have a problem due to the fact
that we have not proved that the series in [108]
converges. In fact, it is a geometric series whose value
is the RHS of [108] obtained by the sum rule [79]
unless we can prove that the ratio of the geometric
series is <1. This is trivial in this case by the previous
remark: but it is better to note that there is another
reason for convergence, whose use is not really
necessary here but will become essential later.

The property that the ratio of the geometric series
is <1 can be regarded as due to the consequence of
the cancell ation mentione d in the section ‘‘Q uasi-
perio dicity an d KAM stability ’’ which can be
shown to imply that the ratio is <1 because
M(0)(n) = "2(w0 � n)2m(0)(n) with C jm(0)(n)j<D0

for some D0 > 0 and for all j"j < "0 for some "0.
Then for small " the divisor in [108] is essentially
still what it was before starting the resummation.

At this point, an induction can be started. Consider
trees evaluated with the new rule and place a scale
level ‘‘	2’’ on the lines with C jw0 � n(l)j � 2�nþ1 for
n = 2: leave the label ‘‘0’’ on the lines already marked
so and label by ‘‘1’’ the other lines. The lines of scale
‘‘1’’ will satisfy 2�n < jw0 � n(l)j � 2�nþ1 for n = 1.
The graphs will now possibly contain lines of scale 0,
1 or 	2 while lines with label ‘‘	1’’ no longer can
appear, by construction.

A cluster of scale 1 will be a maximal collection of
lines of scales 0, 1 forming a connected subgraph of
a tree 
 and containing at least one line of scale 1.

The construction carried out by considering clusters
of scale 0 can be repeated by considering trees 
1 2 �1,
with �1 the collection of trees with lines marked 0, 1,
or 	2 and in which no pairs of lines with equal
momentum appear to follow each other if between
them there are only lines marked 0 or 1.

Insertion of connected clusters � of such lines on a
line l0 of 
1 leads to define a matrix M(1) formed by
summing tree values of clusters � with lines of scales
0 or 1 evaluated with the line factors defined in
[107] and with the restriction that in � there are no
pairs of lines ‘ < ‘0 with the same current and which

follow each other while any line between them has
lower scale (i.e., 0), here ‘‘between’’ means ‘‘preced-
ing l0 but not preceding l,’’ as above.

Therefore, a scale-independent method has to be
devised to check the convergence for M(1) and for the
matrices to be introduced later to deal with even
smaller propagators. This is achieved by the following
extension of Siegel’s theorem mentioned in the section
‘‘Quasiperiodicity and KAM stability’’:

Theorem 8 Let w0 satisfy [74] and set w = Cw0.
Consider the contribution to the sum in [82] from
graphs 
 in which

(i) no pairs ‘0 > ‘ of lines which lie on the same
path to the root carry the same current n if all
lines ‘1 between them have current n(‘1) such
that jw � n(‘1)j > 2jw � nj;

(ii) the node harmonics are bounded by jnj � N for
some N.

Then the number of lines ‘ in 
 with divisor w � n‘
satisfying 2�n < jw � n‘j � 2�nþ1 does not exceed
4 Nk2�n=� , n = 1, 2, . . . .

This implies, by the same estimates in [85], that
the series defining M(1) converges. Again, it must be
checked that there are cancellations implying that
M(1)(n) = "2(w0 � n)2m(1)(n) with jm(1)(n)j < D0 for
the same D0 > 0 and the same "0.

At this point, one deals with trees containing only
lines carrying labels 0, 1,	 2, and the line factors for
the lines ‘= v0v of scale 0 are nv0 � nv=(w0 �n(‘))2,
those of the lines ‘= v0v of scale 1 have line factors
nv0 � (w0 � n(‘)2 �M(0)(n(‘)))�1nv, and those of the
lines ‘= v0v of scale 	 2 have line factors

nv0 � ðw0 � nð‘Þ2 �Mð1Þðnð‘ÞÞÞ�1nv

Furthermore, no pair of lines of scale ‘‘1’’ or of scale
‘‘	2’’ with the same momentum and with only lines
of lower scale (i.e., of scale ‘‘0’’ in the first case or of
scale ‘‘0’’, ‘‘1’’ in the second) between them can
follow each other.

This procedure can be iterated until, after infi-
nitely many steps, the problem is reduced to the
evaluation of tree values in which each line carries a
scale label n and there are no pairs of lines which
follow each other and which have only lines of
lower scale in between. Then the Siegel argument
applies once more and the series so resumed is an
absolutely convergent series of functions analytic in
": hence the original series is convergent.

Although at each step there is a lower bound on the
denominators, it would not be possible to avoid using
Siegel’s theorem. In fact, the lower bound would become
worse and worse as the scale increases. In order to check
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the estimates of the constants D0, "0 which control the
scale independence of the convergence of the various
series, it is necessary to take advantage of the theorem,
and of the absence (at each step) of the necessity of
considering trees with pairs of consecutive lines with
equal momentum and intermediate lines of higher scale.

One could also perform the analysis by bounding
h(k) order by order with no resummations (i.e.,
without changing the line factors) and exhibiting the
necessary cancellations. Alternatively, the paths that
Kolmogorov, Arnol’d and Moser used to prove
the first three (somewhat different) versions of the
theorem, by successive approximations of the
equations for the tori, can be followed.

The invariant tori are Lagrangian manifolds just
as the unperturbed ones (cf. comments after [31])
and, in the case of the Hamiltonian [80], the
generating function A � y þ �(A, y ) can be
expressed in terms of their parametric equations

�ðA;y Þ ¼Gðy Þ þ a �y þ hðy Þ � ðA�w ��hðy ÞÞ

¶y Gðy Þ ¼def��hðy Þ þ h
ðy Þ¶y �h
ðy Þ � a

a ¼def
Z
ð��hðy Þ þ h
ðy Þ¶y �h
ðy ÞÞ

dy
ð2�Þ‘

¼
Z

h
ðy Þ¶y �h
ðy Þ
dy
ð2�Þ‘

½109�

where � = (w � ¶y ) and the invariant torus corre-
sponds to A0= w in the map a = y þ ¶AF(A, y ) and
A0= Aþ ¶y �(A, y ). In fact, by [109] the latter
becomes A0= A��h and, from the second of [75]
written for f depending only on the angles a, it is
A = w þ�h when A, a are on the invariant torus.

Note that if a exists it is necessarily determined by the
third relation in [109] but the check that the second
equation in [109] is soluble (i.e., that the RHS is an exact
gradient up to a constant) is nontrivial. The canonical
map generated by A � yþ F(A, y ) is also defined for A0

close to w and foliates the neighborhood of the invariant
torus with other tori: of course, for A0 6¼ w the tori
defined in this way are, in general, not invariant.

The reader is referred to Gallavotti et al. (2004)
for more details.

Appendix 2: Coriolis and Lorentz
Forces – Larmor Precession

Larmor precession refers to the motion of an
electrically charged particle in a magnetic field H
(in an inertial frame of reference). It is due to the
Lorentz force which, on a unit mass with unit
charge, produces an acceleration €R= v ^H if the
speed of light is c = 1.

Therefore, if H = Hk is directed along the k-axis,
the acceleration it produces is the same that the
Coriolis force would impress on a unit mass located
in a reference frame which rotates with angular
velocity !0k around the k-axis if H = 2!0k.

The above remarks imply that a homogeneous
sphere electrically charged uniformly with a unit
charge and freely pivoting about its center in a
constant magnetic field H directed along the k-axis
undergoes the same motion as it would follow if not
subject to the magnetic field but seen in a
noninertial reference frame rotating at constant
angular velocity !0 around the k-axis if H and !0

are related by H = 2!0: in this frame, the Coriolis
force is interpreted as a magnetic field.

This holds, however, only if the centrifugal force
has zero moment with respect to the center: true in
the spherical symmetry case only. In spherically
nonsymmetric cases, the centrifugal forces have in
general nonzero moment, so the equivalence
between Coriolis force and the Lorentz force is
only approximate.

The Larmor theorem makes this more precise. It
gives a quantitative estimate of the difference between
the motion of a general system of particles of mass m
in a magnetic field and the motion of the same
particles in a rotating frame of reference but in the
absence of a magnetic field. The approximation is
estimated in terms of the size of the Larmor frequency
eH=2mc, which should be small compared to the
other characteristic frequencies of the motion of the
system: the physical meaning is that the centrifugal
force should be small compared to the other forces.

The vector potential A for a constant magnetic
field in the k-direction, H = 2!0k, is A = 2!0k ^ R �
2!0R?. Therefore, from the treatment of the Coriolis
force in the sect ion ‘‘Three -body prob lem’’ (see
[95]), the motion of a charge e with mass m in a
magnetic field H with vector potential A and subject
to other forces with potential W can be described, in
an inertial frame and in generic units, in which the
speed of light is c, by a Hamiltonian

H ¼ 1

2m
p� e

c
A

� �2
þWðRÞ ½110�

where p = m _Rþ (e=c)A and R are canonically con-
jugate variables.
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Differential geometry is the study of differential
properties of geometric objects such as curves,
surfaces and higher-dimensional manifolds endowed
with additional structures such as metrics and
connections. One of the main ideas of differential
geometry is to apply the tools of analysis to
investigate geometric problems; in particular, it
studies their ‘‘infinitesimal parts,’’ thereby lineariz-
ing the problem. However, historically, geometric
concepts often anticipated the analytic tools
required to define them from a differential geometric
point of view; the notion of tangent to a curve, for
example, arose well before the notion of derivative.

In its barely more than two centuries of existence,
differential geometry has always had strong (often
two-way) interactions with physics. Just to name a
few examples, the theory of curves is used in
kinematics, symplectic manifolds arise in Hamilto-
nian mechanics, pseudo-Riemannian manifolds in
general relativity, spinors in quantum mechanics, Lie
groups and principal bundles in gauge theory, and
infinite-dimensional manifolds in the path-integral
approach to quantum field theory.

Curves and Surfaces

The study of differential properties of curves and
surfaces resulted from a combination of the coordi-
nate method (or analytic geometry) developed by
Descartes and Fermat during the first half of the
seventeenth century and infinitesimal calculus devel-
oped by Leibniz and Newton during the second half
of the seventeenth and beginning of the eighteenth
century.

Differential geometry appeared later in the eight-
eenth century with the works of Euler Recherches
sur la courbure des surfaces (1760) (Investigations
on the curvature of surfaces) and Monge Une
application de l’analyse à la géométrie (1795) (An
application of analysis to geometry). Until Gauss’
fundamental article Disquisitiones generales circa
superficies curvas (General investigations of curved
surfaces) published in Latin in 1827 (of which one
can find a partial translation to English in Spivak
(1979)), surfaces embedded in R3 were either
described by an equation, W(x, y, z) = 0, or by
expressing one variable in terms of the others.
Although Euler had already noticed that the
coordinates of a point on a surface could be
expressed as functions of two independent variables,
it was Gauss who first made a systematic use of such
a parametric representation, thereby initiating the
concept of ‘‘local chart’’ which underlies differential
geometry.

Differentiable Manifolds

The actual notion of n-manifold independent of a
particular embedding in a Euclidean space goes back
to a lecture Über die Hypothesen, welche der
Geometrie zu Grunde liegen (On the hypotheses
which lie at the foundations of geometry) (of which
one can find a translation to English and comments
in Spivak (1979)) delivered by Riemann at Göttingen
University in 1854, in which he makes clear the
fact that n-manifolds are locally like n-dimensional
Euclidean space. In his work, Riemann mentions
the existence of infinite-dimensional manifolds,
such as function spaces, which today play an
important role since they naturally arise as config-
uration spaces in quantum field theories.

In modern language a differentiable manifold
modeled on a topological space V (which can be
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finite dimensional, Fréchet, Banach, or Hilbert for
example) is a topological space M equipped with a
family of local coordinate charts (Ui,�i)i2I such that the
open subsets Ui �M cover M and where �i : Ui ! V,
i 2 I, are homeomorphisms which give rise to smooth
transition maps �i � ��1

j :�j(Ui \Uj)! �i(Ui \Uj).
An n-dimensional differentiable manifold is a differ-
entiable manifold modeled on Rn. The sphere
Sn�1 := {(x1, . . . , xn) 2 Rn,

Pn
i = 1 x2

i = 1} is a differenti-
able manifold of dimension n� 1.

Simple differentiable curves in Rn are one-
dimensional differentiable manifolds locally speci-
fied by coordinates x(t) = (x1(t), . . . , xn(t)) 2 Rn,
where t 7! xj(t) is of class Ck. The tangent at point
x(t0) to such a curve, which is a straight line passing
through this point with direction given by the vector
x0(t0), generalizes to the concept of tangent space
TmM at point m 2M of a smooth manifold M
modeled on V which is a vector space isomorphic to
V spanned by tangent vectors at point m to curves
�(t) of class C1 on M such that �(t0) = m.

In order to make this more precise, one needs the
notion of differentiable mapping. Given two differ-
entiable manifolds M and N, a mapping f : M! N
is differentiable at point m if, for every chart (U,�)
of M containing m and every chart (V, ) of N such
that f (U) � V, the mapping  � f � ��1 :�(U)!  (V)
is differentiable at point �(m). In particular, differenti-
able mappings f : M! R form the algebra C1(M, R)
of smooth real-valued functions on M. Differentiable
mappings � : [a, b]!M from an interval [a, b] � R to
a differentiable manifold M are called ‘‘differentiable
curves’’ on M. A differentiable mapping f : M! N
which is invertible and with differentiable inverse
f�1 : N !M is called a diffeomorphism.

The derivative of a function f 2 C1(M, R) along
a curve � : [a, b]!M at point �(t0) 2M with t0 2
[a, b] is given by

Xf :¼ d

dtjt¼t0

f � �ðtÞ

and the map f 7!Xf is called the tangent vector to
the curve � at point �(t0). Tangent vectors to some
curve � : [a, b]!M at a given point m 2 �([a, b])
form a vector space TmM called the ‘‘tangent space’’
to M at point m.

A (smooth) map which, to a point m 2M, assigns
a tangent vector X 2 TmM is called a (smooth)
vector field. It can also be seen as a derivation
~X : f 7!Xf on C1(M, R) defined by ( ~Xf )(m) :=
X(m)f for any m 2M and the bracket of vector
fields is thereby defined from the operator bracketg[X, Y] := ~X � ~Y � ~Y � ~X. The linear operations on
tangent vectors carry out to vector fields (Xþ
Y)(m) := X(m)þ Y(m), (�X)(m) :=�X(m) for any

m 2M and for any X, Y 2 TmM,� 2 R so that
vector fields on M build a linear space.

One can generate tangent vectors to M via local
one-parameter groups of differentiable transforma-
tions of M, that is, mappings (t, m) 7!�t(m) from
]��, �[�U to U (with � > 0 and U �M an
open subset of M) such that �0 = Id,�tþs =�t � �s

8s, t 2 ]��, �[ with t þ s 2 ]��, �[ and m 7!�t(m) is a
diffeomorphism of U onto an open subset �t(U).
The tangent vector at t = 0 to the curve �(t) =�t(m)
yields a tangent vector to M at point m = �(0).
Conversely, when M is finite dimensional, the
fundamental theorem for systems of ordinary
equations yields, for any vector field X on M, the
existence (around any point m 2M) of a
local one-parameter group of local transformations
� :]��, �[�U!M (with U an open subset contain-
ing m) which induces the tangent vector
X(m) 2 TmM.

A differentiable mapping � : M!N induces a map
��(m) : TmM!T�(m)M defined by ��Xf = X(f � �).
An ‘‘immersion’’ of a manifold M in a manifold N is a
differentiable mapping � : M!N such that the maps
��(m) are injective at any point m 2M. Such a map is
an embedding if it is moreover injective in which case
�(M) � N is a submanifold of N. The unit sphere Sn

is a submanifold of Rnþ1. Whitney showed that every
smooth real n-dimensional manifold can be embedded
in R2nþ1.

A differentiable manifold whose coordinate charts
take values in a complex vector space V and whose
transition maps are holomorphic is called a complex
manifold, which is complex n-dimensional if V = Cn.
The complex projective space CPn, the union of
complex straight lines through 0 in Cnþ1, is a
compact complex manifold of dimension n. Similarly
to the notion of differentiable mapping between
differentiable manifolds, we have the notion of
holomorphic mapping between complex manifolds.

A smooth family m 7! Jm of endomorphisms of the
tangent spaces TmM to a differentiable manifold M such
that J2

m =�Id gives rise to an almost-complex manifold.
The prototype is the almost-complex structure on Cn

defined by J(@xi
) = @yi

; J(@yi
) =�@xi

with z = (x1 þ
iy1, . . . , xn þ iyn) 2 Cn which can be transferred to a
complex manifold M by means of local charts. An
almost-complex structure J on a manifold M is called
complex if M is the underlying differentiable manifold
of a complex manifold which induces J in this way.

Studying smooth functions on a differentiable
manifold can provide information on the topology
of the manifold: for example, the behavior of a
smooth function on a compact manifold as its
critical points strongly restricted by the topological
properties of the manifold. This leads to the Morse
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critical point theory which extends to infinite-
dimensional manifolds and, among other conse-
quences, leads to conclusions on extremals or closed
extremals of variational problems. Rather than
privileging points on a manifold, one can study
instead the geometry of manifolds from the point of
view of spaces of functions, which leads to an
algebraic approach to differential geometry. The
initial concept there is a commutative ring (which
becomes a possibly noncommutative algebra in the
framework of noncommutative geometry), namely
the ring of smooth functions on the manifold, while
the manifold itself is defined in terms of the ring as the
space of maximal ideals. In particular, this point of
view proves to be fruitful to understand supermani-
folds, a generalization of manifolds which is impor-
tant for supersymmetric field theories.

One can further consider the sheaf of smooth
functions on an open subset of the manifold; this
point of view leads to sheaf theory which provides a
unified approach to establishing connections between
local and global properties of topological spaces.

Metric Properties

Riemann focused on the metric properties of manifolds
but the first clear formulation of the concept of a
manifold equipped with a metric was given by Weyl in
Die Idee der Riemannsche Fläche. A Riemannian
metric on a differentiable manifold M is a positive-
definite scalar product gm on TmM for every point
m 2M depending smoothly on the point m. A manifold
equipped with a Riemannian metric is called a
Riemannian manifold. A Weyl transformation, which
is multiplying the metric by a smooth positive function,
yields a new Riemannian metric with the same angle
measurement as the original one, and hence leaves the
‘‘conformal’’ structure on M unchanged.

Riemann also suggested considering metrics on
the tangent spaces that are not induced from scalar
products; metrics on the manifold built this way
were first systematically investigated by Finsler and
are therefore called Finsler metrics. Geodesics on a
Riemannian manifold M which correspond to
smooth curves � : [a, b]!M that minimize the
length functional

Lð�Þ :¼ 1

2

Z b

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g�ðtÞ

d�

dt
;
d�

dt

� �s
dt

then generalize to curves which realize the shortest
distance between two points chosen sufficiently close.

Euclid’s axioms which naturally lead to Rieman-
nian geometry are also satisfied up to the axiom
of parallelism by a geometry developed by

Lobatchevsky in 1829 and Bolyai in 1832. Non-
Euclidean geometries actually played a major role in
the development of differential geometry and Loba-
chevsky’s work inspired Riemann and later Klein.

Dropping the positivity assumption for the
bilinear forms gm on TmM leads to Lorentzian
manifolds which are (nþ 1)-dimensional smooth
manifolds equipped with bilinear forms on the
tangent spaces with signature (1, n). These occur in
general relativity and tangent vectors with negative,
positive, or vanishing squared length are called
timelike, spacelike, and lightlike, respectively.

Just as complex vector spaces can be equipped with
positive-definite Hermitian products, a complex
manifold M can come equipped with a Hermitian
metric, namely a positive-definite Hermitian product
hm on TmM for every point m 2M depending
smoothly on the point m; every Hermitian metric
induces a Riemannian one given by its real part. The
complex projective space CPn comes naturally
equipped with the Fubini–Study Hermitian metric.

Transformation Groups

Metric properties can be seen from the point of view
of transformation groups. Poncelet in his Traité
projectif des figures (1822) had investigated classical
Euclidean geometry from a projective geometric
point of view, but it was not until Cayley (1858)
that metric properties were interpreted as those
stable under any ‘‘projective’’ transformation which
leaves ‘‘cyclic points’’ (points at infinity on the
imaginary axis of the complex plane) invariant.
Transformation groups were further investigated by
Lie, leading to the modern concept of Lie group, a
smooth manifold endowed with a group structure
such that the group operations are smooth.

A vector field X on a Lie group G is called left-
(resp. right-) invariant if it is invariant under left
translations Lg : h 7! gh (resp. right translations
Rg : h 7! hg) for every g 2 G, that is, if (Lg)�X(h) =
X(gh) 8(g, h) 2 G2 (resp. (Rg)�X(h) = X(gh) 8(g, h)
2 G2). The set of all left-invariant vector fields
equipped with the sum, scalar multiplication, and
the bracket operation on vector fields form an
algebra called the Lie algebra of G.

The group Gln(R) (resp. Gln(C)) of all real (resp.
complex) invertible n� n matrices is a Lie group
with Lie algebra, the algebra gln(R) (resp. gln(C)) of
all real (resp. complex) n� n matrices and the
bracket operation reads [A, B] = AB� BA.

The orthogonal (resp. unitary) group On(R) :=
{A 2 Gln(R), AtA = 1}, where At denotes the trans-
posed matrix (resp. Un(C) := {A 2 Gln(C), A�A = 1},
where A�= �At), is a compact Lie group with Lie
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algebra on(R) := {A2Gln(R),At = �A} (resp. un(C) :=
{A2Gln(C),A�= �A}).

A left-invariant vector field X on a finite-dimen-
sional Lie group G (or equivalently an element X of
the Lie algebra of G) generates a global one-
parameter group of transformations �X(t), t 2 R.
The mapping from the Lie algebra of G into G
defined by exp(X) :=�X(1) is called the exponential
mapping. The exponential mapping on Gln(R) (resp.
Gln(C)) is given by the series exp (A) =

P1
i = 0 Ai=i!.

As symmetry groups of physical systems, Lie
groups play an important role in physics, in
particular in quantum mechanics and Yang–Mills
theory. Infinite-dimensional Lie groups arise as
symmetry groups, such as the group of diffeomorph-
isms of a manifold in general relativity, the group of
gauge transformations in Yang–Mills theory, and
the group of Weyl transformations of metrics on a
surface in string theory. The principle ‘‘the physics
should not depend on how it is described’’ translates
to an invariance under the action of the (possibly
infinite-dimensional group) of symmetries of the
theory. Anomalies arise when such an invariance
holds for the classical action of a physical theory but
‘‘breaks’’ at the quantized level.

In his Erlangen program (1872), Klein puts the
concept of transformation group in the foreground
introducing a novel idea by which one should
consider a space endowed with some properties
as a set of objects invariant under a given group of
transformations. One thereby reaches a classifica-
tion of geometric results according to which group is
relevent in a particular problem as, for example, the
projective linear group for projective geometry,
the orthogonal group for Riemannian geometry, or
the symplectic group for ‘‘symplectic’’ geometry.

Fiber Bundles

Transformation groups give rise to principal fiber
bundles which play a major role in Yang–Mills
theory. The notion of fiber bundle first arose out of
questions posed in the 1930s on the topology and the
geometry of manifolds, and by 1950 the definition of
fiber bundle had been clearly formulated by Steenrod.

A smooth fiber bundle with typical fiber a
manifold F is a triple (E,�, B), where E and B are
smooth manifolds called the total space and the base
space, and � : E! B is a smooth surjective map
called the projection of the bundle such that the
preimage ��1(b) of a point b 2 B called the fiber of
the bundle over b is isomorphic to F and any base
point b has a neighborhood U � B with preimage
��1(U) diffeomorphic to U � F, where the diffeo-
mophisms commute with the projection on the base

space. Smooth sections of E are maps � : B! E such
that � � �= IB.

When F is a vector space and when, given open
subsets Ui � B that cover B with corresponding
coordinate charts (Ui,�i)i2I, the local diffeomorph-
isms �i : ��1(Ui) ’ �i(Ui)� F give rise to transition
maps �i � ��1

j :�j(Ui \Uj)� F!�i(Ui \Uj)� F that
are linear in the fiber, the bundle is called a ‘‘vector
bundle.’’ The tangent bundle TM =

S
m2M TmM to a

differentiable manifold M modeled on a vector space
V is a vector bundle with typical fiber V and
transition maps �ij = (�i � ��1

j , d(�i � ��1
j )) expressed

in terms of the differentials of the transition maps on
the manifold M. So are the cotangent bundle, the
dual of the tangent bundle, and tensor products of
the tangent and cotangent vector bundles with
typical fiber the dual V� and tensor products of V
and V�. Vector fields defined previously are sections
of the tangent bundle, 1-forms on M are sections of
the cotangent bundle, and contravariant tensors,
resp. covariant tensors are sections of tensor
products of the tangent, resp. cotangent bundles. A
differentiable mapping � : M! N takes covariant
p-tensor fields on N to their pullbacks by �,
covariant p-tensors on M given by

ð��TÞðX1; . . . ;XpÞ := Tð��X1; . . . ; ��XpÞ

for any vector fields X1, . . . , Xp on M.
Differentiating a smooth function f on M gives

rise to a 1-form df on M. More generally, exterior p-
forms are antisymmetric smooth covariant p-tensors
so that !(X�(1), . . . , X�(p)) = �(�)!(X1, . . . , Xp) for
any vector fields X1, . . . , Xp on M and any permuta-
tion � 2 �p with signature �(�).

Riemannian metrics are covariant 2-tensors and
the space of Riemannian metrics on a manifold M is
an infinite-dimensional manifold which arises as a
configuration space in string theory and general
relativity.

A principal bundle is a fiber bundle (P,�, B) with
typical fiber a Lie group G acting freely and properly
on the total space P via a right action (p, g) 2
P�G 7! pg = Rg(p) 2 P and such that the local
diffeomorphisms ��1(U) ’ U �G are G-equivariant.
Given a principal fiber bundle (P, �, B) with structure
group a finite-dimensional Lie group G, the action of
G on P induces a homomorphism which to an
element X of the Lie algebra of G assigns a vector
field X� on P called the ‘‘fundamental vector field’’
generated by X. It is defined at p 2 P by

X�ðpÞ :¼ d

dtjt¼0

RexpðtXÞðpÞ

where exp is the exponential map on G.

36 Introductory Article: Differential Geometry



Given an action of G on a vector space V, one
builds from a principal bundle with typical fiber G an
associated vector bundle with typical fiber V.
Principal bundles are essential in gauge theory; U(1)-
principal bundles arise in electro-magnetism and
nonabelian structure groups arise in Yang–Mills
theory. There the fields are connections on the
principal bundle, and the action of gauge transforma-
tions on (irreducible) connections gives rise to an
infinite-dimensional principal bundle over the moduli
space with structure group given by gauge transfor-
mations. Infinite-dimensional bundles arise in other
field theories such as string theory where the moduli
space corresponds to inequivalent complex structures
on a Riemann surface and the infinite-dimensional
structure group is built up from Weyl transformations
of the metric and diffeomorphisms of the surface.

Connections

On a manifold there is no canonical method to
identify tangent spaces at different points. Such an
identification, which is needed in order to differenti-
ate vector fields, can be achieved on a Riemannian
manifold via ‘‘parallel transport’’ of the vector fields.
The basic concepts of the theory of covariant
differentiation on a Riemannian manifold were given
at the end of the nineteenth century by Ricci and, in a
more complete form, in 1901 in collaboration with
Levi-Civita in Méthodes de calcul différentiel absolu et
leurs applications; on a Riemannian manifold, it is
possible to define in a canonical manner a parallel
displacement of tangent vectors and thereby to
differentiate vector field covariantly using the since
then called Levi-Civita connection.

More generally, a (linear) connection (or equiva-
lently a covariant derivation) on a vector bundle E
over a manifold M provides a way to identify fibers
of the vector bundle at different points; it is a map r
taking sections � of E to E-valued 1-forms on M
which satisfies a Leibniz rule, r(f�) = df�þ fr�,
for any smooth function f on M. When E is the
tangent bundle over M, curves � on the manifold
with covariantly constant velocity r _�(t) = 0 give rise
to geodesics. Given an initial velocity _�(0) = X 2
TmM and provided X has small enough norm, �X(1)
defines a point on the corresponding geodesic and
the map exp : X 7! �X(1) a diffeomorphism from a
neighborhood of 0 in TmM to a neighborhood of
m 2M called the ‘‘exponential map’’ of r.

The concept of connection extends to principal
bundles where it was developed by Ehresmann
building on the work of Cartan. A connection on a
principal bundle (P,�, B) with structure group G,
which is a smooth equivariant (under the action of

the group G) decomposition of the tangent space
TpP = HpP� VpP at each point p into a horizontal
space HpP and the vertical space VpP = Ker d�p,
gives rise to a linear connection on the associated
vector bundle.

A connection on P gives rise to a 1-form ! on P
with values in the Lie algebra of the structure group
G called the connection 1-form and defined as
follows. For each X 2 TpP,!(X) is the unique
element U of the Lie algebra of G such that the
corresponding fundamental vector field U�(p) at
point p coincides with the vertical component of X.
In particular, !(U�) = U for any element U of the Lie
algebra of G.

The space of connections which is an infinite-
dimensional manifold arises as a configuration space
in Yang–Mills theory and also comes into play in the
Seiberg–Witten theory.

Geometric Differential Operators

From connections one defines a number of differ-
ential operators on a Riemannian manifold, among
them second-order Laplacians. In particular, the
Laplace–Beltrami operator f 7! �tr(rT�M df ) on
smooth functions, where rT�M is the connection on
the cotangent bundle induced by the Levi-Civita
connection on M, generalizes the ordinary Laplace
operator on Euclidean space. This in turn generalizes
to second-order operators �E := �tr(rT�M�ErE)
acting on smooth sections of a vector bundle E over
a Riemannian manifold M, where rE is a connection
on E and rT�M�E the connection on T�M� E
induced by rE and the Levi-Civita connection on M.

The Dirac operator on a spin Riemannian
manifold, a first-order differential operator whose
square coincides with the Laplace–Beltrami opera-
tor up to zeroth-order terms, can be best under-
stood going back to the initial idea of Dirac. A
first-order differential operator with constant
matrix coefficients

Pn
i = 1 �i(@=@xi) has square

given by the Laplace operator �
Pn

i = 1 @
2=@x2

i on
Rn if and only if its coefficients satisfy the the
Clifford relations

�2
i ¼ �1 8 i ¼ 1; . . . ; n

�i�j þ �j�i ¼ 0 8 i 6¼ j

The resulting Clifford algebra, once complexified, is
isomorphic in even dimensions n = 2k to the space
End(Sn) (and End(Sn)� End(Sn) in odd dimensions
n = 2kþ 1) of endomorphisms of the space Sn = C2k

of complex n-spinors. When instead of the canoni-
cal metric on Rn one starts from the the metric on
the tangent bundle TM induced by the Riemannian
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metric on M and provided the corresponding spinor
spaces patch up to a ‘‘spinor bundle’’ over M, M is
called a spin manifold. The Dirac operator on a
spin Riemannian manifold M is a first-order
differential operator acting on spinors given by
Dg =

Pn
i = 1 �irei

, where r is the connection
on spinors (sections of the spinor bundle S) induced
by the Levi-Civita connection and e1, . . . , en is
an orthonormal frame of the tangent bundle TM.
This is a particular case of more general twisted
Dirac operators DW

g on a twisted spinor bundle
S�W equipped with the connection rS�W which
combines the connection r with a connection rW

on an auxilliary vector bundle W. Their square
(DW

g )2 relates to the Laplacian �S�W built from this
twisted connection via the Lichnerowicz formula
which is useful for estimates on the spectrum of the
Dirac operator in terms of the underling geometric
data.

When there is no spin structure on M, one can still
hope for a Spinc structure and a Dirac Dc operator
associated with a connection compatible with that
structure. In particular, every compact orientable
4-manifold can be equipped with a Spinc structure
and one can build invariants of the differentiable
manifold called Seiberg–Witten invariants from
solutions of a system of two partial differential
equations, one of which is the Dirac equation
Dc� = 0 associated with a connection compatible
with the Spinc structure and the other a nonlinear
equation involving the curvature.

Curvature

The concept of ‘‘curvature,’’ which is now under-
stood in terms of connections (the curvature of a
connection r is defined by � =r2), historically
arose prior to that of connection. In its modern
form, the concept of curvature dates back to Gauss.
Using a spherical representation of surfaces – the
Gauss map 	, which sends a point m of an oriented
surface � � R3 to the outward pointing unit normal
vector 	m – Gauss defined what is since then called
the Gaussian curvature Km at point m 2 U � � as
the limit when the area of U tends to zero of the
ratio area(	(U))=area(U). It measures the obstruc-
tion to finding a distance-preserving map from a
piece of the surface around m to a region in the
standard plane. Gauss’ Teorema Egregium says that
the Gaussian curvature of a smooth surface in R3 is
defined in terms of the metric on the surface so that
it agrees for two isometric surfaces.

From the curvature � of a connection on a
Riemannian manifold (M, g), one builds the

Riemannian curvature tensor, a 4-tensor which in
local coordinates reads

Rijkl :¼ g �
@

@i
;
@

@j

� �
@

@k
;
@

@l

� �
further taking a partial trace leads to the Ricci
curvature given by the 2-tensor Ricij =

P
k Rikjk,

the trace of which gives in turn the scalar cur-
vature R =

P
i Ricii. Sectional curvature at a point

m in the direction of a two-dimensional plane
spanned by two vectors U and V corresponds to
K(U, V) = g(�(U, V)V, U). A manifold has constant
sectional curvature whenever K(U, V)=kU ^ Vk2 is a
constant K for all linearly independent vectors U,V.
A Riemannian manifold with constant sectional
curvature is said to be spherical, flat, or hyperbolic
type depending on whether K > 0, K = 0, or K < 0,
respectively. One owes to Cartan the discovery of an
important class of Riemannian manifolds, symmetric
spaces, which contains the spheres, the Euclidean
spaces, the hyperbolic spaces, and compact Lie
groups. A connected Riemannian manifold M
equipped at every point m with an isometry �m

such that �m(m) = m and the tangent map Tm�m

equals �Id on the tangent space (it therefore reverses
the geodesics through m) is called symmetric. CPn

equipped with the Fubini–Study metric is a symmetric
space with the isometry given by the reflection with
respect to a line in Cnþ1. A compact symmetric space
has non-negative sectional curvature K.

Constraints on the curvature can have topological
consequences. Spheres are the only simply connected
manifolds with constant positive sectional curvature;
if a simply connected complete Riemannian mani-
fold of dimension >1 has non-positive sectional
curvature along every plane, then it is homeo-
morphic to the Euclidean space.

A manifold with Ricci curvature tensor propor-
tional to the metric tensor is called an Einstein
manifold. Since Einstein, curvature is a cornerstone
of general relativity with gravitational force being
interpreted in terms of curvature. For example, the
vacuum Einstein equation reads Ricg = (1=2)Rg g with
Ricg the Ricci curvature of a metric g and Rg its scalar
curvature. In addition, Kaluza–Klein supergravity is a
unified theory modeled on a direct product of the
Mikowski four-dimensional space and an Einstein
manifold with positive scalar curvature.

The Ricci flow dg(t)=dt = �2Ricg(t), which is
related with the Einstein equation in general
relativity, was only fairly recently introduced in the
mathematical literature. Hopes are strong to get a
classification of closed 3-manifolds using the Ricci
flow as an essential ingredient.
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Cohomology

Differentiation of functions f 7! df on a differenti-
able manifold M generalizes to exterior differentia-
tion 
 7! d
 of differential forms. A form 
 is closed
whenever it is in the kernel of d and it is exact
whenever it lies in the range of d. Since d2 = 0, exact
forms are closed.

Cartan’s structure equations d!=�(1=2)[!,!]þ �
relate the exterior differential of the connection 1-form
! on a principal bundle to its curvature � given by
the exterior covariant derivative D! := d! � h, where
h : TpP! HpP is the projection onto the horizontal
space.

On a complex manifold, forms split into sums
of (p, q)-forms, those with p-holomorphic and
q-antiholomorphic components, and exterior differ-
entiation splits as d = @ þ �@ into holomorphic and
antiholomorphic derivatives, with @ 2 = �@ 2 = 0.

Geometric data are often expressed in terms of
closedness conditions on certain differential forms.
For example, a ‘‘symplectic manifold’’ is a manifold
M equipped with a closed nondegenerate differential
2-form called the ‘‘symplectic form.’’ The theory of
J-holomorphic curves on a manifold equipped with
an almost-complex structure J has proved fruitful in
building invariants on symplectic manifolds. A
Kähler manifold is a complex manifold equipped
with a Hermitian metric h whose imaginary part
Im h yields a closed (1, 1)-form. The complex
projective space CPn is Kähler.

The exterior differentation d gives rise to de Rham
cohomology as Ker d=Im d, and de Rham’s theorem
establishes an isomorphism between de Rham coho-
mology and the real singular cohomology of a
manifold. Chern (or characteristic) classes are topo-
logical invariants associated to fiber bundles and play
a crucial role in index theory. Chern–Weil theory
builds representatives of these de Rham cohomology
classes from a connection r of the form tr(f (r2)),
where f is some analytic function.

When the manifold is Riemannian, the Laplace–
Beltrami operator on functions generalizes to differ-
ential forms in two different ways, namely to the
Bochner Laplacian ��T�M on forms (i.e., sections of
�T�M), where the contangent bundle T�M is
equipped with a connection induced by the Levi-Civita
connection and to the Laplace–Beltrami operator on
forms (d þ d�)2 = d�d þ d d�, where d� is the (formal)
adjoint of the exterior differential d. These are related
via Weitzenböck’s formula which in the particular case
of 1-forms states that the difference of those two
operators is measured by the Ricci curvature.

When the manifold is compact, Hodge’s theorem
asserts that the de Rham cohomology groups are

isomorphic to the space of harmonic (i.e., annihi-
lated by the Laplace–Beltrami operator) differential
forms. Thus, the dimension of the set of harmonic
k-forms equals the kth Betti numbers from which
one can define the Euler characteristic �(M) of the
manifold M taking their alternate sum. Hodge
theory plays an important role in mirror symmetry
which posits a duality between different manifolds
on the geometric side and between different field
theories via their correlation functions on the
physics side. Calabi–Yau manifolds, which are
Ricci-flat Kähler manifolds, are studied extensively
in the context of duality.

Index Theory

While the Gaussian curvature is the solution to a
local problem, it has strong influence on the global
topology of a surface. The Gauss–Bonnet formula
(1850) relates the Euler characteristic on a closed
surface to the Gaussian curvature by

�ðMÞ ¼ 1

2�

Z
M

Km dAm

where dAm is the volume element on M. This is the
first result relating curvature to global properties
and can be seen as one of the starting points for
index theory. It generalizes to the Chern–Gauss–
Bonnet theorem (1944) on an even-dimensional
closed manifold and can be interpreted as an
example of the Atiyah–Singer index theorem (1963)

indðDW
g Þ ¼

Z
M

Âð�gÞ e�trð�W Þ

where g denotes a Riemannian metric on a spin
manifold M, DW

g a Dirac operator acting on sections
of some twisted bundle S�W with S the spinor
bundle on M and W an auxiliary vector bundle over
M, ind(DW

g ) the ‘‘index’’ of the Dirac operator, and
�g, �W respectively the curvatures of the Levi-Civita
connection and a connection on W, and Â(�g) a
particular Chern form called the Â-genus. Index
theorems are useful to compute anomalies in gauge
theories arising from functional quantisation of
classical actions.

Given an even-dimensional closed spin manifold
(M, g) and a Hermitian vector bundle W over M, the
index of the associated Dirac operator DW

g yields the
so-called Atiyah map K0(M) 7!Z defined by
W 7! ind(DW

g ), where K0(M) is the group of formal
differences of stable homotopy classes of smooth
vector bundles over M. This is the starting point for
the noncommutative geometry approach to index
theory, in which the space of smooth functions on a
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manifold which arises here in a disguised from since
K0(M) ’ K0(C1(M)) (which consists of formal
differences of smooth homotopy classes of idempo-
tents in the inductive limit of spaces of matrices
gln(C1(M))) is generalized to any noncommutative
smooth algebra.
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Introduction

The modern theory of electromagnetism is built on
the foundations of Maxwell’s equations:

div E ¼ �

�0
½1	

div B ¼ 0 ½2	

curl B� 1

c2

@E

@t
¼ 
0 J ½3	

curl Eþ @B

@t
¼ 0 ½4	

On the left-hand side are the electric and magnetic
fields, E and B, which are vector-valued functions
of position and time. On the right are the sources,
the charge density �, which is a scalar function of
position and time, and the current density J. The
source terms encode the distribution and velocities
of charges, and the equations, together with
boundary conditions at infinity, determine the fields

that they generate. From these equations, one can
derive the familiar predictions of electrostatics and
magnetostatics, as well as the dynamical behavior
of fields and charges, in particular, the generation
and propagation of electromagnetic waves – light
waves.

Maxwell would not have recognized the equations
in this compact vector notation – still less in the
tensorial form that they take in special relativity. It
is notable that although his contribution is univer-
sally acknowledged in the naming of the equations,
it is rare to see references to ‘‘Maxwell’s theory.’’
This is for a good reason. In his early studies of
electromagnetism, Maxwell worked with elaborate
mechanical models, which he saw as analogies
rather than as literal descriptions of the underlying
physical reality. In his later work, the mechanical
models, in particular the mechanical properties of
the ‘‘lumiferous ether’’ through which light waves
propagate, were put forward more literally as
the foundations of his electromagnetic theory. The
equations survive in the modern theory, but the
mechanical models with which Maxwell, Faraday,
and others wrestled live on only in the survival of
archaic terminology, such as ‘‘lines of force’’ and
‘‘magnetic flux.’’ The luminiferous ether evaporated
with the advent of special relativity.

Maxwell’s legacy is not his ‘‘theory,’’ but his
equations: a consistent system of partial differential
equations that describe the whole range of known
interactions of electric and magnetic fields with
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moving charges. They unify the treatment of
electricity and magnetism by revealing for the first
time the full duality between the electric and
magnetic fields. They have been verified over an
almost unimaginable variety of physical processes,
from the propagation of light over cosmological
distances, through the behavior of the magnetic
fields of stars and the everyday applications in
electrical engineering and laboratory experiments,
down – in their quantum version – to the exchange
of photons between individual electrons.

The history of Maxwell’s equations is convoluted,
with many false turns. Maxwell himself wrote down
an inconsistent form of the equations, with a
different sign for � in the first equation, in his
1865 work ‘‘A dynamical theory of the electromag-
netic field.’’ The consistent form appeared later in
his Treatise on Electricity and Magnetism (1873);
see Chalmers (1975).

In this article, we shall not follow the historical
route to the equations. Some of the complex story of
the development hinted at in the remarks above can
be found in the articles by Chalmers (1975), Siegel
(1985), and Roche (1998). Neither shall we follow
the traditional pedagogic route of many textbooks in
building up to the full dynamical equations through
the study of basic electrical and magnetic phenom-
ena. Instead, we shall follow a path to Maxwell’s
equations that is informed by knowledge of their
most critical feature, invariance under Lorentz
transformations. Maxwell, of course, knew nothing
of this.

We shall start with a summary of basic facts
about the behavior of charges in electric and
magnetic fields, and then establish the full dynami-
cal framework by considering this behavior as seen
from moving frames of reference. It is impossible, of
course, to do this consistently within the framework
of classical ideas of space and time since Maxwell’s
equations are inconsistent with Galilean relativity.
But it is at least possible to understand some of the
key features of the equations, in particular the need
for the term involving the time derivative of E, the
so-called ‘‘displacement current,’’ in the third of
Maxwell’s equations.

We shall begin with some remarks concerning the
role of relativity in classical dynamics.

Relativity in Newtonian Dynamics

Newton’s laws hold in all inertial frames. The
formalism of classical mechanics is invariant under
Galilean transformations and it is impossible to tell
by observing the dynamical behavior of particles
and other bodies whether a frame of reference is at

rest or in uniform motion. In the world of classical
mechanics, therefore:

Principle of Relativity There is no absolute stan-
dard of rest; only relative motion is observable.

In his ‘‘Dialogue concerning the two chief world
systems,’’ Galileo illustrated the principle by arguing
that the uniform motion of a ship on a calm sea does
not affect the behavior of fish, butterflies, and other
moving objects, as observed in a cabin below deck.

Relativity theory takes the principle as funda-
mental, as a statement about the nature of space and
time as much as about the properties of the
Newtonian equations of motion. But if it is to be
given such universal significance, then it must apply
to all of physics, and not just to Newtonian
dynamics. At first this seems unproblematic – it is
hard to imagine that it holds at such a basic level,
but not for more complex physical interactions.
Nonetheless, deep problems emerge when we try to
extend it to electromagnetism since Galilean invari-
ance conflicts with Maxwell’s equations.

All appears straightforward for systems involving
slow-moving charges and slowly varying electric and
magnetic fields. These are governed by laws that
appear to be invariant under transformations
between uniformly moving frames of reference.
One can imagine a modern version of Galileo’s
ship also carrying some magnets, batteries, semi-
conductors, and other electrical components. Salvia-
ti’s argument for relativity would seem just as
compelling.

The problem arises when we include rapidly
varying fields – in particular, when we consider the
propagation of light. As Einstein (1905) put it,
‘‘Maxwell’s electrodynamics . . . , when applied to
moving bodies, leads to asymmetries which do not
appear to be inherent in the phenomena.’’ The
central difficulty is that Maxwell’s equations give
light, along with other electromagnetic waves, a
definite velocity: in empty space, it travels with the
same speed in every direction, independently of the
motion of the source – a fact that is incompatible
with Galilean invariance. Light traveling with speed
c in one frame should have speed cþ u in a frame
moving towards the source of the light with speed u.
Thus, it should be possible for light to travel with
any speed. Light that travels with speed c in a frame
in which its source is at rest should have some other
speed in a moving frame; so Galilean invariance
would imply dependence of the velocity of light on
the motion of the source.

A full resolution of the conflict can only be
achieved within the special theory of relativity: here,
remarkably, Maxwell’s equations retain exactly
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their classical form, but the transformations between
the space and time coordinates of frames of
reference in relative motion do not. The difference
appears when the velocities involved are not insig-
nificant when compared with the velocity of light.
So long as one can ignore terms of order u2=c2,
Maxwell’s equations are compatible with the Gali-
lean principle of relativity.

Charges, Fields, and the
Lorentz-Force Law

The basic objects in the modern form of electro-
magnetic theory are

� charged particles; and
� the electric and magnetic fields E and B, which

are vector quantities that depend on position and
time.

The charge e of a particle, which can be positive
or negative, is an intrinsic quantity analogous
to gravitational mass. It determines the strength
of the particle’s interaction with the electric
and magnetic fields – as its mass determines
the strength of its interaction with gravitational
fields.

The interaction is in two directions. First, electric
and magnetic fields exert a force on a charged
particle which depends on the value of the charge,
the particle’s velocity, and the values of E and B at
the location of the particle. The force is given by the
Lorentz-force law

f ¼ eðEþ u ^ BÞ ½5�

in which e is the charge and u is the velocity. It is
analogous to the gravitational force

f ¼ mg ½6�

on a particle of mass m in a gravitational field g. It is
through the force law that an observer can, in
principle, measure the electric and magnetic fields at
a point, by measuring the force on a standard charge
moving with known velocity.

Second, moving charges generate electric and
magnetic fields. We shall not yet consider in detail
the way in which they do this, beyond stating the
following basic principles.

EM1. The fields depend linearly on the charges.

This means that if we superimpose two distributions
of charge, then the resultant E and B fields are the
sums of the respective fields that the two distribu-
tions generate separately.

EM2. A stationary point charge e generates an electric
field, but no magnetic field. The electric field is
given by

E ¼ ker

r3
½7�

where r is the position vector from the charge,
r = jrj, and k is a positive constant, analogous
to the gravitational constant.

By combining [7] and [5], we obtain an inverse-
square law electrostatic force

kee0

r2
½8�

between two stationary charges; unlike gravity, it is
repulsive when the charges have the same sign.

EM3. A point charge moving with velocity v gen-
erates a magnetic field

B ¼ k0ev ^ r

r3
½9�

where k0 is a second positive constant.

This is extrapolated from measurements of the
magnetic field generated by currents flowing in
electrical circuits.

The constants k and k0 in EM2 and EM3
determine the strengths of electric and magnetic
interactions. They are usually denoted by

k ¼ 1

4��0
; k0 ¼ �0

4�
½10�

Charge e is measured in coulombs, jBj in teslas, and
jEj in volts per meter. With other quantities in SI units,

�0 ¼ 8:9� 10�12; �0 ¼ 1:3� 10�6 ½11�

The charge of an electron is �1.6� 10�19 C; the
current through an electric fire is a flow
of 5–10 C s�1. The earth’s magnetic field is about
4� 10�5 T; a bar magnet’s is about 1 T; there is a
field of about 50 T on the second floor of the
Clarendon Laboratory in Oxford; and the magnetic
field on the surface of a neutron star is about 108 T.

Although we are more aware of gravity in every-
day life, it is very much weaker than the electrostatic
force – the electrostatic repulsion between two
protons is a factor of 1.2� 1036 greater than their
gravitational attraction (at any separation, both
forces obey the inverse-square law).

Our aim is to pass from EM1–EM3 to Maxwell’s
equations, by replacing [7] and [9] by partial
differential equations that relate the field strengths
to the charge and current densities � and J of a
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continuous distribution of charge. The densities are
defined as the limits

� ¼ lim
V!0

P
e

V

� �
; J ¼ lim

V!0

P
ev

V

� �
½12�

where V is a small volume containing the point, e is
a charge within the volume, and v is its velocity; the
sums are over the charges in V and the limits are
taken as the volume is shrunk (although we shall not
worry too much about the precise details of the
limiting process).

Stationary Distributions of Charge

We begin the task of converting the basic principles
into partial differential equations by looking at the
electric field of a stationary distribution of charge,
where the passage to the continuous limit is made by
using the Gauss theorem to restate the inverse-
square law.

The Gauss theorem relates the integral of the
electric field over a closed surface to the total charge
contained within it. For a point charge, the electric
field is given by EM2:

E ¼ er

4��0r3

Since div r = 3 and grad r = r=r, we have

divðEÞ ¼ div
er

��0r3

� �
¼ e

4��0

3

r3
� 3r � r

r5

� �
¼ 0

everywhere except at r = 0. Therefore, by the
divergence theorem,Z

@V

E � dS ¼ 0 ½13�

for any closed surface @V bounding a volume V that
does not contain the charge.

What if the volume does contain the charge?
Consider the region bounded by the sphere SR of
radius R centered on the charge; SR has outward
unit normal r=r. Therefore,Z

SR

E � dS ¼ e

4�R2�0

Z
SR

dS ¼ e

�0

In particular, the value of the surface integral on the
left-hand side does not depend on R.

Now consider arbitrary finite volume bounded by
a closed surface S. If the charge is not inside
the volume, then the integral of E over S vanishes
by [13]. If it is, then we can apply [13] to the

volume V between S and a small sphere SR to
deduce thatZ

S

E � dS�
Z

SR

E � dS ¼
Z
@V

E � dS ¼ 0

and that the integrals of E over S and SR are the
same. Therefore,Z

S

E � dS ¼
e=�0 if the charge is in

the volume bounded by S
0 otherwise

(

When we sum over a distribution of charges,
the integral on the left picks out the total charge
within S. Therefore, we have the Gauss theorem.

The Gauss theorem. For any closed surface @V
bounding a volume V,Z

@V

E � dS ¼ Q=�0

where E is the total electric field and Q is the total
charge within V.

Now we can pass to the continuous limit. Suppose
that E is generated by a distribution of charges with
density � (charge per unit volume). Then by the
Gauss theorem,Z

@V

E � dS ¼ 1

�0

Z
V

� dV

for any volume V. But then, by the divergence
theorem, Z

V

ðdiv E� �=�0Þ dV ¼ 0

Since this holds for any volume V, it follows that

div E ¼ �=�0 ½14�
By an argument in a similar spirit, we can also

show that the electric field of a stationary distribu-
tion of charge is conservative in the sense that the
total work done by the field when a charge is moved
around a closed loop vanishes; that is,I

E � ds ¼ 0

for any closed path. This is equivalent to

curl E ¼ 0 ½15�

since, by Stokes’ theorem,I
E � ds ¼

Z
S

curl E � dS

where S is any surface spanning the path. This vanishes
for every path and for every S if and only if [15] holds.
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The field of a single stationary charge is con-
servative since

E ¼ �grad �; � ¼ e

4��0r

and therefore curl E = 0 since the curl of a gradient
vanishes identically. For a continuous distribution,
E =�grad �, where

�ðrÞ ¼ 1

4��0

Z
r 02V

�ðr 0Þ
jr � r 0j dV 0 ½16�

In the integral, r (the position of the point at which
� is evaluated) is fixed, and the integration is over
the positions r 0 of the individual charges. In spite of
the singularity at r = r 0, the integral is well defined.
So, [15] also holds for a continuous distribution of
stationary charge.

The Divergence of the Magnetic Field

We can apply the same argument that established
the Gauss theorem to the magnetic field of a slow-
moving charge. Here,

B ¼ �0ev ^ r

4�r3

where r is the vector from the charge to the point at
which the field is measured. Since r=r3 =�grad(1=r),
we have

div v ^ r

r3

� �
¼ v ^ curl grad

1

r

� �
¼ 0

Therefore, div B = 0 except at r = 0, as in the case of
the electric field. However, in the magnetic case, the
integral of the field over a surface surrounding the
charge also vanishes, since if SR is a sphere of radius
R centered on the charge, thenZ

SR

B � dS ¼ �0e

4�

Z
SR

v ^ r

r3
� r
r

dS ¼ 0

By the divergence theorem, the same is true for any
surface surrounding the charge. We deduce that if
magnetic fields are generated only by moving
charges, then Z

@V

B � dS ¼ 0

for any volume V, and hence that

div B ¼ 0 ½17�

Of course, if there were free ‘‘magnetic poles’’
generating magnetic fields in the same way that
charges generate electric fields, then this would not
hold; there would be a ‘‘magnetic pole density’’ on

the right-hand side, by analogy with the charge
density in [14].

Inconsistency with Galilean Relativity

Our central concern is the compatibility of the laws
of electromagnetism with the principle of relativity.
As Einstein observed, simple electromagnetic inter-
actions do indeed depend only on relative motion;
the current induced in a conductor moving through
the field of a magnet is the same as that generated in
a stationary conductor when a magnet is moved past
it with the same relative velocity (Einstein 1905).
Unfortunately, this symmetry is not reflected in our
basic principles. We very quickly come up against
contradictions if we assume that they hold in every
inertial frame of reference.

One emerges as follows. An observer O can measure
the values of B and E at a point by measuring the force
on a particle of standard charge, which is related to the
velocity v of the charge by the Lorentz-force law,

f ¼ eðEþ v ^ BÞ

A second observer O0 moving relative to the first with
velocity v will see the same force, but now acting on a
particle at rest. He will therefore measure the electric
field to be E0= f =e. We conclude that an observer
moving with velocity v through a magnetic field B and
an electric field E should see an electric field

E0 ¼ Eþ v ^ B ½18�

By interchanging the roles of the two observers, we
should also have

E ¼ E0 � v ^ B0 ½19�

where B0 is the magnetic field measured by the
second observer. If both are to hold, then B� B0

must be a scalar multiple of v.
But this is incompatible with EM3; if the fields are

those of a point charge at rest relative to the first
observer, then E is given by [7], and

B ¼ 0

On the other hand, the second observer sees the field
of a point charge moving with velocity �v. Therefore,

B0 ¼ ��0ev ^ r

4�r3

So B� B0 is orthogonal to v, not parallel to it.
This conspicuous paradox is resolved, in part, by

the realization that EM3 is not exact; it holds only
when the velocities are small enough for the
magnetic force between two particles to be negli-
gible in comparison with the electrostatic force. If v
is a typical velocity, then the condition is that v2�0
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should be much less than 1=�0. That is, the velocities
involved should be much less than

c ¼ 1ffiffiffiffiffiffiffiffiffi
�0�0
p ¼ 3� 108 m s�1

This, of course, is the velocity of light.

The Limits of Galilean Invariance

Our basic principles EM1–EM3 must now be seen to
be approximations – they describe the interactions of
particles and fields when the particles are moving
relative to each other at speeds much less than that of
light. To emphasize that we cannot expect, in
particular, EM3 to hold for particles moving at
speeds comparable with c, we must replace it by

EM30. A charge moving with velocity v, where v� c,
generates a magnetic field

B ¼ �0ev ^ r

4�r3
þOðv2=c2Þ ½20�

The magnetic field of a system of charges in
general motion satisfies

div B ¼ 0 ½21�

In the second part, we have retained [21] as a
differential form of the statement that there are no
free magnetic poles; the magnetic field is generated
only by the motion of the charges. With this change,
the theory is consistent with the principle of
relativity, provided that we ignore terms of order
v2=c2. The substitution of EM30 for EM3 resolves the
conspicuous paradox; the symmetry noted by Ein-
stein between the current generated by the motion of
the conductor in a magnetic field and by the motion
of a magnet past a conductor is explained, provided
that the velocities are much less than that of light.

The central problem remains however; the equa-
tions of electromagnetism are not invariant under
a Galilean transformation with velocity comparable
to c. The paradox is still there, but it is more subtle
than it appeared to be at first. There are three
possible ways out: (1) the noninvariance is real and
has observable effects (necessarily of order v2=c2 or
smaller); (2) Maxwell’s theory is wrong; or (3) the
Galilean transformation is wrong. Disconcertingly,
it is the last path that physics has taken. But that is
to jump ahead in the story. Our task is to complete
the derivation of Maxwell’s equations.

Faraday’s Law of Induction

The magnetic field of a slow-moving charge will
always be small in relation to its electric field (even

when we replace B by cB to put it into the same
units as E). The magnetic fields generated by
currents in electrical circuits are not, however,
dominated by large electric fields. This is because
the currents are created by the flow, at slow
velocity, of electrons, while overall the matter in
the wire is roughly electrically neutral, with the
electric fields of the positively charged nuclei and
negatively charged electrons canceling.

This is the physical context to keep in mind in
the following deduction of Faraday’s law of
induction from Galilean invariance for velocities
much less than c. The law relates the electromotive
force or ‘‘voltage’’ around an electrical circuit
to the rate of change of the magnetic field B over
a surface spanning the circuit. In its differential
form, the law becomes one of Maxwell’s
equations.

Suppose first that the fields are generated by
charges all moving relative to a given inertial
frame of reference R with the same velocity v.
Then in a second frame R0 moving relative to R
with velocity v, there is a stationary distribution of
charge. If the velocity is much less than that of
light, then the electric field E0 measured in R0 is
related to the electric and magnetic E and B
measured in R by

E0 ¼ Eþ v ^ B

Since the field measured in R0 is that of a stationary
distribution of charge, we have

curl E0 ¼ 0

In R, the charges are all moving with velocity v, so
their configuration looks exactly the same from the
point r at time t as it does from the point r þ v� at
time t þ � . Therefore,

Bðr þ v�; t þ �Þ ¼ Bðr; tÞ
Eðr þ v�; t þ �Þ ¼ Eðr; tÞ

and hence by taking derivatives with respect to �
at � = 0,

v � grad Bþ @B

@t
¼ 0

v � grad Eþ @E

@t
¼ 0

½22�

So we must have

0 ¼ curl E0

¼ curl Eþ curlðv ^ BÞ
¼ curl Eþ v div B� v � grad B

¼ curl Eþ @B

@t
½23�
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since div B = 0. It follows that

curl Eþ @B

@t
¼ 0 ½24�

Equation [24] is linear in B and E; so by adding
the magnetic and electric fields of different streams
of charges moving relative to R with different
velocities, we deduce that it holds generally for the
electric and magnetic fields generated by moving
charges.

Equation [24] encodes Faraday’s law of electro-
magnetic induction, which describes how changing
magnetic fields can generate currents. In the static case

@B

@t
¼ 0

and the equation reduces to curl E = 0 – the
condition that the electrostatic field should be
conservative; that is, it should do no net work
when a charge is moved around a closed loop.

More generally, consider a wire loop in the shape of
a closed curve �. Let S be a fixed surface spanning �.
Then we can deduce from eqn [24] thatI

�

E � ds ¼
Z

S

curl E � dS

¼ �
Z

S

@B

@t
� dS

¼ � d

dt

Z
S

ðB � dSÞ ½25�

If the magnetic field is varying, so that the integral of B
over S is not constant, then the integral of E around the
loop will not be zero. There will be a nonzero electric
field along the wire, which will exert a force on the
electrons in the wire and cause a current to flow.

The quantity I
E � ds

which is measured in volts, is the work done by the
electric field when a unit charge makes one circuit
of the wire. It is called the electromotive force
around the circuit. The integral is the magnetic flux
linking the circuit. The relationship [25] between
electromotive force and rate of change of magnetic
flux is Faraday’s law.

The Field of Charges in Uniform Motion

We can extract another of Maxwell’s equations
from this argument. By EM30, a single charge e with
velocity v generates an electric field E and a
magnetic field

B ¼ �0ev ^ r

4�r3
þOðv2=c2Þ

where r is the vector from the charge to the point at
which the field is measured. In the frame of reference
R0 in which the charge is at rest, its electric field is

E0 ¼ er

4��0r3

In the frame in which it is moving with velocity
v, E = E0 þO(v=c). Therefore,

cB ¼ v ^ E0

c
¼ v ^ E

c
þO

v2

c2

� �
By taking the curl of both sides, and dropping terms
of order v2=c2,

curlðcBÞ ¼ curl
v ^ E

c

� �
¼ 1

c
v div E� v � grad Eð Þ

But

div E ¼ �=�0; v � grad E ¼ � @E

@t

by [22]. Therefore,

curlðcBÞ � 1

c

@E

@t
¼ 1

c�0
J ¼ c�0 J

where J = �v. By summing over the separate particle
velocities, we conclude that

curl B� 1

c2

@E

@t
¼ �0J

holds for an arbitrary distribution of charges, provided
that their velocities are much less than that of light.

Maxwell’s Equations

The basic principles, together with the assumption of
Galilean invariance for velocities much less than that
of light, have allowed us to deduce that the electric and
magnetic fields generated by a continuous distribution
of moving charges in otherwise empty space satisfy

div E ¼ �

�0
½26�

div B ¼ 0 ½27�

curl B� 1

c2

@E

@t
¼ �0 J ½28�

curl Eþ @B

@t
¼ 0 ½29�
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where � is the charge density, J is the current
density, and c2 = 1=�0�0. These are Maxwell’s
equations, the basis of modern electrodynamics.
Together with the Lorentz-force law, they describe
the dynamics of charges and electromagnetic fields.

We have arrived at them by considering how basic
electromagnetic processes appear in moving frames
of reference – an unsatisfactory route because we
have seen on the way that the principles on which
we based the derivation are incompatible with
Galilean invariance for velocities comparable with
that of light. Maxwell derived them by analyzing an
elaborate mechanical model of electric and magnetic
fields – as displacements in the luminiferous ether.
That is also unsatisfactory because the model has
long been abandoned. The reason that they are
accepted today as the basis of theoretical and
practical applications of electromagnetism has little
to do with either argument. It is first that they are
self-consistent, and second that they describe the
behavior of real fields with unreasonable accuracy.

The Continuity Equation

It is not immediately obvious that the equations are
self-consistent. Given � and J as functions of the
coordinates and time, Maxwell’s equations are two
scalar and two vector equations in the unknown
components of E and B. That is, a total of eight
equations for six unknowns – more equations than
unknowns. Therefore, it is possible that they are in
fact inconsistent.

If we take the divergence of eqn [29], then we
obtain

@

@t
div Bð Þ ¼ 0

which is consistent with eqn [27]; so no problem
arises here. However, by taking the divergence of
eqn [28] and substituting from eqn [26], we get

0 ¼ div curl B

¼ 1

c2

@

@t
div Eð Þ þ �0div J

¼ �0
@�

@t
þ div J

� �
This gives a contradiction unless

@�

@t
þ div J ¼ 0 ½30�

So the choice of � and J is not unconstrained; they
must be related by the continuity equation [30]. This
holds for physically reasonable distributions of

charge; it is a differential form of the statement
that charges are neither created nor destroyed.

Conservation of Charge

To see the connection between the continuity
equation and charge conservation, let us look at
the total charge within a fixed V bounded by a
surface S. If charge is conserved, then any increase
or decrease in a short period of time must be
exactly balanced by an inflow or outflow of charge
across S.

Consider a small element dS of S with outward
unit normal and consider all the particles that have a
particular charge e and a particular velocity v at
time t. Suppose that there are 	 of these per unit
volume (	 is a function of position). Those that cross
the surface element between t and t þ 
t are those
that at time t lie in the region of volume

jv � n dS 
tj

shown in Figure 1. They contribute e	v � dS
t to the
outflow of charge through the surface element. But
the value of J at the surface element is the sum of
e	v over all possible values of v and e. By summing
over v, e, and the elements of the surface, therefore,
and by passing to the limit of a continuous
distribution, the total rate of outflow isZ

S

J � dS

Charge conservation implies that the rate of
outflow should be equal to the rate of decrease in
the total charge within V. That is,

d

dt

Z
V

� dV þ
Z

S

J � dS ¼ 0 ½31�

By differentiating the first term under the integral
sign and by applying the divergence theorem to the
second integral,Z

V

@�

@t
þ div J

� �
dV ¼ 0 ½32�

If this is to hold for any choice of V, then � and J
must satisfy the continuity equation. Conversely, the
continuity equation implies charge conservation.

dS

n

νdt νdt

Figure 1 The outflow through a surface element.
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The Displacement Current

The third of Maxwell’s equations can be written as

curl B ¼ �0 J þ �0
@E

@t

� �
½33�

in which form it can be read as an equation
for an unknown magnetic field B in terms of
a known current distribution J and electric
field E. When E and J are independent of t, it
reduces to

curl B ¼ �0 J

which determines the magnetic field of a steady
current, in a way that was already familiar
to Maxwell’s contemporaries. But his second
term on the right-hand side of [33] was new; it
adds to J the so-called vacuum displacement
current

�0
@E

@t

The name comes from an analogy with the
behavior of charges in an insulating material.
Here no steady current can flow, but the distribu-
tion of charges within the material is distorted
by an external electric field. When the field
changes, the distortion also changes, and the result
appears as a current – the displacement current –
which flows during the period of change. Max-
well’s central insight was that the same term
should be present even in empty space. The
consequence was profound; it allowed him to
explain the propagation of light as an electromag-
netic phenomenon.

The Source-Free Equations

In a region of empty space, away from the
charges generating the electric and magnetic fields,
we have �= 0 = J, and Maxwell’s equations
reduce to

div E ¼ 0 ½34�

div B ¼ 0 ½35�

curl B� 1

c2

@E

@t
¼ 0 ½36�

curl Eþ @B

@t
¼ 0 ½37�

where c = 1=
ffiffiffiffiffiffiffiffiffi
�0�0
p

. By taking the curl of eqn [36]
and by substituting from eqns [35] and [37], we
obtain

0¼ grad ðdiv BÞ � r2B� 1

c2
curl

@E

@t

� �
¼�r2B� 1

c2

@

@t
ðcurl EÞ

¼ �r2Bþ 1

c2

@2B

@t2
½38�

Therefore, the three components of B in empty space
satisfy the (scalar) wave equation

&u ¼ 0

Here & is the d’Alembertian operator, defined by

& ¼ 1

c2

@2

@t2
�r2 ¼ 1

c2

@2

@t2
� @2

@x2
� @2

@y2
� @2

@z2

By taking the curl of eqn [37], we also obtain
&E = 0.

Monochromatic Plane Waves

The fact that E and B are vector-valued solutions of
the wave equation in empty space suggests that we
look for ‘‘plane wave’’ solutions of Maxwell’s
equations in which

E ¼ a cos �þ b sin � ½39�

where a, b are constant vectors and

� ¼ !
c

ct � r � eð Þ; e � e ¼ 1 ½40�

with ! > 0, �, �, and e constant; ! is the frequency
and e is a unit vector that gives the direction of
propagation (adding � to t and c�e to r leaves u
unchanged). This satisfies the wave equation, but for
a general choice of the constants, it will not be
possible to find B such that eqns [34]–[37] also hold.

By taking the divergence of eqn [39], we obtain

div E ¼ !
c

e � a sin �� e � b cos �ð Þ ½41�

For eqn [34] to hold, therefore, we must choose a
and b orthogonal to e. For eqn [37] to hold, we
must find B such that

curl E ¼ !
c

e ^ a sin �� e ^ b cos �ð Þ ¼ � @B

@t
½42�

A possible choice is

B ¼ e ^ E

c
¼ 1

c
e ^ a cos �þ e ^ b sin �ð Þ ½43�

and it is not hard to see that E and B then satisfy
[35] and [36] as well.
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The solutions obtained in this way are called
‘‘monochromatic electromagnetic plane waves.’’

Note that such waves are transverse in the sense
that E and B are orthogonal to the direction of
propagation. The definition E can be written more
concisely in the form

E ¼ Re ða þ ibÞe�i�
� �

½44�

It is an exercise in Fourier analysis to show every
solution in empty space is a combination of
monochromatic plane waves. A plane wave has
‘‘plane’’ or ‘‘linear’’ polarization if a and b are
proportional. It has ‘‘circular’’ polarization if
a � a = b � b, a � b = 0.

At the heart of Maxwell’s theory was the idea that
a light wave with definite frequency or color is
represented by a monochromatic plane solution of
his equations.

Potentials

For every solution of Maxwell’s equations in vacuo,
the components of E and B satisfy the three-
dimensional wave equation; but the converse is not
true. That is, it is not true in general that if

&B ¼ 0; &E ¼ 0

then E and B satisfy Maxwell’s equations. For this
to happen, the divergence of both fields must vanish,
and they must be related by [36] and [37]. These
additional constraints are somewhat simpler to
handle if we work not with the fields themselves,
but with auxiliary quantities called ‘‘potentials.’’

The definition of the potentials depends on
standard integrability conditions from vector calcu-
lus. Suppose that v is a vector field, which may
depend on time. If curl v = 0, then there exists a
function � such that

v ¼ grad� ½45�

If div v = 0, then there exists a second vector field a
such that

v ¼ curl a ½46�

Neither � nor a is uniquely determined by v. In the
first case, if [45] holds, then it also holds when � is
replaced by �0=�þ f , where f is a function of time
alone; in the second, if [46] holds, then it also holds
when a is replaced by

a0 ¼ aþ grad u

for any scalar function u of position and time. It
should be kept in mind that the existence statements
are local. If v is defined on a region U with

nontrivial topology, then it may not be possible to
find a suitable � or a throughout the whole of U.

Suppose now that we are given fields E and B
satisfying Maxwell’s equations [26]–[29] with
sources represented by the charge density � and the
current density J. Since div B = 0, there exists a time-
dependent vector field A (t, x, y, z) such that

B ¼ curl A

If we substitute B = curl A into [29] and interchange
curl with the time derivative, then we obtain

curl Eþ @A

@t

� �
¼ 0

It follows that there exists a scalar �(t, x, y, z) such
that

E ¼ �grad�� @A

@t
½47�

Such a vector field A is called a ‘‘magnetic vector
potential’’; a function � such that eqn [47] holds is
called an ‘‘electric scalar potential.’’

Conversely, given scalar and vector functions �
and A of t, x, y, z, we can define B and E by

B ¼ curl A; E ¼ �grad�� @A

@t
½48�

Then two of Maxwell’s equations hold automati-
cally, since

div B ¼ 0; curl Eþ @B

@t
¼ 0

The remaining pair translate into conditions on A
and �. Equation [26] becomes

div E ¼ �r2�� @

@t
ðdiv AÞ ¼ �

�0

and eqn [28] becomes

curl B� 1

c2

@E

@t
¼ �r2Aþ grad div A

þ 1

c2

@

@t
grad�þ @A

@t

� �
¼ �0 J

If we put

� ¼ 1

c2

@�

@t
þ div ðAÞ

then we can rewrite the equations for A and � more
simply as

&�� @�
@t
¼ �

�0

&Aþ grad � ¼ �0 J
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Here we have four equations (one scalar, one vector)
in four unknowns (� and the components of A). Any
set of solutions �, A determines a solution of
Maxwell’s equations via [48].

Gauge Transformations

Given solutions E and B of Maxwell’s equations,
what freedom is there in the choice of A and �?
First, A is determined by curl A = B up to the
replacement of A by

A0 ¼ Aþ grad u

for some function u of position and time. The scalar
potential �0 corresponding to A0 must be chosen so
that

�grad�0 ¼ Eþ @A0

@t

¼ Eþ @A

@t
þ grad

@u

@t

� �
¼ �grad �� @u

@t

� �
That is, �0=�� @u=@t þ f (t), where f is a function
of t alone. We can absorb f into u by subtractingZ

f dt

(this does not alter A0). So the freedom in the choice
of A and � is to make the transformation

A 7!A0 ¼ Aþ grad u; � 7!�0 ¼ �� @u

@t
½49�

for any u = u(t, x, y, z). The transformation [49] is
called a ‘‘gauge transformation.’’

Under [49],

� 7!�0 ¼ 1

c2

@�0

@t
þ divðA0Þ ¼ ��&u

It is possible to show, under certain very mild
conditions on �, that the inhomogeneous wave
equation

&u ¼ � ½50�

has a solution u = u(t, x, y, z). If we choose u so that
[50] holds, then the transformed potentials A0 and �0

satisfy

divðA0Þ þ 1

c2

@�0

@t
¼ 0

This is the ‘‘Lorenz gauge condition,’’ named after
L Lorenz (not the H A Lorentz of the ‘‘Lorentz
contraction’’).

If we impose the Lorenz condition, then the only
remaining freedom in the choice of A and � is to
make gauge transformations [49] in which u is a
solution of the wave equation &u = 0. Under the
Lorenz condition, Maxwell’s equations take the
form

&� ¼ �=�0; &A ¼ �0 J ½51�

Consistency with the Lorenz condition follows from
the continuity equation on � and J.

In the absence of sources, therefore, Maxwell’s
equations for the potential in the Lorenz gauge
reduce to

&� ¼ 0; &A ¼ 0 ½52�

together with the constraint

div Aþ 1

c2

@�

@t
¼ 0

We can, for example, choose three arbitrary solu-
tions of the scalar wave equation for the compo-
nents of the vector potential, and then define � by

� ¼ c2

Z
div Adt

Whatever choice we make, we shall get a solution of
Maxwell’s equations, and every solution of Max-
well’s equations (without sources) will arise from
some such choice.

Historical Note

At the end of the eighteenth century, four types of
electromagnetic phenomena were known, but not
the connections between them.

� Magnetism, the word derives from the Greek for
‘‘stone from Magnesia.’’
� Static electricity, produced by rubbing amber with

fur; the word ‘‘electricity’’ derives from the Greek
for ‘‘amber.’’
� Light.
� Galvanism or ‘‘animal electricity’’ – the electricity

produced by batteries, discovered by Luigi
Galvani.

The construction of a unified theory was a slow
and painful business. It was hindered by attempts,
which seem bizarre in retrospect, to understand
electromagnetism in terms of underlying mechanical
models involving such inventions as ‘‘electric fluids’’
and ‘‘magnetic vortices.’’ We can see the legacy of
this period, which ended with Einstein’s work in
1905, in the misleading and archaic terms that still
survive in modern terminology: ‘‘magnetic flux,’’
‘‘lines of force,’’ ‘‘electric displacement,’’ and so on.
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Maxwell’s contribution was decisive, although
much of what we now call ‘‘Maxwell’s theory’’ is
due to his successors (Lorentz, Hertz, Einstein, and
so on); and, as we shall see, a key element in
Maxwell’s own description of electromagnetism –
the ‘‘electromagnetic ether,’’ an all-pervasive
medium which was supposed to transmit electro-
magnetic waves – was thrown out by Einstein.

A rough chronology is as follows.

� 1800 Volta demonstrated the connection between
galvanism and static electricity.
� 1820 Oersted showed that the current from a

battery generates a force on a magnet.
� 1822 Ampère suggested that light was a wave

motion in a ‘‘luminiferous ether’’ made up of two
types of electric fluid. In the same year, Galileo’s
‘‘Dialogue concerning the two chief world sys-
tems’’ was removed from the index of prohibited
books.
� 1831 Faraday showed that moving magnets can

induce currents.

� 1846 Faraday suggested that light is a vibration
in magnetic lines of force.
� 1863 Maxwell published the equations that

describe the dynamics of electric and magnetic
fields.
� 1905 Einstein’s paper ‘‘On the electrodynamics

of moving bodies.’’
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G Gallavotti, Università di Roma ‘‘La Sapienza,’’
Rome, Italy

ª 2006 G Gallavotti. Published by Elsevier Ltd.

All rights reserved.

Foundations: Atoms and Molecules

Classical statistical mechanics studies properties of
macroscopic aggregates of particles, atoms, and
molecules, based on the assumption that they are
point masses subject to the laws of classical
mechanics. Distinction between macroscopic and
microscopic systems is evanescent and in fact the
foundations of statistical mechanics have been laid
on properties, proved or assumed, of few-particle
systems.

Macroscopic systems are often considered in
stationary states, which means that their micro-
scopic configurations follow each other as time
evolves while looking the same macroscopically.
Observing time evolution is the same as sampling
(‘‘not too closely’’ time-wise) independent copies of
the system prepared in the same way.

A basic distinction is necessary: a stationary state
may or may not be in equilibrium. The first case
arises when the particles are enclosed in a container
� and are subject only to their mutual conservative

interactions and, possibly, to external conservative
forces: a typical example is a gas in a container
subject to forces due to the walls of � and gravity,
besides the internal interactions. This is a very
restricted class of systems and states.

A more general case is when the system is in a
stationary state but it is also subject to nonconservative
forces: a typical example is a gas or fluid in which a
wheel rotates, as in the Joule experiment, with some
device acting to keep the temperature constant. The
device is called a thermostat and in statistical
mechanics it has to be modeled by forces, including
nonconservative ones, which prevent an indefinite
energy transfer from the external forcing to the system:
such a transfer would impede the occurrence of
stationary states. For instance, the thermostat could
simply be a constant friction force (as in stirred
incompressible liquids or as in electric wires in which
current circulates because of an electromotive force).

A more fundamental approach would be to
imagine that the thermostat device is not a phenom-
enologically introduced nonconservative force (e.g.,
a friction force) but is due to the interaction with an
external infinite system which is in ‘‘equilibrium at
infinity.’’

In any event nonequilibrium stationary states are
intrinsically more complex than equilibrium states.
Here attention will be confined to equilibrium
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statistical mechanics of systems of N identical point
particles Q = (q1, . . . , qN) enclosed in a cubic box �,
with volume V and side L, normally assumed to
have perfectly reflecting walls.

Particles of mass m located at q, q0 will be
supposed to interact via a pair potential ’(q� q0).
The microscopic motion follows the equations

m€qi ¼�
XN
j¼1

@qi
’ðqi � qjÞ þ

X
i

WwallðqiÞ

¼def �@qi
�ðQÞ ½1�

where the potential ’ is assumed to be smooth
except, possibly, for jq� q0j � r0 where it could be
þ1, that is, the particles cannot come closer than
r0, and at r0 [1] is interpreted by imagining that they
undergo elastic collisions; the potential Wwall models
the container and it will be replaced, unless
explicitly stated, by an elastic collision rule.

The time evolution (Q, _Q)! St(Q, _Q) will, there-
fore, be described on the position – velocity space,bF (N), of the N particles or, more conveniently, on
the phase space, i.e., by a time evolution St on the
momentum – position (P, Q, with P = m _Q) space,
F (N). The motion being conservative, the energy

U ¼def
X

i

1

2m
p2

i þ
X
i<j

’ðqi � qjÞ þ
X

i

WwallðqiÞ

¼def
KðPÞ þ �ðQÞ

will be a constant of motion; the last term in � is
missing if walls are perfect. This makes it convenient to
regard the dynamics as associated with two dynamical
systems (F (N), St) on the 6N-dimensional phase
space, and (FU(N), St) on the (6N � 1)-dimensional
surface of energy U. Since the dynamics [1] is
Hamiltonian on phase space, with Hamiltonian

HðP;QÞ ¼def
X

i

1

2m
p2

i þ �ðQÞ ¼def
Kþ �

it follows that the volume d3NPd3NQ is conserved
(i.e., a region E has the same volume as StE) and
also the area �(H(P, Q)�U)d3NPd3NQ is conserved.

The above dynamical systems are well defined,
i.e., St is a map on phase space globally defined for
all t 2 (�1,1), when the interaction potential is
bounded below: this is implied by the a priori
bounds due to energy conservation. For gravita-
tional or Coulomb interactions, much more has to
be said, assumed, and done in order to even define
the key quantities needed for a statistical theory of
motion.

Although our world is three dimensional (or at
least was so believed to be until recent revolutionary

theories), it will be useful to consider also systems of
particles in dimension d 6¼ 3: in this case the above
6N and 3N become, respectively, 2dN and dN.
Systems with dimension d = 1, 2 are in fact some-
times very good models for thin filaments or thin
films. For the same reason, it is often useful to
imagine that space is discrete and particles can only
be located on a lattice, for example, on Zd (see the
section ‘‘Lattice models’’).

The reader is referred to Gallavotti (1999) for
more details.

Pressure, Temperature, and Kinetic
Energy

The beginning was BERNOULLI’s derivation of
the perfect gas law via the identification of
the pressure at numerical density � with the
average momentum transferred per unit time to
a surface element of area dS on the walls: that is,
the average of the observable 2mv�v dS, with v
the normal component of the velocity of
the particles that undergo collisions with dS.
If f (v)dv is the distribution of the normal compo-
nent of velocity and f (v)d3v �

Q
i f (vi)d

3v, v =
(v1, v2, v3), is the total velocity distribution,
the average of the momentum transferred is pdS
given by

dS

Z
v>0

2mv2�f ðvÞdv ¼ dS

Z
mv2�f ðvÞdv

¼ � 2

3
dS

Z
m

2
v2f ðvÞd3v ¼ � 2

3

K

N

� �
dS ½2�

Furthermore (2=3)hK=Ni was identified as pro-
portional to the absolute temperature hK=Ni =

def

const (3=2)T which, with present-day notations, is
written as (2=3)hK=Ni= kBT. The constant kB was
(later) called Boltzmann’s constant and it is the
same for at least all perfect gases. Its independence
on the particular nature of the gas is a conse-
quence of Avogadro’s law stating that equal
volumes of gases at the same conditions of
temperature and pressure contain equal number
of molecules.

Proportionality between average kinetic energy
and temperature via the universal constant kB

became in fact a fundamental assumption extending
to all aggregates of particles gaseous or not, never
challenged in all later works (until quantum
mechanics, where this is no longer true, see the
section ‘‘Quantum statistics’’.

For more details, we refer the reader to Gallavotti
(1999).
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Heat and Entropy

After Clausius’ discovery of entropy, BOLTZMANN, in
order to explain it mechanically, introduced the heat
theorem, which he developed to full generality
between 1866 and 1884. Together with the men-
tioned identification of absolute temperature with
average kinetic energy, the heat theorem can also be
considered a founding element of statistical
mechanics.

The theorem makes precise the notion of time
average and then states in great generality that
given any mechanical system one can associate with
its dynamics four quantities U, V, p, T, defined as
time averages of suitable mechanical observables
(i.e., functions on phase space), so that when the
external conditions are infinitesimally varied and
the quantities U, V change by dU, dV, respectively,
the ratio (dU þ pdV)=T is exact, i.e., there is a
function S(U, V) whose corresponding variation
equals the ratio. It will be better, for the purpose of
considering very large boxes (V ! 1) to write this
relation in terms of intensive quantities u =

def
U=N and

v = V=N as

duþ pdv

T
is exact ½3�

i.e., the ratio equals the variation ds of
s(U=N, V=N) � (1=N)S(U, V).

The proof originally dealt with monocyclic
systems, i.e., systems in which all motions are
periodic. The assumption is clearly much too
restrictive and justification for it developed from
the early ‘‘nonperiodic motions can be regarded
as periodic with infinite period’’ (1866), to the
later ergodic hypothesis and finally to the
realization that, after all, the heat theorem
does not really depend on the ergodic hypothesis
(1884).

Although for a one-dimensional system the proof
of the heat theorem is a simple check, it was a real
breakthrough because it led to an answer to the
general question as to under which conditions one
could define mechanical quantities whose variations
were constrained to satisfy [3] and therefore could
be interpreted as a mechanical model of Clausius’
macroscopic thermodynamics. It is reproduced in
the following.

Consider a one-dimensional system subject to
forces with a confining potential ’(x) such that
j’0(x)j> 0 for jxj> 0,’00(0)> 0 and ’(x)�!x!1þ1.
All motions are periodic, so that the system is
monocyclic. Suppose that the potential ’(x) depends
on a parameter V and define a state to be a motion with
given energy U and given V; let

U ¼ total energy of the system � Kþ�

T ¼ time average of the kinetic energy K ¼ hKi

V ¼ the parameter on which ’
is supposed to depend

p ¼ �time average of @V’;�h@V’i

½4�

A state is thus parametrized by U, V. If such
parameters change by dU, dV, respectively, and
if dL =

def � pdV, dQ =
def

dUþ pdV, then [3] holds. In
fact, let x�(U, V) be the extremes of the oscillations of
the motion with given U, V and define S as

S ¼ 2 log

Z xþðU;VÞ

x�ðU;VÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðU � ’ðxÞÞ

p
dx

) dS ¼
R
ðdU � @V’ðxÞdVÞðdx=

ffiffiffiffi
K
p
ÞR

ðdx=
ffiffiffiffi
K
p
ÞK

½5�

Noting that dx=
ffiffiffiffi
K
p

=
ffiffiffiffiffiffiffiffiffiffi
2=m

p
dt, [3] follows because

time averages are given by integrating with respect
to dx=

ffiffiffiffi
K
p

and dividing by the integral of 1=
ffiffiffiffi
K
p

.
For more details, the reader is referred to Boltzmann

(1968b) and Gallavotti (1999).

Heat Theorem and Ergodic Hypothesis

Boltzmann tried to extend the result beyond the one-
dimensional systems (e.g., to Keplerian motions,
which are not monocyclic unless only motions with
a fixed eccentricity are considered). However, the
early statement that ‘‘aperiodic motions can be
regarded as periodic with infinite period’’ is really
the heart of the application of the heat theorem
for monocyclic systems to the far more complex gas
in a box.

Imagine that the gas container � is closed by a
piston of section A located to the right of the
origin at distance L and acting as a lid, so that the
volume is V = AL. The microscopic model for the
piston will be a potential ’(L� �) if x = (�, �, �) are
the coordinates of a particle. The function ’(r)
will vanish for r > r0, for some r0 � L, and
diverge to þ1 at r = 0. Thus, r0 is the width of
the layer near the piston where the force of the
wall is felt by the particles that happen to be
roaming there.

The contribution to the total potential energy
� due to the walls is Wwall =

P
j ’(L� �j) and

@V’= A�1@L’; assuming monocyclicity, it is neces-
sary to evaluate the time average of @L�(x) =
@LWwall � �

P
j ’
0(L� �j). As time evolves, the

particles xj with �j in the layer within r0 of the
wall will feel the force exercised by the wall and
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bounce back. One particle in the layer will con-
tribute to the average of @L�(x) the amount

1

total time
2

Z t1

t0

�’0ðL� �jÞdt ½6�

if t0 is the first instant when the point j enters the
layer and t1 is the instant when the �-component of
the velocity vanishes ‘‘against the wall.’’ Since
�’0(L� �j) is the �-component of the force, the
integral is 2mj�̇jj (by Newton’s law), provided, of
course, �̇j > 0:

Suppose that no collisions between particles occur
while the particles travel within the range of the
potential of the wall, i.e., the mean free path is much
greater than the range of the potential ’ defining the
wall. The contribution of collisions to the average
momentum transfer to the wall per unit time is
therefore given by, see [2],Z

v>0

2mv f ðvÞ�wallAv dv

if �wall, f (v) are the average density near the wall
and, respectively, the average fraction of particles
with a velocity component normal to the wall
between v and vþ dv. Here p, f are supposed to be
independent of the point on the wall: this should be
true up to corrections of size o(A).

Thus, writing the average kinetic energy per particle
and per velocity component,

R
(m=2)v2f (v)dv, as

(1=2)��1 (cf. [2]) it follows that

p ¼def � h@V�i ¼ �wall�
�1 ½7�

has the physical interpretation of pressure. (1=2)��1

is the average kinetic energy per degree of freedom:
hence, it is proportional to the absolute temperature
T (cf. see the section ‘‘Pressure, temperature, and
kinetic energy’’).

On the other hand, if motion on the energy
surface takes place on a single periodic orbit, the
quantity p in [7] is the right quantity that would
make the heat theorem work; see [4]. Hence,
regarding the trajectory on each energy surface as
periodic (i.e., the system as monocyclic) leads to the
heat theorem with p, U, V, T having the right
physical interpretation corresponding to their appel-
lations. This shows that monocyclic systems provide
natural models of thermodynamic behavior.

Assuming that a chaotic system like a gas in a
container of volume V will satisfy, for practical
purposes, the above property, a quantity p can be
defined such that dU þ pdV admits the inverse of
the average kinetic energy hKi as an integrating
factor and, furthermore, p, U, V, hKi have the
physical interpretations of pressure, energy, volume,

and (up to a proportionality factor) absolute
temperature, respectively.

Boltzmann’s conception of space (and time) as
discrete allowed him to conceive the property that
the energy surface is constituted by ‘‘points’’ all of
which belong to a single trajectory: a property that
would be impossible if the phase space was really a
continuum. Regarding phase space as consisting of a
finite number of ‘‘cells’’ of finite volume hdN, for
some h > 0 (rather than of a continuum of points),
allowed him to think, without logical contradiction,
that the energy surface consisted of a single
trajectory and, hence, that motion was a cyclic
permutation of its points (actually cells).

Furthermore, it implied that the time average of
an observable F(P, Q) had to be identified with its
average on the energy surface computed via the
Liouville distribution

C�1

Z
FðP;QÞ�ðHðP;QÞ�UÞdP dQ

with

C ¼
Z
�ðHðP;QÞ�UÞdP dQ

(the appropriate normalization factor): a property
that was written symbolically

dt

T
¼ dP dQR

dP dQ

or

lim
T!1

1

T

Z T

0

FðStðP;QÞÞdt

¼
R

FðP0;Q0Þ�ðHðP0;Q0Þ �UÞ dP0dQ0R
�ðHðP0;Q0Þ �UÞ dP0dQ0

½8�

The validity of [8] for all (piecewise smooth)
observables F and for all points of the energy
surface, with the exception of a set of zero area, is
called the ergodic hypothesis.

For more details, the reader is referred to
Boltzmann (1968) and Gallavotti (1999).

Ensembles

Eventually Boltzmann in 1884 realized that the
validity of the heat theorem for averages computed
via the right-hand side (rhs) of [8] held indepen-
dently of the ergodic hypothesis, that is, [8] was not
necessary because the heat theorem (i.e., [3]) could
also be derived under the only assumption that the
averages involved in its formulation were computed
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as averages over phase space with respect to the
probability distribution on the rhs of [8].

Furthermore, if T was identified with the average
kinetic energy, U with the average energy, and p
with the average force per unit surface on the walls
of the container � with volume V, the relation [3]
held for a variety of families of probability distribu-
tions on phase space, besides [8]. Among these are:

1. The ‘‘microcanonical ensemble,’’ which is the
collection of probability distributions on the rhs
of [8] parametrized by u = U=N, v = V=N (energy
and volume per particle),

�mc
u;vðdP dQÞ

¼ 1

ZmcðU;N;VÞ
�ðHðP;QÞ�UÞ dP dQ

N!hdN
½9�

where h is a constant with the dimensions of an
action which, in the discrete representation of
phase space mentioned in the previous section, can
be taken such that hdN equals the volume of the
cells and, therefore, the integrals with respect to [9]
can be interpreted as an (approximate) sum over
the cells conceived as microscopic configurations
of N indistinguishable particles (whence the N!).

2. The ‘‘canonical ensemble,’’ which is the collec-
tion of probability distributions parametrized by
�, v = V=N,

�c
�;vðdPdQÞ¼ 1

Zcð�;N;VÞ
e��HðP;QÞ dPdQ

N!hdN
½10�

to which more ensembles can be added, such as
the grand canonical ensemble (Gibbs).

3. The ‘‘grand canonical ensemble’’ which is the
collection of probability distributions parameter-
ized by �,	 and defined over the space
F gc = [1N = 0 F (N),

�
gc
�;	ðdPdQÞ

¼ 1

Zgcð�; 	;VÞ
e�	N��HðP;QÞ dPdQ

N!hdN
½11�

Hence, there are several different models of thermo-
dynamics. The key tests for accepting them as real
microscopic descriptions of macroscopic thermo-
dynamics are as follows.

1. A correspondence between the macroscopic
states of thermodynamic equilibrium and the
elements of a collection of probability distribu-
tions on phase space can be established by
identifying, on the one hand, macroscopic
thermodynamic states with given values of the
thermodynamic functions and, on the other,

probability distributions attributing the same
average values to the corresponding microscopic
observables (i.e., whose averages have the inter-
pretation of thermodynamic functions).

2. Once the correct correspondence between the
elements of the different ensembles is established,
that is, once the pairs (u, v), (�, v), (�,	) are so
related to produce the same values for the
averages U, V, kBT =

def
��1, pj@�j of

HðP;QÞ;V; 2KðPÞ
3N

;

Z
�@�ðq1Þ2mðv1 	 nÞ2 dq1 ½12�

where (�@�(q1) is a delta-function pinning q1 to
the surface @�), then the averages of all physi-
cally interesting observables should coincide at
least in the thermodynamic limit, �!1. In this
way, the elements � of the considered collection
of probability distributions can be identified with
the states of macroscopic equilibrium of the
system. The �’s depend on parameters and there-
fore they form an ensemble: each of them
corresponds to a macroscopic equilibrium state
whose thermodynamic functions are appropriate
averages of microscopic observables and therefore
are functions of the parameters identifying �.

Remark The word ‘‘ensemble’’ is often used to
indicate the individual probability distributions of
what has been called here an ensemble. The meaning
used here seems closer to the original sense in the
1884 paper of Boltzmann (in other words, often by
‘‘ensemble’’ one means that collection of the phase
space points on which a given probability distribu-
tion is considered, and this does not seem to be the
original sense).

For instance, in the case of the microcanonical
distributions this means interpreting energy, volume,
temperature, and pressure of the equilibrium state
with specific energy u and specific volume v as
proportional, through appropriate universal propor-
tionality constants, to the integrals with respect to
�mc

u, v(dP dQ) of the mechanical quantities in [12].
The averages of other thermodynamic observables in
the state with specific energy u and specific volume
v should be given by their integrals with respect
to �mc

u, v.
Likewise, one can interpret energy, volume,

temperature, and pressure of the equilibrium state
with specific energy u and specific volume v as the
averages of the mechanical quantities [12] with
respect to the canonical distribution �c

�, v(dP dQ)
which has average specific energy precisely u. The
averages of other thermodynamic observables in the
state with specific energy and volume u and v are
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given by their integrals with respect to �c
�, v. A

similar definition can be given for the description of
thermodynamic equilibria via the grand canonical
distributions.

For more details, see Gibbs (1981) and Gallavotti
(1999).

Equivalence of Ensembles

BOLTZMANN proved that, computing averages via the
microcanonical or canonical distributions, the essen-
tial property [3] was satisfied when changes in their
parameters (i.e., u, v or �, v, respectively) induced
changes du and dv on energy and volume, respec-
tively. He also proved that the function s, whose
existence is implied by [3], was the same function
once expressed as a function of u, v (or of any pair
of thermodynamic parameters, e.g., of T, v or p, u).
A close examination of Boltzmann’s proof shows
that the [3] holds exactly in the canonical ensemble
and up to corrections tending to 0 as �!1 in the
microcanonical ensemble. Identity of thermo-
dynamic functions evaluated in the two ensembles
holds, as a consequence, up to corrections of this
order. In addition, Gibbs added that the same held
for the grand canonical ensemble.

Of course, not every collection of stationary
probability distributions on phase space would
provide a model for thermodynamics: Boltzmann
called ‘‘orthodic’’ the collections of stationary
distributions which generated models of thermo-
dynamics through the above-mentioned identifica-
tion of its elements with macroscopic equilibrium
states. The microcanonical, canonical, and the later
grand canonical ensembles are the chief examples
of orthodic ensembles. Boltzmann and Gibbs
proved these ensembles to be not only orthodic
but to generate the same thermodynamic functions,
that is to generate the same thermodynamics.

This meant freedom from the analysis of the truth
of the doubtful ergodic hypothesis (still unproved in
any generality) or of the monocyclicity (manifestly
false if understood literally rather than regarding the
phase space as consisting of finitely many small,
discrete cells), and allowed Gibbs to formulate the
problem of statistical mechanics of equilibrium as
follows.

Problem Study the properties of the collection of
probability distributions constituting (any) one of
the above ensembles.

However, by no means the three ensembles just
introduced exhaust the class of orthodic ensembles
producing the same models of thermodynamics in
the limit of infinitely large systems. The wealth of

ensembles with the orthodicity property, hence
leading to equivalent mechanical models of thermo-
dynamics, can be naturally interpreted in connection
with the phenomenon of phase transition (see the
section ‘‘Phase transitions and boundary conditions’’).

Clearly, the quoted results do not ‘‘prove’’
that thermodynamic equilibria ‘‘are’’ described by
the microcanonical, canonical, or grand canonical
ensembles. However, they certainly show that,
for most systems, independently of the number of
degrees of freedom, one can define quite unambigu-
ously a mechanical model of thermodynamics estab-
lishing parameter-free, system-independent, physically
important relations between thermodynamic quanti-
ties (e.g., @u(p(u,v)=T(u,v))� @v(1=T(u,v)), from [3]).

The ergodic hypothesis which was at the root
of the mechanical theorems on heat and entropy
cannot be taken as a justification of their validity.
Naively one would expect that the time scale
necessary to see an equilibrium attained, called
recurrence time scale, would have to be at least the
time that a phase space point takes to visit all
possible microscopic states of given energy: hence,
an explanation of why the necessarily enormous size
of the recurrence time is not a problem becomes
necessary.

In fact, the recurrence time can be estimated once
the phase space is regarded as discrete: for the
purpose of countering mounting criticism, Boltz-
mann assumed that momentum was discretized in
units of (2mkBT)1=2 (i.e., the average momentum
size) and space was discretized in units of ��1=3

(i.e., the average spacing), implying a volume of
cells h3N with h =

def
��1=3(2mkBT)1=2; then he calcu-

lated that, even with such a gross discretization, a
cell representing a microscopic state of 1 cm3 of
hydrogen at normal condition would require a time
(called ‘‘recurrence time’’) of the order of 
101019

times the age of the Universe (!) to visit the entire
energy surface. In fact, the phase space volume is
� = (��3N(2mkBT)3=2)N � h3N and the number of
cells of volume h3N is �=(N!h3N) ’ e3N; and the
time to visit all will be e3N
0, with 
0 a typical
atomic unit, e.g., 10�12 s – but N = 1019. In this
sense, the statement boldly made by young Boltz-
mann that ‘‘aperiodic motions can be regarded as
periodic with infinite period’’ was even made
quantitative.

The recurrence time is clearly so long to be
irrelevant for all purposes: nevertheless, the correct-
ness of the microscopic theory of thermodynamics
can still rely on the microscopic dynamics once it is
understood (as stressed by Boltzmann) that the
reason why we observe approach to equilibrium,
and equilibrium itself, over ‘‘human’’ timescales
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(which are far shorter than the recurrence times) is
due to the property that on most of the energy surface
the (very few) observables whose averages yield
macroscopic thermodynamic functions (namely pres-
sure, temperature, energy, . . .) assume the same value
even if N is only very moderately large (of the order of
103 rather than 1019). This implies that this value
coincides with the average and therefore satisfies the
heat theorem without any contradiction with the
length of the recurrence time. The latter rather
concerns the time needed to the generic observable to
thermalize, that is, to reach its time average: the
generic observable will indeed take a very long time to
‘‘thermalize’’ but no one will ever notice, because the
generic observable (e.g., the position of a pre-identified
particle) is not relevant for thermodynamics.

The word ‘‘proof’’ is not used in the mathematical
sense so far in this article: the relevance of a
mathematically rigorous analysis was widely rea-
lized only around the 1960s at the same time when
the first numerical studies of the thermodynamic
functions became possible and rigorous results were
needed to check the correctness of various numerical
simulations.

For more details, the reader is referred to Boltzmann
(1968a, b) and Gallavotti (1999).

Thermodynamic Limit

Adopting Gibbs axiomatic point of view, it is
interesting to see the path to be followed to achieve
an equivalence proof of three ensembles introduced
in the section ‘‘Heat theorem and ergodic
hypothesis.’’

A preliminary step is to consider, given a cubic
box � of volume V = Ld, the normalization factors
Zgc(�,	, V), Zc(�, N, V), and Zmc(U, N, V) in [9],
[10], and [11], respectively, and to check that the
following thermodynamic limits exist:

�pgcð�; 	Þ ¼
def

lim
V!1

1

V
log Zgcð�; 	;VÞ

� �fcð�; �Þ ¼def
lim

V!1;NV¼�

1

N
log Zcð�;N;VÞ

k�1
B smcðu; �Þ

¼def
lim

V!1;N=V¼�;U=N¼u

1

N
log ZmcðU;N;VÞ

½13�

where the density � =
def

v�1 � N=V is used, instead of
v, for later reference. The normalization factors play
an important role because they have simple thermo-
dynamic interpretation (see the next section): they
are called grand canonical, canonical, and micro-
canonical partition functions, respectively.

Not surprisingly, assumptions on the interparticle
potential ’(q� q0) are necessary to achieve an
existence proof of the limits in [13]. The assump-
tions on ’ are not only quite general but also have a
clear physical meaning. They are

1. stability: that is, existence of a constant B � 0
such that

PN
i<j ’(qi � qj) � �BN for all N � 0,

q1, . . . , qN 2 Rd, and
2. temperedness: that is, existence of constants "0,

R > 0 such that j’(q� q0)j < Bjq� q0j�d�"0 for
jq� q0j > R.

The assumptions are satisfied by essentially all
microscopic interactions with the notable exceptions
of the gravitational and Coulombic interactions,
which require a separate treatment (and lead to
somewhat different results on the thermodynamic
behavior).

For instance, assumptions (1), (2) are satisfied
if ’(q) is þ1 for jqj < r0 and smooth for jqj > r0,
for some r0 � 0, and furthermore ’(q) > B0jqj�(dþ"0)

if r0 < jqj � R, while for jqj > R it is j’(q)j <
B1jqj�(dþ"0), for some B0, B1, "0 > 0, R > r0. Briefly,
’ is fast diverging at contact and fast approaching 0
at large distance. This is called a (generalized)
Lennard–Jones potential. If r0 > 0, ’ is called a
hard-core potential. If B1 = 0, the potential is said
to have finite range. (See Appendix 1 for physical
implications of violations of the above stability and
temperedness properties.) However, in the following,
it will be necessary, both for simplicity and to contain
the length of the exposition, to restrict consideration
to the case B1 = 0, i.e., to

’ðqÞ > B0jqj�ðdþ"0Þ; r0 < jqj � R;

j’ðqÞj � 0; jqj > R
½14�

unless explicitly stated.
Assuming stability and temperedness, the exis-

tence of the limits in [13] can be mathematically
proved: in Appendix 2, the proof of the first is
analyzed to provide the simplest example of the
technique. A remarkable property of the functions
�pgc(�,	), ���fc(�, �), and �smc(u, �) is that they are
convex functions: hence, they are continuous in the
interior of their domains of definition and, at one
variable fixed, are differentiable with respect to the
other with at most countably many exceptions.

In the case of a potential without hard core
(�max =1), ��fc(�, �) can be checked to tend to 0
slower than � as �! 0, and to �1 faster than �� as
�!1 (essentially proportionally to �� log � in both
cases). Likewise, in the same case, smc(u, �) can be
shown to tend to 0 slower than u� umin as u! umin,
and to �1 faster than �u as u!1. The latter
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asymptotic properties can be exploited to derive, from
the relations between the partition functions in [13],

Zgcð�; 	;VÞ ¼
X1
N¼0

e�	NZcð�;N;VÞ

Zcð�;N;VÞ ¼
Z 1
�B

e��UZmcðU;N;VÞ dU

½15�

and, from the above-mentioned convexity, the
consequences

�pmcð�; 	Þ ¼ max
v
ð�	v�1 � �v�1fcð�; v�1ÞÞ

��fcð�; v�1Þ ¼ max
u
ð��uþ k�1

B smcðu; v�1ÞÞ
½16�

and that the maxima are attained in points, or
intervals, internal to the intervals of definition. Let
vgc, uc be points where the maxima are, respectively,
attained in [16].

Note that the quantity e�	NZc(�,N,V)=Zgc(�,	,V)
has the interpretation of probability of a density
v�1 =N=V evaluated in the grand canonical distribu-
tion. It follows that, if the maximum in the first of
[16] is strict, that is, it is reached at a single point, the
values of v�1 in closed intervals not containing the
maximum point v�1

gc have a probability behaving as
<e�cV , c> 0, as V!1, compared to the probability
of v�1’s in any interval containing v�1

gc . Hence, vgc has
the interpretation of average value of v in the grand
canonical distribution, in the limit V!1.

Likewise, the interpretation of

e��uNZmcðuN; N; VÞ=Zcð�; N; VÞ

as probability in the canonical distribution of an
energy density u shows that, if the maximum in the
second of [16] is strict, the values of u in closed
intervals not containing the maximum point uc have
a probability behaving as <e�cV, c > 0, as V!1,
compared to the probability of u’s in any interval
containing uc. Hence, in the limit �!1, the
average value of u in the canonical distribution is uc.

If the maxima are strict, [16] also establishes a
relation between the grand canonical density, the
canonical free energy and the grand canonical para-
meter 	, or between the canonical energy, the micro-
canonical entropy, and the canonical parameter �:

	¼ @v�1ðv�1
gc fcð�;v�1

gc ÞÞ; kB�¼ @usmcðuc;v
�1Þ ½17�

where convexity and strictness of the maxima imply
the derivatives existence.

Remark Therefore, in the equivalence between
canonical and microcanonical ensembles, the cano-
nical distribution with parameters (�, v) should
correspond with the microcanonical with para-
meters (uc, v). The grand canonical distribution
with parameters (�,	) should correspond with the
canonical with parameters (�, vgc).

For more details, the reader is referred to Ruelle
(1969) and Gallavotti (1999).
Physical Interpretation of
Thermodynamic Functions

The existence of the limits [13] implies several
properties of interest. The first is the possibility of
finding the physical meaning of the functions
pgc, fc, smc and of the parameters 	, �

Note first that, for all V the grand canonical average
hKi�,	 is (d=2)��1hNi�,	 so that ��1 is proportional to
the temperature Tgc = T(�,	) in the grand canonical
distribution: ��1 = kBT(�,	). Proceeding heuristically,
the physical meaning of p(�,	) and 	 can be found
through the following remarks.

Consider the microcanonical distribution �mc
u, v and

denote by
R �

the integral over (P, Q) extended to the
domain of the (P, Q) such that H(P, Q) = U and, at
the same time, q1 2 dV, where dV is an infinitesimal
volume surrounding the region �. Then, by the
microscopic definition of the pressure p (see the
introductory section), it is

pdV ¼ N

ZðU;N;VÞ

Z �
�

2

3

p2
1

2m

dP dQ

N!hdN

� 2

3ZðU;N;VÞ

Z �
�KðPÞ dP dQ

N!hdN
½18�

where � � �(H(P, Q)�U). The RHS of [18] can be
compared with

@VZðU;N;VÞdV

ZðU;N;VÞ ¼ N

ZðU;N;VÞ

Z � dP dQ

N!hdN

to give

@VZ dV

Z
¼ N

p dV

ð2=3ÞhKi� ¼ �p dV

because hKi�, which denotes the average
R �

K=
R �

1,
should be essentially the same as the microcanonical
average hKimc (i.e., insensitive to the fact that one
particle is constrained to the volume dV) if N is
large. In the limit V!1, V=N = v, the latter
remark together with the second of [17] yields

k�1
B @vsmcðu; v�1Þ ¼ �pðu; vÞ;
k�1

B @usmcðu; vÞ ¼ � ½19�

respectively. Note that p � 0 and it is not increasing
in v because smc(�) is concave as a function of
v = ��1 (in fact, by the remark following [14]
�smc(u, �) is convex in � and, in general, if �g(�) is
convex in � then g(v�1) is always concave in v = ��1).
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Hence, dsmc(u, v) = (duþ pdv)=T, so that taking
into account the physical meaning of p, T (as
pressure and temperature, see the section ‘‘Pressure,
temperature, and kinetic energy’’), smc is, in thermo-
dynamics, the entropy. Therefore (see the second
of [16]), ��fc(�, �) =��uc þ k�1

B smc(uc, �) becomes

fcð�; �Þ ¼ uc � Tcsmcðuc; �Þ;
dfc ¼ �p dv� smc dT ½20�

and since uc has the interpretation (as mentioned in
the last section) of average energy in the canonical
distribution �c

�, v it follows that fc has the thermo-
dynamic interpretation of free energy (once com-
pared with the definition of free energy, F = U � TS,
in thermodynamics).

By [17] and [20],

	 ¼ @v�1ðv�1
gc fcð�; v�1

gc ÞÞ � uc � Tcsmc þ pvgc

and vgc has the meaning of specific volume v. Hence,
after comparison with the definition of chemical
potential, 	V = U � TSþ pV, in thermodynamics, it
follows that the thermodynamic interpretation of 	
is the chemical potential and (see [16], [17]), the
grand canonical relation

�pgcð�; 	Þ ¼ �	v�1
gc � �v�1

gc ð��uc þ k�1
B smcðuc; v

�1ÞÞ

shows that pgc(�,	) � p, implying that pgc(�,	) is
the pressure expressed, however, as a function of
temperature and chemical potential.

To go beyond the heuristic derivations above, it
should be remarked that convexity and the property
that the maxima in [16], [17] are reached in the
interior of the intervals of variability of v or u are
sufficient to turn the above arguments into rigorous
mathematical deductions: this means that given [19]
as definitions of p(u, v),�(u, v), the second of [20]
follows as well as pgc(�,	) � p(uv, v�1

gc ). But the
values vgc and uc in [16] are not necessarily unique:
convex functions can contain horizontal segments
and therefore the general conclusion is that the
maxima may possibly be attained in intervals.
Hence, instead of a single vgc, there might be a
whole interval [v�, vþ], where the rhs of [16] reaches
the maximum and, instead of a single uc, there
might be a whole interval [u�, uþ] where the rhs of
[17] reaches the maximum.

Convexity implies that the values of 	 or �
for which the maxima in [16] or [17] are attained
in intervals rather than in single points are rare
(i.e., at most denumerably many): the interpretation
is, in such cases, that the thermodynamic functions
show discontinuities, and the corresponding
phenomena are called phase transitions (see the
next section).
For more details the reader is referred to Ruelle
(1969) and Gallavotti (1999).
Phase Transitions and Boundary
Conditions

The analysis in the last two sections of the relations
between elements of ensembles of distributions
describing macroscopic equilibrium states not only
allows us to obtain mechanical models of thermo-
dynamics but also shows that the models, for a given
system, coincide at least as �!1. Furthermore, the
equivalence between the thermodynamic functions
computed via corresponding distributions in differ-
ent ensembles can be extended to a full equivalence
of the distributions.

If the maxima in [16] are attained at single points
vgc or uc the equivalence should take place in the
sense that a correspondence between �

gc
�,	,�

c
�, v,�

mc
u, v

can be established so that, given any local obser-
vable F(P, Q), defined as an observable depending
on (P, Q) only through the pi, qi with qi 2 �, where
� 
 � is a finite region, has the same average with
respect to corresponding distributions in the limit
�!1.

The correspondence is established by considering
(	,�)$ (�, vgc)$ (umc, v), where vgc is where the
maximum in [16] is attained, umc � uc is where the
maximum in [17] is attained and vgc � v, (cf. also
[19], [20]). This means that the limits

lim
V!1

Z
FðP;QÞ�aðdP dQÞ ¼def hFia

ða� independentÞ; a ¼ gc; c;mc ½21�

coincide if the averages are evaluated by the
distributions �

gc
�,	,�

c
�, vc

,�mc
umc, vmc

Exceptions to [21] are possible: and are certainly
likely to occur at values of u, v where the maxima in
[16] or [17] are attained in intervals rather than in
isolated points; but this does not exhaust, in general,
the cases in which [21] may not hold.

However, no case in which [21] fails has to be
regarded as an exception. It rather signals that an
interesting and important phenomenon occurs. To
understand it properly, it is necessary to realize that
the grand canonical, canonical, and microcanonical
families of probability distributions are by far not
the only ensembles of probability distributions
whose elements can be considered to generate
models of thermodynamics, that is, which are
orthodic in the sense of the discussion in the section
‘‘Equivalence of ensembles.’’ More general families
of orthodic statistical ensembles of probability
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distributions can be very easily conceived. In
particular:

Definition Consider the grand canonical, canoni-
cal, and microcanonical distributions associated
with an energy function in which the potential
energy contains, besides the interaction � between
particles located inside the container, also the
interaction energy �in, out between particles inside
the container and external particles, identical to the
ones in the container but not allowed to move and
fixed in positions such that in every unit cube �
external to � there is a finite number of them
bounded independently of �. Such configurations of
external particles will be called ‘‘boundary condi-
tions of fixed external particles.’’

The thermodynamic limit with such boundary
conditions is obtained by considering the grand
canonical, canonical, and microcanonical distribu-
tions constructed with potential energy function
�þ �in, out in containers � of increasing size taking
care that, while the size increases, the fixed particles
that would become internal to � are eliminated. The
argument used in the section ‘‘Thermodynamic limit’’
to show that the three models of thermodynamics,
considered there, did define the same thermodynamic
functions can be repeated to reach the conclusion that
also the (infinitely many) ‘‘new’’ models of thermo-
dynamics in fact give rise to the same thermodynamic
functions and averages of local observables. Further-
more, the values of the limits corresponding to [13]
can be computed using the new partition functions
and coincide with the ones in [13] (i.e., they are
independent of the boundary conditions).

However, it may happen, and in general it is
the case, for many models and for particular values
of the state parameters, that the limits in [21] do
not coincide with the analogous limits computed
in the new ensembles, that is, the averages of
some local observables are unstable with respect
to changes of boundary conditions with fixed
particles.

There is a very natural interpretation of such
apparent ambiguity of the various models of
thermodynamics: namely, at the values of the
parameters that are selected to describe the macro-
scopic states under consideration, there may corre-
spond different equilibrium states with the same
parameters. When the maximum in [16] is reached
on an interval of densities, one should not think of
any failure of the microscopic models for thermo-
dynamics: rather one has to think that there are
several states possible with the same �,	 and that
they can be identified with the probability distribu-
tions obtained by forming the grand canonical,
canonical, or microcanonical distributions with
different kinds of boundary conditions.

For instance, a boundary condition with high
density may produce an equilibrium state with
parameters �,	 which also has high density, i.e., the
density v�1

þ at the right extreme of the interval in
which the maximum in [16] is attained, while using a
low-density boundary condition the limit in [21] may
describe the averages taken in a state with density v�1

�
at the left extreme of the interval or, perhaps, with a
density intermediate between the two extremes.
Therefore, the following definition emerges.

Definition If the grand canonical distributions
with parameters (�,	) and different choices of
fixed external particles boundary conditions gene-
rate for some local observable F average values
which are different by more than a quantity � > 0
for all large enough volumes � then one says that
the system has a phase transition at (�,	). This
implies that the limits in [21], when existing, will
depend on the boundary condition and their values
will represent averages of the observables in
‘‘different phases.’’ A corresponding definition is
given in the case of the canonical and microcano-
nical distributions when, given (�, v) or (u, v), the
limit in [21] depends on the boundary conditions
for some F.

Remarks

1. The idea is that by fixing one of the thermodynamic
ensembles and by varying the boundary conditions
one can realize all possible states of equilibrium of
the system that can exist with the given values of
the parameters determining the state in the chosen
ensemble (i.e., (�,	), (�, v), or (u, v) in the grand
canonical, canonical, or microcanonical cases,
respectively).

2. The impression that in order to define a phase
transition the thermodynamic limit is necessary
is incorrect: the definition does not require
considering the limit �!1. The phenomenon
that occurs is that by changing boundary condi-
tions the average of a local observable can
change at least by amounts independent of the
system size. Hence, occurrence of a phase
transition is perfectly observable in finite volume:
it suffices to check that by changing boundary
conditions the average of some observable
changes by an amount whose minimal size is
volume independent. It is a manifestation of an
instability of the averages with respect to changes
in boundary conditions: an instability which does
not fade away when the boundary recedes to
infinity, i.e., boundary perturbations produce
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bulk effects and at a phase transition the averages
of the local observable, if existing at all, will
exhibit a nontrivial dependence on the boundary
conditions. This is also called ‘‘long range order.’’

3. It is possible to show that when this happens then
some thermodynamic function whose value is
independent of the boundary condition (e.g., the
free energy in the canonical distributions) has
discontinuous derivatives in terms of the para-
meters of the ensemble. This is in fact one of the
frequently-used alternative definitions of phase
transitions: the latter two natural definitions of
first-order phase transition are equivalent. How-
ever, it is very difficult to prove that a given system
shows a phase transition. For instance, existence of
a liquid–gas phase transition is still an open
problem in systems of the type considered until
the section ‘‘Lattice models’’ below.

4. A remarkable unification of the theory of the
equilibrium ensembles emerges: all distributions of
any ensemble describe equilibrium states. If a
boundary condition is fixed once and for all, then
some equilibrium states might fail to be described
by an element of an ensemble. However, if all
boundary conditions are allowed then all equili-
brium states should be realizable in a given
ensemble by varying the boundary conditions.

5. The analysis leads us to consider as completely
equivalent without exceptions grand canonical,
canonical, or microcanonical ensembles enlarged
by adding to them the distributions with poten-
tial energy augmented by the interaction with
fixed external particles.

6. The above picture is really proved only for
special classes of models (typically in models
in which particles are constrained to occupy
points of a lattice and in systems with hard core
interactions, r0 > 0 in [14]) but it is believed to
be correct in general. At least it is consistent
with all that is known so far in classical
statistical mechanics. The difficulty is that,
conceivably, one might even need boundary
conditions more complicated than the fixed
particles boundary conditions (e.g., putting
different particles outside, interacting with
the system with an arbitrary potential, rather
than via ’).

The discussion of the equivalence of the ensembles
and the question of the importance of boundary
conditions has already imposed the consideration
of several limits as �!1. Occasionally, it will
again come up. For conciseness, it is useful to set up
a formal definition of equilibrium states of an
infinite-volume system: although infinite volume is
an idealization void of physical reality, it is never-
theless useful to define such states because certain
notions (e.g., that of pure state) can be sharply
defined, with few words and avoiding wide circum-
volutions, in terms of them. Therefore, let:

Definition An infinite-volume state with parameters
(�, v), (u, v) or (�,	) is a collection of average values
F!hFi obtained, respectively, as limits of finite-
volume averages hFi�n

defined from canonical, micro-
canonical, or grand canonical distributions in �n with
fixed parameters (�, v), (u, v) or (�,	) and with general
boundary condition of fixed external particles, on
sequences �n!1 for which such limits exist simul-
taneously for all local observables F.

Having set the definition of infinite-volume
state consider a local observable G(X) and let

�G(X) = G(Xþ �), � 2 Rd, with Xþ � denoting the
configuration X in which all particles are trans-
lated by �: then an infinite-volume state is called
a pure state if for any pair of local observables
F, G it is

hF
�Gi � hFih
�Gi�!
�!1

0 ½22�

which is called a cluster property of the pair F, G.
The result alluded to in remark (6) is that at least in

the case of hard-core systems (or of the simple lattice
systems discussed in the section ‘‘Lattice models’’) the
infinite-volume equilibrium states in the above sense
exhaust at least the totality of the infinite-volume
pure states. Furthermore, the other states that can be
obtained in the same way are convex combinations of
the pure states, i.e., they are ‘‘statistical mixtures’’ of
pure phases. Note that h
�Gi cannot be replaced, in
general, by hGi because not all infinite-volume states
are necessarily translation invariant and in simple
cases (e.g., crystals) it is even possible that no
translation-invariant state is a pure state.

Remarks

1. This means that, in the latter models, general-
izing the boundary conditions, for example
considering external particles to be not identical
to the ones inside the system, using periodic or
partially periodic boundary conditions, or the
widely used alternative of introducing a small
auxiliary potential and first taking the infinite-
volume states in presence of it and then letting
the potential vanish, does not enlarge further the
set of states (but may sometimes be useful: an
example of a study of a phase transition by using
the latter method of small fields will be given in
the section ‘‘Continuous symmetries: ‘no d = 2
crystal’ theorem’’).
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2. If � is the indicator function of a local event, it
will make sense to consider the probability of
occurrence of the event in an infinite-volume state
defining it as h�i. In particular, the probability
density for finding p particles at x1, x2, . . . , xp,
called the p-point correlation function, will thus be
defined in an infinite-volume state. For instance,
if the state is obtained as a limit of canonical
states h	i�n

with parameters �, �, �= Nn=Vn, in a
sequence of containers �n, then

�ðxÞ ¼ lim
n

XNn

j¼1

�ðx� qjÞ
* +

�n

�ðx1; x2; . . . ; xpÞ ¼ lim
n

XNn

i1;...;ip

Yp

j¼1

�ðxj � qij
Þ

* +
�n

where the sum is over the ordered p-ples
(j1, . . . , jp). Thus, the pair correlation �(q, q0)
and its possible cluster property are

�ðq;q0Þ

¼def
lim

n

R
�n

expð��Uðq;q0;q1; . . . ;qNn�2ÞÞdq1 	 	 	dqNn�2

ðNn�2Þ!Zc
0ð�;�;VnÞ

�ðq;ðq0 þxÞÞ��ðqÞ�ðq0 þxÞ �!
x!1

0 ½23�

where

Zc
0 ¼

def
Z

e��UðQÞdQ

is the ‘‘configurational’’ partition function.

The reader is referred to Ruelle (1969), Dobrushin
(1968), Lanford and Ruelle (1969), and Gallavotti
(1999).
Virial Theorem and Atomic Dimensions

For a long time it has been doubted that ‘‘just
changing boundary conditions’’ could produce such
dramatic changes as macroscopically different states
(i.e., phase transitions in the sense of the definition in
the last section). The first evidence that by taking the
thermodynamic limit very regular analytic functions
like N�1 log Zc(�, N, V) (as a function of �, v = V=N)
could develop, in the limit �!1, singularities like
discontinuous derivatives (corresponding to the max-
imum in [16] being reached on a plateau and to a
consequent existence of several pure phases) arose in
the van der Waals’ theory of liquid–gas transition.

Consider a real gas with N identical particles with
mass m in a container � with volume V. Let the
force acting on the ith particle be f i; multiplying
both sides of the equations of motion, m€qi = f i, by
�(1=2)qi and summing over i, it follows that

� 1

2

XN
i¼1

mqi 	 €qi ¼ �
1

2

XN
i¼1

qi 	 f i ¼
def 1

2
CðqÞ

and the quantity C(q) defines the virial of the forces
in the configuration q. Note that C(q) is not
translation invariant because of the presence of the
forces due to the walls.

Writing the force f i as a sum of the internal and
the external forces (due to the walls) the virial C can
be expressed naturally as sum of the virial Cint of the
internal forces (translation invariant) and of the
virial Cext of the external forces.

By dividing both sides of the definition of the
virial by 
 and integrating over the time interval
[0, 
], one finds in the limit 
!þ1, that is, up to
quantities relatively infinitesimal as 
!1, that

hKi¼ 1
2hCi and hCexti ¼ 3pV

where p is the pressure and V the volume. Hence

hKi¼ 3
2 pV þ 1

2hCinti

or

1

�
¼ pvþ hCinti

3N
½24�

Equation [24] is Clausius’ virial theorem: in the case
of no internal forces, it yields �pv = 1, the ideal-gas
equation.

The internal virial Cint can be written, if f j! i =
�@qi

’(qi � qj), as

Cint ¼ �
XN
i¼1

X
i 6¼j

f j!i 	 qi

� �
X
i<j

@qi
’ðqi � qjÞ 	 ðqi � qjÞ

which shows that the contribution to the virial by
the internal repulsive forces is negative while that of
the attractive forces is positive. The average of Cint

can be computed by the canonical distribution,
which is convenient for the purpose. van der Waals
first used the virial theorem to perform an actual
computation of the corrections to the perfect-gas
laws. Simply neglect the third-order term in the
density and use the approximation �(q1, q2) =
�2e��’(q1�q2) for the pair correlation function, [23],
then

1

2
hCinti ¼ V

3

2�
�2Ið�Þ þ VOð�3Þ ½25�
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Figure 1 The van der Waals equation of state at a temperature

T <Tc where the pressure is not monotonic. The horizontal line

illustrates the ‘‘Maxwell rule.’’
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where

Ið�Þ¼ 1

2

Z
ðe��’ðqÞ � 1Þd3q

and the equation of state [24] becomes

pvþ Ið�Þ
�v
þOðv�2Þ ¼ ��1

For the purpose of illustration, the calculation of I
can be performed approximately at ‘‘high tempera-
ture’’ (� small) in the case

’ðrÞ ¼ 4"
r0

r

� �12
� r0

r

� �6
� �

(the classical Lennard–Jones potential), ", r0 > 0.
The result is

I ffi �ðb� �aÞ

b ¼ 4v0; a ¼ 32

3
"v0; v0 ¼

4�

3

r0

2

� �3

Hence,

pvþ a

v
� b

�v
¼ 1

�
þO

1

�v2

� �
pþ a

v2

� �
v ¼ 1þ b

v

� �
1

�
¼ 1

1� b=v

1

�
þO

1

�v2

� �
or

pþ a

v2

� �
ðv� bÞ� ¼ 1þOðv�2Þ ½26�

which gives the equation of state for �"� 1. Equation
[26] can be compared with the well-known empirical
van der Waals equation of state:

� pþ a

v2

� �
ðv� bÞ ¼ 1

or

ðpþ An2=V2ÞðV � nBÞ ¼ nRT ½27�

where, if NA is Avogadro’s number, A = aN2
A,

B = bNA, R = kBNA, n = N=NA. It shows the possi-
bility of accessing the microscopic parameters " and
r0 of the potential ’ via measurements detecting
deviations from the Boyle–Mariotte law, �pv = 1,
of the rarefied gases: "= 3a=8b = 3A=8BNA

r0 = (3b=2�)1=3 = (3B=2�NA)1=3.
As a final comment, it is worth stressing that the

virial theorem gives in principle the exact correc-
tions to the equation of state, in a rather direct and
simple form, as time averages of the virial of the
internal forces. Since the virial of the internal forces
is easy to calculate from the positions of the
particles as a function of time, the theorem provides
a method for computing the equation of state in
numerical simulations. In fact, this idea has been
exploited in many numerical experiments, in which
[24] plays a key role.

For more details, the reader is referred to Gallavotti
(1999).
van der Waals Theory

Equation [27] is empirically used beyond its validity
region (small density and small �) by regarding A, B as
phenomenological parameters to be experimentally
determined by measuring them near generic values of
p, V, T. The measured values of A, B do not ‘‘usually
vary too much’’ as functions of v, T and, apart from
this small variability, the predictions of [27] have
reasonably agreed with experience until, as experi-
mental precision increased over the years, serious
inadequacies eventually emerged.

Certain consequences of [27] are appealing: for
example, Figure 1 shows that it does not give a p
monotonic nonincreasing in v if the temperature is
small enough. A critical temperature can be defined
as the largest value, Tc, of the temperature below
which the graph of p as a function of v is not
monotonic decreasing; the critical volume Vc is the
value of v at the horizontal inflection point
occurring for T = Tc.

For T < Tc the van der Waals interpretation of the
equation of state is that the function p(v) may
describe metastable states while the actual equilibrium
states would follow an equation with a monotonic
dependence on v and p(v) becoming horizontal in the
coexistence region of specific volumes. The precise
value of p where to draw the plateau (see Figure 1)
would then be fixed by experiment or theoretically
predicted via the simple rule that the plateau
associated with the represented isotherm is drawn at
a height such that the area of the two cycles in the
resulting loop are equal.

This is Maxwell’s rule: obtained by assuming
that the isotherm curve joining the extreme points of
the plateau and the plateau itself define a cycle
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(see Figure 1) representing a sequence of possible
macroscopic equilibrium states (the ones correspond-
ing to the plateau) or states with extremely long time
of stability (‘‘metastable’’) represented by the curved
part. This would be an isothermal Carnot cycle which,
therefore, could not produce work: since the work
produced in the cycle (i.e.,

H
pdv) is the signed area

enclosed by the cycle the rule just means that the area is
zero. The argument is doubtful at least because it is not
clear that the intermediate states with p increasing
with v could be realized experimentally or could even
be theoretically possible.

A striking prediction of [27], taken literally, is
that the gas undergoes a gas–liquid phase transition
with a critical point at a temperature Tc, volume vc,
and pressure pc that can be computed via [27] and
are given by RTc = 8A=27B, Vc = 3B (n = 1).

At the same time, the above prediction is interesting
as it shows that there are simple relations between the
critical parameters and the microscopic inter-
action constants, i.e., " ’ kBTc and r0 ’ (Vc=NA))1=3:
or more precisely "= 81kBTc=64, r0 = (Vc=2�NA)1=3

if a classical Lennard–Jones potential (i.e., ’= 4"
((r0=jqj)12 � (r0=jqj)6); see the last section) is used
for the interaction potential ’.

However, [27] cannot be accepted acritically not
only because of the approximations (essentially the
neglecting of O(v�1) in the equation of state), but
mainly because, as remarked above, for T < Tc the
function p is no longer monotonic in v as it must be;
see comment following [19].

The van der Waals equation, refined and comple-
mented by Maxwell’s rule, predicts the following
behavior:

ðp� pcÞ / ðv� vcÞ�; � ¼ 3; T ¼ Tc

ðvg� vlÞ / ðTc�TÞ�; � ¼ 1=2; for T!T�c ½28�

which are in sharp contrast with the experimental
data gathered in the twentieth century. For the
simplest substances, one finds instead � ffi 5, � ffi 1=3.

Finally, blind faith in the equation of state [27] is
untenable, last but not least, also because nothing in
the analysis would change if the space dimension was
d = 2 or d = 1: but for d = 1, it is easily proved that the
system, if the interaction decays rapidly at infinity,
does not undergo phase transitions (see next section).

In fact, it is now understood that van der Waals’
equation represents rigorously only a limiting situa-
tion, in which particles have a hard-core interaction
(or a strongly repulsive one at close distance) and a
further smooth interaction ’ with very long range.
More precisely, suppose that the part of the potential
outside a hard-core radius r0 > 0 is attractive
(i.e., non-negative) and has the form 
d’1(
�1jqj) � 0
and call P0(v) the (�-independent) product of � times
the pressure of the hard-core system without any
attractive tail (P0(v) is not explicitly known except
if d = 1, in which case it is P0(v)(v� b) = 1, b = r0),
and let

a ¼ � 1

2

Z
jqj>r0

j’1ðqÞjdq

If p(�, v; 
) is the pressure when 
 > 0 then it can be
proved that

�pð�; vÞ ¼def
lim

!0

�pð�; v; 
Þ

¼ � �a

v2
þ P0ðvÞ

	 

Maxwell0s rule

½29�

where the subscript means that the graph of p(�, v)
as a function of v is obtained from the function in
square bracket by applying to it Maxwell’s rule,
described above in the case of the van der Waals
equation. Equation [29] reduces exactly to the
van der Waals equation for d = 1, and for d > 1
it leads to an equation with identical critical
behavior (even though P0(v) cannot be explicitly
computed).

The reader is referred to Lebowitz and Penrose
(1979) and Gallavotti (1999) for more details.
Absence of Phase Transitions: d = 1

One of the most quoted no-go theorems in statistical
mechanics is that one-dimensional systems of parti-
cles interacting via short-range forces do not exhibit
phase transitions (cf. the next section) unless the
somewhat unphysical situation of having zero
absolute temperature is considered. This is particu-
larly easy to check in the case of ‘‘nearest-neighbor
hard-core interactions.’’ Let the hard-core size be r0,
so that the interaction potential ’(r) =þ1 if r � r0,
and suppose also that ’(r) � 0 if f � 2r0. In this
case, the thermodynamic functions can be exactly
computed and checked to be analytic: hence the
equation of state cannot have any phase transition
plateau. This is a special case of van Hove’s theorem
establishing smoothness of the equation of state for
interactions extending beyond the nearest neighbor
and rapidly decreasing at infinity.

If the definition of phase transition based on the
sensitivity of the thermodynamic limit to variations
of boundary conditions is adopted then a more
general, conceptually simple, argument can be given
to show that in one-dimensional systems there
cannot be any phase transition if the potential
energy of mutual interaction between a



Introductory Article: Equilibrium Statistical Mechanics 65
configuration Q of particles to the left of a reference
particle (located at the origin O, say) and a
configuration Q0 to the right of the particle (with
Q [O [Q0 compatible with the hard cores) is
uniformly bounded below. Then a mathematical
proof can be devised showing that the influence of
boundary conditions disappears as the boundaries
recede to infinity. One also says that no long-range
order can be established in a one-dimensional case,
in the sense that one loses any trace of the boundary
conditions imposed.

The analysis fails if the space dimension is �2: in
this case, even if the interaction is short-ranged, the
energy of interaction between two regions of space
separated by a boundary is of the order of the
boundary area. Hence, one cannot bound above and
below the probability of any two configurations in
two half-spaces by the product of the probabilities
of the two configurations, each computed as if the
other was not there. This is because such a bound
would be proportional to the exponential of the
surface of separation, which tends to 1 when the
surface grows large. This means that we cannot
consider, at least not in general, the configurations
in the two half-spaces as independently distributed.

Analytically, a condition on the potential suffi-
cient to imply that the energy between a configura-
tion to the left and one to the right of the origin is
bounded below, if d = 1, is simply expressed byZ 1

r0
rj’ðrÞjdr < þ1 for r0 > r0

Therefore, in order to have phase transitions in
d = 1, a potential is needed that is ‘‘so long range’’
that it has a divergent first moment. It can be
shown by counterexamples that if the latter condi-
tion fails there can be phase transitions even in
d = 1 systems.

The results just quoted also apply to discrete
models like lattice gases or lattice spin models that
will be considered later in the article.

For more details, we refer the reader to Landau
and Lifschitz (1967), Dyson (1969), Gallavotti
(1999), and Gallavotti et al. (2004).
Continuous Symmetries: ‘‘No d = 2
Crystal’’ Theorem

A second case in which it is possible to rule out
existence of phase transitions or at least of certain
kinds of transitions arises when the system under
analysis enjoys large symmetry. By symmetry is
meant a group of transformations acting on the
configurations and transforming each of them into a
configuration which, at least for one boundary
condition (e.g., periodic or open), has the same
energy.

A symmetry is said to be ‘‘continuous’’ if the
group of transformations is a continuous group. For
instance, continuous systems have translational
symmetry if considered in a container � with
periodic boundary conditions. Systems with ‘‘too
much symmetry’’ sometimes cannot show phase
transitions. For instance, the continuous translation
symmetry of a gas in a container � with periodic
boundary conditions is sufficient to exclude the
possibility of crystallization in dimension d = 2.

To discuss this, which is a prototype of a proof
which can be used to infer absence of many
transitions in systems with continuous symmetries,
consider the translational symmetry and a potential
satisfying, besides the usual [14] and with the
symbols used in [14], the further property that
jqj2j@2

ij’(q)j < Bjqj�(dþ"0), with "0 > 0, for some B
holds for r0 < jqj � R. This is a very mild extra
requirement (and it allows for a hard-core
interaction).

Consider an ‘‘ideal crystal’’ on a square lattice
(for simplicity) of spacing a, exactly fitting in its
container � of side L assumed with periodic
boundary conditions: so that N = (L=a)d is the
number of particles and a�d is the density, which is
supposed to be smaller than the close packing
density if the interaction ’ has a hard core. The
probability distribution of the particles is rather
trivial:

� ¼
X

p

Y
n

�ðqpðnÞ� a nÞ dQ

N!

the sum running over the permutations m! p(m) of
the sites m 2 �, m 2 Zd, 0 < mi � La�1. The density
at q is

b�ðqÞ ¼X
n

�ðq� a nÞ �
XN
j¼1

�ðq� qjÞ
* +

and its Fourier transform is proportional to

�ðkÞ¼def 1

N

X
j

e�ik	qj

* +
; k ¼ 2�

L
n; n 2 Zd

�(k) has value 1 for all k of the form K = (2�=a)n
and (1=N)O( maxc = 1, 2 jeikca � 1j�2) otherwise. In
presence of interaction, it has to be expected that,
in a crystal state, �(k) has peaks near the values K:
but the value of �(k) can depend on the boundary
conditions.

Since the system is translation invariant a crystal
state defined as a state with a distribution ‘‘close’’ to �,



66 Introductory Article: Equilibrium Statistical Mechanics
i.e., with �̂(q) with peaks at the ideal lattice points
q = na, cannot be realized under periodic boundary
conditions, even when the system state is crystalline.
To realize such a state, a symmetry-breaking term is
needed in the interaction.

This can be done in several ways, for example, by
changing the boundary condition. Such a choice
implies a discussion of how much the boundary
conditions influence the positions of the peaks of
�(k): for instance, it is not obvious that a boundary
condition will not generate a state with a period
different from the one that a priori has been selected
for disproval (a possibility which would imply a
reciprocal lattice of K’s different from the one
considered to begin with). Therefore, here the choice
will be to imagine that an external weak force with
potential "W(q) acts forcing a symmetry breaking
that favors the occupation of regions around the
points of the ideal lattice (which would mark the
average positions of the particles in the crystal state
that is being sought). The proof (Mermin’s theorem)
that no equilibrium state with particles distribution
‘‘close’’ to �, i.e., with peaks in place of the delta
functions (see below), is essentially reproduced
below.

Take W(q) =
P

na2� �(q� na), where �(q) � 0 is
smooth and zero everywhere except in a small
vicinity of the lattice points around which it
decreases to some negative minimum keeping a
rotation symmetry around them. The potential W is
invariant under translations by the lattice steps. By
the choice of the boundary condition and "W, the
density e�"(q) will be periodic with period a so that
�"(k) will, possibly, not have a vanishing limit as
N!1 only if k is a reciprocal vector K = (2�=a)n.
If the potential is ’þ "W and if there exists a crystal
state in which particles have higher probability of
being near the lattice points na, it should be
expected that for small " > 0 the system will be
found in a state with Fourier transform of the
density, �"(k), satisfying, for some vector K 6¼ 0 in
the reciprocal lattice,

lim
"!0

lim
N!1

j�"ðKÞj ¼ r > 0 ½30�

that is, the requirement is that uniformly in "! 0
the Fourier transform of the density has a peak at
some K 6¼ 0. Note that if k is not in the reciprocal
lattice �"(k)�!

N!1
0, being bounded above by

1

N
O max

j¼1;2
jeikja � 1j�2

� �
because (1=N)e�" is periodic and its integral over q is
equal to 1. Hence, excluding the existence of a
crystal will be identified with the impossibility of the
[30]. Other criteria can be imagined, for example,
considering crystals with a lattice different from
simple cubic, which lead to the same result by
following the same technique. Nevertheless, it is not
mathematically excluded (but unlikely) that, with
some weaker existence definition, a crystal state
could be possible even in two dimensions.

The following inequalities hold under the present
assumptions on the potential and in the canonical
distribution with periodic boundary conditions
and parameters (�, �), �= a�3 in a box � with side
multiple of a (so that N = (La�1)d) and potential of
interaction ’þ "W. The further assumption that the
lattice na is not a close-packed lattice is (of course)
necessary when the interaction potential has a hard
core. Then, for suitable B0, B, B1, B2 > 0, indepen-
dent of N, and " and for jk j < �=a and for all �
(if K 6¼ 0)

1

N

�����XN
j¼1

e�iðkþKÞ	qj

����2� � B
ð�"ðKÞ þ �"ðK þ 2kÞÞ2

B1k2 þ "B2

1

N

X
k

ðkÞ dk

N

�����XN
j¼1

e�iðkþKÞ	qj

����2� � B0 <1 ½31�

where the averages are in the canonical distribu-
tion (�, �) with periodic boundary conditions and a
symmetry-breaking potential "W(q); 
(k) � 0 is an
(arbitrary) smooth function vanishing for 2jk j � �
with � < 2�=a and B0 depends on 
. See Appendix
3 for a derivation of [31].

Multiplying both sides of the first equation in [31]
by N�1
(k ) and summing over k , the crystallinity
condition in the form [30] implies

B0 � Br2ad

Z
jk j<�


ðkÞ dk
k2B1 þ "B2

For d = 1, 2 the integral diverges, as "�1=2 or log "�1,
respectively, implying j�"(K)j �!

"! 0
r = 0: the criterion

of crystallinity, [30] cannot be satisfied if d = 1, 2.
The above inequality is an example of a general

class of inequalities called infrared inequalities stem-
ming from another inequality called Bogoliubov’s
inequality (see Appendix 3), which lead to the proof
that certain kinds of ordered phases cannot exist if
the dimension of the ambient space is d = 2 when a
finite volume, under suitable boundary conditions
(e.g., periodic), shows a continuous symmetry. The
excluded phenomenon is, more precisely, the non-
existence of equilibrium states exhibiting, in the
thermodynamic limit, a symmetry lower than
the continuous symmetry holding in a finite volume.

In general, existence of thermodynamic equili-
brium states with symmetry lower than the
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symmetry enjoyed by the system in finite volume
and under suitable boundary conditions is called a
‘‘spontaneous symmetry breaking.’’ It is yet another
manifestation of instability with respect to changes
in boundary conditions, hence its occurrence reveals
a phase transition. There is a large class of systems
for which an infrared inequality implies absence of
spontaneous symmetry breaking: in most of the one-
or two-dimensional systems a continuous symmetry
cannot be spontaneously broken.

The limitation to dimension d � 2 is a strong
limitation to the generality of the applicability of
infrared theorems to exclude phase transitions.
More precisely, systems can be divided into classes
each of which has a ‘‘critical dimension’’ below
which too much symmetry implies absence of
phase transitions (or of certain kinds of phase
transitions).

It should be stressed that, at the critical dimen-
sion, the symmetry breaking is usually so weakly
forbidden that one might need astronomically large
containers to destroy small effects (due to boundary
conditions or to very small fields) which break the
symmetry. For example, in the crystallization just
discussed, the Fourier transform peaks are only
bounded by O(1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log "�1

p
). Hence, from a practical

point of view, it might still be possible to have some
kind of order even in large containers.

The reader is referred to Mermin (1968), Hohen-
berg (1969), and Ruelle (1969).
High Temperature and Small Density

There is another class of systems in which no phase
transitions take place. These are the systems with
stable and tempered interactions ’ (e.g., those
satisfying [14]) in the high-temperature and low-
density region. The property is obtained by showing
that the equation of state is analytic in the variables
(�, �) near the origin (0, 0).

A simple algorithm (Mayer’s series) yields the
coefficients of the virial series

�pð�; �Þ ¼ �þ
X1
k¼2

ckð�Þ�k

It has the drawback that the kth order coefficient ck(�)
is expressed as a sum of many terms (a number
growing more than exponentially fast in the order k)
and it is not so easy (but possible) to show
combinatorially that their sum is bounded exponen-
tially in k if � is small enough. A more efficient
approach leads quickly to the desired solution.
Denoting F(q1, . . . , qn) =

defP
i<j ’(qi � qj), consider

the (‘‘spatial or configurational’’) correlation functions
defined, in the grand canonical distribution with
parameters �,	 (and empty boundary conditions), by

��ðq1; . . . ;qnÞ ¼
def 1

Zgcð�;	;VÞ
X1
m¼0

znþm

�
Z

�

e���ðq1;...;qn;y1;...;ymÞdy1 	 	 	dym

m!
½32�

This is the probability density for finding particles

with any momentum in the volume element dq1 	 	 	dqn

(irrespective of where other particles are), and

z = e�	(
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�m��1h�2

p
)d accounts for the integration

over the momenta variables and is called the activity:

it has the dimension of a density (cf. [23]).
Assuming that the potential has a hard core (for

simplicity) of radius R, the interaction energy
�q1

(q2, . . . , qn) of a particle at q1 with any number
of other particles at q2, . . . , qm with jqi � qjj > R is
bounded below by �B for some B � 0 (related but
not equal to the B in [14]). The functions �� will be
regarded as a sequence of functions ‘‘of one, two, . . .
particle positions’’: �� = {��(q1, . . . , qn)}1n = 1 vanish-
ing for qj 62 �. Then, one checks that

��ðq1; . . . ;qnÞ ¼ z�n;1��ðq1ÞþK��ðq1; . . . ;qnÞ ½33a�

with

K��ðq1; . . . ;qnÞ ¼
def

e���q1
ðq2;...;qnÞ ��ðq2; . . . ;qnÞ�n>1ð

þ
X1
s¼1

Z
�

dy1 	 	 	dys

s!

Ys

k¼1

ðe��’ðq1�ykÞ �1Þ

���ðq2; . . . ;qn;y1; . . . ;ysÞÞ ½33b�

where �n,1, �n>1 are Kronecker deltas and ��(q) is the
indicator function of �. Equation [33] is called the
Kirkwood–Salzburg equation for the family of corre-
lation functions in �. The kernel K of the equations is
independent of �, but the domain of integration is �.

Calling �� the sequence of functions
��(q1, . . . , qn) � 0 if n 6¼ 1 and ��(q) = z��(q), a
recursive expansion arises, namely

�� ¼ z�� þ z2K�� þ z3K2�� þ z4K3�� þ 	 	 	 ½34�

It gives the correlation functions, provided the series
converges. The inequality

jKp��ðq1; . . . ;qnÞj � eð2�Bþ1Þp
Z
je��’ðqÞ �1jdq

� �p

¼def
eð2�Bþ1Þp rð�Þ3p ½35�

shows that the series [34], called Mayer’s series,
converges if jzj< e�(2�Bþ1)r(�)�3. Convergence is
uniform (as �!1) and (Kp)��(q1, . . . ,qn) tends to
a limit as V!1 at fixed q1, . . . ,qn and the limit is
simply (Kp�)(q1, . . . ,qn), if �(q1, . . . ,qn)� 0 for n 6¼ 1,
and �(q1)� 1. This is because the kernel K contains
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the factors (e��’(q1�y)�1) which decay rapidly or, if
’ has finite range, will eventually even vanish. It
is also clear that (Kp�)(q1, . . . ,qn) is translation
invariant.

Hence, if jzje2�Bþ1r(�)3<1, the limits, as �!1,
of the correlation functions exist and can be
computed by a convergent power series in z; the
correlation functions will be translation invariant (in
the thermodynamic limit).

In particular, the one-point correlation function
�= �(q) is �= z(1þO(zr(�)3)), which, to lowest order
in z, just shows that activity and density essentially
coincide when they are small enough. Furthermore,
�p� = (1=V) log Zgc(�,	, V) is such that

z@z �p�¼
1

V

Z
��ðqÞ dq

(from the definition of �� in [32]). Therefore,

�pð�; zÞ ¼ lim
V!1

1

V
log Zgcð�; 	;VÞ

¼
Z z

0

dz0

z0
�ð�; z0Þ ½36�

and, since the density � is analytic in z as well and
� ’ z for z small, the grand canonical pressure is
analytic in the density and �p = �(1þO(�2)), at small
density. In other words, the equation of state is, to
lowest order, essentially the equation of a perfect gas.
All quantities that are conceivably of some interest
turn out to be analytic functions of temperature and
density. The system is essentially a free gas and it has
no phase transitions in the sense of a discontinuity or
of a singularity in the dependence of a thermodynamic
function in terms of others. Furthermore, the system
cannot show phase transitions in the sense of sensitive
dependence on boundary conditions of fixed external
particles. This also follows, with some extra work,
from the Kirkwood–Salzburg equations.

The reader is referred to Ruelle (1969) and
Gallavotti (1969) for more details.
Lattice Models

The problem of proving the existence of phase
transitions in models of homogeneous gases with
pair interactions is still open. Therefore, it makes
sense to study the problem of phase transitions
in simpler models, tractable to some extent but
nontrivial, and which are of practical interest in
their own right.

The simplest models are the so-called lattice
models in which particles are constrained to points
of a lattice: they cannot move in the ordinary sense
of the word (but, of course, they could jump) and
therefore their configurations do not contain
momentum variables.

The interaction energy is just the potential
energy, and ensembles are defined as collections of
probability distributions on the position coordinates
of the particle configurations. Usually, the potential
is a pair potential decaying fast at 1 and, often,
with a hard-core forbidding double or higher
occupancy of the same lattice site. For instance,
the lattice gas with potential ’, in a cubic box �
with j�j= V = Ld sites of a square lattice with mesh
a>0, is defined by the potential energy attributed
to the configuration X of occupied distinct sites,
i.e., subsets X 
 �:

HðXÞ ¼ �
X
ðx;yÞ2X

’ðx� yÞ ½37�

where the sum is over pairs of distinct points in X.
The canonical ensemble and the grand canonical
ensemble are the collections of distributions, para-
metrized by (�, �), (�= N=V), or, respectively, by
(�,	), attributing to X the probability

p�;�ðXÞ¼
e��HðXÞ

Zc
pð�;N;�Þ

�jXj;N ½38a�

or

p�;	ðXÞ¼
e�	jXje��HðXÞ

Zgc
p ð�; 	;�Þ

½38b�

where the denominators are normalization factors
that can, respectively, be called, in analogy with the
theory of continuous systems, canonical and grand
canonical partition functions; the subscript p stands
for particles.

A lattice gas in which in each site there can be at
most one particle can be regarded as a model for the
distribution of a family of spins on a lattice. Such
models are quite common and useful (e.g., they arise
in studying systems with magnetic properties).
Simply identify an ‘‘occupied’’ site with a ‘‘spin
up’’ or þ and an ‘‘empty’’ site with a ‘‘spin down’’
or � (say). If s = {�x}x2� is a spin configuration, the
energy of the configuration ‘‘for potential ’ and
magnetic field h’’ will be

HðsÞ ¼ �
X
ðx;yÞ2�

’ðx� yÞ�x�y � h
X

x

�x ½39�

with the sum running over pairs (x, y) 2 � of distinct
sites. If ’(x� y) � Jxy � 0, the model is called a
ferromagnetic Ising model. As in the case of
continuous systems, it will be assumed to have a
finite range for ’: that is, ’(x) = 0 for jxj > R, for
some R, unless explicitly stated otherwise.
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The canonical and grand canonical ensembles in the
box � with respective parameters (�, m) or (�, h) will
be defined as the probability distributions on the spin
configurations s = {�x}x2� with

P
x2� �x = M = mV

or without constraint on M, respectively; hence,

p�;mðsÞ¼
exp ��

P
ðx;yÞ ’ðx� yÞ�x�y

� �
Zc

sð�;M;�Þ
p�;hðsÞ

¼
exp ��h

P
�x � �

P
ðx;yÞ ’ðx� yÞ�x�y

� �
Zgc

s ð�;h;�Þ

½40�

where the denominators are normalization factors
again called, respectively, the canonical and grand
canonical partition functions. As in the study of the
previous continuous systems, canonical and grand
canonical ensembles with ‘‘external fixed particle
configurations’’ can be defined together with the
corresponding ensembles with ‘‘external fixed spin
configurations’’; the subscript s stands for spins.

For each configuration X 
 � of a lattice gas, let
{nx} be nx = 1 if x 2 X and nx = 0 if x 62 X. Then the
transformation �x = 2nx � 1 establishes a correspon-
dence between lattice gas and spin distributions. In
the correspondence, the potential ’(x� y) of the
lattice gas generates a potential (1=4)’(x� y) for the
corresponding spin system and the chemical potential
	 for the lattice gas is associated with a magnetic field
h for the spin system with h = (1=2)(	þ

P
x 6¼0 ’(x)).

The correspondence between boundary conditions
is natural: for instance, a boundary condition for the
lattice gas in which all external sites are occupied
becomes a boundary condition in which external
sites contain a spin þ. The close relation between
lattice gas and spin systems permits switching from
one to the other with little discussion.

In the case of spin systems, empty boundary
conditions are often considered (no spins outside �).
In lattice gases and spin systems (as well as in
continuum systems), often periodic and semiperiodic
boundary conditions are considered (i.e., periodic in
one or more directions and with empty or fixed
external particles or spins in the others).

Thermodynamic limits for the partition functions

��f ð�; vÞ ¼ lim
�!1

V=N¼v

1

N
log Zc

pð�;N;�Þ

�pð�; 	Þ ¼ lim
�!1

1

V
log Zgc

p ð�; 	;�Þ

��gð�;mÞ ¼ lim
�!1;

M=V!m

1

V
log Zc

sð�;M;�Þ

�f ð�; hÞ ¼ lim
�!1

1

V
log Zgc

s ð�; 	;�Þ

½41�
can be shown to exist by a method similar to the
one discussed in Appendix 2. They have convexity
and continuity properties as in the cases of the
continuum systems. In the case of a lattice gas, the
f , p functions are still interpreted as free energy
and pressure, respectively. In the case of spin, f (�, h)
has the interpretation of magnetic free energy,
while g(�, m) does not have a special name in the
thermodynamics of magnetic systems. As in the
continuum systems, it is occasionally useful to define
infinite-volume equilibrium states:

Definition An infinite-volume state with para-
meters (�, h) or (�, m) is a collection of average
values F! hFi obtained, respectively, as limits of
finite-volume averages hFi�n

defined from canonical
or grand canonical distributions in �n with fixed
parameters (�, h) or (�, m), or (u, v) and with general
boundary condition of fixed external spins or empty
sites, on sequences �n !1 for which such limits
exist simultaneously for all local observables F.

This is taken verbatim from the definition in the
section ‘‘Phase transitions and boundary condi-
tions.’’ In this way, it makes sense to define the
spin correlation functions for X = (x1, . . . , xn) as
h�Xi if �X =

Q
j �xj

. For instance, we shall call
�(x1, x2) =

defh�x1
�x2
i and a pure phase can be defined

as an infinite-volume state such that

h�X�Yþxi � h�Xih�Yþxi�!
x!1

0 ½42�

Again, for more details, we refer the reader to Ruelle
(1969) and Gallavotti (1969).
Thermodynamic Limits and Inequalities

An interesting property of lattice systems is that it is
possible to study delicate questions like the existence
of infinite-volume states in some (moderate) generality.
A typical tool is the use of inequalities. As the simplest
example of a vast class of inequalities, consider the
ferromagnetic Ising model with some finite (but
arbitrary) range interaction Jxy � 0 in a field hx � 0 :
J, h may even be not translationally invariant. Then
the average of �X =

def
�x1

�x2
	 	 	�xn , X = (x1, . . . , xn),

in a state with ‘‘empty boundary conditions’’ (i.e., no
external spins) satisfies the inequalities

h�Xi; @hx
h�Xi; @Jxyh�Xi � 0 X = ðx1; . . . ; xnÞ

More generally, let H(s) in [39] be replaced by
H(s) = �

P
X JX�X with JX � 0 and X can be any

finite set; then, if Y = (y1, . . . , yn), X = (x1, . . . , xn),
the following Griffiths inequalities hold:

h�Xi � 0; @JY
h�Xi � h�X�Yi � h�Xih�Yi �0 ½43�
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Figure 2 The dashed line is the boundary of �; the outer spins

correspond to the � boundary condition. The points A, B are

points where an open ‘‘line’’ 	 ends.
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The inequalities can be used to check, in ferromag-
netic Ising models, [39], existence of infinite-volume
states (cf. the sections ‘‘Phase transitions and boundary
conditions’’ and ‘‘Lattice models’’) obtained by fixing
the boundary condition B to be either ‘‘all external
spins þ’’ or ‘‘all external sites empty.’’ If hFiB, �

denotes the grand canonical average with boundary
condition B and any fixed �, h > 0, this means that
for all local observables F(s�) (i.e., for all F depending
on the spin configuration in any fixed region �) all the
following limits exist:

lim
�!1
hFiB;� ¼ hFiB ½44�

The reason is that the inequalities [43] imply that all
averages h�XiB, � are monotonic in � for all fixed
X 
 �: so the limit [44] exists for F(s) = �X. Hence,
it exists for all F’s depending only on finitely many
spins, because any local function F ‘‘measurable in �’’
can be expressed (uniquely) as a linear combination
of functions �X with X � �.

Monotonicity with empty boundary conditions is
seen by considering the sites outside � and in a
region �0 with side one unit larger than that of �
and imagining that the couplings JX with X 
 �0 but
X 6
 � vanish. Then, h�Xi�0 � h�Xi�, because h�Xi�0
is an average computed with a distribution corre-
sponding to an energy with the couplings JX with
X 6
 �, but X 
 �0, changed from 0 to JX � 0.

Likewise, if the boundary condition is þ, then
enlarging the box from � to �0 corresponds to
decreasing an external field h acting on the external
spins fromþ1 (which would force all external spins to
be þ) to a finite value h � 0: so, increasing the box �
causes h�Xiþ,� to decrease. Therefore, as � increases,
Ising ferromagnets spin correlations increase if the
boundary condition is empty and decrease if it is þ.

The inequalities can be used in similar ways to prove
that the infinite-volume states obtained from þ or
empty boundary conditions are translation invariant;
and that in zero external field, h = 0, the þ and �
boundary conditions generate pure states if the interac-
tion potential is only a pair ferromagnetic interaction.

There are many other important inequalities
which can be used to prove several existence
theorems along very simple paths. Unfortunately,
their use is mostly restricted to lattice systems and
requires very special assumptions on the energy
(e.g., ferromagnetic interactions in the above exam-
ple). The quoted examples were among the first
discovered and provide a way to exhibit nontrivial
thermodynamic limits and pure states.

For more details, see Ruelle (1969), Lebowitz
(1974), Gallavotti (1999), Lieb and Thirring (2001),
and Lieb (2002).
Symmetry-Breaking Phase Transitions

The simplest phase transitions (see the section
‘‘Phase transitions and boundary conditions’’) are
symmetry-breaking transitions in lattice systems:
they take place when the energy of the system in a
container � and with some special boundary
condition (e.g., periodic, antiperiodic, or empty) is
invariant with respect to the action of a group G on
phase space. This means that on the points x of
phase space acts a group of transformations G so
that with each 
 2 G is associated a map x! x

which transforms x into x
 respecting the composi-
tion law in G, that is, (x
)
 0 � x(

 0). If F is an
observable, the action of the group on phase space
induces an action on the observable F changing F(x)
into F
(x) =

def
F(x
�1).

A symmetry-breaking transition occurs when, by
fixing suitable boundary conditions and taking the
thermodynamic limit, a state F !hFi is obtained in
which some local observable shows a nonsymmetric
average hFi 6¼ hF
i for some 
.

An example is provided by the ‘‘nearest-neighbor
ferromagnetic Ising model’’ on a d-dimensional lattice
with energy function given by [39] with h = 0 and
’(x� y) � 0 unless jx� yj= 1, i.e., unless x, y are
nearest neighbors, in which case ’(x� y) = J > 0.
With periodic or empty boundary conditions, it
exhibits a discrete ‘‘up–down’’ symmetry s!�s .

Instability with respect to boundary conditions
can be revealed by considering the two boundary
conditions, denoted þ or �, in which the lattice
sites outside the container � are either occupied by
spins þ or by spins �. Consider also, for later
reference, (1) the boundary conditions in which
the boundary spins in the upper half of the
boundary are þ and the ones in the lower
part are �: call this the �-boundary condition
(see Figure 2); or (2) the boundary conditions in
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which some of the opposite sides of � are
identified whileþ or� conditions are assigned on
the remaining sides: call these ‘‘cylindrical or
semiperiodic boundary conditions.’’

A new description of the spin configurations is
useful: given s , draw a unit segment perpendicular
to the center of each bond b having opposite spins at
its extremes. An example of this construction is
provided by Figure 2 for the boundary condition�.

The set of segments can be grouped into lines
separating regions where the spins are positive from
regions where they are negative. If the boundary
condition isþ or�, the lines form ‘‘closed polygons’’,
whereas, if the condition is �, there is also a single
polygon 	1 which is not closed (as in Figure 2). If the
boundary condition is periodic or cylindrical, all
polygons are closed but some may ‘‘go around’’ �.
The polygons are also called ‘‘contours’’ and the length
of a polygon 
 will be denoted j
j.

The correspondence (
1, 
2, . . . , 
n,	1) !s , for
the boundary condition � or, for the boundary
condition þ (or �), s ! (
1, . . . , 
n) is one-to-one
and, if h = 0, the energy H�(s) of a configuration is
higher than �J�(number of bonds in �) by an
amount 2J(j	1j þ

P
i j
ij) or, respectively, 2J

P
i j
ij.

The grand canonical probability of each spin
configuration is therefore proportional, if h = 0,
respectively, to

e�2�Jðj	1jþ
P

i
j
ijÞ or e�2�J

P
i
j
ij ½45�

and the ‘‘up–down’’ symmetry is clearly reflected
by [45].

The average h�xi�,þ of �þ with þ boundary
conditions is given by h�xi�,þ= 1� 2P�,þ(�), where
P�,þ(�) is the probability that the spin �x is�1. If the
site x is occupied by a negative spin then the point x is
inside some contour 
 associated with the spin
configuration s under consideration. Hence, if �(
)
is the probability that a given contour belongs to
the set of contours describing a configuration s , it
is P�,þ(�) �

P

ox �(
) where 
ox means that 


‘‘surrounds’’ x.
If � = (
1, . . . , 
n) is a spin configuration and if

the symbol � comp
 means that the contour 
 is
‘‘disjoint’’ from 
1, . . . , 
n (i.e., {
 [ �} is a new spin
configuration), then

�ð
Þ ¼
P

�3
 e
�2�J

P

02�
j
 0jP

� e
�2�J

P

02�
j
 0 j

� e�2�Jj
j
P

�comp
 e
�2�J

P

02�
j
 0 jP

� e
�2�J

P

02�
j
 0 j

� e�2�Jj
j ½46�
because the last ratio in [46] does not exceed 1.
Note that there are >3p different shapes of 
 with
perimeter p and at most p2 congruent 
’s containing
x; therefore, the probability that the spin at x is �
when the boundary condition is þ satisfies the
inequality

P�;þð�Þ �
X1
p¼4

p23pe�2�Jp�!
�!1

0

This probability can be made arbitrarily small so
that h�xi�,þ is estimated by a quantity which is as
close to 1 as desired provided � is large enough and
the closeness of h�xi�,þ to 1 is estimated by a
quantity which is both x and � independent.

A similar argument for the (�)-boundary condition,
or the remark that for h = 0 it is h�xi�,�=�h�xi�,þ,
leads to conclude that, at large �, h�xi�,� 6¼ h�xi�,þ
and the difference between the two quantities
is positive uniformly in �. This is the proof
(Peierls’ theorem) of the fact that there is, if � is
large, a strong instability, of the magnetization with
respect to the boundary conditions, i.e., the nearest-
neighbor Ising model in dimension 2 (or greater, by an
identical argument) has a phase transition. If the
dimension is 1, the argument clearly fails and no phase
transition occurs (see the section ‘‘Absence of phase
transitions: d = 1’’).

For more details, see Gallavotti (1999).
Finite-Volume Effects

The description in the last section of the phase
transition in the nearest-neighbor Ising model can be
made more precise both from physical and mathe-
matical points of view giving insights into the nature
of the phase transitions. Assume that the boundary
condition is the (þ)-boundary condition and
describe a spin configuration s by means of the
associated closed disjoint polygons (
1, . . . , 
n).
Attribute to s = (
1, . . . , 
n) a probability propor-
tional to [45]. Then the following Minlos–Sinai’s
theorem holds:

Theorem If � is large enough there exist C > 0,
�(
) > 0 with �(
) � e�2�Jj
j and such that a spin
configuration s randomly chosen out of the grand
canonical distribution with þ boundary conditions
and h = 0 will contain, with probability approaching
1 as �!1, a number K(
)(s) of contours con-
gruent to 
 such that

jKð
ÞðsÞ � �ð
Þj�jj � C
ffiffiffiffiffiffiffi
j�j

p
e��Jj
j ½47�

and this relation holds simultaneously for all 
’s.
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Thus, there are very few contours (and the larger
they are the smaller is, in absolute and relative
value, their number): a typical spin configuration in
the grand canonical ensemble with (þ)-boundary
conditions is such that the large majority of the spins
is ‘‘positive’’ and, in the ‘‘sea’’ of positive spins, there
are a few negative spins distributed in small and
rare regions (their number, however, is still of order
of j�j).

Another consequence of the analysis in the last
section concerns the the approximate equation of
state near the phase transition region at low
temperatures and finite �. If � is finite, the graph
of h versus m�(�, h) will have a rather different
behavior depending on the possible boundary con-
ditions. For example, if the boundary condition is
(þ) or (�), one gets, respectively, the results
depicted in Figure 3a and 3b, where m�(�) denotes
the spontaneous magnetization (i.e., m�(�) =

def

limh!0þ lim�!1m�(�, h)).
With periodic or empty boundary conditions, the

diagram changes as in Figure 4. The thermody-
namic limit m(�, h) = lim�!1m�(�, h) exists for all
h 6¼ 0 and the resulting graph is in Figure 4b,
which shows that at h = 0 the limit is discontin-
uous. It can be proved, if � is large enough, that
1 > limh! 0þ @hm(�, h) =�(�) > 0 (i.e., the angle
between the vertical part of the graph and the rest
is sharp).

Furthermore, it can be proved that m(�, h) is
analytic in h for h 6¼ 0. If � is small enough,
mΩ(β, h)

m*(β)

–m*(β)

–O(|Ω|–1/2) O(|Ω|–1/2)

h

1

(a)

Figure 3 The h vs m�(�, h) graphs for � finite and (a) þ and (b) �

mΩ(β, h)

m*(β)

–m*(β)

–O(|Ω|–1/2) O(|Ω|–1/2)

h

1

(a)

Figure 4 (a) The h vs m�(�, h) graph for periodic or empty boundary c
analyticity holds at all h. For � large, the function
f (�, h) has an essential singularity at h = 0: a result
that can be interpreted as excluding a naive theory
of metastability as a description of states governed
by an equation of state obtained from an analytic
continuation to negative values of h of f (�, h).

The above considerations and results further
clarify the meaning of a phase transition for a
finite system. For more details, we refer the
reader to Gallavotti (1999) and Friedli and Pfister
(2004).
Beyond Low Temperatures
(Ferromagnetic Ising Model)

A limitation of the results discussed above is the
condition of low temperature (‘‘� large enough’’).
A natural problem is to go beyond the low-
temperature region and to describe fully the phe-
nomena in the region where boundary condition
instability takes place and first develops. A number
of interesting partial results are known, which
considerably improve the picture emerging from
the previous analysis. A striking list, but far from
exhaustive, of such results follows and focuses on
the properties of ferromagnetic Ising spin systems.
The reason for restricting to such cases is that they
are simple enough to allow a rather fine analysis,
which sheds considerable light on the structure of
statistical mechanics suggesting precise formulation
h

m*(β)

–m*(β)

O (|Λ|–1/2)–O (|Λ|–1/2)

mΩ(β, h)

1

(b)

conditions.

m*(β)

–m*(β)

m(β, h)

h

1

(b)

onditions. (b) The discontinuity (at h = 0) of the thermodynamic limit.
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of the problems that it would be desirable to
understand in more general systems.

1. Let z =
def

e �h and consider that the product of zV

(V is the number of sites j�j of �) times the
partition function with periodic or perfect-wall
boundary conditions and with finite-range
ferromagnetic interaction, not necessarily nearest-
neighbor; a polynomial in z (of degree 2V)
is thus obtained. Its zeros lie on the unit
circle jzj= 1: this is Lee–Yang’s theorem. It
implies that the only singularities of f (�, h) in
the region 0 < � <1,�1 < h < þ1 can be
found at h = 0.

A singularity can appear only if the point z = 1
is an accumulation point of the limiting distribu-
tion (as �!1) of the zeros on the unit circle: if
the zeros are z1, . . . , z2V then

1

V
log zVZð�; h;�; periodicÞ

¼ 2�J þ �hþ 1

V

X2V

i¼1

logðz� ziÞ

and if

V�1 � ðnumber of zeros of the form

zj ¼ ei�j ; � � �j � �þ d�Þ �!
�!1

d��ð�Þ
2�

it is

�f ð�; hÞ ¼ 2�J þ 1

2�

Z �

��
logðz� ei�Þ d��ð�Þ ½48�

The existence of the measure d��(�) follows from
the existence of the thermodynamic limit: but
d��(�) is not necessarily d�-continuous, i.e., not
necessarily proportional to d�.

2. It can be shown that, with not necessarily a
nearest-neighbor interaction, the zeros of the
partition function do not move too much under
small perturbations of the potential even if one
perturbs the energy (at perfect-wall or periodic
boundary conditions) into

H0�ðsÞ ¼ H�ðsÞ þ ð�H�ÞðsÞ
ð�H�ÞðsÞ ¼

X
X
�

J0ðXÞ�X
½49�

where J0(X) is very general and defined on
subsets X = (x1, . . . , xk) 
 � such that the quan-
tity jjJ0jj= supy2Zd

P
y2X jJ0(X)j is small enough.

More precisely, with a ferromagnetic pair
potential J fixed, suppose that one knows that,
when J0= 0, the partition function zeros in the
variable z = e�h lie in a certain closed set N (of
the unit circle) in the z-plane. Then, if J0 6¼ 0,
they lie in a closed set N1, �-independent and
contained in a neighborhood of N of width
shrinking to 0 when jjJ0jj ! 0. This allows to
establish various relations between analyticity
properties and boundary condition instability
as described in (3) below.

3. In the ferromagnetic Ising model, with not necessa-
rily a nearest-neighbor interaction, one says that
there is a gap around 0 if d��(�) = 0 near �= 0. It
can be shown that if � is small enough there is a gap
for all h of width uniform in h.

4. Another question is whether the boundary
condition instability is always revealed by the
one-spin correlation function (i.e., by the magne-
tization) or whether it might be shown only
by some correlation functions of higher order. It
can be proved that no boundary condition
instability occurs for h 6¼ 0; at h = 0 it is possible
only if

lim
h!0�

mð�; hÞ 6¼ lim
h!0þ

mð�; hÞ ½50�

5. A consequence of the Griffiths’ inequalities
(cf. the section ‘‘Thermodynamic limits and
inequalities’’) is that if [50] is true for a given
�0 then it is true for all � > �0. Therefore, item
(4) leads to a natural definition of the critical
temperature Tc as the least upper bound of the
T ’s such that [50] holds (kBT = ��1).

6. If d = 2 the free energy of the nearest-neighbor
ferromagnetic Ising model has a singularity
at �c and the value of �c is known exactly
from the exact solutions of the model:
m(�, 0þ) =

def
m�(�) � (1� sinh4 2�J)1=8. The loca-

tion and nature of the singularities of f (�, 0) as a
function of � remains an open question for d = 3.
In particular, the question whether there is a
singularity of f (�, 0) at �= �c is open.

7. For � < �c there is instability with respect to
boundary conditions (see (6) above) and a
natural question is: how many ‘‘pure’’ phases
can exist in the ferromagnetic Ising model?
(cf. the section ‘‘Phase transitions and boundary
conditions,’’ eqn [22]). Intuition suggests
that there should be only two phases: the
positively magnetized and the negatively
magnetized ones.

One has to distinguish between translation-
invariant pure phases and non-translation-invariant
ones. It can be proved that, in the case of the
two-dimensional nearest-neighbor ferromagnetic
Ising models, all infinite-volume states (cf. the
section ‘‘Lattice models’’) are translationally invar-
iant. Furthermore, they can be obtained by
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considering just the two boundary conditions þ
and �: the latter states are also pure states for
models with non-nearest-neighbor ferromagnetic
interaction. The solution of this problem has led to
the introduction of many new ideas and techniques
in statistical mechanics and probability theory.

8. In any dimension d �2, for � large enough, it can
be proved that the nearest-neighbor Ising model
has only two translation-invariant phases. If the
dimension is �3 and � is large, the þ and �
phases exhaust the set of translation-invariant
pure phases but there exist non-translation-
invariant phases. For � close to �c, however, the
question is much more difficult.

For more details, see Onsager (1944), Lee and
Yang (1952), Ruelle (1971), Sinai (1991), Gallavotti
(1999), Aizenman (1980), Higuchi (1981), and
Friedli and Pfister (2004).
Geometry of Phase Coexistence

Intuition about the phenomena connected with the
classical phase transitions is usually based on the
properties of the liquid–gas phase transition; this
transition is usually experimentally investigated in
situations in which the total number of particles is
fixed (canonical ensemble) and in presence of an
external field (gravity).

The importance of such experimental conditions
is obvious; the external field produces a nontransla-
tionally invariant situation and the corresponding
separation of the two phases. The fact that the
number of particles is fixed determines, on the other
hand, the fraction of volume occupied by each of the
two phases.

Once more, consider the nearest-neighbor ferro-
magnetic Ising model: the results available for it can
be used to obtain a clear picture of the solution to
problems that one would like to solve but which in
most other models are intractable with present-day
techniques.

It will be convenient to discuss phase coexistence in
the canonical ensemble distributions on configurations
of fixed total magnetization M = mV (see the section
‘‘Lattice models’’; [40]). Let � be large enough to be in
the two-phase region and, for a fixed � 2 (0, 1), let

m ¼ �m�ð�Þ þ ð1� �Þ ð�m�ð�ÞÞ
¼ ð1� 2�Þm�ð�Þ ½51�

that is, m is in the vertical part of the diagram
m = m(�, h) at � fixed (see Figure 4).

Fixing m as in [51] does not yet determine the
separation of the phases in two different regions; for
this effect, it will be necessary to introduce some
external cause favoring the occupation of a part of
the volume by a single phase. Such an asymmetry
can be obtained in at least two ways: through a
weak uniform external field (in complete analogy with
the gravitational field in the liquid–vapor transition) or
through an asymmetric field acting only on boundary
spins. The latter should have the same qualitative
effect as the former, because in a phase transition
region a boundary perturbation produces volume
effects (see sections ‘‘Phase transitions and inequal-
ities’’ and ‘‘Symmetry-breaking phase transitions’’).
From a mathematical point of view, it is simpler to
use a boundary asymmetry to produce phase separa-
tions and the simplest geometry is obtained by
considering �-cylindrical or þþ-cylindrical boundary
conditions: this means þþ or � boundary conditions
periodic in one direction (e.g., in Figure 2 imagine the
right and left boundary identified after removing the
boundary spins on them).

Spins adjacent to the bases of � act as symmetry-
breaking external fields. The þþ-cylindrical bound-
ary condition should favor the formation inside �
of the positively magnetized phase; therefore, it
will be natural to consider, in the canonical
distribution, this boundary condition only when
the total magnetization is fixed to be the sponta-
neous magnetization m�(�).

On the other hand, the �-boundary condition
favors the separation of phases (positively magnetized
phase near the top of � and negatively magnetized
phase near the bottom). Therefore, it will be natural
to consider the latter boundary condition in the
case of a canonical distribution with magnetization
m = (1� 2�)m�(�) with 0 < � < 1 ([51]). In the latter
case, the positive phase can be expected to adhere to
the top of � and to extend, in some sense to be
discussed, up to a distance O(L) from it; and then to
change into the negatively magnetized pure phase.

To make the phenomenological description
precise, consider the spin configurations s through
the associated sets of disjoint polygons (cf. the
section ‘‘Symmetry-breaking phase transitions’’). Fix
the boundary conditions to be þþ or �-cylindrical
boundary conditions and note that polygons asso-
ciated with a spin configuration s are all closed and
of two types: the ones of the first type, denoted

1, . . . , 
n, are polygons which do not encircle �; the
second type of polygons, denoted by the symbols 	�,
are the ones which wind up, at least once, around �.

So, a spin configuration s will be described by a set
of polygons; the statistical weight of a configuration
s = (
1, . . . , 
n,	1, . . . ,	h) is (cf. [45]):

e
�2�J

P
i
j
ijþ
P

j
j	jj

� �
½52�
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The reason why the contours 	 that go around
the cylinder � are denoted by 	 (rather than by 
) is
that they ‘‘look like’’ open contours (see the section
‘‘Symmetry-breaking phase transitions’’) if one forgets
that the opposite sides of � have to be identified. In the
case of the �-boundary conditions then the number of
polygons of 	-type must be odd (hence 6¼0), while for
the þþ-boundary condition the number of 	-type
polygons must be even (hence it could be 0).

For more details, the reader is referred to Sinai
(1991) and Gallavotti (1999).
Separation and Coexistence of Phases

In the context of the geometric description of
the spin configuration in the last section, consider
the canonical distributions with þþ-cylindrical or the
�-cylindrical boundary conditions and zero field: they
will be denoted briefly as ��, þþ, ��, �, respectively.
The following theorem (Minlos–Sinai’s theorem)
provided the foundations of the microscopic theory
of coexistence: it is formulated in dimension d = 2
but, modulo obvious changes, it holds for d � 2.

Theorem For 0 < � < 1 fixed, let m = (1� 2�)
m�(�); then for � large enough a spin configuration
s = (
1, . . . , 
n,	1, . . . ,	2hþ1) randomly chosen with
the distribution��,� enjoys the properties (i)–(iv) below
with a ��,�-probability approaching 1 as �!1:

(i) s contains only one contour of 	-type and

jj	j � ð1þ "ð�ÞÞLj < oðLÞ ½53�
where "(�) > 0 is a suitable (�-independent)
function of � tending to zero exponentially fast
as � !1.
(ii) If �þ	 , ��	 denote respectively, the regions above
and below 	, and j�j � V, j�þj, j��j are,
respectively, the volumes of �, �þ, �� then

jj�þ	 j � �Vj < �ð�ÞV3=4

j��	 j � ð1� �ÞV j < �ð�ÞV3=4 ½54�
where �(�)�!�!1 exponentially fast; the expo-
nent 3/4, here and below, is not optimal.P P
(iii) If Mþ
	 = x2�þ

	
�x and M�

	 ¼ x2��
	
�x, then

jMþ
	 � �m�ð�ÞVj < �ð�ÞV3=4

M�
	 � ð1� �Þm�ð�ÞVj < �ð�ÞV3=4 ½55�

(iv) If K	

(s) denotes the number of contours con-

gruent to a given 
 and lying in �þ	 then,
simultaneously for all the shapes of 
:

jK	

ðsÞ��ð
Þ�V j �Ce��Jj
jV1=2; C> 0 ½56�
where �(
)� e�2�Jj
j is the same quantity as
already mentioned in the text of the theorem of
‘‘Finite-volume effects’’. A similar result holds for
the contours below 	 (cf. the comments on [47]).
The above theorem not only provides a detailed and
rather satisfactory description of the phase separation
phenomenon, but it also furnishes a precise micro-
scopic definition of the line of separation between the
two phases, which should be naturally identified with
the (random) line 	.

A similar result holds in the canonical distribution
��, þþ, m�(�) where (i) is replaced by: no 	-type
polygon is present, while (ii), (iii) become super-
fluous, and (iv) is modified in the obvious way. In
other words, a typical configuration for the distribu-
tion the ��, þþ, m�(�) has the same appearance as a
typical configuration of the corresponding grand
canonical ensemble with (þ)-boundary condition
(whose properties are described by the theorem
given in the section ‘‘Beyond low temperatures
(ferromagnetic Ising model’’).

For more details, see Sinai (1991) and Gallavotti
(1999).
Phase Separation Line and Surface
Tension

Continuing to refer to the nearest-neighbor Ising
ferromagnet, the theorem of the last section means
that, if � is large enough, then the microscopic line 	,
separating the two phases, is almost straight (since
"(�) is small). The deviations of 	 from a straight line
are more conveniently studied in the grand canonical
distributions �0

� with boundary condition set to þ1 in
the upper half of @�, vertical sites included, and
to �1 in the lower half: this is illustrated in Figure 2
(see the section ‘‘Symmetry-breaking phase transi-
tions’’). The results can be converted into very
similar results for grand canonical distributions with
�-cylindrical boundary conditions of the last section.

Define 	 to be rigid if the probability that 	 passes
through the center of the box � (i.e., 0) does not
tend to 0 as �!1; otherwise, it is not rigid.

The notion of rigidity distinguishes between the
possibilities for the line 	 to be ‘‘straight.’’ The
‘‘excess’’ length "(�)L (see [53]) can be obtained in
two ways: either the line 	 is essentially straight (in
the geometric sense) with a few ‘‘bumps’’ distributed
with a density of order "(�) or, otherwise, it is only
locally straight and with an important part of the
excess length being gained through a small bending
on a large length scale. In three dimensions a similar
phenomenon is possible. Rigidity of 	, or its failure,
can in principle be investigated by optical means;
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there can be interference of coherent light scattered
by macroscopically separated surface elements of 	
only if 	 is rigid in the above sense.

It has been rigorously proved that, the line 	 is not
rigid in dimension 2. And, at least at low tempera-
ture, the fluctuation of the middle point is of the
order O(

ffiffiffiffi
L
p

). In dimension 3 however, it has been
shown that the surface 	 is rigid at low enough
temperature.

A deeper analysis is needed to study the shape of
the separation surface under other conditions, for
example, with þ boundary conditions in a canoni-
cal distribution with magnetization intermediate
between �m�(�). It involves, as a prerequisite, the
definition and many properties of the surface
tension between the two phases. Here only
the definition of surface tension in the case of
�-boundary conditions in the two-dimensional case
will be mentioned. If Zþþ(�, m�(�)) and Zþ�(�, m)
are, respectively, the canonical partition functions
for the þþ- and �-cylindrical boundary conditions
the tension 
(�) is defined as

�
ð�Þ ¼ � lim
�!1

1

L
log

Zþ�ð�;mÞ
Zþþð�;m�ð�ÞÞ

The limit can be shown to be �-independent for �
large enough: the definition and its justification is
based on the microscopic geometric description in
the section ‘‘Geometry of phase co-existence.’’ The
definition can be naturally extended to higher
dimension (and to more general non-nearest-neighbor
models). If d = 2, the tension 
 can be exactly
computed at all temperatures below criticality and
is �
(�) = 2�J þ log tanh�J.

More remarkably, the definition can be extended to
define the surface tension 
(�, n) in the ‘‘direction n,’’
that is, when the boundary conditions are such
that the line of separation is in the average
orthogonal to the unit vector n. In this way, if
d = 2 and � 2 (0, 1) is fixed, it can be proved that
at low enough temperature the canonical distribu-
tion with þ boundary conditions and intermediate
magnetization m = (1� 2�)m�(�) has typical
configurations containing a spin � region of area

�V; furthermore, if the container is rescaled to
size L = 1, the region will have a limiting shape
filling an area � bounded by a smooth curve
whose form is determined by the classical macro-
scopic Wulff ’s theory of the shape of crystals in
terms of the surface tension 
(n).

An interesting question remains open in the three-
dimensional case: it is conceivable that the surface,
although rigid at low temperature, might become
‘‘loose’’ at a temperature eTc smaller than the critical
temperature Tc (the latter being defined as the
highest temperature below which there are at least
two pure phases). The temperature eTc, whose
existence is rather well established in numerical
experiments, would be called the ‘‘roughening
transition’’ temperature. The rigidity of 	 is con-
nected with the existence of translationally non-
invariant equilibrium states. The latter exist in
dimension d = 3, but not in dimension d = 2, where
the discussed nonrigidity of 	, established all the
way to Tc, provides the intuitive reason for the
absence of non-translation-invariant states. It has
been shown that in d = 3 the roughening tempera-
ture eTc(�) necessarily cannot be smaller than the
critical temperature of the two-dimensional Ising
model with the same coupling.

Note that existence of translationally noninvar-
iant equilibrium states is not necessary for the
description of coexistence phenomena. The theory
of the nearest-neighbor two-dimensional Ising model
is a clear proof of this statement.

The reader is referred to Onsager (1944), van
Beyeren (1975), Sinai (1991), Miracle-Solé (1995),
Pfister and Velenik (1999), and Gallavotti (1999) for
more details.
Critical Points

Correlation functions for a system with short-range
interactions and in an equilibrium state (which is
a pure phase) have cluster properties (see [22]):
their physical meaning is that in a pure phase there
is independence between fluctuations occurring in
widely separated regions. The simplest cluster
property concerns the ‘‘pair correlation function,’’
that is, the probability density �(q1, q2) of finding
particles at points q1, q2 independently of where
the other particles may happen to be (see [23]).
In the case of spin systems, the pair correlation
�(q1, q2) = h�q1

�q2
i will be considered. The pair

correlation of a translation-invariant equilibrium
state has a cluster property ([22], [42]), if

j�ðq1; q2Þ � �2j �!
jq1�q2j!1

0 ½57�

where � is the probability density for finding a
particle at q (i.e., the physical density of the state) or
�= h�qi is the average of the value of the spin at q
(i.e., the magnetization of the state).

A general definition of critical point is a point c in
the space of the parameters characterizing equili-
brium states, for example, �,	 in grand canonical
distributions, �, v in canonical distributions, or �, h
in the case of lattice spin systems in a grand canonical
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distribution. In systems with short-range interaction
(i.e., with ’(r) vanishing for jrj large enough) the
point c is a critical point if the pair correlation tends
to 0 (see [57]), slower than exponential (e.g., as a
power of the distance jrj= jq1 � q2j).

A typical example is the two-dimensional Ising
model on a square lattice and with nearest-neighbor
ferromagnetic interaction of size J. It has a single
critical point at �= �c, h = 0 with sinh 2�cJ = 1. The
cluster property is that h�x�yi � h�xih�yi�!jx�yj!1

0 as

Aþð�Þ
e��ð�Þjx�yjffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jx� yj

p ; A�ð�Þ
e��ð�Þjx�yj

jx� yj2

Ac
1

jx� yj1=4
; ½58�

for � < �c, � > �c, or �= �c, respectively, where
A�(�), Ac, �(�) > 0. The properties [58] stem from
the exact solution of the model.

At the critical point, several interesting phenom-
ena occur: the lack of exponential decay indicates
lack of a length scale over which really distinct
phenomena can take place, and properties of the
system observed at different length scales are likely
to be simply related by suitable scaling transforma-
tions. Many efforts have been dedicated at finding
ways of understanding quantitatively the scaling
properties pertaining to different observables. The
result has been the development of the renormaliza-
tion group approach to critical phenomena (cf. the
section ‘‘Renormalization group’’). The picture that
emerges is that the closer the critical point is the
larger becomes the maximal scale of length below
which scaling properties are observed. For instance,
in a lattice spin system in zero field the magnetiza-
tion Mj�j�a in a box � 
 � should have essentially
the same distribution for all �’s with side < l0(�) and
l0(�)!1 as � ! �c, provided a is suitably chosen.
The number a is called a critical exponent.

There are several other ‘‘critical exponents’’ that
can be defined near a critical point. They can
be associated with singularities of the thermody-
namic function or with the behavior of
the correlation functions involving joint densities at
two or more than two points. As an example,
consider a lattice spin system: then the ‘‘2n–spins
correlation’’ h�0��1

. . .��2n�1
ic could behave propor-

tionally to �2n(0, �1, . . . , �2n�1), n = 1, 2, 3, . . . , for a
suitable family of homogeneous functions �n, of
some degree !2n, of the coordinates (�1, . . . , �2n�1)
at east when the reciprocal distances are large but
< l0(�) and

l0ð�Þ ¼ const:ð� � �cÞ�� �!
�!�0

1

This means that if �i are regarded as points in Rd

there are functions �2n such that

�2n 0;
�1

	
; . . . ;

�2n�1

	

� �
¼ 	!2n�2nð0; �1; . . . ; �2n�1Þ

0 < 	 2 R ½59�

and h�0��1
. . .��2n�1

i / �2n(0, �1, . . . , �2n�1) if 1�
jxi � xjj � l0(�). The numbers !2n define a sequence
of critical exponents.

Other critical exponents can be associated with
approaching the critical point along other directions
(e.g., along h! 0 at �= �c). In this case, the length up
to which there are scaling phenomena is l0(h) = ‘oh���.
Further, the magnetization m(h) tends to 0 as h! 0 at
fixed �= �c as m(h) = m0h1=� for � > 0.

None of the feautres of critical exponents is known
rigorously, including their existence. An exception is the
case of the two–dimensional nearest-neighbor Ising
ferromagnet where some exponents are known exactly
(e.g., !2 = 1=4, !2n = n!2, or �= 1, while �, �� are not
rigorously known). Nevertheless, for Ising ferromag-
nets (not even nearest-neighbor but, as always here,
finite-range) in all dimensions, all of the exponents
mentioned are conjectured to be the same as those
of the nearest-neighbor Ising ferromagnet. A further
exception is the derivation of rigorous relations
between critical exponents and, in some cases, even
their values under the assumption that they exist.

Remark Naively it could be expected that in a pure
state in zero field with h�xi= 0 the quantity
s = j�j�1=2P

x2� �x, if � is a cubic box of side ‘,
should have a probability distribution which is
Gaussian, with dispersion lim�!1hs2i. This is
‘‘usually true,’’ but not always. Properties [58]
show that in the d = 2 ferromagnetic nearest-
neighbor Ising model, hs2i diverges proportionally
to ‘2�

1
4 so that the variable s cannot have the above

Gaussian distribution. The variable S = j�j�7=8P
x2� �x will have a finite dispersion: however,

there is no reason that it should be Gaussian. This
makes clear the great interest of a fluctuation theory
and its relevance for the critical point studies (see
the next two sections).

For more details, the reader is referred to Onsager
(1944), Domb and Green (1972), McCoy and Wu
(1973), and Aizenman (1982).
Fluctuations

As it appears from the discussion in the last section,
fluctuations of observables around their averages
have interesting properties particularly at critical
points. Of particular interest are observables that



78 Introductory Article: Equilibrium Statistical Mechanics
are averages, over large volumes �, of local functions
F(x) on phase space: this is so because macroscopic
observables often have this form. For instance, given
a region � inside the system container �, � 
 �,
consider a configuration x = (P, Q) and the number
of particles N� =

P
q2� 1 in �, or the potential energy

F� =
P

(q, q0)2� ’(q� q0) or the kinetic energy
K� =

P
q2� (1=2m)p2. In the case of lattice spin

systems, consider a configuration s and, for instance,
the magnetization M� =

P
i2� �i in �. Label the

above four examples by �= 1, . . . , 4.
Let �� be the probability distribution describing

the equilibrium state in which the quantities X� are
considered; let x� = hX�=j�ji�� and p =

def
(X� �

x�)=j�j. Then typical properties of fluctuations that
should be investigated are (�= 1, . . . , 4):

1. for all � > 0 it is lim�!1 ��(jpj > �) = 0 (law of
large numbers);

2. there is D� > 0 such that

�ðp
ffiffiffiffiffiffi
j�j

p
2 ½a; b�Þ �!

�!1

Z b

a

dzffiffiffiffiffiffiffiffiffiffiffiffi
2�D�

p e�z2=2D�

(central limit law); and
3. there is an interval I� = (p��,�, p��,þ) and a concave

function F�(p), p 2 I, such that if [a, b] 
 I then

1

j�j log�ðp 2 ½a; b�Þ �!
�!1

max
p2½a;b�

F�ðpÞ

(large deviations law).

The law of large numbers provides the certainty
of the macroscopic values; the central limit law
controls the small fluctuations (of order

ffiffiffiffiffiffi
j�j

p
) of X�

around its average; and the large deviations law
concerns the fluctuations of order j�j.

The relations (1)–(3) above are not always true:
they can be proved under further general assump-
tions if the potential ’ satisfies [14] in the case of
particle systems or if

P
q j’(q)j <1 in the case

of lattice spin systems. The function F�(p) is
defined in terms of the thermodynamic limits of
suitable thermodynamic functions associated with
the equilibrium state ��. The further assumption is,
essentially in all cases, that a suitable thermody-
namic function in terms of which F�(p) will be
expressed is smooth and has a nonvanishing second
derivative.

For the purpose of a simple concrete example,
consider a lattice spin system of Ising type with
energy �

P
x, y2� ’(x� y)�x�y �

P
x h�x and the fluc-

tuations of the magnetization M� =
P

x2� �x, � 
 �,
in the grand canonical equilibrium states �h,�.

Let the free energy be �f (�, h) (see [41]), let
m = m(h) =

def hM�=j�ji and let h(m) be the inverse
function of m(h). If p = M�=j�j the function F(p) is
given by

FðpÞ¼�ðf ð�;hðpÞÞ� f ð�;hÞ�@hf ð�;hÞðhðpÞ�hÞÞ ½60�

then a quite general result is:

Theorem The relations (1)–(3) hold if the potential
satisfies

P
x j’(x)j <1 and if F(p) [60] is smooth

and F00(p) 6¼ 0 in open intervals around those in
which p is considered, that is, around p = 0 for the
law of large numbers and for the central limit law or
in an open interval containing a, b for the case of the
large deviations law.

In the cases envisaged, the theory of equivalence
of ensembles implies that the function F can also be
computed via thermodynamic functions naturally
associated with other equilibrium ensembles. For
instance, instead of the grand canonical f (�, h), one
could consider the canonical �g(�, m) (see [41]), then

FðpÞ¼��ðgð�;pÞ�gð�;mÞ�@mgð�;mÞðp�mÞÞ ½61�

It has to be remarked that there should be a
strong relation between the central limit law and the
law of large deviations. Setting aside stating the
conditions for a precise mathematical theorem, the
statement can be efficiently illustrated in the case of
a ferromagnetic lattice spin system and with � � �,
by showing that the law of large deviations in small
intervals, around the average m(h0), at a value h0 of
the external field, is implied by the validity of the
central limit law for all values of h near h0 and vice
versa (here � is fixed). Taking h0 = 0 (for simplicity),
the heuristic reasons are the following. Let �h,� be
the grand canonical distribution in external field h.
Then:

1. The probability �h,�(p 2 dp) is proportional,
by definition, to �0,�(p 2 dp)e��hpj�j. Hence,
if the central limit law holds for all h near
h0 = 0, there will exist two functions m(h) and
D(h) > 0, defined for h near h0 = 0, with
m(0) = 0 and

�0ðp2dpÞe��hpj�j

¼ const:exp �j�j ðp�mðhÞÞ2

2DðhÞ þoð�Þ
 !

dp ½62�

2. There is a function �(m) such that @m�(m(h)) = �h
and @2

m�(m(h)) = D(h)�1. (This is obtained by
noting that, given D(h), the differential equation
@m�h = D(h)�1 with the initial value h(0) = 0
determines the function h(m); therefore, �(m)
is determined by a second integration, from
@m�(m) = �h(m).
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It then follows, heuristically, that the probability
of p in zero field has the form const. e�(p)j�j dp so
that the probability that p 2 [a, b] will be const
exp (j�jmaxp2[a,b] �(p)).

Conversely, the large deviations law for p at h = 0
implies the validity of the central limit law for the
fluctuations of p in all small enough fields h: this
simply arises from the function F(p) having a
negative second derivative.

This means that there is a ‘‘duality’’ between central
limit law and large deviation law or that the law of
large deviations is a ‘‘global version’’ of the central
limit law, in the sense that:

1. if the central limit law holds for h in an interval
around h0 then the fluctuations of the magnetiza-
tion at field h0 satisfy a large deviation law in a
small enough interval J around m(h0); and

2. if a large deviation law is satisfied in an interval
around h0 then the central limit law holds for the
fluctuations of magnetization around its average
in all fields h with h� h0 small enough.

Going beyond the heuristic level in establishing
the duality amounts to giving a precise meaning to
‘‘small enough’’ and to discuss which properties of
m(h) and D(h), or F(p) are needed to derive
properties (1), (2).

For purposes of illustration consider the Ising
model with ferromagnetic short range interaction ’:
then the central limit law holds for all h if � is small
enough and, under the same condition on �, the
large deviations law holds for all h and all intervals
[a, b] 
 (�1, 1). If � is not small then the condition
h 6¼ 0 has to be added. Hence, the conditions are
fairly weak and the apparent exceptions concern the
value h = 0 and � not small where the statements
may become invalid because of possible phase
transitions.

In presence of phase transitions, the law of large
numbers, the central limit law, and law of large
deviations should be reformulated. Basically, one
has to add the requirement that fluctuations are
considered in pure phases and change, in a natural
way, the formulation of the laws. For instance,
the large fluctuations of magnetization in a pure
phase of the Ising model in zero field and large �
(i.e., in a state obtained as limit of finite-volume
states with þ or � boundary conditions) in
intervals [a, b] which do not contain the average
magnetization m� are not necessarily exponen-
tially small with the size of j�j: if [a, b] 

[�m�, m�] they are exponentially small but only
with the size of the surface of � (i.e., with
j�j(d�1)=d)) while they are exponentially small with
the volume if [a, b] \ [�m�, m�] = ;.
The discussion of the last section shows that at
the critical point the nature of the large fluctuations
is also expected to change: no central limit law is
expected to hold in general because of the example
of [58] with the divergence of the average of the
normal second moment of the magnetization in a
box as the side tends to 1.

For more details the reader is referred to Olla
(1987).
Renormalization Group

The theory of fluctuations just discussed concerns
only fluctuations of a single quantity. The problem
of joint fluctuations of several quantities is also
interesting and in fact led to really new develop-
ments in the 1970s. It is necessary to restrict
attention to rather special cases in order to illustrate
some ideas and the philosophy behind the approach.
Consider, therefore, the equilibrium distribution �0

associated with one of the classical equilibrium
ensembles. To fix the ideas we consider the
equilibrium distribution of an Ising energy function
�H0, having included the temperature factor in the
energy: the inclusion is done because the discussion
will deal with the properties of �0 as a function of �.
It will also be assumed that the average of each spin
is zero (‘‘no magnetic field,’’ see [39] with h = 0).
Keeping in mind a concrete case, imagine that �H0

is the energy function of the nearest-neighbor Ising
ferromagnet in zero field.

Imagine that the volume � of the container has
periodic boundary conditions and is very large,
ideally infinite. Define the family of blocks kx,
parametrized by x 2 Zd and with k an integer,
consisting of the lattice sites x = {k�i � xi < (kþ 1)
�i}. This is a lattice of cubic blocks with side size k
that will be called the ‘‘k-rescaled lattice.’’

Given �, the quantities mx = k��d
P

x2kx �x are
called the block spins and define the map
R��,k�0 =�k transforming the initial distribution on
the original spins into the distribution of the block
spins. Note that if the initial spins have only two
values �x =�1, the block spins take values between
�kd=k�d and kd=k�d at steps of size 2=k�d. Further-
more, the map R��, k makes sense independently of
how many values the initial spins can assume, and
even if they assume a continuum of values Sx 2 R.

Taking �= 1 means, for k large, looking at the
probability distribution of the joint large fluctuations
in the blocks kx. Taking �= 1=2 corresponds to
studying a joint central limit property for the block
variables.

Considering a one-parameter family of initial
distributions �0 parametrized by a parameter �
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(that will be identified with the inverse temperature),
typically there will be a unique value �(�) of � such
that the joint fluctuations of the block variables
admit a limiting distribution,

probkðmx 2 ½ax; bx�;s 2 �Þ

�!
k!1

Z fbxg

faxg
g�ððSxÞx2�Þ

Y
x2�

dSx ½63�

for some distribution g�(z) on R�.
If � > �(�), the limit will then be

Q
x2� �(Sx) dSx,

or if � < �(�) the limit will not exist (because the
block variables will be too large, with a dispersion
diverging as k!1).

It is convenient to choose as sequence of k!1
the sequence k = 2n with n = 0, 1, . . . because in this
way it is R��,k � R�n�,1 and the limits k!1 along
the sequence k = 2n can be regarded as limits on a
sequence of iterations of a map R��, 1 acting on the
probability distributions of generic spins Sx on the
lattice Zd (the sequence 3n would be equally
suited).

It is even more convenient to consider probability
distributions that are expressed in terms of energy
functions H which generate, in the thermodynamic
limit, a distribution �: then R��,1 defines an action
R� on the energy functions so that R�H = H0 if H
generates �, H0 generates �0 and R��,1�=�0. Of
course, the energy function will be more general
than [39] and at least a form like �U in [49] has to
be admitted.

In other words, R� gives the result of the action
of R��,1 expressed as a map acting on the energy
functions. Its iterates also define a semigroup
which is called the block spin renormalization
group.

While the map R��,1 is certainly well defined as a
map of probability distributions into probability
distributions, it is by no means clear that R� is well
defined as a map on the energy functions. Because, if
� is given by an energy function, it is not clear that
R��,1� is such.

A remarkable theorem can be (easily) proved
when R��, 1 and its iterates act on initial �0’s which
are equilibrium states of a spin system with short-
range interactions and at high temperature (� small).
In this case, if �= 1=2, the sequence of distributions
R�n1=2,1�0(�) admits a limit which is given by
a product of independent Gaussians:

probkðmx 2 ½ax; bx�;s 2 �Þ

�!
k!1

Z fbxg

faxg

Y
x2�

exp � 1

2Dð�Þ S
2
x

� �Y
x2�

dSxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�Dð�Þ

p ½64�
Note that this theorem is stated without even
mentioning the renormalization maps Rn

1=2: it can
nevertheless be interpreted as stating that

Rn
1=2�H0�!

n!1

X
x2Zd

1

2Dð�Þ S
2
x ½65�

but the interpretation is not rigorous because [64]
does not state require that Rn

1=2H0(�) makes sense
for n � 1. It states that at high temperature block
spins have normal independent fluctuations: it is
therefore an extension of the central limit law.

There are a few cases in which the map R� can be
rigorously shown to be well defined at least when
acting on special equilibrium states like the high-
temperature lattice spin systems: but these are
exceptional cases of relatively little interest.

Nevertheless, there is a vast literature dealing with
approximate representations of the map R�. The
reason is that, assuming not only its existence but
also that it has the properties that one would
normally expect to hold for a map acting on a finite
dimensional space, it follows that a number of
consequences can be drawn; quite nontrivial ones as
they led to the first theory of the critical point that
goes beyond the van der Waals theory discribed in
the section ‘‘van der Waals theory.’’

The argument proceeds essentially as follows. At
the critical point, the fluctuations are expected to be
anomalous (cf. the last remark in the section ‘‘Critical
points’’) in the sense that h(

P
x2� �x=

ffiffiffiffiffiffi
j�j

p
)2i will

tend to 1, because �= 1=2 does not correspond to
the right fluctuation scale of

P
�2� ��, signaling that

R�n1=2,1�0(�c) will not have a limit but, possibly, there
is �c > 1=2 such that R�n�c,1

�0(�c) converges to a limit
in the sense of [63]. In the case of the critical nearest-
neighbor Ising ferromagnetic �c = 7=8 (see ending
remark in the section ‘‘Critical points’’). Therefore, if
the map R��c, 1 is considered as acting on �0(�), it will
happen that for all � < �c, R�n�c,1

�0(�c) will converge to
a trivial limit

Q
x2� �(Sx) dSx because the value �c is

greater than 1/2 while normal fluctuations are expected.
If the map R�c

can be considered as a map on the
energy functions, this says that

Q
x2� �(Sx) dSx is a

‘‘(trivial) fixed point of the renormalization group’’
which ‘‘attracts’’ the energy functions �H0 corre-
sponding to the high-temperature phases.

The existence of the critical �c can be associated
with the existence of a nontrivial fixed point H� for
R�c

which is hyperbolic with just one Lyapunov
exponent 	 > 1; hence, it has a stable manifold of
codimension 1. Call �� the probability distribution
corresponding to H�.

The migration towards the trivial fixed point for
� < �c can be explained simply by the fact that for
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such values of � the initial energy function �H0 is
outside the stable manifold of the nontrivial fixed
point and under application of the renormalization
transformation Rn

�c
, �H0 migrates toward the trivial

fixed point, which is attractive in all directions.
By increasing �, it may happen that, for

�= �c, �H0 crosses the stable manifold of the
nontrivial fixed point H� for R�c

. Then Rn
�c
�cH0

will no longer tend to the trivial fixed point but it
will tend to H�: this means that the block spin
variables will exhibit a completely different fluctua-
tion behavior. If � is close to �c, the iterations of R�c

will bring Rn
�c
�H0 close to H�, only to be eventually

repelled along the unstable direction reaching a
distance from it increasing as 	nj� � �cj.

This means that up to a scale length O(2n(�)) lattice
units with 	n(�)j� � �cj= 1 (i.e., up to a scale O(j��
�cj�log2 	)), the fluctuations will be close to those of the
fixed point distribution ��, but beyond that scale they
will come close to those of the trivial fixed point: to see
them the block spins would have to be normalized
with index �= 1=2 and they would appear as
uncorrelated Gaussian fluctuations (cf. [64], [65]).

The next question concerns finding the nontrivial
fixed points, which means finding the energy
functions H� and the corresponding �c which are
fixed points of R�c

. If the above picture is correct,
the distributions �� corresponding to the H� would
describe the critical fluctuations and, if there was
only one choice, or a limited number of choices, of
�c and H� this would open the way to a universality
theory of the critical point hinted already by the
‘‘primitive’’ results of van der Waals’ theory.

The initial hope was, perhaps, that there would be a
very small number of critical values �c and H�

possible: but it rapidly faded away leaving, however,
the possibility that the critical fluctuations could be
classified into universality classes. Each class would
contain many energy functions which, upon iterated
actions of R�c

, would evolve under the control of the
trivial fixed point (always existing) for � small while,
for �= �c, they would be controlled, instead, by a
nontrivial fixed point H� for R�c

with the same �c and
the same H�. For � < �c, a ‘‘resolution’’ of the
approach to the trivial fixed point would be seen by
considering the map R1=2 rather than R�c

whose
iterates would, however, lead to a Gaussian distribu-
tion like [64] (and to a limit energy function like [65]).

The picture is highly hypothetical: but it is
the first suggestion of a mechanism leading to
critical points with the character of universality
and with exponents different from those of the van
der Waals theory or, for ferromagnets on a lattice,
from those of its lattice version (the Curie–Weiss
theory). Furthermore, accepting the approximations
(e.g., the Wilson–Fisher "-expansion) that allow one
to pass from the well-defined R��, 1 to the action of
R� on the energy functions, it is possible to obtain
quite unambiguously values for �c and expressions
for H� which are associated with the action of R�c

on various classes of models.
For instance, it can lead to conclude that the

critical behavior of all ferromagnetic finite-range
lattice spin systems (with energy functions given by
[39]) have critical points controlled by the same �c

and the same nontrivial fixed point: this property is
far from being mathematically proved, but it is
considered a major success of the theory. One has to
compare it with van der Waals’ critical point theory:
for the first time, an approximation scheme has
led, even though under approximations not fully
controllable, to computable critical exponents which
are not equal to those of the van der Waals theory.

The renormalization group approach to critical
phenomena has many variants, depending on which
kind of fluctuations are considered and on the models
to which it is applied. In statistical mechanics, there
are a few mathematically complete applications:
certain results in higher dimensions, theory of dipole
gas in d = 2, hierarchical models, some problems in
condensed matter and in statistical mechanics of
lattice spins, and a few others. Its main mathematical
successes have occured in various related fields where
not only the philosophy described above can be
applied but it leads to renormalization transforma-
tions that can be defined precisely and studied in
detail: for example, constructive field theory, KAM
theory of quasiperiodic motions, and various pro-
blems in dynamical systems.

However, the applications always concern special
cases and in each of them the general picture of the
trivial–nontrivial fixed point dichotomy appears
realized but without being accompanied, except in
rare cases (like the hierarchical models or the
universality theory of maps of the interval), by the
full description of stable manifold, unstable direction,
and action of the renormalization transformation on
objects other than the one of immediate interest (a
generality which looks often an intractable problem,
but which also turns out not to be necessary).

In the renormalization group context, mathema-
tical physics has played an important role also by
providing clear evidence that universality classes
could not be too few: this was shown by the
numerous exact solutions after Onsager’s solution
of the nearest-neighbor Ising ferromagnet: there are
in fact several lattice models in d = 2 that exhibit
critical points with some critical exponents exactly
computable and that depend continuously on the
models parameters.
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For more details, we refer the reader to McCoy
and Wu (1973), Baxter (1982), Bleher and Sinai
(1975), Wilson and Fisher (1972), Gawedzky and
Kupiainen (1983, 1985), Benfatto and Gallavotti
(1995), and Mastropietro (2004).
Quantum Statistics

Statistical mechanics is extended to assemblies of
quantum particles rather straightforwardly. In the
case of N identical particles, the observables are
operators O on the Hilbert space

HN ¼ L2ð�ÞN� or HN ¼ ðL2ð�Þ � C2ÞN�
where �=þ,�, of the symmetric (�=þ, bosonic
particles) or antisymmetric (�=�, fermionic parti-
cles) functions  (Q), Q = (q1, . . . , qN), of the posi-
tion coordinates of the particles or of the position
and spin coordinates  (Q, s), s = (�1, . . . ,�N), nor-
malized so thatZ
j ðQÞj2 dQ ¼ 1 or

X
s

Z
j ðQ;sÞj2 dQ ¼ 1

here only �j =�1 is considered. As in classical
mechanics, a state is defined by the average values
hOi that it attributes to the observables.

Microcanonical, canonical, and grand canonical
ensembles can be defined quite easily. For instance,
consider a system described by the Hamiltonian
(�h = Planck’s constant)

HN ¼ �
�h2

2m

XN
j¼1

�qj
þ
X
j<j0

’ðqj � qj0 Þ þ
X

j

wðqjÞ

¼def
KþF ½66�

where periodic boundary conditions are imagined
on � and w(q) is periodic, smooth potential (the side
of � is supposed to be a multiple of the periodic
potential period if w 6¼ 0). Then a canonical
equilibrium state with inverse temperature � and
specific volume v = V=N attributes to the observable
O the average value

hOi ¼def tr e��HN O

tr e��HN
½67�

Similar definitions can be given for the grand
canonical equilibrium states.

Remarkably, the ensembles are orthodic and a ‘‘heat
theorem’’ (see the section ‘‘Heat theorem and ergodic
hypothesis’’) can be proved. However, ‘‘equipartition’’
does not hold: that is, hKi 6¼ (d=2)N��1, although ��1

is still the integrating factor of dU þ p dV in the heat
theorem; hence, ��1 continues to be proportional to
temperature.
Lack of equipartition is important, as it solves
paradoxes that arise in classical statistical mechanics
applied to systems with infinitely many degrees
of freedom, like crystals (modeled by lattices of
coupled oscillators) or fields (e.g., the electromagnetic
field important in the study of black body radiation).
However, although this has been the first surprise of
quantum statistics (and in fact responsible for the
very discovery of quanta), it is by no means the last.

At low temperatures, new unexpected (i.e.,
with no analogs in classical statistical mechanics)
phenomena occur: Bose–Einstein condensation
(superfluidity), Fermi surface instability (supercon-
ductivity), and appearance of off-diagonal long-
range order (ODLRO) will be selected to illustrate
the deeply different kinds of problems of quantum
statistical mechanics. Largely not yet understood,
such phenomena pose very interesting problems not
only from the physical point of view but also from
the mathematical point of view and may pose
challenges even at the level of a definition. However,
it should be kept in mind that in the interesting cases
(i.e., three-dimensional systems and even most two-
and one-dimensional systems) there is no proof that
the objects defined below really exist for the systems
like [66] (see, however, the final comment for an
important exception).

Bose–Einstein Condensation

In a canonical state with parameters �, v, a defini-
tion of the occurrence of Bose condensation is in
terms of the eigenvalues �j(�, N) of the kernel
�(q, q0) on L2(�), called the one-particle reduced
density matrix, defined by

N
X1
n¼1

e��Enð�;NÞ

tr e��HN

Z
 nðq; q1; . . . ; qN�1Þ

�  nðq0; q1; . . . ; qN�1Þ dq1 . . . dqN�1 ½68�

where En(�, N) are the eigenvalues of HN and
 n(q1, . . . , qN) are the corresponding eigenfunctions.
If �j are ordered by increasing value, the state with
parameters �, v is said to contain a Bose–Einstein
condensate if �1(�, N) � bN > 0 for all large � at
v = V=N, � fixed. This receives the interpretation
that there are more than bN particles with equal
momentum. The free Bose gas exhibits a Bose
condensation phenomenon at fixed density and
small temperature.

Fermi Surface

The wave functions  n(q1,�1, . . . , qN, �N) �  n(Q, s)
are now antisymmetric in the permutations of the
pairs (qi, �i). Let  (Q, s ; N, n) denote the nth
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eigenfunction of the N-particle energy HN in [66] with
eigenvalue E(N, n) (labeled by n = 0, 1, . . . and non-
decreasingly ordered). Setting Q00= (q001, . . . , q00N�p),
s 00= (�001, . . . , �00N�p), introduce the kernels �HN

p (Q, s ;
Q0, s 0) by

�pðQ;s ;Q0;s 0Þ

¼def
p!

N

p

� �Z X
s 00

dN�p
Q00
X1
n¼0

e��EðN;nÞ

tr e��HN

� ðQ;s ;Q00;s 00;N;nÞ ðQ0;s 0;Q00;s 00;N;nÞ ½69�

which are called p-particle reduced density matrices
(extending the corresponding one-particle reduced
density matrix [68]). Denote �(q1�q2) =

def P
� �1

(q1,�,q2,�). It is also useful to consider spinless
fermionic systems: the corresponding definitions are
obtained simply by suppressing the spin labels and
will not be repeated.

Let r1(k) be the Fourier transform of �1(q� q0): the
Fermi surface can be defined as the locus of the k’s in
the neighborhood of which @kr1(k) is unbounded as
�!1, � !1. The limit as � !1 is important
because the notion of a Fermi surface is, possibly,
precise only at zero temperature, that is at �=1.

So far, existence of Fermi surface (i.e., the smooth-
ness of r1(k) except on a smooth surface in k-space)
has been proved in free Fermi systems (’= 0) and

1. certain exactly soluble one-dimensional spinless
systems and

2. in rather general one-dimensional spinless systems
or systems with spin and repulsive pair interac-
tion, possibly in an external periodic potential.

The spinning case in a periodic potential and
dimension d � 2 is the most interesting case to study
for its relevance in the theory of conduction in
crystals. Essentially no mathematical results are
available as the above-mentioned ones do not
concern any case in dimension >1: this is a rather
deceiving aspect of the theory and a challenge.

In dimension 2 or higher, for fermionic systems
with Hamiltonian [66], not only there are no results
available, even without spin, but it is not even clear
that a Fermi surface can exist in presence of
interesting interactions.
Cooper Pairs

The superconductivity theory has been phenomeno-
logically related to the existence of Cooper pairs.
Consider the Hamiltonian [66] and define (cf. [69])

�ðx� y; �; x0 � y0; �0; x� x0Þ

¼def
�2ðx; �; y;��; x0; �0; y0;��0Þ
The system is said to contain Cooper pairs with
spins �,�� (�=þ or �=�) if there exist functions
g�(q, �) 6¼ 0 withZ

g�ðq; �Þg�0 ðq; �Þ dq ¼ 0 if � 6¼ �0

such that

lim
V!1

�ðx� y; �; x0 � y0; �0; x� x0Þ

�!
x�x0!1

X
�

g�ðx� y; �Þg�ðx0 � y0; �0Þ ½70�

In this case, g�(x� y,�) with largest L2 norm can be
called, after normalize, the wave function of the paired
state of lowest energy: this is the analog of the plane
wave for a free particle (and, like it, it is manifestly not
normalizable, i.e., it is not square integrable as a
function of x, y). If the system contains Cooper pairs
and the nonleading terms in the limit [70] vanish
quickly enough the two-particle reduced density
matrix [70] regarded as a kernel operator has an
eigenvalue of order V as V !1: that is, the state of
lowest energy is ‘‘macroscopically occupied,’’ quite
like the free Bose condensation in the ground state.

Cooper pairs instability might destroy the Fermi
surface in the sense that r1(k) becomes analytic in k;
but it is also possible that, even in the presence of
them, there remains a surface which is the locus of the
singularities of the function r1(k). In the first case,
there should remain a trace of it as a very steep
gradient of r1(k) of the order of an exponential in the
inverse of the coupling strength; this is what happens
in the BCS model for superconductivity. The model is,
however, a mean-field model and this particular
regularity aspect might be one of its peculiarities. In
any event, a smooth singularity surface is very likely to
exist for some interesting density matrix (e.g., in the
BCS model with ‘‘gap parameter 
’’ the wave function

gðx� y; �Þ � 1

ð2�Þd
Z
"ðkÞ>0

eik	ðx�yÞ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"ðkÞ2 þ 
2

q dk

of the lowest energy level of the Cooper pairs is
singular on a surface coinciding with the Fermi
surface of the free system).

ODLRO

Consider the k-fermion reduced density matrix
�k(Q, s; Q0, s 0) as kernel operators Ok on L2((��
C2)k)�. Suppose k is even, then if Ok has a (generalized)
eigenvalue of order Nk=2 as N !1, N=V = �, the
system is said to exhibit off-diagonal long-range order
of order k. For k odd, ODLRO is defined to exist if Ok

has an eigenvalue of order N(k�1)=2 and k � 3 (if k = 1
the largest eigenvalue of O1 is necessarily �1).
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For bosons, consider the reduced density matrix
�k(Q; Q0) regarding it as a kernel operator Ok on
L2(�)k

þ and define ODLRO of order k to be present
if O(k) has a (generalized) eigenvalue of order Nk as
N !1, N=V = �.

ODLRO can be regarded as a unification of the
notions of Bose condensation and of the existence of
Cooper pairs, because Bose condensation could be
said to correspond to the kernel operator �1(q1 � q2)
in [68] having a (generalized) eigenvalue of order N,
and to be a case of ODLRO of order 1. If the state is
pure in the sense that it has a cluster property (see
the sections ‘‘Phase transitions and boundary condi-
tions’’ and ‘‘Lattice models’’), then the existence of
ODLRO, Bose condensation, and Cooper pairs
implies that the system shows a spontaneously
broken symmetry: conservation of particle number
and clustering imply that the off-diagonal elements
of (all) reduced density matrices vanish at infinite
separation in states obtained as limits of states with
periodic boundary conditions and Hamiltonian [66],
and this is incompatible with ODLRO.

The free Fermi gas has no ODLRO, the BCS model
of superconductivity has Cooper pairs and ODLRO
with k = 2, but no Fermi surface in the above sense
(possibly too strict). Fermionic systems cannot have
ODLRO of order 1 (because the reduced density
matrix of order 1 is bounded by 1).

The contribution of mathematical physics has
been particularly effective in providing exactly
soluble models: however, the soluble models deal
with one-dimensional systems and it can be shown
that in dimensions 1, 2 no ODLRO can take place.
A major advance is the recent proof of ODLRO and
Bose condensation in the case of a lattice version of
[66] at a special density value (and d � 3).

In no case, for the Hamiltonian [66] with ’ 6¼ 0,
existence of Cooper pairs has been proved nor
existence of a Fermi surface for d > 1. Nevertheless,
both Bose condensation and Cooper pairs formation
can be proved to occur rigorously in certain limiting
situations. There are also a variety of phenomena
(e.g., simple spectral properties of the Hamiltonians)
which are believed to occur once some of the
above-mentioned ones do occur and several of
them can be proved to exist in concrete models.

If d = 1, 2, ODLRO can be proved to be impos-
sible at T > 0 through the use of Bogoliubov’s
inequality (used in the ‘‘no d = 2 crystal theorem,’’
see the section ‘‘Continuous symmetries: ‘no d = 2
crystal’ theorem’’).

For more details, the reader is referred to Penrose
and Onsager (1956), Yang (1962), Ruelle (1969),
Hohenberg (1967), Gallavotti (1999), and
Aizenman et al. (2004).
Appendix 1: The Physical Meaning of the
Stability Conditions

It is useful to see what would happen if the
conditions of stability and temperedness (see [14])
are violated. The analysis also illustrates some of the
typical methods of statistical mechanics.
Coalescence Catastrophe due
to Short-Distance Attraction

The simplest violation of the first condition in [14]
occurs when the potential ’ is smooth and negative
at the origin.

Let � > 0 be so small that the potential at distances
�2� is ��b <0. Consider the canonical distribution
with parameters �, N in a (cubic) box � of volume V.
The probability Pcollapse that all the N particles are
located in a little sphere of radius � around the center
of the box (or around any prefixed point of the box) is
estimated from below by remarking that

� � �b
N

2

� �

 � b

2
N2

so that

Pcollapse

¼

Z
C

dpdq

h3NN!
e��ðKðpÞþ�ðqÞÞZ

dpdq

h3NN!
e��ðKðpÞþ�ðqÞÞ

�

4�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m��1

p 3

3h3

 !N

�3N

N!
e�bð1=2ÞNðN�1Þ

Z
dq

h3NN!
e���ðqÞ

½71�

The phase space is extremely small: nevertheless,
such configurations are far more probable than the
configurations which ‘‘look macroscopically cor-
rect,’’ that is, configurations with particles more or
less spaced by the average particle distance expected
in a macroscopically homogeneous configuration,
namely (N=V)�1=3 =��1=3. Their energy �(q) is of
the order of uN for some u, so that their probability
will be bounded above by

Pregular �

Z
dpdq

h3NN!
e��ðKðpÞ þ uNÞZ

dpdq

h3NN!
e��ðKðpÞ þ �ðqÞÞ

¼
VN

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m��1

p 3

h3NN!
e��uNZ

dq

h3NN!
e���ðqÞ

½72�
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However, no matter how small � is, the
ratio Pregular=Pcollapse will approach 0 as V !1,
N=V ! v�1; this occurs extremely rapidly because
e�bN2=2 eventually dominates over VN 
 eN log N.

Thus, it is far more probable to find the system in a
microscopic volume of size � rather than in a
configuration in which the energy has some macro-
scopic value proportional to N. This catastrophe can
be called an ultraviolet catastrophe (as it is due to the
behavior at very short distances) and it causes the
collapse of the particles into configurations concen-
trated in regions as small as we please as V !1.

Coalescence Catastrophe due
to Long-Range Attraction

It occurs when the potential is too attractive near1.
For simplicity, suppose that the potential has a hard
core, i.e., it is þ1 for r < r0, so that the above-
discussed coalescence cannot occur and the system
density bounded above by a certain quantity �cp <1
(close-packing density).

The catastrophe occurs if’(q) 
 �gjqj�3þ", g, " > 0,
for jqj large. For instance, this is the case for matter
interacting gravitationally; if k is the gravitational
constant, m is the particle mass, then g = km2 and "= 2.

The probability Pregular of ‘‘regular configurations,’’
where particles are at distances of order ��1=3 from
their close neighbors, is compared with the probability
Pcollapse of ‘‘catastrophic configurations,’’ with the
particles at distances r0 from their close neighbors to
form a configuration of density �cp=(1þ �)3 almost in
close packing (so that r0 is equal to the hard-core
radius times 1þ �). In the latter case, the system does
not fill the available volume and leaves empty a region
whose volume is a fraction 
 ((�cp � �)=�cp)V of V.
Further, it can be checked that the ratio Pregular=Pcollapse

tends to 0 at a rate O(exp (g 1
2 N(�cp(1þ �)�3 � �)))

if � is small enough (and � < �cp).
A system which is too attractive at infinity will not

occupy the available volume but will stay confined in a
close-packed configuration even in empty space.

This is important in the theory of stars: stars cannot
be expected to obey ‘‘regular thermodynamics’’ and in
particular will not ‘‘evaporate’’ because their particles
interact via the gravitational force at large distances.
Stars do not occupy the whole volume given to them
(i.e., the universe); they do not collapse to a point only
because the interaction has a strongly repulsive core
(even when they are burnt out and the radiation pressure
is no longer able to keep them at a reasonable size).

Evaporation Catastrophe

This is another infrared catastrophe, that is, a
catastrophe due to the long-range structure of the
interactions in the above subsection; it occurs when
the potential is too repulsive at 1, that is,

’ðqÞ 
 þ gjqj�3þ" as q!1

so that the temperedness condition is again
violated.

In addition, in this case, the system does not
occupy the whole volume: it will generate a layer of
particles sticking, in close-packed configuration, to
the walls of the container. Therefore, if the density is
lower than the close-packing density, � < �cp, the
system will leave a region around the center of the
container � empty; and the volume of the empty
region will still be of the order of the total volume of
the box (i.e., its diameter will be a fraction of the
box side L). The proof is completely analogous to
the one of the previous case; except that now the
configuration with lowest energy will be the one
sticking to the wall and close packed there, rather
than the one close packed at the center.

Also this catastrophe is important as it is realized in
systems of charged particles bearing the same charge:
the charges adhere to the boundary in close-packing
configuration, and dispose themselves so that the
electrostatic potential energy is minimal. Therefore,
charges deposited on a metal will not occupy the whole
volume: they will rather form a surface layer minimiz-
ing the potential energy (i.e., so that the Coulomb
potential in the interior is constant). In general, charges
in excess of neutrality do not behave thermodynami-
cally: for instance, besides not occupying the whole
volume given to them, they will not contribute
normally to the specific heat.

Neutral systems of charges behave thermodyna-
mically if they have hard cores, so that the
ultraviolet catastrophe cannot occur or if they obey
quantum-mechanical laws and consist of fermionic
particles (plus possibly bosonic particles with
charges of only one sign).

For more details, we refer the reader to Lieb
and Lebowitz (1972) and Lieb and Thirring (2001).
Appendix 2: The Subadditivity Method

A simple consequence of the assumptions is that the
exponential in (5.2) can be bounded above by
e�BN exp(� �

2m

PN
i = 1 P2

i ) so that

1 � Zgcð�; 	;VÞ � exp Ve�	e�B
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m��1

p d
� �

) 0 � 1

V
log Zgcð�; 	;VÞ � e�	e�B

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m��1

p d
½73�

Consider, for simplicity, the case of a hard-core
interaction with finite range (cf. [14]). Consider a
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sequence of boxes �n with sides 2nL0, where L0 > 0
is arbitrarily fixed to be >2R. The partition function
Zgc(�, z) relative to the volume �n is

Zn ¼
X1
N¼0

zN

N!

Z
�n

dQe��FðQÞ

because the integral over the P variables can be
explicitly performed and included in zN if z is
defined as z = e�	(2m��1)d=2.

Then the box �n contains 2d boxes �n�1 for n � 1
and

1 � Zn � Z2d

n�1 exp �B2dðLn�1=RÞd�122d
� �

½74�

because the corridor of width 2R around the
boundaries of the 2d cubes �n�1 filling �n has
volume 2RLn�12d and contains at most
(Ln�1=R)d�12d particles, each of which interacts
with at most 2d other particles. Therefore,

�pn ¼def
Ld

n log Zn

� Ld
n�1 log Zn�1 þ �B
d2�nðL0=RÞd�1

for some 
d > 0. Hence, 0 � �pn � �pn�1 þ �d2�n

for some �d > 0 and pn is bounded above and below
uniformly in n. So, the limit [13] exists on the sequence
Ln = L02n and defines a function �p1(�,	).

A box of arbitrary size L can be filled with about
(L=L�n)d boxes of side L�n with �n so large that,
prefixed � > 0, jp1 � pnj < � for all n � �n. Likewise,
a box of size Ln can be filled by about (Ln=L)d

boxes of size L if n is large. The latter remarks lead
us to conclude, by standard inequalities, that the
limit in [13] exists and coincides with p1.

The subadditivity method just demonstrated for
finite-range potentials with hard core can be extended
to the potentials satisfying just stability and tempered-
ness (cf. the section ‘‘Thermodynamic limit’’).

For more details, the reader is referred to Ruelle
(1969) and Gallavotti (1999).
Appendix 3: An Infrared Inequality

The infrared inequalities stem from Bogoliubov’s
inequality. Consider as an example the problem of
crystallization discussed in the section ‘‘Continuous
symmetries: ‘no d = 2 crystal’ theorem’’. Let h	i
denote average over a canonical equilibrium state
with Hamiltonian

H ¼
XN
j¼1

p2
j

2
þUðQÞ þ "WðQÞ

with given temperature and density parameters
�, �, �= a�3. Let {X, Y} =

P
j (@pjX @qjY � @qjX @pjY)
be the Poisson bracket. Integration by parts, with
periodic boundary conditions, yields

hA�fC;Hgi � �
R

A�fC; e��HgdPdQ

�Zcð�; �;NÞ
� ���1hfA�;Cgi ½75�

as a general identity. The latter identity implies, for
A = {C, H}, that

hfH;Cg�fH;Cgi ¼ ���1hfC; fH;C�ggi ½76�

Hence, the Schwartz inequality hA�Aih{H, C}�

{H, C}i � jh{A�, C}ij2 combined with the two
relations in [75], [76] yields Bogoliubov’s inequality:

hA�Ai � ��1 jhfA�;Cgij
2

hfC; fC�;Hggi ½77�

Let g, h be arbitrary complex (differentiable)
functions and @j = @qj

AðQÞ ¼def
XN
j¼1

gðqjÞ; CðP;QÞ ¼def
XN
j¼1

pjhðqjÞ ½78�

Then H =
P

1
2 p2

j þF(q1, . . . , qN), if

Fðq1; . . . ; qNÞ ¼
1

2

X
j 6¼j0

’ðjqj � qj0 jÞ þ "
X

j

WðqjÞ

so that, via algebra,

fC;Hg �
X

j

ðhj@jF� pjðpj 	 @jÞhjÞ

with hj =
def

h(qj). If h is real valued, h{C, {C�, H}}i
becomes, again via algebra,

X
jj0

hjhj0@j 	 @j0FðQÞ
* +

þ "
X

j

h2
j �WðqjÞ þ

4

�

X
j

ð@jhjÞ2
* +

(integrals on pj just replace p2
j by 2��1 and

h(pj)i(pj)i0 i= ��1�i, i0). Therefore, the average
h{C, {C�, H}}i becomes

1

2

X
jj0
ðhj � hj0 Þ2�’ðjqj � qj0 jÞ

*

þ "
X

j

h2
j �WðqjÞ þ 4��1

X
j

ð@jhjÞ2
+

½79�

Choose g(q) � e�i(kþK)	q, h(q) = cos q 	 k and
bound (hj � hj0 )

2 by k2(qj � qj0)
2, (@jhj)

2 by k2 and
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h2
j by 1. Hence [79] is bounded above by ND(k )

with

DðkÞ ¼def

*
k2 4��1þ 1

2N

X
j 6¼j0

ðqj� qj0 Þ
2j�’ðqj� qj0 Þj

 !

þ " 1

N

X
j

j�WðqjÞj
+

½80�

This can be used to estimate the denominator in
[77]. For the LHS remark that

hA�;Ai ¼ j
XN
j¼1

e�iq	ðkþKÞj2

and

jhfA�;Cgij2 ¼
���DX

j

hj@gj

E���2
¼ jK þ k j2N2ð�"ðKÞ þ �"ðK þ 2kÞÞ2

hence [77] becomes, after multiplying both sides
by the auxiliary function 
(k ) (assumed even and
vanishing for jk j > �=a) and summing over k ,

D1¼def 1

N

X
k

ðkÞ 1

N
j
XN
j¼1

e�iðKþkÞ	qj j2
* +

� 1

N

X
k

ðkÞ

� jKj
2

4�

ð�"ðKÞ þ �"ðK þ 2kÞÞ2

DðkÞ ½81�

To apply [77] the averages in [80], [81] have to be
bounded above: this is a technical point that is
discussed here, as it illustrates a general method of
using the results on the thermodynamic limits and
their convexity properties to obtain estimates.

Note that h(1=N)
P

k 
(k)ddkj
PN

j = 1 e�ik	qj j2i is
identically e’(0)þ (2=N)h

P
j<j0 e’(qj � qj0)i withe’(q) =

def
(1=N)

P
k 
(k )eik 	q.

Let ’	, �(q) =def ’(q)þ 	q2j�’(q)j þ �e’(q) and
let FV(	, �, �) =

def
(1=N) log Zc(	, �, �) with Zc the

partition function in the volume � computed
with energy U0=

P
jj0 ’	, �(qj � qj0)þ "

P
j W(qj)þ

�"
P
j�W(qj)j. Then FV(	, �, �) is convex in 	, �

and it is uniformly bounded above and below if
j�j, j"j, j�j � 1 (say) and j	j � 	0: here 	0 > 0 exists
if r2j�’(r)j satisfies the assumption set at the
beginning of the section ‘‘Continuous symmetries:
‘no d = 2 crystal’ theorem’’ and the density is smaller
than a close packing (this is because the potential U0

will still satisfy conditions similar to [14] uniformly
in j"j, j�j < 1 and j	j small enough).

Convexity and boundedness above and below
in an interval imply bounds on the derivatives in
the interior points, in this case on the derivatives of FV

with respect to 	, �, � at 0. The latter are identical to
the averages in [80], [81]. In this way, the constants
B1, B2, B0 such that D(k ) � k2B1 þ "B2 and B0 > D1

are found.
For more details, the reader is referred to Mermin

(1968).
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Introduction

Functional analysis is concerned with the study of
functions and function spaces, combining techniques
borrowed from classical analysis with algebraic
techniques. Modern functional analysis developed
around the problem of solving equations with
solutions given by functions. After the differential
and partial differential equations, which were
studied in the eighteenth century, came the integral
equations and other types of functional equations
investigated in the nineteenth century, at the end of
which arose the need to develop a new analysis,
with functions of an infinite number of variables
instead of the usual functions. In 1887, Volterra,
inspired by the calculus of variations, suggested a
new infinitesimal calculus where usual functions are
replaced by functionals, that is, by maps from a
function space to R or C, but he and his followers
were still missing some algebraic and topological
tools to be developed later. Modern analysis was
born with the development of an ‘‘algebra of the
infinite’’ closely related to classical linear algebra
which by 1890 had (up to the concept of duality,
which was developed later) settled on firm ground.
Strongly inspired by algebraic methods, Fredholm’s
work at the turn of the nineteenth century, in which
emerged the concept of kernel of an operator,
became a founding stone for the modern theory of
integral equations. Hilbert developed further Fred-
holm’s methods for symmetric kernels, exploiting
analogies with the theory of real quadratic forms
and thereby making clear the importance of the
notion of square-integrable functions. With Hilbert’s
Grundzüge einer allgemeinen Theorie der Integral-
gleichung, a further step was made from the
‘‘algebra of the infinite’’ to the ‘‘geometry of the
infinite.’’ The contribution of Fréchet, who intro-
duced the abstract notion of a space endowed with a
distance, made it possible to transfer Euclidean
geometry to the framework of what have since
then been called Hilbert spaces, a basic concept in
mathematics and quantum physics.

The usefulness of functional analysis in the study
of quantum systems became clear in the 1950s when
Kato proved the self-adjointness of atomic Hamilto-
nians, and Garding and Wightman formulated
axioms for quantum field theory. Ever since func-
tional analysis lies at the very heart of many
approaches to quantum field theory. Applications
of functional analysis stretch out to many branches
of mathematics, among which are numerical



analysis, global analysis, the theory of pseudodiffer-
ential operators, differential geometry, operator
algebras, noncommutative geometry, etc.

Topological Vector Spaces

Most topological spaces one comes across in practice
are metric spaces. A metric on a topological space E
is a map d : E� E! [0,þ1[ which is symmetric,
such that d(u, v) = 0, u = v and which verifies the
triangle inequality d(u, w) � d(u, v)þ d(v, w) for all
vectors u, v, w. A topological space E is metrizable if
there is a metric d on E compatible with the topology
on E, in which case the balls with radius 1=n centered
at any point x 2 E form a local base at x – that is, a
collection of neighborhoods of x such that every
neighborhood of x contains a member of this
collection. A sequence (un) in E then converges to
u 2 E if and only if d(un, u) converges to 0.

The Banach fixed-point theorem on a complete
metric space (E, d) is a useful tool in nonlinear
functional analysis: it states that a (strict) contrac-
tion on E, that is, a map T : E! E such that
d(Tu, Tv) � k(u, v) for all u 6¼ v 2 E and fixed 0 <
k < 1, has a unique fixed point T u0 = u0. In
particular, it provides local existence and uniqueness
of solutions of differential equations dy=dt = F(y, t)
with initial condition y(0) = y0, where F is Lipschitz
continuous.

Linear functional analysis starts from topological
vector spaces, that is, vector spaces equipped with a
topology for which the operations are continuous. A
topological vector space equipped with a local base
whose members are convex is said to be locally
convex. Examples of locally convex spaces are
normed linear spaces, namely vector spaces
equipped with a norm, a concept that first arose in
the work of Fréchet. A seminorm on a vector space
V is a map � : V ! [0,1[ which obeys the triangle
identity �(uþ v) � �(u)þ �(v) for any vectors u, v

any non-negative integer k, the space Ck([0, 1]) of
functions on [0, 1] of class Ck equipped with the
norm kfkk =

Pk
i = 0 kf (i)k1 expressed in terms of a

finite number of seminorms kf (i)k1= supx2[0,1]

jf (i)(x)j, i = 0, . . . , k, is also a Banach space.
The space C1([0, 1]) of smooth functions on the

interval [0, 1] is not anymore a Banach space since
its topology is described by a countable family of
seminorms kfkk with k varying in the positive
integers. The metric

dðf ; gÞ ¼
X1
k¼1

2�k kf � gkk

1þ kf � gkk

turns it into a Fréchet space, that is, a locally convex
complete metric space. The space S(Rn) of rapidly
decreasing functions, which are smooth functions f
on Rn for which

kfk�;� :¼ sup
x2Rn
jx� D�

xf ðxÞj

is finite for any multiindices � and �, is also a
Fréchet space with the topology given by the
seminorms k � k�,�. Further examples of Fréchet
spaces are the space C10 (K) of smooth functions
with support in a fixed compact subset K � Rn

equipped with the countable family of seminorms

kD�fk1;K ¼ sup
x2K
jD�

x f ðxÞj; � 2 Nn
0

and the space C1(M, E) of smooth sections of a
vector bundle E over a closed manifold M equipped
with a similar countable family of seminorms. Given
an open subset � = [p2N Kp with Kp, p 2 N com-
pact subsets of Rn, the space D(�) = [p2N C10 (Kp)
equipped with the inductive limit topology – for
which a sequence (fn) in D(�) converges to f 2 D(�)
if each fn has support in some fixed compact subset
K and (D�fn) converges uniformly to D�f on K for
each mutilindex � – is a locally convex space.

Among Banach spaces are Hilbert spaces which
have properties very similar to those of finite-
dimensional spaces and are historically the first
type of infinite-dimensional space to appear with the
works of Hilbert at the beginning of the twentieth
century. A Hilbert space is a Banach space equipped
with a norm k�k that derives from an inner product,
that is, kuk2 = hu, ui with h� , �i a positive-definite
bilinear (or sesquilinear according to whether the
base space is real or complex) form. Hilbert spaces
are fundamental building blocks in quantum
mechanics; using (closed) tensor products, from a
Hilbert space H one builds the Fock space
F (H) =

P1
k = 0�kH and from there the bosonic

Fock space F (H) =
P1

k = 0�k
s H (where �s stands

for the (closed) symmetrized tensor product) as well
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and such that �(�u) = j�j�(u) for any scalar � and
any vector u; if �(u) = 0) u = 0, it is a norm, often
denoted by k � k. A norm on a vector space E gives
rise to a translation-invariant distance function
d(u, v) = ku� vk making it a metric space.

Historically, one of the first examples of normed
spaces is the space C([0, 1]) investigated by Riesz of
(real- or complex-valued) continuous functions on
the interval [0, 1] equipped with the supremium
norm kfk1 := supx2[0,1] jf (x)j. In the 1920s, the
general definition of Banach space arose in connec-
tion with the works of Hahn and Banach. A normed
linear space is a Banach space if it is complete as a
metric space for the induced metric, C([0, 1]) being a
prototype of a Banach space. More generally, for



to define Ws, p(�) and Hs(M, E) with s any real
number.

Sobolev spaces arise in many areas of mathe-
matics; one central example in probability theory is
the Cameron–Martin space H1([0, t]) embedded in
the Wiener space C([0, t]). This embedding is a
particular case of more general Sobolev embedding
theorems, which embed (possibly continuously,
sometimes even compactly (the notion of compact
operator is discussed in a later section)) Wk, p-
Sobolev spaces in Lq-spaces with q > p such as the
continuous inclusion Wk, p(Rn) � Lq(Rn) with
1=q = 1=p� k=n, or in Cl-spaces with l � k such
as, for a bounded open and regular enough subset �
of Rn and for any s � l þ n=p with p > n, the
continuous inclusion Ws, p(�) � Cl(��) (the set of
functions in Cl(�) such that D�u can be continu-
ously extended to the closure �� for all j�j � l).
Sobolev embeddings have important applications for
the regularity of solutions of partial differential
equations, when showing that weak solutions one
constructs are in fact smooth. In particular, on an n-
dimensional closed manifold M for s > l þ n=2, the
Sobolev space Hs(M, E) can be continuously
embedded in the space Cl(M, E) of sections of E of
class C l, which in particular implies that the
solutions of a hypoelliptic partial differential equa-
tion Au = v with v 2 L2(M, E) are smooth, as for
example in the case of solutions of the Seiberg–
Witten equations.

Duality

The concept of duality (in a topological sense) was
initiated at the beginning of the twentieth century by
Hadamard, who was looking for continuous linear
functionals on the Banach space C(I) of continuous
functions on a compact interval I equipped with a
uniform topology. It is implicit in Hilbert’s theory
and plays a central part in Riesz’ work, who
managed to express such continuous functionals as
Stieltjes integrals, one of the starting points for the
modern theory of integration.

The topological dual of a topological vector space
E is the space E	 of continuous linear forms on E
which, when E is a normed space, can be equipped
with the dual norm kLkE	 = supu2E, kuk�1jL(u)j.

Dual spaces often provide a receptacle for singular
objects; any of the functions f 2 Lp(Rn)(p � 1) and
the delta-function at point x 2 Rn, �x : f 7! f (x), all lie
in the space S0(Rn) dual to S(Rn) of tempered
distributions on Rn, which is itself contained in the
space D0(Rn) of distributions dual to D(Rn).
Furthermore, the topological dual E	 of a nuclear
space E contains the support of a probability
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as the fermionic Fock space F (H) =
P1

k = 0 �kH
(where �k stands for the antisymmetrized (closed)
tensor product).

A prototype of Hilbert space is the space l2(Z) of
complex-valued sequences (un)n2Z such thatP

n2Z junj2 is finite, which is already implicit in
Hilbert’s Grundzügen. Shortly afterwords, Riesz and
Fischer, with the help of the integration tool
introduced by Lebesgue, showed that the space
L2(]0, 1[) (first introduced by Riesz) of square-
summable functions on the interval ]0, 1[, that is,
functions f such that

kfkL2 ¼
Z 1

0

jf ðxÞj2 dx

� �1=2

is finite, provides an example of Hilbert space.
These were then further generalized to spaces
Lp(]0, 1[) of p-summable (1 � p <1) functionals
on ]0, 1[ (i.e., functions f such that

kfkLp ¼
Z 1

0

jf ðxÞjp dx

� �1=p

is finite), which are not Hilbert unless p = 2 but which
provide further examples of Banach spaces, the space
L1(]0, 1[) of functions on ]0, 1[ bounded almost
everywhere with respect to the Lebesgue measure,
offering yet another example of Banach space.

In 1936, Sobolev gave a generalization of the
notion of function and their derivatives through
integration by parts, which led to the so-called
Sobolev spaces Wk, p(]0, 1[) of functions f 2
Lp(]0, 1[) with derivatives up to order k lying in
Lp(]0, 1[), obtained as the closure of C1(]0, 1[) for
the norm

f 7! kfkWk;p ¼
Xk

j¼1

k@ jfkp
Lp

 !1=p

(for p = 2, Wk, p(]0, 1[) is a Hilbert space often
denoted by Hk(]0, 1[). They differ from the Sobolev
spaces Wk, p

0 (]0, 1[), which correspond to the closure
of the set D(]0, 1[) for the norm f 7!kfkWk, p ; for
example, an element u 2W1, p(]0, 1[) lies in
W1, p

0 (]0, 1[) if and only if it vanishes at 0 and 1,
that is, if and only if it satisfies Dirichlet-type
boundary conditions on the boundary of the inter-
val. Similarly, one defines Sobolev spaces
Wk, p

0 (R) = Wk, p(R) on R, Sobolev spaces Wk, p(�)
and Wk, p

0 (�) on open subsets � � Rn and using a
partition of unity on a closed manifold M, Sobolev
spaces Hk(M, E) = Wk, 2(M, E) of sections of vector
bundles E over M. Using the Fourier transform
(discussed later), one can drop the assumption that k
be an integer and extend the notion of Sobolev space



measure with characteristic function (see the next
section) given by a continuous positive-definite
function on E. Among nuclear spaces are projective
limits E = \p2N Hp (a sequence (un) 2 E converges
to u 2 E whenever it converges to u in each Hp) of
countably many nested Hilbert spaces � � � � Hp �
Hp�1 � � � � � H0 such that the embedding Hp �
Hp�1 is a trace-class operator (see the section
‘‘Op erator alge bras’’). If Hp is the closure of E for
the norm k � kp, the topological dual E0 of E for the
norm k � k0 is an inductive limit E0= [p2N0

H�p,
where H�p are the dual (with respect to k � k0)
Hilbert spaces with norm k � k�p (a sequence (un) 2
E0 converges to u 2 E0 whenever it lies in some H�p

and converges to u for the topology of H�p) and we
have

E � � � � � Hp � Hp�1 � � � � � H0

¼ H00 � H�1 � � � � � H�p � � � � � E0

As a result of the theory of elliptic operators on a
closed manifold, the Fréchet space C1(M, E) of
smooth sections of a vector bundle over a closed
manifold M is nuclear as the inductive limit of
countably many Sobolev spaces Hp(M, E) with
L2-dual given by the projective limit of countably
many Sobolev spaces H�p(M, E).

The existence of nontrivial continuous linear
forms on a normed linear space E is ensured by the
Hahn–Banach theorem, which asserts that for any
closed linear subspace F of E, there is a nonvanish-
ing continuous linear form that vanishes on F. When
the space is a Hilbert space (H,h� , �iH), it follows
from the Riesz–Fréchet theorem that any continuous
linear form L on H is represented in a unique way
by a vector v 2 H such that L(u) = hv, uiH for all
u 2 H, thus relating the dual pairing on the left with
the Hilbert inner product on the right and identify-
ing the topological dual H	 with H.

The strong topology induced by the norm k � k on
a normed vector space E – that is, the topology in
which a sequence (un) converges to u whenever
kun � uk ! 0 – is too refined to have compact sets
when E is infinite dimensional since the compactness
of the unit ball in E for the strong topology
characterizes finite-dimensional spaces. Since com-
pact sets are useful for existence theorems, one is
inclined to weaken the topology: the weak topology
on E – which coincides with the strong topology
when E is finite dimensional and for which a
sequence (un) converges to u if and only if L(un)!
L(u) 8L 2 E	 – has compact unit ball if and only if E
is reflexive or, in other words, if E can be canonically
identified with its double dual (E	)	. For 1 < p <1,
given an open subset � � Rn, the topological dual of

Lp(�) can be identified via the Riesz representation
with Lp	 (�) with p	 conjugate to p, that is, 1=pþ
1=p	= 1 and Lp(�) is reflexive, whereas the topolo-
gical duals of Ws, p(�) and Ws, p

0 (�) both coincide
with W�s, p	

0 (�) so that only Ws, p
0 (�) is reflexive.

Neither L1(�) nor its topological dual L1(�) is
reflexive since L1(�) is strictly contained in the
topological dual of L1(�) for there are continuous
linear forms L on L1(�) that are not of the form

LðuÞ ¼
Z

�

uv 8u 2 L1ð�Þ with v 2 L1ð�Þ

Similarly, the topological dual E	 of a normed
linear space E can be equipped with the topology
induced by the dual norm k � kE	 and the the weak 	-
topology, namely the weakest one for which the
maps L 7!L(u), u 2 E, are continuous, and the unit
ball in E	 is indeed compact for this topology
(Banach–Alaoglu theorem).

Duality does not always preserve separability – a
topological vector space is separable if it has a
c 1
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ountable dense subspace – since L (�), which is
ot separable, is the topological dual of L1(�),
hich is separable. However, as a consequence of

he Hahn–Banach theorem, if the topological dual of
Banach space is separable then so is the original

pace and one has equivalence when adding the
eflexivity assumption; a Banach space is reflexive
nd separable whenever its topological dual is. For
� p <1, Lp(�) and Ws, p

0 (�) are separable and
oreover reflexive if p 6¼ 1.

ourier Transform

n the middle of the eighteenth century, oscillations
f a vibrating string were interpreted by Bernouilli
s a limit case for the oscillation of n-point masses
hen n tends the infinity, and Bernouilli introduced

he novel idea of the superposition principle by
hich the general oscillation of the string should
ecompose in a superposition of ‘‘proper oscilla-
ions.’’ This point of view triggered off a discussion
s to whether or not an arbitrary function can be
xpanded as a trigonometric series. Other examples
f expansions in ‘‘orthogonal functions’’ (this termi-
ology actually only appears with Hilbert) had been
ound in the mean time in relation to oscillation
roblems and investigations on heat theory, but it
as only in the nineteenth century, with the works
f Fourier and Dirichlet, that the superposition
roblem was solved.
Separable Hilbert spaces can be equipped with a

ountable orthonormal system {en}n2Z (hen, emiH =

mn with h� , �iH the scalar product on H) which is



complete, that is, any vector u 2 H can be expanded
in this system in a unique way u =

P
n2Z ûnen with

Fourier coefficients ûn = hu, eni. The latter obey
Parseval’s relation

P
n2Z jûnj2 = kuk2 (where k � k is

the norm associated with h� , �i), and the Fourier
transform u 7! (û(n))n2Z gives rise to an isometric
isomorphism between the separable Hilbert space
H and the Hilbert space l2(Z) of square-summable
sequences of complex numbers. In particular, the
space L2(S1) of L2-functions on the unit circle
S1 = R=Z with its usual Haar measure dt is separ-
able with complete orthonormal system t 7! en(t) =
e2i�nt, n 2 Z and the Fourier transform

u 7! t 7! ûðnÞ ¼
Z 1

0

e�2i�ntuðtÞ dt

� �
n2Z

identifies it with the space l2(Z). Under this
identification, the Hilbert subspace l2(N) obtained
as the range in l2(Z) of the projection pþ : (u)n2Z 7!
(un)n2N corresponds to the Hardy space H2(S1).

The Fourier transform extends to the space S(Rn),
sending a function f 2 S(Rn) to the map

� 7!f̂ ð�Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
ð2�Þn

p Z
Rn

e�i��xf ðxÞ dx

and maps S(Rn) onto itself linearly and continuously
with continuous inverse f 7! f̂ (��). When n = 1, the
Poisson formula relates f 2 S(R) with its Fourier
transform f̂ by

P1
n =�1 f (2�n) =

P1
n =�1 f̂ (n).

Since Fourier transformation turns (up to a
constant multiplicative factor) differentiation D�

�

for a multiindex �= (�1, . . . ,�n) into multiplication
by �� = ��1

1 � � � ��n
n , it can be used to define Ws, p-

Sobolev spaces with s a real number as the space of
Lp-functions with finite Sobolev norms kukWs, p =
(
R
j(1þ j�j)sû(�)jp)1=p (which coincide with the ones

defined previously when s = k is a non-negative
integer).

Fourier transforms are also used to describe a
linear pseudodifferential operator A (see next two
sections where the notions of bounded and
unbounded linear operator are discussed) of order
a acting on smooth functions on an open subset U
of Rn in terms of its symbol 	A – a smooth map 	
on U � Rn with compact support in x such that for
any multi-indices �, � 2 Nn

0, there is a constant
C�,� with

jD�
xD�

� 	ðx; �Þ � C�;�ð1þ j�jÞa�j�j

for any � 2 Rn – by

ðAf ÞðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
ð2�Þn

p Z
Rn

e�ix��	Aðx; �Þf̂ ð�Þ d�

,

,

;

,
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Fourier transform maps a Gaussian function
x 7! e�(1=2)�jxj2 on Rn, where � is a nonzero scalar
to another Gaussian function � 7! e�(1=2)��1j�j2 (up to
a nonzero multiplicative factor), a starting point for
T-duality in string theory. More generally, the
characteristic function


̂ð�Þ :¼
Z

H

eihx;�iH
ðdxÞ

of a Gaussian probability measure 
 with covariance
C on a Hilbert space H is the function
� 7! e�(1=2)h�, C�iH . Such probability measures typically
arise in Euclidean quantum field theory; in axio-
matic quantum field theory, the analyticity proper-
ties of n-point functions can be derived from the
Wightman axioms using Fourier transforms. Thus
Fourier transformation underlies many different
aspects of quantum field theory.

Fredholm operators

A complex-valued continuous function K on [0, 1]�
[0, 1] gives rise to an integral operator

A : f !
Z 1

0

Kðx; yÞf ðyÞ dy

on complex-valued continuous functions on [0, 1]
(equipped with the supremum norm k � k1) with the
following upper bound property:

kA fk1 � Sup½0;1
�½0;1
jKðx; yÞj kfk1
In other words, A is a bounded linear operator with
norm bounded from above by sup[0, 1]�[0, 1]jK(x, y)j
a linear operator A : E! F from a normed linear
space (E,k � kE) to a normed linear space (F,k � kF) is
bounded (or continuous) if and only if its (operator)
norm jkAkj := supkukE�1 kA ukF is bounded.

An integral operator

A : f !
Z 1

0

Kðx; yÞf ðyÞ dy

defined by a continuous kernel K is, moreover
compact; a compact operator is a bounded operator
of normed spaces that maps bounded sets to a
precompact sets, that is, to sets whose closure is
compact. Other examples of compact operators on
normed spaces are finite-rank operators, operators
with finite-dimensional range. In fact, any compact
operator on a separable Hilbert space can be
approximated in the topology induced by the
operator norm jk � kj by a sequence of finite-rank
operators.

Inspired by the work of Volterra, who, in the case
of the integral operator defined above, produced



continuous solutions �= (I � A)�1f of the equation
f = (I � A)� for f 2 C([0, 1]), Fredholm in 1900
(Sur une classe d’équations fonctionnelles) studied the
equation f = (I � �A)�, introducing a complex para-
meter �. He proved what is since then called the
Fredholm alternative, which states that either the
equation f = (I � �A)� has a unique solution for every
f 2 C([0, 1]) or the corresponding homogeneous equa-
tion (I � �A)�= 0 has nontrivial solutions. In modern
language, it means that the resolvent R(A,
) = (A�

I)�1 of a compact linear operator A is surjective if and
only if it is injective. The Fredholm alternative is a
powerful tool to solve partial differential equations
among which the Dirichlet problem, the solutions of
which are harmonic functions u (i.e., �u = 0, where
� =�

Pn
i = 1 @

2u=@x2
i ) on some domain � 2 Rn with

Dirichlet boundary conditions uj@�
= f , where f is a

continuous function on the boundary @�. The Dirichlet
problem has geometric applications, in particular to the
nonlinear Plateau problem, which minimizes the area of
a surface in Rd with given boundary curves and which
reduces to a (linear) Dirichlet problem.

The operator B = I � A built from the compact
operator A is a particular Fredholm operator, namely a
bounded linear operator B : E! F which is invertible
‘‘up to compact operators,’’ that is, such that there is a
bounded linear operator C : F ! E with both BC� IF

and CB� IE compact. A Fredholm operator B has a
finite-dimensional kernel Ker B and when (E,h� , �iE)
and (F,h� , �iF) are Hilbert spaces its cokernel Ker B	,
where B	 is the adjoint of B defined by

hB u; viF ¼ hu;B	viE 8u 2 E; 8v 2 F

is also finite dimensional, so that it has a well-
defined index ind(B) = dim(Ker B)� dim(Ker B	), a
starting point for index theory. Töplitz operators
T�, where � is a continuous function on the unit
circle S1, provide first examples of Fredholm
operators; they act on the Hardy space H2(S1) by

Te�n

X
m�0

am em

 !
¼
X
m�0

amþn em

under the identification H2(S1) ’ l2(N) � l2(Z),
with l2(Z) equipped with the canonical complete
orthonormal basis (en, n 2 Z). The Fredholm index
ind(Te�n) is exactly the integer n so that the index of
its adjoint is �n, as a consequence of which the index
map from Fredholm operators to integers is onto.

One-Parameter (Semi) groups

Unlike in the finite-dimensional situation, a linear
operator A : E! F between two normed linear
spaces (E,k � kE) and (F,k � kF) is not expected to be
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ounded. Unbounded operators arise in partial
ifferential equations that involve differential opera-
ors such as the Laplacian � on an open subset � �

n. The following equations provide fundamental
xamples of partial differential equations which
rose over time from the study of various problems
n mathematical physics with the works of Poisson,
ourier, and Cauchy:

�u ¼ 0 Laplace equation

@ 2t

@t2
þ�u ¼ 0 wave equation

@u

@t
þ�u ¼ 0 heat equation

nd later the Schrödinger equation in quantum
echanics:

i
@u

@t
¼ �u

here t is a time parameter.
An unbounded linear operator on an infinite-

imensional normed space is usually defined on a
omain D(A) which is strictly contained in E. The
aplacian � is defined on the dense domain
(A) = H2(Rn) in L2(Rn); it defines a bounded

perator from H2(Rn) to L2(Rn) but does not
xtend to a bounded operator on L2(Rn). Like this
perator, most unbounded operators A : E! F one
omes across have dense domain D(A) in E and are
losed, that is, their graph {(u, Au), u 2 D(A)} is
losed as a subset of the normed linear space E� F.
hen not actually closed, they can be closable, that

s, they can have a closed extension called the
losure of the operator. By the closed-graph theo-
em, when E and F are Banach spaces, a linear
perator A : E! F is continuous whenever its graph
s closed, as a consequence of which a closed linear
perator A : E! F defined on a dense domain is
ounded provided its domain coincides with the
hole space.
For a closed operator A : E! F with dense

omain D(A), when E and F are Hilbert spaces
quipped with inner products h� , �iE and h� , �iF, the
djoint A	 of A is defined on its domain D(A	) by

hAu; viF ¼ hu;A	viE 8ðu; vÞ 2 DðAÞ �DðA	Þ

self-adjoint operator A with domain D(A) is one
or which D(A) = D(A	) and A = A	; the Laplacian

on Rn is self-adjoint on the Sobolev space H2(Rn)
ut it is only essentially self-adjoint on the dense
omain D(Rn), the latter meaning that its closure is
elf-adjoint.

Unbounded self-adjoint operators can arise as
enerators of one-parameter semigroups of bounded



operators. A one-parameter family of bounded
operators Tt, t � 0 (Tt, t 2 R) on a Hilbert space H
is a semigroup (resp. group) if TsTt = Ttþs 8t, s � 0
(resp. 8t, s 2 R) and it is strongly continuous (or
simply continuous) if limt! t0

Ttu = Tt0
u at any t0 � 0

(resp. t0 2 R) and for any u 2 H.
Stones’ theorem sets up a one-to-one correspon-

dence between continuous one-parameter unitary
(U	t Ut = UtU

	
t = I) groups Ut, t 2 R on a Hilbert

space such that U0 = Id and self-adjoint operators
A obtained as infinitesimal generators, that is, as the
strong limit

Au ¼ lim
t!0

Utu� u

t
; u 2 H

of Ut, t 2 R, which in a compact form reads
Ut = eitA. An important example in quantum
mechanics is Ut = eit HU0, t 2 R with H a self-
adjoint Hamiltonian, which solves the Schrödinger
equation d=dtu = iHu. The Lie–Trotter formula,
which has important applications for Feynman
path integrals, expresses the unitary semigroup
generated by Aþ B, where A, B, and Aþ B are
self-adjoint on their respective domains as a strong
limit

eitðAþBÞ ¼ lim
t!1

e
itA
n e

itB
n

� �n

On the other hand, positive operators on a
Hilbert space (H,h� , �iH) – that is, A self-adjoint
and such that hAu, uiH � 0 8u 2 D(A) – generate
one-parameter semigroups Tt = e�tA, t � 0. Hille
and Yosida proved that on a Hilbert space, strongly
continuous contraction (i.e., jkTtkj � 1 8t > 0)
semigroups such that T0 = Id are in one-to-one
correspondence with densely defined positive opera-
tors A : D(A) � H ! H that are maximal (i.e., I þ A
is onto), obtained as (minus the) infinitesimal
generators

�Au ¼ lim
t!0

Ttu� u

t
; u 2 H

of the corresponding semigroups. Similarly, a posi-
tive densely defined self-adjoint operator A on a
Hilbert space H gives rise to a densely defined closed
symmetric sesquilinear form (u, v) 7!h

ffiffiffiffi
A
p

u,
ffiffiffiffi
A
p

viH
(see next section for a definition of

ffiffiffiffi
A
p

;h� , �iH is the
scalar product on H) and this map yields a one-
to-one correspondence between operators and
sesquilinear forms on H with the aforementioned
properties, one of the starting points for the theory
of Dirichlet forms. To a probability measure 
 on
a separable Banach space E, one can associate a
densely defined closed symmetric sesquilinear form
(it is in fact a Dirichlet form) on a Hilbert space H

,

,
t

,

:

an eigenvalue of A with associated eigenfunction
any u 2 D(A) such that Au =�u; the set of points �
for which A� �I has a densely defined unbounded
inverse R(A,�) called the continuous spectrum; and
the set of points � for which A� �I has a well-
defined unbounded but not densely defined inverse
R(A,�) called the residual spectrum.

A bounded operator has bounded spectrum and a
self-adjoint operator A acting on a Hilbert space has
real spectrum and no residual spectrum since the
range of A� �I is dense. As a consequence of the
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such that E	 � H	= H � E, which in the particular
case of the standard Wiener measure 
 on the
Wiener space E = C([0, t]) and with Hilbert space
given by the Cameron–Martin space H = H1([0, t])
is the bilinear form

ðu; vÞ 7!
Z
h �ru; �rviH

with �r the (closed) gradient of Malliavin calculus.
The operator ��, where � is the Laplacian on Rn

generates the heat-operator semigroup e��t, t � 0. I
has a smooth kernel Kt 2 C1(Rn � Rn) defined by

ðe��tf ÞðxÞ ¼
Z

Rn
Ktðx; yÞf ðyÞdy 8f 2 C10 ðRnÞ

and defines a smoothing operator, an operator that
maps Sobolev function to smooth function. In
general, a pseudodifferential operators A on an
open subset U of Rn with symbol 	A only has a
distribution kernel

KAðx; yÞ ¼
Z

Rn
eihx�y;�i	ð�Þd�

The kernel of the inverse Laplacian (�þm2)�1

on Rn (the non-negative real number m2 stands
for the mass) called Green’s function on Rn

plays an essential role in the theory of Feynman
graphs.

Spectral Theory

Spectral theory is the study of the distribution of the
values of the complex parameter � for which, given
a linear operator A on a normed space E, the
operator A� �I has an inverse and of the properties
of this inverse when it exists, the resolvent
R(A,�) = (A� �I)�1 of A. The resolvent �(A) of A
is the set of complex numbers � for which A� �I is
invertible with densely defined bounded inverse. The
spectrum Sp(A) of A is the complement in C of the
resolvent; it consists of a union of three disjoint sets
the set of all complex numbers � for which A� �I is
not injective, called the point spectrum – such a � is
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with involution given by the adjoint operation
A 7!A	; it is a C	-algebra, that is, an algebra over
C with a norm k � k and an involution 	 such that A
is closed for this norm and such that kabk � kakkbk
and ka	ak= kak2 for all a, b 2 A and by the
Gelfand–Naimark theorem, every C	-algebra is
isomorphic to a sub-C	-algebra of some L(H). The
notion of spectrum extends from bounded opera-
tors to C	-algebras; the spectrum sp(a) of an
element a in a C	-algebra A is a (compact) set of
complex numbers such that a� � � 1 is not inver-
tible. The notion of self-adjointness also extends
(a = a	), and just as a self-adjoint operator B 2
L(H) is non-negative (in which case its spectrum
lies in Rþ) if and only if B = A	A for some bounded
operator A, an element b 2 A is said to be non-
negative if and only if b = a	a for some a 2 A, in
which case sp(a) � Rþ0 .

The algebra C(X) of continuous functions f : X!
C vanishing at infinity on some locally compact
Hausdorff space X equipped with the supremum
norm and the conjugation f 7! �f is also a C	-algebra
and a prototype for abelian C	-algebras, since
Gelfand showed that every abelian C	-algebra is
isometrically isomorphic to C(X), with X compact if
the algebra is unital. To a C	-algebra A, one can
associate an abelian group K0(A) which is dual to the
Grothendieck group K0(X) of isomorphism classes of
vector bundles over a compact Hausdorff space X.

Compact operators on a Hilbert space H form
the only proper two-sided ideal K(H) of the C	-
algebra L(H) which is closed for the operator norm
topology on L(H). The quotient L(H)=K(H) is
called the Calkin space, after Calkin, who classi-
fied all two-sided ideals in L(H) for a separable
Hilbert space H; one can set up a one-to-one
correspondence between such ideals and certain
sequence spaces. Corresponding to the Banach
space l1(Z) of complex-valued sequences (un) such
that

P
n2N junj <1, is the 	-ideal I1(H) of trace-

class operators. The trace tr(A) =
P

n2ZhA en,eniH
of a negative operator A 2 L(H) lies in [0,þ1]
and is independent of the choice of the complete
orthonormal basis {en, n 2 Z} of H equipped with
the inner product h� , �iH. I1(H) is the Banach space
of bounded linear operators on H such that
kAk1 = tr(jAj) is bounded. Given an (esssentially
self-adjoint) positive differential operator D of
order d acting on smooth functions on a closed
n-dimensional Riemannian manifold M, its
complex power D�z is a trace class on the space
of L2-functions on M provided Re(z) > n=d and the
corresponding trace tr(D�z) extends to a mero-
morphic function on the whole plane, the
�-function �(D, z) which is holomorphic at 0.
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redholm alternative, the spectrum of a compact
perator consists only of point spectrum; it is
ountable with accumulation point at 0. A Hamilto-
ian of a quantum mechanichal system can have
oth point and continuous spectra, but its point
pectrum is of special interest because the corre-
ponding eigenfunctions are stationary states of the
ystem. As was first pointed out by Kac (‘‘Can you
ear the shape of a drum?’’), the spectrum of an
perator acting on functions can reflect the geome-
ry of the space these functions are defined on, a
tarting point for many interesting and far-reaching
uestions in differential geometry.
A self-adjoint linear operator on a Hilbert space

an be described in terms of a family of projections

�, � 2 R via the spectral representation

A ¼
Z

SpðAÞ
�dE�

iven a Borel real-valued function f on R, the operator

f ðAÞ ¼
Z

SpðAÞ
f ð�ÞdE�

ields another self-adjoint operator. A positive
perator A on a dense domain D(A) of some Hilbert
pace (H,h� , �iH) has non-negative spectrum and for
ny positive real number t, the map � 7! e�t� gives
he associated bounded heat-operator

e�tA ¼
Z

SpðAÞ
e�t�dE�

hile the map � 7!
ffiffiffi
�
p

gives rise to a positive

perator
ffiffiffiffi
A
p

such that
ffiffiffiffi
A
p 2

= A.
The resolvent can also be used to define new

perators

f ðAÞ ¼ 1

2i�

Z
C

f ð�ÞRðA; �Þd�

rom a linear operator via a Cauchy-type integral
long a countour C around the spectrum; this way
ne defines complex powers A�z of (essentially self-
djoint) positive elliptic pseudodiffferential opera-
ors which enter the definition of the zeta-function,
7! �(A, z), of the operator A. The �-function is a
seful tool to extend the ordinary determinant to
-determinants of self-adjoint elliptic operators,
hereby providing an ansatz to give a meaning to
artition functions in the path integral approach to
uantum field theory.

perator Algebras

ounded linear operators on a Hilbert space H
orm an algebra L(H) closed for the operator norm



More generally, Banach spaces lp(Z), 1 � p <1,
of complex-valued sequences (un)n2Z such thatP

n2Z junjp <1 relate to Schatten ideals Ip(H), 1 �
p <1, where Ip(H) is the Banach space of bounded
linear operators on H such that kAkp = (tr(jAjp))1=p

is bounded. Just as all lp-sequences converge to 0,
the Schatten ideals Ip(H) all lie in K(H) and we
have � � � � Ipþ1(H) � Ip(H) � � � � � K(H).

Compact operators and Schatten ideals are
useful to extend index theory to a noncommuta-
tive context; a Fredholm module (H, F) over an
involutive algebra A is given by an involutive
representation � of A in a Hilbert space H and
a self-adjoint bounded linear operator F on H
such that F2 = IdH and the operator brackets
[F, �(a)] are compact for all a 2 A. To a
p-summable Fredholm module (H, F), that is,
[F, �(a)] 2 Ip(H) for all a 2 A, one associates a
representative 
 of the Chern character ch	(H, F)
given by a cyclic cocycle on A, which pairs up with
K-theory to build an integer-valued index map 

on K-theory.

Schatten ideals are also useful to investigate the
geometry of infinite-dimensional spaces such as loop
groups, for which the Hilbert–Schmidt operators
(operators in I2(H) are also called Hilbert–Schmidt

operators) are particularly useful. A Hölder-type
inequality shows that the product of two Hilbert–
Schmidt operators is trace-class. Moreover, for any
two Hilbert–Schmidt operators A and B, the
‘‘cyclicity property’’ that tr(A B) = tr(B A) holds,
and the sesquilinear form (A, B) 7! tr(A B	) makes
L2(H) a Hilbert space.
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Introduction

Minkowski spacetime is generally regarded as the
appropriate mathematical context within which to
formulate those laws of physics that do not refer
specifically to gravitational phenomena. Here we
shall describe this context in rigorous terms,
postulate what experience has shown to be its
correct physical interpretation, and illustrate by
means of examples its appropriateness for the
formulation of physical laws.

Minkowski Spacetime
and the Lorentz Group

Minkowski spacetime M is a four-dimensional real
vector space on which is defined a bilinear form
g :M�M ! R that is symmetric (g(v, w) = g(w, v)
for all v, w 2 M) and nondegenerate (g(v, w) = 0
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pacetime and Special Relativity
for all w 2M implies v = 0). Further, g has index 1,
that is, there exists a basis {e1, e2, e3, e4} for M with

gðea; ebÞ ¼ �ab ¼
1 if a ¼ b ¼ 1; 2; 3
�1 if a ¼ b ¼ 4

0 if a 6¼ b

8<:
g is called a Lorentz inner product for M and any
basis of the type just described is an orthonormal
basis forM. We shall often write v �w for the value
g(v, w) of g on (v, w) 2 M�M. A vector v 2M is
said to be spacelike, timelike, or null if v � v is
positive, negative, or zero, respectively, and the set
CN of all null vectors is called the null cone inM. If
{e1, e2, e3, e4} is an orthonormal basis and if
we write v = v1e1 þ v2e2 þ v3e3 þ v4e4 = vaea (using
the Einstein summation convention, according to
which a repeated index, one subscript and one
superscript, is summed over its possible values) and
w = wbeb, then

v �w ¼ v1w1 þ v2w2 þ v3w3 � v4w4

¼ �abvawb



In particular, v is null if and only if

ðv4Þ2 ¼ ðv1Þ2 þ ðv2Þ2 þ ðv3Þ2

(hence the name null ‘‘cone’’ for CN). Timelike vectors
are ‘‘inside’’ the null cone and spacelike vectors are
‘‘outside’’ (see Figure 1).

We select some orientation for the vector spaceM
and will henceforth consider only oriented, ortho-
normal bases for M. From the Schwartz inequality
for R3, one can show (Naber 1992, theorem 1.3.1)
that, if v is timelike and w is either timelike or null
and nonzero, then v �w < 0 if and only if v4w4 > 0
in any orthonormal basis. In particular, one can
define an equivalence relation on the set of all
timelike vectors by decreeing that two such, v and
w, are equivalent if and only if v �w < 0. For
reasons that will emerge shortly we then say that v
and w have the same time orientation. There are
precisely two equivalence classes, one of which we
select and designate future directed. Timelike vectors
in the other class are then called past directed. One
can show (Naber 1992, section 1.3 and corollary
1.4.5) that this classification can be extended to
nonzero null vectors as well (but not to spacelike
vectors). We will call an oriented, orthonormal basis
time oriented if its timelike vector e4 is future
directed and will consider only these in what
follows. An oriented, time-oriented, orthonormal
basis for M will be called an admissible basis. If
{e1, e2, e3, e4} and {ê1, ê2, ê3, ê4} are two such bases
and if we write

eb ¼ �1
bê1 þ �2

bê2 þ �3
bê3 þ �4

bê4

¼ �a
bêa; b ¼ 1;2; 3; 4 ½1�

then the matrix � = (�a
b) (a = row index,

b = column index) can be shown to satisfy the
following three conditions (Naber 1992, section 1.3):

1. (orthogonality) �T�� = �,
where T means transpose and

� ¼ ð�abÞ ¼

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 �1

0BB@
1CCA

2. (orientability) det � = 1, and
3. (time orientability) �4

4 	 1.

We shall refer to any 4� 4 matrix � = (�a
b) satisfying

these three conditions as a Lorentz transformation
(although one often sees the adjectives ‘‘proper’’ and
‘‘orthochronous’’ appended to emphasize conditions
(2) and (3), respectively). The set L of all such matrices
forms a group under matrix multiplication that we call
simply the Lorentz group. It is a simple matter to show
(Naber 1992, lemma 1.3.4) from the orthogonality
condition (1) that, if �4

4 = 1, then � must be of the
form

0
ðRi

jÞ 0
0

0 0 0 1

0BB@
1CCA

where (Ri
j) is an element of SO(3), that is, a 3� 3

orthogonal matrix with determinant 1. The set R of
all matrices of this form is a subgroup of L called
the rotation subgroup. Although it will play no role
in what we do here, it should be pointed out that in
many applications (e.g., in particle physics) it is
necessary to consider the larger group of transfor-
mations of M generated by the Lorentz group and
spacetime translations (xa ! xa þ �a, for some con-
stants �a, a = 1, 2, 3, 4). This is called the inhomoge-
neous Lorentz group, or Poincaré group.

Physical Interpretation

For the purpose of describing how one is to think of
Minkowski spacetime and the Lorentz group physi-
cally it will be convenient to distinguish (intuitively
and terminologically, if not mathematically) between a
‘‘vector’’ in M and a ‘‘point’’ in M (the ‘‘tip’’ of a
vector). The points inM are called events and are to be
thought of as actual physical occurrences, albeit
idealized as ‘‘point events’’ which have no spatial
extension and no duration. One might picture, for
example, an instantaneous collision, or explosion, or
an ‘‘instant’’ in the history of some point material
particle or photon (‘‘particle of light’’).

Events are observed and identified by the assign-
ment of coordinates. We will be interested in
coordinates assigned in a very particular way by a

Timelike

Spacelike

Null

CN

Figure 1 Spacelike, timelike and null vectors.
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very particular type of observer. Specifically, our
admissible observers preside over three-dimensional,
right-handed, Cartesian spatial coordinate systems,
relative to which photons always move along
straight lines in any direction. With a single clock
located at the origin, such an observer can determine
the speed, c, of light in vacuo by the so-called Fizeau
procedure (emit a photon from the origin when the
clock there reads t1, bounce it back from a mirror
located at (x1, x2, x3), receive the photon at the
origin again when the clock there reads t2 and set

c = 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x1)2 þ (x2)2 þ (x3)2

q
=(t2 � t1)). Now place an

identical clock at each spatial point and synchronize
them by emitting from the origin a spherical
electromagnetic wave (photons in all directions)
and setting the clock whose location is (x1, x2, x3)

to read

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x1)2 þ (x2)2 þ (x3)2

q
=c at the instant the

wave arrives. An observer now assigns to an event
the three spatial coordinates of the location at which
it occurred in his coordinate system as well as the
time reading on the clock at that location at the
instant the event occurred. We shall assume also
that our admissible observers are inertial in the sense
of Newtonian mechanics (the trajectory of a particle
on which no forces act, when described in terms
of the coordinates just introduced, is a point or a
straight line traversed at constant speed). It is an
experimental fact (and quite a remarkable one) that
all of these admissible observers (whether or not they
are in relative motion) agree on the numerical value of
the speed of light in vacuo (c 
 3.00� 1010 cm s�1).
We shall exploit this fact at the outset to have all of our
admissible observers measure time in units of distance
by simply multiplying their time coordinates t by c.
The resulting time coordinate is denoted x4 = ct. In
these units all speeds are dimensionless and the speed
of light in vacuo is 1.

In our mathematical model M of the world of
events, this very subtle and complex notion of an
admissible observer is fully identified with the
conceptually very simple notion of an admissible
basis {e1, e2, e3, e4}. If x 2M is an event and if we
write x = xaea, then (x1, x2, x3) are the spatial and x4

is the time coordinate supplied for x by the
corresponding observer. If {ê1, ê2, ê3, ê4} is another
basis/observer related to {e1, e2, e3, e4} by [1] and if
we write x = x̂aêa, then

x̂a ¼ �a
bxb; a ¼ 1;2; 3; 4 ½2�

Thus, Lorentz transformations relate the space and
time coordinates supplied for any given event by two
admissible observers. If (�a

b) 2 R, then the two
observers differ only in the orientation of their spatial

coordinate axes. On the other hand, for any real
number � one can define an element L(�) of L by

L �ð Þ ¼

cosh � 0 0 � sinh �
0 1 0 0
0 0 1 0

� sinh � 0 0 cosh �

0BB@
1CCA ½3�

and, if two admissible bases are related by this Lorentz
transformation, then the coordinate transformation [2]
becomes

x̂1 ¼ cosh �ð Þ x1 � sinh �ð Þ x4

x̂2 ¼ x2

x̂3 ¼ x3

x̂4 ¼ � sinh �ð Þ x1 þ cosh �ð Þ x4

½4�

Letting�= tanh � (so that�1 < � < 1) and suppressing
x̂2 = x2 and x̂3 = x3, one obtains

x̂1 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x1 � �ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x4

x̂4 ¼ � �ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x1 þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x4

½5�

This corresponds to two observers whose spatial
axes are oriented as shown in Figure 2 with the
hatted coordinate system moving along the common
x1-, x̂1-axis with speed j�j, to the right if � > 0 and
to the left if � < 0.

We remark that, reverting to traditional time units,
�= v=c, where jvj is the relative speed of the two
coordinate systems, and [5] becomes what is gener-
ally referred to as a ‘‘Lorentz transformation’’ in
elementary expositions of special relativity, that is,

x̂1 ¼ x1 � vtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p
t̂ ¼ t � ðv=c2Þx1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v2=c2
p ½6�

x 
2

x 
3
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2
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0)
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3

x 
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ˆ
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Figure 2 Observers in standard configuration.
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There is a sense in which, to understand the
kinematic effects of special relativity, it is enough
to restrict one’s attention to the so-called special
Lorentz transformations L(�). Specifically, one can
show (Naber 1992, theorem 1.3.5) that if � 2 L is
any Lorentz transformation, then there exists a real
number � and two rotations R1, R2 2 R such that
� = R1L(�)R2. Since R1 and R2 involve no relative
motion, all of the kinematics is contained in L(�).
We shall explore these kinematic effects in more
detail shortly.

Now suppose that x and x0 are two distinct events
in M and consider the displacement vector x� x0

from x0 to x. If {e1, e2, e3, e4} is an admissible basis
and if we write x = xaea and x0 = xa

0ea, then x�
x0 = (xa � xa

0)ea = �xaea. If x� x0 is null, then

�x1
� �2þ �x2

� �2þ �x3
� �2¼ �x4

� �2

so the spatial separation of the two events is equal to
the distance light would travel during the time lapse
between the events. The same must be true in any
other admissible basis since Lorentz transformations
are the matrices of linear maps that preserve the
Lorentz inner product. Consequently, all admissible
observers agree that x0 and x are ‘‘connectible by
a photon.’’ They even agree as to which of the two
events is to be regarded as the ‘‘emission’’ of the
photon and which is to be regarded as its ‘‘reception’’
since one can show (Naber 1992, theorem 1.3.3)
that, when a vector is either timelike or null and
nonzero, the sign of its fourth coordinate is the same
in every admissible basis (because �4

4 	 1). Thus,
x4 � x4

0 is either positive for all admissible observers
(x0 occurred before x) or negative for all admissible
observers (x0 occurred after x). Since photons move
along straight lines in admissible coordinate systems
we adopt the following terminology. If x0, x 2M are
such that x� x0 is null, then the straight line in M
containing x0 and x is called the world line of a
photon inM and is to be thought of as the set of all
events in the history of some particle of light that
‘‘experiences’’ both x0 and x.

Let us now suppose instead that x� x0 is timelike.
Then, in any admissible basis,

�x1
� �2þ �x2

� �2þ �x3
� �2

< �x4
� �2

so the spatial separation of x0 and x is less than the
distance light would travel during the time lapse
between the events. In this case, one can prove (Naber
1992, section 1.4) that there exists an admissible basis
{ê1, ê2, ê3, ê4} in which �x̂1 = �x̂2 = �x̂3 = 0, that is,
there is an admissible observer for whom the two
events occur at the same spatial location, one after the
other. Thinking of this location as occupied by some

material object (e.g., the observer’s clock situated at
that point) we find that the events x0 and x are both
‘‘experienced’’ by this material particle and that,

moreover,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jg(x� x0, x� x0)j

p
is just the time lapse

between the events recorded by a clock carried along by
this material particle. To any other admissible observer
this material particle appears ‘‘free’’ (not subject to
forces) because it moves on a straight line with constant
speed. This leads us to the following definitions. If
x0, x 2M are such that x� x0 is timelike, then the
straight line in M containing x0 and x is called the
world line of a free material particle in M andffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jg(x� x0, x� x0)j

p
, usually written �(x� x0), or

simply �� , is the proper time separation of x0 and x.
One can think of �(x� x0) as a sort of ‘‘length’’ for
x� x0 measured, however, by a clock carried along by
a free material particle that experiences both x0 and x.
It is an odd sort of length, however, since it satisfies
not the usual triangle inequality, but the following
‘‘reversed’’ version.

Reversed triangle inequality (Naber 1992, theorem
1.4.2) Let x0, x and y be events inM for which y� x
and x� x0 are timelike with the same time orientation.
Then y� x0 = (y� x)þ (x� x0) is timelike and

�ðy� x0Þ 	 �ðy� xÞ þ �ðx� x0Þ ½7�

with equality holding if and only if y� x and x� x0

are linearly dependent.

The sense of the inequality in [7] has interesting
consequences about which we will have more to say
shortly.

Finally, let us suppose that x� x0 is spacelike.
Then, in any admissible basis

�x1
� �2þ �x2

� �2þ �x3
� �2

> �x4
� �2

so the spatial separation of x0 and x is greater than the
distance light could travel during the time lapse that
separates them. There is clearly no admissible observer
for whom the events occur at the same location. No
free material particle (or even photon) can experience
both x0 and x. However, one can show (Naber 1992,
section 1.5) that, given any real number T (positive,
negative, or zero), one can find an admissible basis
{ê1, ê2, ê3, ê4} in which �x̂4 = T. Some admissible
observers will judge the events simultaneous, some
will assert that x0 occurred before x, and others will
reverse the order. Temporal order, cause and effect,
have no meaning for such pairs of events. For those
admissible observers for whom the events are simulta-
neous (�x̂4 = 0), the quantity

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g(x� x0, x� x0)

p
is

the distance between them and for this reason this
quantity is called the proper spatial separation of x0

and x (whenever x� x0 is spacelike).
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For any two events x0, x 2 M, g(x� x0, x� x0) is
given in any admissible basis by (�x1)2 þ (�x2)2 þ
(�x3)2 � (�x4)2 and is called the interval separating
x0 and x. It is the closest analog in Minkowskian
geometry to the (squared) length in Euclidean
geometry. It can, however, assume any real value
depending on the physical relationship between
the events x0 and x. Historically, of course, it was
the various physical interpretations of this interval
that we have just described which led Minkowski
(Einstein et al. 1958) to the introduction of the
structure that bears his name.

Kinematic Effects

All of the well-known kinematic effects of special
relativity (the addition of velocities formula, the
relativity of simultaneity, time dilation, and length
contraction) follow easily from what we have done.
Because it eases visualization and because, as we
mentioned earlier, it suffices to do so, we will limit our
discussion to the special Lorentz transformations.

Let �1 and �2 be two real numbers and consider
the corresponding elements L(�1) and L(�2) of
L defined by [3]. Sum formulas for sinh � and
cosh � imply that L(�1)L(�2) = L(�1 þ �2). Defining
�i = tanh �i, i = 1, 2, and �= tanh (�1 þ �2), the sum
formula for tanh � then gives

� ¼ �1 þ �2

1þ �1�2
½8�

The physical interpretation is simple. One has three
admissible observers whose spatial axes are related
in the manner shown in Figure 2. If the speed of the
second relative to the first is �1 and the speed of the
third relative to the second is �2, then the speed of
the third relative to the first is not �1 þ �2 as a
Newtonian predisposition would lead one to expect,
but rather �, given by [8]. This is the relativistic
addition of velocities formula.

We have seen already that, when the interval
between x0 and x is spacelike, the events will be
judged simultaneous by some admissible obser-
vers, but not by others. Indeed, if �x4 = 0
and the observers are related by [5], then �x̂4 =

�(�=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
)�x1 =���x̂1, which will not be

zero unless �= 0 and so there is no relative motion
(�x̂1 cannot be zero since then �x̂a = 0 for
a = 1, 2, 3, 4 and x = x0). This phenomenon is
called the relativity of simultaneity and we now
construct a simple geometrical representation of it.

Select two perpendicular lines in the plane to
represent the x1- and x4-axes (the Euclidean ortho-
gonality of the lines has no physical significance and

is unnecessary, but makes the pictures easier to
draw). The x̂1-axis will be represented by the
straight line x̂4 = 0 which, from [5], is given by
x4 = �x1 (in Figure 3 we have assumed that � > 0).
Similarly, the x̂4-axis is identified with the line
x4 = (1=�)x1. Since Lorentz transformations leave
the Lorentz inner product invariant, the hyperbolas
(x1)2 � (x4)2 = k coincide with (x̂1)2 � (x̂4)2 = k and
we calibrate the axes accordingly, for example, the
branch of (x1)2 � (x4)2 = 1 with x1 > 0 intersects
the x1-axis at the point (x1, x4) = (1, 0) and intersects
the x̂1-axis at the point (x̂1, x̂4) = (1, 0). This
necessitates a different scale on the hatted and
unhatted axes, but one can show (Naber 1992,
section 1.3) that, with this calibration, all coordi-
nates can be obtained geometrically by projecting
parallel to the opposite axis (e.g., the x4- and x̂4-
coordinates of an event result from projecting
parallel to the x1- and x̂1-axes, respectively).

Thus, a line of simultaneity in the hatted
(respectively, unhatted) coordinates is parallel to
the x̂1- (respectively, x1-) axis so that, in general, a
pair of events lying on one will not lie on the other
(note, however, that these lines are ‘‘really’’ three-
dimensional hyperplanes so what appears to be a
point of intersection is actually a two-dimensional
‘‘plane of agreement’’, any two events in which are
judged simultaneous by both observers).

For any two events whatsoever the relationship
between the time lapse �x̂4 in the hatted coordinates
and the time lapse �x4 in the unhatted coordinates is,
from [5],

�x̂4 ¼ � �ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p �x1 þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p �x4

so the two are generally not equal. Consider, in
particular, two events on the world line of a point
at rest in the unhatted coordinate system, for
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Figure 3 Relativity of simultaneity.
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example, two readings on the clock at rest at the
origin in this system. Then �x1 = 0 so

�x̂4 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p �x4 > �x4

This effect is entirely symmetrical since, if �x̂1 = 0,
then [5] implies

�x4 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p �x̂4 > �x̂4

Each observer judges the other’s clocks to be
running slow. This phenomenon is called time
dilation and is clearly visible in the spacetime
diagram in Figure 4 (e.g., both observers agree
on the time reading ‘‘0’’ for the clock at the origin of
the unhatted system, but the line x̂4 = 1 intersects
the world line of the clock, i.e., the x4-axis, at a
point below (x1, x4) = (0, 1)).

We should emphasize that this phenomenon is
quite ‘‘real’’ in the physical sense. For example,
certain types of elementary particles (mesons) found
in cosmic radiation are so short-lived (at rest) that,
even if they could travel at the speed of light, the
time required to traverse our atmosphere would be
some ten times their normal life span. They should
not be able to reach the earth, but they do. Time
dilation ‘‘keeps them young’’ in the sense that what
seems a normal life time to the meson appears much
longer to us.

Finally, since admissible observers generally
disagree on which events are simultaneous and
since the only way to measure the ‘‘length’’ of a
moving object (say, a measuring rod) is to locate its
end points ‘‘simultaneously,’’ it should come as no
surprise that length, like simultaneity, and time,
depends on the admissible observer measuring it.
Specifically, let us consider a measuring rod lying
at rest along the x̂1-axis of the hatted coordinate

system. Its ‘‘length’’ in this coordinate system is �x̂1.
The world lines of its end points are two straight
lines parallel to the x̂4-axis. If the unhatted observer
locates two events on these world lines ‘‘simulta-
neously’’ their coordinates will satisfy �x4 = 0 and,
by [5] �x̂1 = (1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
)�x1 so

�x1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
�x̂1 < �x̂1

and the moving measuring rod appears contracted in
its direction of motion by a factor of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
. As

for time dilation, this phenomenon, known as length
contraction, is entirely symmetrical, quite real, and
clearly visible in a spacetime diagram (Figure 5).

The Relativity Principle

We have found that admissible observers can disagree
about some rather startling things (whether or not two
events are simultaneous, the time lapse between two
events even when no one thinks they are simultaneous,
and the length of a measuring rod). This would be
a matter of no concern at all, of course, if one could
determine, in any given situation, who was really
right. Surely, two events are either simultaneous or
they are not and we need only sort out which
admissible observer has the correct view of the
situation? Unfortunately (or fortunately, depending
on one’s point of view) this distinction between
the judgments made by different admissible observers
is precisely what physics forbids.

The relativity principle (Einstein et al. 1958). All
admissible observers are completely equivalent for
the formulation of the laws of physics.

We must be clear that this is not a mathematical
statement. It is rather a statement about the physical
world around us and how it should be described,
gleaned from observations, some of which are
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complex and subtle and some of which are common-
place (a passenger in a smooth, quiet airplane
traveling at constant groundspeed cannot ‘‘feel’’
his motion relative to the earth). It is a powerful
guide for constructing the laws of relativistic
physics, but even more fundamentally it prohibits
us from regarding any particular admissible observer
as having a privileged view of the universe. In
particular, we are forbidden from attaching any
objective significance to such questions as, ‘‘were the
two supernovae simultaneous?’’, ‘‘How long did the
meson survive?’’, and ‘‘What is the distance between
the Crab Nebula and Alpha Centauri?’’ This is
severe, but one must deal with it.

Particles and 4-Momentum

If I � R is an interval, then a map� : I ! M is a curve
inM. Relative to any admissible basis we can write

�ð�Þ ¼ xað�Þ ea

for each � 2 I. We shall assume that � is smooth in
the sense that each xa(�), a = 1, 2, 3, 4, is infinitely
differentiable (C1) on I and the velocity vector

�0ð�Þ ¼ dxa

d�
ea

is nonzero for every � 2 I (we adopt the usual
custom, in a vector space, of identifying the tangent
space at each point with the vector space itself). This
definition of smoothness clearly does not depend on
the choice of admissible basis forM. The curve � is
said to be spacelike, timelike, or null if

�0ð�Þ � �0ð�Þ ¼ �ab
dxa

d�

dxb

d�

is positive, negative, or zero, respectively, for each
� 2 I. A timelike curve � for which �0(�) is future
directed for each � 2 I is called a timelike world line
and its image is identified with the set of all events
in the history of some (not necessarily free) point
material particle. If I = [�0, �1] and � : [�0, �1]!M
is a timelike world line, then the proper time length
of � is defined by

Lð�Þ ¼
Z �1

�0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jgð�0ð�Þ; �0ð�ÞÞj

p
d�

¼
Z �1

�0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��ab

dxa

d�

dxb

d�

s
d�

and interpreted as the time lapse between the events
�(�0) and �(�1) as recorded by a clock carried along by
the particle whose world line is �. This interpretation
is easily motivated by writing out a Riemann sum

approximation to the integral and appealing to our
interpretation of the proper time separation
�� =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��ab �xa �xb

p
. There are subtleties, however,

both mathematical and physical (Naber 1992, section
1.4). The mathematical ones are addressed by the
following result (which combines theorems 1.4.6
and 1.4.8 of Naber (1992)).

Theorem Let x0 and x be two events in M. Then
x� x0 is timelike and future directed if and only if
there exists a timelike world line � : [�0, �1] ! M in
M with �(�0) = x0 and �(�1) = x and, in this case,

L �ð Þ � � x� x0ð Þ ½9�

with equality holding if and only if � is a parametriza-
tion of a timelike straight line.

The inequality [9] asserts that if two material
particles experience both x0 and x, then the one
that is free (and so can be regarded as at rest in
some admissible coordinate system) has longer to
wait for the occurrence of the second event (moving
clocks run slow). For many years this basically
obvious fact was christened ‘‘The Twin Paradox.’’

Just as a smooth curve in Euclidean space has an
arc length parametrization, so a timelike world line
has a proper time parametrization defined as
follows. For each � in [�0, �1] let

� ¼ � �ð Þ ¼
Z �

�0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g �0ð	Þ; �0ð	Þð Þj j

p
d	

(the proper time length of � from �(�0) to �(�)).
Then � = �(�) has a smooth inverse �= �(�) so � can
be reparametrized by � . We will abuse our notation
slightly and write

� �ð Þ ¼ xa �ð Þea

The velocity vector with this parametrization is
denoted

U ¼ U �ð Þ ¼ dxa

d�
ea

called the 4-velocity of the world line and is the unit
tangent vector field to �, that is,

U �ð Þ �U �ð Þ ¼ �1 ½10�

for each � . An admissible observer is, of course,
more likely to parametrize a world line by his own
time coordinate x4. Then

�0 x4
� �

¼ dx1

dx4
e1 þ

dx2

dx4
e2 þ

dx3

dx4
e3 þ e4

so

g �0ðx4Þ; �0ðx4Þ
� ��� �� ¼ 1� kVk2
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where

kVk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx1

dx4

� �2

þ dx2

dx4

� �2

þ dx3

dx4

� �2
s

is the usual magnitude of the particle’s velocity
vector

V ¼ V x4
� �

¼ dx1

dx4
e1 þ

dx2

dx4
e2 þ

dx3

dx4
e3

¼ Viei

in the given admissible coordinate system. One finds
then that

U ¼ 1� kVk2
� 	�1=2

V þ e4ð Þ ½11�

We shall identify a material particle in M with a
pair (�, m), where � is a timelike world line and m is
a positive constant called the particle’s proper mass
(or rest mass). If each dxa=d�, a = 1, 2, 3, 4, is
constant, then (�, m) is a free material particle with
proper mass m. The 4-momentum of (�, m) is
defined by P = mU. Thus,

P � P ¼ �m2 ½12�

In any admissible basis we write

P ¼ Paea ¼ mUaea ¼ m
dxa

d�
ea

¼ m 1� kVk2
� 	�1=2

V þ e4ð Þ ½13�

The ‘‘spatial part’’ of P in these coordinates is

P ¼ mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kVk2

q V

which, for kVk � 1, is approximately mV . Identify-
ing m with the inertial mass of Newtonian
mechanics (measured by an observer for whom the
particle’s speed is small), this is simply the classical
momentum of the particle. Somewhat more expli-

citly, if one expands 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kVk2

q
by the Binomial

Theorem one finds that

Pi ¼ mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kVk2

q Vi

¼ mVi þ 1

2
mVikVk2 þ � � � ; i ¼ 1; 2; 3 ½14�

which gives the components of the classical momen-
tum plus ‘‘relativistic corrections.’’ In order
to preserve a formal similarity with Newtonian

mechanics one often sees m=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kVk2

q
referred

to as the ‘‘relativistic mass’’ of the particle, but we
shall avoid this terminology. The fourth component
of P is given by

P4 ¼ �P � e4

¼ mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kVk2

q ¼ mþ 1

2
mkVk2 þ � � � ½15�

The appearance of the term (1=2)mkVk2 corre-
sponding to the Newtonian kinetic energy suggests
that P4 be denoted E and called the total relativistic
energy measured by the given admissible observer
for the particle:

E ¼ �P � e4 ½16�

Now, one must understand that the concept of
‘‘energy’’ in physics is a subtle one and simply
giving �P � e4 this name does not ensure that there
is any physical content. Whether or not the name
is appropriate can only be determined experimen-
tally. In particular, one should ask if the appear-
ance of the term m in [15] is consistent with
the view that P4 represents the ‘‘energy’’ of the
particle. Observe that if kVk= 0 (i.e., if the particle
is at rest relative to the given observer), then [15]
gives

E ¼ m ð¼ mc2; in standard unitsÞ ½17�

which we interpret as saying that, even when the
particle is at rest, it still has energy. If this is really
‘‘energy’’ in the physical sense, then it should be
possible to liberate and use it. That this is, indeed,
possible has, of course, been rather convincingly
demonstrated.

Next we observe that not only material particles,
but also photons possess ‘‘momentum’’ and
‘‘energy’’ and therefore should have 4-momentum
(witness, e.g., the photoelectric effect in which
photons collide with and eject electrons from their
orbits in an atom). Unlike a material particle,
however, a photon’s characteristic feature is not
proper mass, but frequency 
, or wavelength
�= 1=
, related to its energy E by E= h
 (h being
Planck’s constant) and these are highly observer
dependent (Doppler effect). There is, moreover, no
‘‘proper frequency’’ analogous to ‘‘proper mass’’
since there is no admissible observer for whom the
photon is at rest. In an attempt to model these
features we consider a point x0 2M, a future
directed null vector N and an interval I � R. The
curve � : I ! M defined by

�ð�Þ ¼ x0 þ �N ½18�
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is a parametrization of the world line of a photon
through x0. Being null, N can be written in any
admissible basis as

N ¼ ð�N � e4Þ d þ e4ð Þ ½19�

where

d ¼ ðN � e1Þ2 þ ðN � e2Þ2
h
þ N � e3ð Þ2

i�1=2h
N � e1ð Þe1

þ N � e2ð Þe2 þ N � e3ð Þe3

i
½20�

is the direction vector of the world line in the
corresponding spatial coordinate system. Now, by
analogy with [16], we define a photon in M to
be a curve in M of the form [18], take N to be its
4-momentum and define the energy E of the photon
in the admissible basis {e1, e2, e3, e4} by

E ¼ �N � e4 ½21�

Then, by [19],

N ¼ E d þ e4ð Þ ½22�

The corresponding frequency 
 and wavelength �
are then defined by 
= E=h and �= 1=
. In another
admissible basis, one has N = Ê(d̂ þ ê4), where d̂
and Ê are defined by the hatted versions of [20] and
[21]. One can then show (Naber 1992, section 1.8)
that

Ê
E ¼


̂



¼ 1� � cos �ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p

¼ 1� � cos �ð Þ þ 1

2
�2 1� � cos �ð Þ þ � � � ½23�

where � is the relative speed of the two spatial
coordinate systems and � is the angle (in the
unhatted spatial coordinate system) between the
direction d of the photon and the direction of
motion of the hatted spatial coordinate system.
Equation [23] is the formula for the relativistic
Doppler effect with the first term in the series being
the classical formula.

We conclude this section by examining a few
simple interactions between particles of the sort
modeled by our definitions, assuming only that
4-momentum is conserved in the interaction. For
convenience, we will use the term free particle to
refer to either a free material particle or a photon.
If A is a finite set of free particles, then each
element of A has a unique 4-momentum which is a
future-directed timelike or null vector. The sum of
any such collection of vectors is timelike and future
directed, except when all of the vectors are null and

parallel, in which case the sum is null and future
directed (Naber 1992, lemma 1.4.3). We call this
sum the total 4-momentum of A. Now we formulate
a definition which is intended to model a finite set
of free particles colliding at some event with a
(perhaps new) set of free particles emerging from the
collision (e.g., an electron and proton collide, with a
neutron and neutrino emerging from the collision).
A contact interaction in M is a triple (A, x, ~A),
where A and ~A are two finite sets of free particles,
neither of which contains a pair of particles with
linearly dependent 4-momenta (which would pre-
sumably be physically indistinguishable) and x 2 M
is an event such that

1. x is the terminal point of all of the particles in A
(i.e., for each world line � : [�0, �1]!M of a
particle in A, �(�1) = x);

2. x is the initial point of all the particles in ~A, and
3. the total 4-momentum of A equals the total

4-momentum of ~A.

Properly (3) is called the conservation of 4-momentum.
If A consists of a single free particle, then (A, x, ~A) is
called a decay (e.g., a neutron decays into a proton, an
electron and an antineutrino).

Consider, for example, an interaction (A, x, ~A)
for which ~A consists of a single photon. The total
4-momentum of ~A is null so the same must be true of
A. Since the 4-momenta of the individual particles in
A are timelike or null and future directed their sum
can be null only if they are, in fact, all null and
parallel. Since A cannot contain distinct photons with
parallel 4-momenta, it must consist of a single photon
which, by (3), must have the same 4-momentum as
the photon in ~A. In essence, ‘‘nothing happened at
x.’’ We conclude that no nontrivial interaction of the
type modeled by our definition can result in a single
photon and nothing else. Reversing the roles of A
and ~A shows that, if 4-momentum is to be conserved,
a photon cannot decay.

Next let us consider the decay of a single material
particle into two material particles, for example, the
spontaneous disintegration of an atom through
�-emission. Thus, we consider a contact interaction
(A, x, ~A) in which A consists of a single free material
particle of proper mass m0 and ~A consists of two
free material particles with proper masses m1 and
m2. Let P0, P1, and P2 be the 4-momenta of the
particles of proper mass m0, m1, and m2, respec-
tively. Then P0 = P1 þ P2. Appealing to the
‘‘reversed triangle inequality,’’ the fact that P1 and
P2 are linearly independent and future directed, and
[12] we conclude that

m0 > m1 þm2 ½23�
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The excess mass m0 � (m1 þm2) of the initial
particle is regarded, via [17], as a measure of the
amount of energy required to split m0 into two
pieces. Stated somewhat differently, when the two
particles in ~A were held together to form the single
particle in A, the ‘‘binding energy’’ contributed to
the mass of this latter particle.

Reversing the roles of A and ~A in the last
example gives a contact interaction modelling an
inelastic collision (two free material particles with
masses m1 and m2 collide and coalesce to form a
third of mass m0). The inequality [23] remains true,
of course, and a somewhat more detailed analysis
(Naber 1992, section 1.8) yields an approximate
formula for m0 � (m1 þm2) which can be com-
pared (favorably) with the Newtonian formula for
the loss in kinetic energy that results from the
collision (energy which, classically, is viewed as
taking the form of heat in the combined particle).
An analysis of the interaction in which both A and
~A consist of an electron and a photon yields (Naber

1992, section 1.8) a formula for the so-called
Compton effect. Many more such examples of this
sort are treated in great detail in Synge (1972,
chapter VI, § 14).

Charged Particles and Electromagnetic
Fields

A charged particle in M is a triple (�, m, q), where
(�, m) is a material particle and q is a nonzero real
number called the charge of the particle. Charged
particles do two things of interest to us. By their
very presence they create electromagnetic fields and
they also respond to the electromagnetic fields
created by other charges.

Charged particles ‘‘respond’’ to an electromag-
netic field by experiencing changes in 4-momentum.
The quantitative nature of this response, that is, the
equation of motion, is generally taken to be the
so-called Lorentz 4-force law which expresses
the proper time rate of change of the particle’s
4-momentum at each point of the world line as a
linear function of the 4-velocity. Thus, at each point
�(�) of the world line

dPð�Þ
d�

¼ q~F�ð�Þ Uð�Þð Þ ½24�

where ~F�(� ):M!M is a linear transformation
determined, in each admissible coordinate system,
by the classical electric E and magnetic B fields (here
we are assuming that the contribution of q to the
ambient electromagnetic field is negligible, that is,

(�, m, q) is a ‘‘test charge’’). Let us write [24] more
simply as

~FðUÞ ¼ m

q

dU

d�
½25�

Dotting both sides of [25] with U gives

~FðUÞ �U ¼ m

q

dU

d�
�U ¼ m

2q

d

d�
ðU �UÞ

¼ m

2q

d

d�
ð�1Þ ¼ 0

Since any future-directed timelike unit vector u is
the 4-velocity of some charged particle, we find
that ~F(u) � u = 0 for any such vector. Linearity then
implies ~F(v) � v = 0 for any timelike vector. Now,
if u and v are timelike and future directed, then uþ v
is timelike so 0 = ~F(uþ v) � (uþ v) = ~F(u) � vþ
u � ~F(v) and therefore ~F(u) � v = � u � ~F(v). But M
has a basis of future-directed timelike vectors so

~FðxÞ � y ¼ �x � ~FðyÞ ½26�

for all x, y 2 M. Thus, at each point, the linear
transformation ~F must be skew-symmetric with
respect to the Lorentz inner product. One could
therefore model an electromagnetic field on M by
an assignment to each point of a skew-symmetric
linear transformation whose job it is to assign to the
4-velocity of a charged particle whose world line
passes through that point the change in 4-momen-
tum that the particle should expect to experience
because of the presence of the field. However, a
slightly different perspective has proved more con-
venient. Notice that a skew-symmetric linear trans-
formation ~F :M!M and the Lorentz inner
product together determine a bilinear form F :M�
M ! R given by

Fðx; yÞ ¼ ~FðxÞ � y

which is also skew-symmetric (F(y, x) = ~F(y) � x =
�F(x, y)) and that, conversely, a skew-symmetric
bilinear form uniquely determines a skew-symmetric
linear transformation. Now, an assignment of a
skew-symmetric bilinear form to each point of M is
nothing other than a 2-form on M and it is in the
language of forms that we choose to phrase classical
electromagnetic theory (a concise introduction to
this language is available, for example, in Spivak
(1965, chapter 4).

Nature imposes a certain restriction on which
2-forms can reasonably represent an electromagnetic
field on M (‘‘Maxwell’s equations’’). To formulate
these we introduce a source 1-form J as follows: If
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x1, x2, x3, x4 is any admissible coordinate system on
M, then

J ¼ J1dx1 þ J2dx2 þ J3dx3 � �dx4 ½27�

where � :M! R is a charge density function and
J = J1e1 þ J2e2 þ J3e3 is a current density vector field
(these are to be regarded as the usual ‘‘smoothed
out,’’ pointwise versions of ‘‘charge per unit
volume’’ and ‘‘charge flow per unit area per unit
time’’ as measured by the corresponding admissible
observer). Now, our formal definition is as follows:
The electromagnetic field on M determined by the
source 1-form J on M is a 2-form F on M that
satisfies Maxwell’s equation

dF ¼ 0 ½28�

and

�d�F ¼ J ½29�

A few comments are in order here. We have chosen
units in which not only the speed of light, but also
various other constants that one often finds in
Maxwell’s equations (the dielectric constant 
0 and
magnetic permeability �0) are 1 and a factor of 4� in
[29] is ‘‘normalized out.’’ The � in [29] is the Hodge
star operator determined by the Lorentz inner
product and the chosen orientation of M. This is a
natural isomorphism

� : �pðMÞ ! �4�p Mð Þ; p ¼ 0; 1; 2; 3; 4

of the p-forms onM to the (4� p)-forms onM and is
most simply defined as follows: let x1, x2, x3, x4 be any
admissible coordinate system on M. If 1 2 �0(M)
is the constant function (0-form) on M whose value
is 1 2 R, then

�1 ¼ dx1 ^ dx2 ^ dx3 ^ dx4

is the volume form on M. If 1 � i1 < � � � < ik � 4,
then �(dxi1 ^ � � � ^ dxik) is uniquely determined by

dxi1 ^ � � � ^ dxik
� �

^� dxi1 ^ � � � ^ dxik
� �

¼ �dx1 ^ dx2 ^ dx3 ^ dx4

Thus, for example, �dx2 = dx1 ^ dx3 ^ dx4, �(dx1 ^
dx2) = �dx3 ^ dx4, �(dx1 ^ dx2 ^ dx3 ^ dx4) = �1,
etc. It follows that, if � is a p-form on M, then

��� ¼ ð�1Þpþ1� ½30�

(a more thorough discussion is available in Choquet-
Bruhat et al. (1977, chapter V A3)). In particular,
[29] is equivalent to

d�F ¼ �J ½31�

On regions in which there are no charges, so that
J = 0, [28] and [31] become the source free Maxwell
equations

dF ¼ 0 ½32�

and

d�F ¼ 0 ½33�

that is, both F and �F are closed 2-forms.
Any 2-form F onM can be written in any admissible

coordinate system as F = (1/2)Fabdxa ^ dxb (summa-
tion convention!), where (Fab) is the skew-symmetric
matrix of components of F. In order to make contact
with the notation generally employed in physics, we
introduce the following names for these components:

ðFabÞ ¼
0 B3 �B2 E1

�B3 0 B1 E2

B2 �B1 0 E3

�E1 �E2 �E3 0

0BB@
1CCA ½34�

Thus,

F ¼ E1dx1 ^ dx4 þ E2dx2 ^ dx4

þ E3dx3 ^ dx4 þ B3dx1 ^ dx2

þ B2dx3 ^ dx1 þ B1dx2 ^ dx3 ½35�

Computing �F, dF, d�F and �d�F and writing
E = E1e1 þ E2e2 þ E3e3 and B = B1e1 þ B2e2 þ B3e3

one finds that dF = 0 is equivalent to

div B ¼ 0 ½36�

and

curl Eþ @B

@t
¼ 0 ½37�

while �d�F = J is equivalent to

div E ¼ � ½38�

and

curl B� @E

@t
¼ J ½39�

Equations [36]–[39] are the more traditional render-
ings of Maxwell’s equations.

In another admissible coordinate system
x̂1, x̂2, x̂3, x̂4 on M (related to the first by [2]) the
2-form F would be written F = (1=2)F̂abdx̂a ^ dx̂b.
Setting x̂a = �a

�x� and x̂b = �b
�x� gives

F = (1=2)(�a
��b

�F̂ab)dx� ^ dx�, so

F�� ¼ �a
��b

�F̂ab; �; � ¼ 1; 2; 3; 4 ½40�

Now, suppose that we wish to describe the electro-
magnetic field of a uniformly moving charge.
According to the relativity principle, it does not
matter at all whether we view the charge as moving
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relative to a ‘‘fixed’’ admissible observer, or the
observer as moving relative to a ‘‘stationary’’ charge.
Thus, we shall write out the field due to a charge
fixed at the origin of the hatted coordinate system
(‘‘Coulomb’s law’’) and transform, by [40], to an
unhatted coordinate system moving relative to it.
Relative to x̂1, x̂2, x̂3, x̂4, the familiar inverse square
law for a fixed point charge q located at the spatial
origin gives B̂ = 0 and Ê = (q=r̂3)r̂, where r̂ = x̂1ê1 þ
x̂2ê2 þ x̂3ê3 and r̂ = ((x̂1)2 þ (x̂2)2 þ (x̂3)2)1=2 (note
that Ê is defined only on M� Span{ê4}). Thus,

ðF̂abÞ ¼
q

r̂3

0 0 0 x̂1

0 0 0 x̂2

0 0 0 x̂3

�x̂1 �x̂2 �x̂3 0

0BB@
1CCA ½41�

It is a simple matter to verify that, on its domain, (F̂ab)
satisfies the source free Maxwell equations. Taking � to
be the special Lorentz transformation corresponding to
[5] and writing out [40] with (F̂ab) given by [41] yields

E1 ¼ q
x̂1

r̂3

� �
E2 ¼ qffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p x̂2

r̂3

� �

E3 ¼ qffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x̂3

r̂3

� �
B1 ¼ 0

B2 ¼ �q�ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x̂3

r̂3

� �

B3 ¼ q�ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x̂2

r̂3

� �

½42�

We wish to express these in terms of measurements
made by the unhatted observer at the instant the
charge passes through his spatial origin. Setting
x4 = 0 in [5] gives

x̂1 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p x1; x̂2 ¼ x2; x̂3 ¼ x3

and so

r̂2 ¼ 1

1� �2
ðx1Þ2 þ ðx2Þ2 þ ðx3Þ2

which, for convenience, we write r2
�. Making these

substitutions in [42] gives

E ¼ qffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p 1

r3
�

 !
x1e1 þ x2e2 þ x3e3

� �
¼ qffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p 1

r3
�

 !
r ½43�

and

B ¼ qffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p 1

r3
�

 !
0e1 � �x3e2 þ �x2e3

� �
¼ qffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p 1

r3
�

 !
ðð�e1Þ � rÞ ½44�

for the field of a charge moving uniformly with
velocity �e1 at the instant the charge passes through
the origin. Observe that when � � 1, r� 
 r, so [43]
says that the electric field of a slowly moving charge
is approximately the Coulomb field. When � � 1,
[44] reduces to the Biot–Savart law.

Let us consider one other simple application, that
is, the response of a charged particle (�, m, q) to an
electromagnetic field which, for some admissible
observer, is constant and purely magnetic. For
simplicity, we assume that, for this observer E = 0
and B = be3, where b is a nonzero constant. The
corresponding 2-form F has components

ðFabÞ ¼

0 b 0 0
�b 0 0 0

0 0 0 0
0 0 0 0

0BB@
1CCA

(from [34]). The corresponding linear transforma-
tion ~F has the same matrix relative to this basis so,
with �(�) = xa(�)ea and U(�) = Ua(�)ea, the Lorentz
4-force law [25] reduces to the system of linear
differential equations

dU1

d�
¼ bq

m
U2;

dU2

d�
¼ � bq

m
U1

dU3

d�
¼ 0;

dU4

d�
¼ 0

The system is easily solved and the results easily
integrated to give

�ð�Þ ¼ x0 þ a sin
bq�

m
þ �

� �
e1

þ a cos
bq�

m
þ �

� �
e2

þ c�e3 þ 1þ a2b2q2

m2
þ c2

� �
�e4 ½45�

where x0 = xa
0ea 2 M is constant and a,�, and c are

real constants with a > 0 (we have used U �U = �1
to eliminate one other arbitrary real constant). Note
that, at each point on �, (x1 � x1

0)2 þ (x2 � x2
0)2 = a2.

Thus, if c 6¼ 0 the spatial trajectory in this coordi-
nate system is a helix along the e3-direction
(i.e., along the magnetic field lines). If c = 0, the
trajectory is a circle in the x1–x2 plane. This case
is of some practical significance since one can
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introduce constant magnetic fields in a bubble
chamber so as to induce a particle of interest to
follow a circular path. We show now how to
measure the charge-to-mass ratio for such a particle.
Taking c = 0 in [45] and computing U(�), then using
[11] to solve for the coordinate velocity vector V of
the particle gives

V ¼ abq=mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kVk2

q cos
bq�

m
þ �

� �
e1

�

þ sin
bq�

m
þ �

� �
e2

�
From this one computes

Vk k2¼ 1þ m2

a2b2q2

� ��1

(note that this is a constant). Solving this last equation
for q=m (and assuming q > 0 for convenience) one
arrives at

q

m
¼ 1

ajbj
kVkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� kVk2
q

Since a, b, and kVk are measurable, one obtains the
desired charge-to-mass ratio.

To conclude we wish to briefly consider the
existence and use of ‘‘potentials’’ for electromagnetic
fields. Suppose F is an electromagnetic field defined
on some connected, open region X in M. Then F is
a 2-form on X which, by [28], is closed. Suppose
also that the second de Rham cohomology H2(X ; R)
of X is trivial (since M is topologically R4 this will
be the case, for example, when X is all of M, or an
open ball in M, or, more generally, an open ‘‘star-
shaped’’ region in M). Then, by definition, every
closed 2-form on X is exact so, in particular, there
exists a 1-form A on X satisfying

F ¼ dA ½46�

In particular, such a 1-form A always exists locally
on a neighborhood of any point in X for any F. Such
an A is not uniquely determined, however, because,
if A satisfies [46], then so does Aþ df for any
smooth real-valued function (0-form) f on X (d2 = 0
implies d(Aþ df ) = dAþ d2f = dA = F). Any 1-form
A satisfying [46] is called a (gauge) potential for F.
The replacement A! Aþ df for some f is called a
gauge transformation of the potential and the
freedom to make such a replacement without
altering [46] is called gauge freedom.

One can show that, given F, it is always possible
to locally solve dA = F for A subject to an arbitrary
specification of the 0-form �d�A. More precisely, if F

is any 2-form satisfying dF = 0 and g is an arbitrary
0-form, then locally, on a neighborhood of any
point, there exists a 1-form A satisfying

dA ¼ F and �d�A ¼ g ½47�

(a more general result is proved in Parrott (1987,
appendix 2) and a still more general one in section
2.9 of this same source). The usefulness of the
second condition in [47] can be illustrated as
follows. Suppose we are given some (physical)
configuration of charges and currents (i.e., some
source 1-form J) and we wish to find the corre-
sponding electromagnetic field F. We must solve
Maxwell’s equations dF = 0 and �d�F = J (subject to
whatever boundary conditions are appropriate).
Locally, at least, we may seek instead a correspond-
ing potential A (so that F = dA). Then the first of
Maxwell’s equations is automatically satisfied
(dF = d(dA) = 0) and we need only solve
�d�(dA) = J. To simplify the notation let us tempora-
rily write �= �d� and consider the operator � =
d 
 � þ � 
 d on forms (variously called the Laplace–
Beltrami operator, Laplace–de Rham operator, or
Hodge Laplacian on Minkowski spacetime). Then

�A ¼ dð�AÞ þ �ðdAÞ ¼ dð�d�AÞ þ �d�ðdAÞ ½48�

According to the result quoted above, we may
narrow down our search by imposing the condition
�d�A = 0, that is

�A ¼ 0 ½49�

(this is generally referred to as imposing the Lorentz
gauge). With this, [48] becomes �A = �d�(dA) and
to satisfy the second Maxwell equation we must
solve

�A ¼ J ½50�

Thus, we see that the problem of (locally) solving
Maxwell’s equations for a given source J reduces
to that of solving [49] and [50] for the potential A.
To understand how this simplifies the problem, we
note that a calculation in admissible coordinates
shows that the operator � reduces to the compo-
nentwise d’Alembertian &, defined on real-valued
functions by

& ¼ @2

@ðx1Þ2
þ @2

@ðx2Þ2
þ @2

@ðx3Þ2
� @2

@ðx4Þ2

Thus, eqn [50] decouples into four scalar equations

&Aa ¼ Ja; a ¼ 1; 2; 3;4 ½51�

each of which is the well-studied inhomogeneous
wave equation.
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Historical Background

In this section we shall briefly recall the basic
empirical facts and the first theoretical attempts
from which the theory and the formalism of present-
day quantum mechanics (QM) has grown. In the
next sections we shall give the mathematical and
computational structure of QM, mention the physi-
cal problems that QM has solved with much
success, and describe the serious conceptual consis-
tency problems which are posed by QM (and which
remain unsolved up to now).

Empirical rules of discretization were observed
already, starting from the 1850s, in the absorption
and in the emission of light. Fraunhofer noticed
that the dark lines in the absorption spectrum of
the light of the sun coincide with the bright lines in
the emission lines of all elements. G Kirchhoff and
R Bunsen reached the conclusion that the relative
intensities of the emission and absorption of light
implied that the ratio between energy emitted and
absorbed is independent of the atom considered.
This was the starting point of the analysis by
Planck.

On the other hand, by the end of the eighteenth
century, the spatial structure of the atom had been
investigated; the most successful model was that of
Rutherford, in which the atom appeared as a small
nucleus of charge Z surrounded by Z electrons
attracted by the nucleus according to Coulomb’s
law. This model represents, for distances of the
order of the size of an atom, a complete departure
from Newton’s laws combined with the laws of
classical electrodynamics; indeed, according to these
laws, the atom would be unstable against collapse,
and would certainly not exhibit a discrete energy
spectrum. We must conclude that the classical laws

are inadequate for the description of emission and
absorption of light, in which the internal structure of
the atom plays a major role.

The birth of the old quantum theory is placed
traditionally at the date of M Planck’s discussion of
the blackbody radiation in 1900.

Planck put forward the postulate that light is
emitted and absorbed by matter in discrete energy
quanta through ‘‘resonators’’ that have an energy
proportional to their frequency. This assumption
led, through the use of Gibb’s rules of Statistical
Mechanics applied to a gas of resonators, to a law
(Planck’s law) which reproduces the empirical
findings on the radiation from a blackbody. It led
Einstein to ascribe to light (which had, since the
times of Maxwell, a successful description in terms
of waves) a discrete, particle-like nature. Nine years
later A Einstein gave further support to Planck’s
postulate by showing that it can reproduce correctly
the energy fluctuations in blackbody radiation and
even clarifies the properties of specific heat. Soon
afterwards, Einstein (1924, 1925) proved that the
putative particle of light satisfied the relativistic laws
(relation between energy and momentum) of a
particle with zero mass.

This dual nature of light received further support
from the experiments on the Compton effect and
from description, by Einstein, of the photoelectric
effect (Einstein 1905). It should be emphasized
that while Planck considered with light in interaction
with matter 
 as composed of bits of energy h
 (h ’
6, 6� 10�27 erg s), Einstein’s analysis went much
further in assigning to the quantum of light properties
of a particle-like (localized) object. This marks a
complete departure from the laws of classical electro-
magnetism. Therefore, quoting Einstein,

It is conceivable that the wave theory of light, which
retains its effectiveness for the representation of purely
optical phenomena and is based on continuous functions
over space, will lead to contradiction with the experiments
when applied to phenomena in which there is creation or
conversion of light; indeed these phenomena can be better
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described on the assumption that light is distributed
discontinuously in space and described by a finite number
of quanta which move without being divided and which
must be absorbed or emitted as a whole.

Notice that, for wavelength of 8�103Å, a 30 W
lamp emits roughly 1020 photons s�1; for macro-
scopic objects the discrete nature of light has no
appreciable consequence.

Planck’s postulate and energy conservation imply
that in emitting and absorbing light the atoms of the
various elements can lose or gain energy only by
discrete amounts. Therefore, atoms as producers or
absorbers of radiation are better described by a
theory that assigns to each atom a (possible infinite)
discrete set of states which have a definite energy.

The old quantum theory of matter addresses
precisely this question. Its main proponent is
N Bohr (Bohr 1913, 1918). The new theory is
entirely phenomenological (as is Planck’s theory)
and based on Rutherford’s model and on three
more postulates (Born 1924):

(i) The states of the atom are stable periodic
orbits, as given by Newton’s laws, of energy
En, n 2 Zþ, given by En = h�n f (n), where h is
Plank’s constant, �n is the frequency of the
electron on that orbit, and f(n) is for each atom
a function approximately linear in Z at least for
small values of Z.

(ii) When radiation is emitted or absorbed, the
atom makes a transition to a different state.
The frequency of the radiation emitted or
absorbed when making a transition is
�n, m = h�1jEn � Emj.

(iii) For large values of n and m and small values of
(n�m)=(nþm) the prediction of the theory
should agree with those of the classical theory
of the interaction of matter with radiation.

Later, A Sommerfeld gave a different version of the
first postulate, by requiring that the allowed orbits
be those for which the classical action is an integer
multiple of Planck’s constant.

The old quantum theory met success when
applied to simple systems (atoms with Z < 5) but
it soon appeared evident that a new, radically
different point of view was needed and a fresh
start; the new theory was to contain few free
parameters, and the role of postulate (iii) was now
to fix the value of these parameters.

There were two (successful) attempts to construct
a consistent theory; both required a more sharply
defined mathematical formalism. The first one was
sparked by W Heisenberg, and further important
ideas and mathematical support came from M Born,

P Jordan, W Pauli, P Dirac and, on the mathema-
tical side, also by J von Neumann and A Weyl. This
formulation maintains that one should only consider
relations between observable quantities, described
by elements that depend only on the initial and final
states of the system; each state has an internal
energy. By energy conservation, the difference
between the energies must be proportional (with a
universal constant) to the frequency of the radiation
absorbed or emitted. This is enough to define the
energy of the state of a single atom modulo an
additive constant. The theory must also take into
account the probability of transitions under the
influence of an external electromagnetic field.

We shall give some details later on, which will
help to follow the basis of this approach.

The other attempt was originated by L de Broglie
following early remarks by HW Bragg and
M Brillouin. Instead of emphasizing the discrete
nature of light, he stressed the possible wave nature
of particles, using as a guide the Hamilton–Jacobi
formulation of classical mechanics. This attempt
was soon supported by the experiments of Davisson
and Germer (1927) of scattering of a beam of ions
from a crystal. These experiments showed that,
while electrons are recorded as ‘‘point particles,’’
their distribution follows the law of the intensity for
the diffraction of a (dispersive) wave. Moreover, the
relation between momentum and frequency was,
within experimental errors, the same as that
obtained by Einstein for photons.

The theory started by de Broglie was soon placed
in almost definitive form by E Schrödinger. In this
approach one is naturally led to formulate and solve
partial differential equations and the full develop-
ment of the theory requires regularity results from
the theory of functions.

Schrödinger soon realized that the relations which
were found in the approach of Heisenberg could be
easily (modulo technical details which we shall
discuss later) obtained within the formalism he was
advocating and indeed he gave a proof that the two
formalisms were equivalent. This proof was later
refined, from the mathematical point of view, by
J von Neumann and G Mackey.

In fact, Schrödinger’s approach has proved much
more useful in the solution of most physical
problems in the nonrelativistic domain, because it
can rely on the developments and practical use of
the theory of functions and of partial differential
equations. Heisenberg’s ‘‘algebraic’’ approach has
therefore a lesser role in solving concrete problems
in (nonrelativistic) QM.

If one considers processes in which the number of
particles may change in time, one is forced to
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introduce a Hilbert space that accommodates states
with an arbitrarily large number of particles, as is
the case of the theory of relativistic quantized field
or in quantum statistical mechanics; it is then more
difficult to follow the line of Schrödinger, due to
difficulties in handling spaces of functions of
infinitely many variables. The approach of Heisen-
berg, based on the algebra of matrices, has a rather
natural extension to suitable algebras of operators;
the approach of Schrödinger, based on the descrip-
tion of a state as a (wave) function, encounters more
difficulties since one must introduce functionals over
spaces of functions and the description of dynamics
does not have a simple form.

From this point of view, the generalization of
Heisenberg’s approach has led to much progress in
the understanding of the structure of the resulting
theory. Still some relevant results have been
obtained in a Schrödinger representation. We shall
not elaborate further on this point.

We shall end this introductory section with a
short description of the emergence of the structure
of QM in Heisenberg’s and Schrödinger’s
approaches; this will provide a motivation for the
axiom of QM which we shall introduce in the
following section. For an extended analysis, see, for
example, Jammer (1979).

The specific form that was postulated by
de Broglie (1923) for the wave nature of a particle
relies on the relation of geometrical optics with
wave propagation and on the formulation of
Hamiltonian mechanics as a sort of ‘‘wave front
propagation’’ through the solution of the Hamilton–
Jacobi equation and the introduction of group
velocity.

By the analogy with electromagnetic wave, it is
natural to associate with a free nonrelativistic
particle of momentum p and mass m the plane wave

�pðx; tÞ ¼ eiðpx�EtÞ=�h; �h ¼ h

2�
; E ¼ p2

2m

Schrödinger obtained the equation for a quantum
particle in a field of conservative forces with
potential V(x) by considering an analogy with the
propagation of an electromagnetic wave in a
medium with refraction index n(x,!) that varies
slowly on the scale of the wavelength. Indeed, in this
case the ‘‘wave’’ follows the laws of geometrical
optics, and has therefore a ‘‘particle-like’’ behavior.
If one denotes by û(x,!) the Fourier transom (with
respect to time) of a generic component of the
electric field and one assumes that the field be
essentially monochromatic (so that the support of
û(x,!) as a function of ! is in a very small

neighborhood of !0), one finds that û(x,!) is an
approximate solution of the equation

��ûðx; !Þ ¼ !
2
0

c2
n2ðx; !Þûðx; !Þ ½1�

Writing u(x,!) = A(x,!) ei(!=c)W(x,!) the phase
W(x,!) satisfies, in the high-frequency limit, the
eikonal equation jrW(x,!)j2 = n2(x,!). One can
define for the solution a phase velocity vf and it
turns out that vf = c=jrW(x,!)j.

On the other hand, classical mechanics can also be
described by propagation of surfaces of constant value
for the solution W(x, t) of the Hamilton–Jacobi
equation H(x,rW) = E, with H = p2=2mþ V(x).
Recall that high-frequency (the realm of geometric
optics) corresponds to small distances. This analogy
led Schrödinger (1926) to postulate that the dynamics
satisfied by the waves associated with the particles was
given by the (Schrödinger) equation

i�h
@ ðx; tÞ
@t

¼ � �h2

2m
�x ðx; tÞ þ VðxÞ ðx; tÞ ½2�

This wave was to describe the particle and its motion,
but, being complex valued, it could not represent any
measurable property. It is a mathematical property of
the solutions of [2] that the quantity

R
j (x, t)j2 d3x is

preserved in time. Furthermore, if one sets

�ðx; tÞ � j ðx; tÞj2

jðx; tÞ � �i
�h

2m
½ � ðx; tÞr ðx; tÞ � ðx; tÞr � ðx; tÞ� ½3�

one easily verifies the local conservation law

@�

@t
þ div jðx; tÞ ¼ 0 ½4�

These mathematical properties led to the statis-
tical interpretation given by Max Born: in those
experiments in which the position of the particles is
measured, the integral of j (x, t)j2 over a region � of
space gives the probability that at time t the particle
is localized in the region �. Moreover, the current
associated with a charged particle is given locally by
j(x, t) defined above.

Let us now briefly review Heisenberg’s approach.
At the heart of this approach are: empirical formulas
for the intensities of emission and absorption of
radiation (dispersion relations), Sommerfeld’s quan-
tum condition for the action and the vague
statement ‘‘the analogue of the derivative for the
discrete action variable is the corresponding finite
difference quotient.’’ And, most important, the
remark that the correct description of atomic
physics was through quantities associated with
pairs of states, that is, (infinite) matrices and the
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empirical fact that the frequency (or rather the wave
number) !k, j of the radiation (emitted or absorbed)
in the transition between the atomic levels k and
j (k 6¼ j) satisfies the Ritz combination principle
!m, j þ !j, k =!m, k. It easy to see that any doubly
indexed family satisfying this relation must have the
form !m, k = Em�Ek for suitable constant Ej.

It was empirically verified by Kramers that the
dipole moment of an atom in an external monochro-
matic external field with frequency � was proportional
to the field with a coefficient (of polarization)

P� e2

4�m

X
i

�
fi

�2
i � �2

� Fi

�2
i � �2

�
½5�

where e, m are the charge and the mass of the
electron and fi, Fi are the probabilities that the
frequency � is emitted or absorbed.

A detailed analysis of the phenomenon of polarization
in classical mechanics, with the clearly stated aim ‘‘of
presenting the results in a way that may give hints for the
construction of a New Mechanics’’ was made by Max
Born (1924). He makes use of action-angle variables
{ Ji, �i} assuming that the atom can be considered as a
collection of harmonic oscillators with frequency �i

coupled linearly to the electric field of frequency �.
In the dipole approximation one obtains the

following result for the polarization P (linear
response in energy to the electric field):

P ¼ �
X
ð��mÞ>0

2ðm � rJÞ
jAðJÞj2ð� �mÞ
ððm � �Þ2 � �

½6�

where �k = @H=@Jk, H is the interaction Hamiltonian),
and A( J) is a suitable matrix. In order to derive the
new dynamics, having as a guide the correspondence
principle, one has to compare this result with the
Kramers dispersion relation, which we write (to make
the comparison easier) in the form

P ¼ e2

4�m

X
n;m

fm;n

�2
n;m � �2

� fn;m

�2
n;m � �2

Em > En ½7�

Bohr’s rule implies that �(nþ � , n) = (E(nþ ��
E(n))=�h.

Born and Heisenberg noticed that, for n suffi-
ciently large and k small, one can approximate the
differential operator in [6] with the corresponding
difference operator, with an error of the order of k/n.
Therefore, [6] could be substituted by

P ¼� �h�1
X

mk>0

jAnþm;nj2

�ðnþmÞ2 � �2

"

� jAn�m;nj2

�ðn�mÞ2 � �2

#
½8�

The conclusion Born and Heisenberg drew is that
the matrix A that takes the place of the momentum
in the classical theory must be such that
jAnþm, nj2 = e2�hm�1f (nþm, n). In the same vein,
considering the polarization in a static electric
field, it is possible to find an expression for the
matrix that takes the place of the coordinate x in
classical Hamiltonian theory.

In general, the new approach (matrix mechanics)
associates matrices with some relevant classical
observables (such as functions of position or
momentum) with a time dependence that is derived
from the empirical dispersion relations of Kramers,
the correspondence principle, Bohr’s rule, Sommer-
feld action principle and first- (and second-) order
perturbation theory for the interaction of an atom
with an external electromagnetic field. It was soon
clear to Born and Jordan (1925) that this dynamics
took the form i�h _A = AH �HA for a matrix H that
for the case of the hydrogen atom is obtained for the
classical Hamiltonian with the prescription given for
the coordinates x and p. It was also seen as plausible
the relation [x̂h, p̂k] = iI among the matrices x̂k and
p̂k corresponding to position and momentum. One
year later P Dirac (1926) pointed out the structural
identity of this relation with the Poisson bracket of
Hamiltonian dynamics, developed a ‘‘quantum alge-
bra’’ and a ‘‘quantum differentiation’’ and proved
that any �-derivation 	 (derivation which preserves
the adjoint) of the algebra BN of N �N matrices is
inner, that is, is given by 	(a) = i[a, h] for a
Hermitian matrix h. Much later this theorem was
extended (with some assumptions) to the algebra of
all bounded operators on a separable Hilbert space.
Since the derivations are generators of a one-
parameter continuous group of automorphisms,
that is, of a dynamics, this result led further strength
to the ideas of Born and Heisenberg.

The algebraic structure introduced by Born,
Jordan, and Heisenberg (1926) was used by Pauli
(1927) to give a purely group-theoretical derivation
of the spectrum of the hydrogen atom, following the
lines of the derivation in symplectic mechanics of the
SO(4) symmetry of the Coulomb system. This
remarkable success gave much strength to the
Heisenberg formulation of QM, which was soon
recognized as an efficient instrument in the study of
the atomic world.

The algebraic formulation was also instrumental
in the description given by Pauli (1928) of the
‘‘spin’’ (a property of electrons empirically postu-
lated by Goudsmidt and Uhlenbeck to account for a
hyperfine splitting of some emission lines) as
‘‘internal’’ degree of freedom without reference to
spatial coordinates and still connected with the
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properties of the the system under the group of
spatial rotations. This description through matrices
has a major role also in the formulation by Pauli of
the exclusion principle (and its relation with Fermi–
Dirac statistics), which gave further credit to the
Heisenberg’s theory by helping in reproducing
correctly the classification of the atoms.

These features may explain why the ‘‘standard’’
formulation of the axioms of QM given in the next
section shows the influence of Heisenberg’s
approach. On the other hand, comparison with
experiments is usually set in the framework in
Schrödinger’s approach. Posing the problems in
terms of properties of the solution of the Schrödinger
equation, one is led to a pragmatic use of the
formalism, leaving aside difficulties of interpreta-
tion. This separation of ‘‘the axioms’’ from the
‘‘practical use’’ may be one of the reasons why a
serious analysis of the axioms and of the problems
that arise from them is apparently not a concern for
most of the research in QM, even from the point of
view of mathematical physics.

One should stress that both the approach of Born
and Heisenberg and that of de Broglie and Schrö-
dinger are rooted in a mixture of attention to the
experimental data, deep understanding of the pre-
vious theory, bold analogies and approximations,
and deep concern for the consistency of the ‘‘new
mechanics.’’

There is an essential difference between the
starting points of the two approaches. In Heisen-
berg’s approach, the atom has a priori no spatial
structure; the description is entirely in terms of its
properties under emission and absorption of light,
and therefore its observable quantities are repre-
sented by matrices. Dynamics enters through the
study of the interaction with the electromagnetic
field, and some analogies with the classical theory of
electrodynamics in an asymptotic regime (correspon-
dence principle). In this way, as we have briefly
indicated, the special role of some matrices, which
have a mutual relation similar to the relation of
position and momentum in Hamiltonian theory.
Following this analogy, it is possible to extend the
theory beyond its original scope and consider
phenomena in which the electrons are not bound
to an atom.

In the approach of Schrödinger, on the other
hand, particles and collections of particles are
represented by spatial structures (waves). Spatial
coordinates are therefore introduced a priori, and
the position of a particle is related to the intensity of
the corresponding wave (this was stressed by Born).
Position and momentum are both basic measurable
quantities as in classical mechanics. Physical

interpretation forces the particle wave to be square
integrable, and mathematics provides a limitation on
the simultaneous localization in momentum and
position leading to Heisenberg’s uncertainty princi-
ple. Dynamics is obtained from a particle–wave
duality and an analogy with the relativistic wave
equation in the low-energy regime. The presence of
bound states with quantized energies is seen as a
consequence of the well-known fact that waves
confined to a bounded spatial region have their
wave number (and therefore energy) quantized.

Formal Structure

In this section we describe the formal mathematical
structure that is commonly associated with QM. It
constitutes a coherent mathematical theory, but the
interpretation axiom it contains leads to conceptual
difficulties.

We state the axioms in the form in which they
were codified by J von Neumann (1966); they
constitute a mathematically precise rendering of the
formalism of Born, Heisenberg, and Jordan. The
formalism of Schrödinger per se does not require
general statements about the category of
observables.

Axiom I

(i) Observables are represented by self-adjoint opera-
tors in a complex separable Hilbert space H.

(ii) Every such operator represents an observable.

Remark Axiom I (ii) is introduced only for mathe-
matical simplicity. There is no physical justification
for part (ii). In principle, an observable must be
connected to a procedure of measurement (observa-
tion) and for most of the self-adjoint operators on H
(e.g., in the Schrödinger representation for
ixk(@=@xh)xk) such procedure has not yet been given).

Axiom II

(i) Pure states of the systems are represented by
normalized vectors in H.

(ii) If a measurement of the observable A is made on
a system in the state represented by the element
� 2 H, the average of the numerical values one
obtains is <�, A�>, a real number because A is
self-adjoint (we have denoted by <�, > the
scalar product in H).

Remark Notice that Axiom II makes no statement
about the outcome of a single measurement.

Using the natural complex structure of B(H), pure
states can be extended as linear real functionals on
B(H).
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One defines a state as any linear real positive
functional on B(H) (all bounded operators on the
separable Hilbert space H) and says that a state is
normal if it is continuous in the strong topology.
It can be proved that a normal state can be
decomposed into a convex combination of at most
a denumerable set of pure states. With these
definitions a state is pure iff it has no nontrivial
decomposition. It is worth stressing that this state-
ment is true only if the operators that correspond to
observable quantities generate all of B(H); one refers
to this condition by stating that there are no
superselection rules.

By general results in the theory of the algebra
B(H), a normal state � is represented by a positive
operator of trace class 
 through the formula
�(A) = Tr(
A). Since a positive trace-class operator
(usually referred to as density matrix in analogy
with its classical counterpart) has eigenvalues �k

that are positive and sum up to 1, the decomposition
of the normal state � takes the form 
=

P
k �k�k,

where �k is the projection operator onto the kth
eigenstate (counting multiplicity).

It is also convenient to know that if a sequence of
normal states 
k on B(H) converges weakly (i.e., for
each A 2 B(H) the sequence 
k(A) converges) then
the limit state is normal. This useful result is false in
general for closed subalgebras of B(H), for example,
for algebras that contain no minimal projections.

Note that no pure state is dispersion free with
respect to all the observables (contrary to what
happens in classical mechanics). Recall that the
dispersion of the state �
 with respect to the
observable A is defined as �
(A) � 
(A2)� (
(A))2.

The connection of the state with the outcome of a
single measurement of an observable associated with
an operator A is given by the following axiom, which
we shall formulate only for the case when the self-
adjoint operator A has only discrete spectrum. The
generalization to the other case is straightforward but
requires the use of the spectral projections of A.

Axiom III

(i) If A has only discrete spectrum, the possible
outcomes of a measurement of A are its
eigenvalues {ak}.

(ii) If the state of the system immediately before the
measurement is represented by the vector � 2 H,
the probability that the outcome be ak is

P
h j< ,

�A; k
h > j, where �A; k

h are a complete orthonormal
set in the Hilbert space spanned by the eigenvec-
tors of A to the eigenvalue ak.

(iii) If a system is in the pure state � and one
performs a measurement of the observable
A with outcome aj 2 (b� 	, bþ 	) for some

b, 	 2 R then immediately after the measure-
ment the system can be in any (not necessarily
pure) state which lies in the convex hull of the
pure states which are in the spectral subspace of
the operator A in the interval �b; 	 �
(b� 	, bþ 	).

Note Statements (ii) and (iii) can be extended
without modification to the case in which the initial
state is not a pure state, and is represented by a
density matrix 
.

Remark 1 Axiom III makes sure that if one
performs, immediately after the first, a further
measurement of the same observable A the outcome
will still lie in the interval �b; 	. This is needed to
give some objectivity to the statement made about
the outcome; notice that one must place the
condition ‘‘immediately after’’ because the evolution
may not leave invariant the spectral subspaces of A.
If the operator A has, in the interval �b; 	, only
discrete (pure point) spectrum, one can express
Axiom III in the following way: the outcome can
be any state that can be represented by a convex
affine superposition of the eigenstates of A with
eigenvalues contained in �b; 	.

In the very special case when A has only one
eigenvalue in �b; 	 and this eigenvalue is not
degenerate, one can state Axiom III in the following
form (commonly referred to as ‘‘reduction of the
wave packet’’): the system after the measurement is
pure and is represented by an eigenstate of the
operator A.

Remark 2 Notice that the third axiom makes a
statement about the state of the system after the
measurement is completed.

It follows from Axiom III that one can measure
‘‘simultaneously’’ only observables which are repre-
sented by self-adjoint operators that commute with
each other (i.e., their spectral projections mutually
commute). It follows from the spectral representa-
tion of the self-adjoint operators that a family {Ak}
of commuting operators can be considered (i.e.,
there is a representation in which they are) functions
over a common measure space.

Axioms I–III give a mathematically consistent
formulation of QM and allow a statistical descrip-
tion (and statistical prediction) of the outcome of
the measurement of any observable. It is worth
remarking that while the predictions will have only
a statistical nature, the dynamical evolution of the
observables (and by duality of the states) will be
described by deterministic laws. The intrinsically
statistical aspect of the predictions comes only from
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the third postulate, which connects the mathemati-
cal content of the theory with the measurement
process.

The third axiom, while crucial for the connection
of the mathematical formalism with the experimen-
tal data, contains the seed of the conceptual
difficulties which plague QM and have not been
cured so far.

Indeed, the third axiom indicates that the process
of measurement is described by laws that are
intrinsically different from the laws that rule the
evolution without measurement. This privileged role
of the changing by effect of a measurement leads to
serious conceptual difficulties since the changing is
independent of whether or not the result is recorded
by some observer; one should therefore have a way
to distinguish between measurements and generic
interactions with the environment.

A related problem that is originated by Axiom III
is that the formulation of this axiom refers implicitly
to the presence of a classical observer that certifies
the outcomes of measurements and is allowed to
make use of classical probability theory. This
observer is not subjected therefore to the laws
of QM.

These two aspects of the conceptual difficulties
have their common origin in the separation of the
measuring device and of the measured systems into
disjoint entities satisfying different laws. The diffi-
culties in the theory of measurement have not yet
received a satisfactory answer, but various attempts
have been made, with various degree of success, and
some of them are described briefly in the section
‘‘Interpretation problems.’’ It appears therefore that
QM in its present formulation is a refined and
successful instrument for the description of the
nonrelativistic phenomena at the Planck scale, but
its internal consistency is still standing on shaky
ground.

Returning to the axioms, it is worth remarking
explicitly that according to Axiom II a state is a
linear functional over the observables, but it is
represented by a sesquilinear function on the
complex Hilbert space H. Since Axiom II states
that any normalized element of H represents a state
(and elements that differ only by a phase represent
the same state) together with �, � also 
 � a�þ
b , jaj2 þ jbj2 = 1 represent a state superposition of
� and  (superposition principle).

But for an observable A, one has in general
�
(A) 6¼ jaj2��(A)þ jbj2� (A), due to the cross-terms
in the scalar product. The superposition principle is
one of the characteristic features of QM. The
superposition of the two pure states � and  has
properties completely different from those of a

statistical mixture of the same two states, defined
by the density matrix 
= jaj2�� þ jbj2� , where we
have denoted by �� the orthogonal projection onto
the normalized vector �. Therefore, the search for
these interference terms is one of the means to verify
the predictions of QM, and their smallness under
given conditions is a sign of quasiclassical behavior
of the system under study.

Strictly connected to superposition are entangle-
ment and the partial trace operation. Suppose that
one has two systems which when considered
separately are described by vectors in two Hilbert
spaces Hi, i = 1, 2, and which have observables Ai 2
B(Hi). When we want to study their mutual
interaction, it is natural to describe both of them in
the Hilbert space H1 �H2 and to consider the
observables A1 � I and I � A2.

When the systems interact, the interaction will not
in general commute with the projection operator �1

onto H1. Therefore, even if the initial state is of the
form �1 � �2,�i 2 Hi, the final state (after the
interaction) is a vector 
 2 H1 �H2 which cannot
be written as 
= �1 � �2 with �i 2 Hi. It can be
shown, however, that there always exist two
orthonormal family vectors �n 2 H1 and  n 2 H2

such that 
=
P

cn�n �  n for suitable cn 2 C,P
jcnj2 = 1 (this decomposition is not unique in

general).
Recalling that ��� (A1 � I) = ��(A1), one can write

�
ðA1 � IÞ ¼
X
jcnj2��nðA1Þ ¼ �
ðA1Þ


 �
X

n

jcnj2��n

The map �2 : �
! �
1
is called reduction or also

conditioning) with respect to H2; it is also called
‘‘partial trace’’ with respect to H2. The first notation
reflects the analogy with conditioning in classical
probability theory.

The map �2 can be extended by linearity to a map
from normal states (density matrices) on B(H1 �H2)
to normal states on B(H1) and gives rise to a
positivity-preserving and trace-preserving map.

One can in fact prove (Takesaki 1971) that any
conditioning for normal states of a von Neumann
algebra M is completely positive in the sense that it
remains positive after tensorization ofM with B(K),
where K is an arbitrary Hilbert space.

It can also be proved that a partial converse is
true, that is, that every completely positive trace-
preserving map � on normal states of a von
Neumann algebra A 	 B(H) can be written, for a
suitable choice of a larger Hilbert space K and
partial isometries Vk, in the form (Kraus form)
�(a) =

P
k V�kaVk.
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But it must be remarked that, if U(t) is a one-
parameter group of unitary operators on H1 �H2

and 
 is a density matrix, the one-parameter family
of maps �(t) � 
!�2(U(t)
U�(t)) does not, in
general, have the semigroup property �(t þ s) =
�(t) � �(s) s, t > 0 and therefore there is in general
no generator (of a reduced dynamics) associated
with it. Only in special cases and under very strong
hypothesis and approximations is there a reduced
dynamics given by a semigroup (Markov property).

Since entanglement and (nontrivial) conditioning are
marks of QM, and on the other side the Markov
property described above is typical of conditioning in
classical mechanics, it is natural to search for condi-
tions and approximations under which the Markov
property is recovered, and more generally under which
the coherence properties characteristic of QM are
suppressed (decoherence). We shall discuss briefly this
problem in the section ‘‘Interpretation problems,’’
devoted to the attempts to overcome the serious
conceptual difficulties that descend from Axiom III.

It is seen from the remarks and definitions above
that normal states (density matrices) play the role
that in classical mechanics is attributed to measures
over phase space, with the exception that pure states
in QM do not correspond to Dirac measures (later
on we shall discuss the possibility of describing a
quantum-mechanical states with a function (Wigner
function) on phase space).

In this correspondence, evaluation of an observa-
ble (a measurable function over phase space) over a
state (a normalized, positive measure) is related to
finding the (Hilbert space) trace of the product of an
operator in B(H) with a density matrix. Notice that
the trace operation shares some of the properties of
the integral, in particular tr AB = tr BA if A is in
trace class and B 2 B(H) (cf. g 2 L1 and f 2 L1)
and tr AB > 0 if A is a density matrix and B is a
positive operator. This suggests to define functions
over the density matrices that correspond to quan-
tities which are important in the theory of dynami-
cal systems, in particular the entropy.

This is readily done if the Hilbert space is finite
dimensional, and in the infinite-dimensional case if
one takes as observables all Hermitian bounded
operators. In quantum statistical mechanics one is
led to consider an infinite collection of subsystems,
each one described with a Hilbert space (finite or
infinite dimensional) Hi, i = 1, 2, . . . , the space of
representation is a subspace K of H1 �H2 � � � � ,
and the observables are a (weakly closed) subalgebra
A of B(K) (typically constructed as an inductive
limit of elements of the form I � I � � � � Ak � I � � �).
In this context one also considers normal states on A
and defines a trace operation, with the properties

described above for a trace. Most of the definitions
(e.g., of entropy) can be given in this enlarged
context, but differences may occur, since in general
A does not contain finite-dimensional projections,
and therefore the trace function is not the trace
commonly defined in a Hilbert space. We shall not
describe further this very interesting and much
developed theory, of major relevance in quantum
statistical mechanics. For a thorough presentation
see Ohya and Petz (1993).

The simplest and most-studied example is the
case when each Hilbert space Hi is a complex
two-dimensional space. The resulting system is
constructed in analogy with the Ising model of
classical statistical mechanics, but in contrast to that
system it possesses, for each value of the index i,
infinitely many pure states. The corresponding
algebra of observables is a closed subalgebra of
(C2�C2)�Z and generically does not contain any
finite-dimensional projection.

This model, restricted to the case (C2�C2)K, K a
finite integer, has become popular in the study of
quantum information and quantum computation, in
which case a normalized element ofHi is called a q-bit
(in analogy with the bits of information in classical
information theory). It is clear that the unit sphere in
(C2�C2) contains many more than four points, and
this gives much more freedom for operations on the
system. This is the basis of quantum computation and
quantum information, a very interesting field which
has received much attention in recent years.

Quantization and Dynamics

The evolution in nonrelativistic QM is described by
the Schrödinger equation in the representation in
which for an N-particle system the Hilbert space is
L2(R3N� Ck, where Ck is a finite-dimensional space
which accounts for the fact that some of the
particles may have a spin content.

Apart from (often) inessential parameters, the
Schrödinger equation for spin-0 particles can be
written typically as

i�h
@�

@t
¼ H�

H �
XN
k¼1

mkði�hrk þ AkÞ2

þ
XN
k¼1

VkðxkÞ þ
XN
i 6¼k;1

Vi;kðxi � xkÞ ½9�

where �h is Planck’s constant, Ak are vector-valued
functions (vector potentials), and Vk and Vi, k are
scalar-valued function (scalar potentials) on R3.
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If some particles have of spin 1/2, the correspond-
ing kinetic energy term should read � (i�h
 � r)2,
where 
k, k = 1, 2, 3, are the Pauli matrices and one
must add a term W(x) which is a matrix field with
values in Ck � Ck and takes into account the
coupling between the spin degrees of freedom.
Notice that the local operator i
 � r is a ‘‘square
root’’ of the Laplacian.

A relativistic extension of the Schrödinger equa-
tion for a free particle of mass m 
 0 in dimension
3 was obtained by Dirac in a space of spinor-
valued functions  k(x, t), k = 0, 1, 2, 3, which carries
an irreducible representation of the Lorentz group.
In analogy with the electromagnetic field, for which
a linear partial differential equation (PDE) can be
written using a four-dimensional representation of
the Lorentz group, the relativistic Dirac equation is
the linear PDE

i
X3

k¼0

�k
@

@xk
 ¼ m ; x0 � ct

where the �k generate the algebra of a representation
of the Lorentz group. The operator

P
(@=@xk)�k is a

local square root of the relativistically invariant
d’Alembert operator �@2=@x2

0 þ��m � I.
When one tries to introduce (relativistically

invariant) local interactions, one faces the same
problem as in the classical mechanics, namely one
must introduce relativistically covariant fields (e.g.,
the electromagnetic field), that is, systems with an
infinite number of degrees of freedom. If this field is
considered as external, one faces technical problems,
which can be overcome in favorable cases. But if one
tries to obtain a fully quantized theory (by also
quantizing the field) the obstacles become unsur-
mountable, due also to the nonuniqueness of the
representation of the canonical commutation rela-
tions if these are taken as the basis of quantization,
as in the finite-dimensional case.

In a favorable case (e.g., the interaction of a
quantum particle with the quantized electromagnetic
field) one can set up a perturbation scheme in a
parameter � (the physical value of � in natural units
is roughly 1/137). We shall come back later to
perturbation schemes in the context of the Schrö-
dinger operator; in the present case one has been
able to find procedures (renormalization) by which
the series in � that describe relevant physical
quantities are well defined term by term. But even
in this favorable case, where the sum of the first few
terms of the series is in excellent agreement with the
experimental data, one has reasons to believe that
the series is not convergent, and one does not even
know whether the series is asymptotic.

One is led to wonder whether the structure of
fields (operator-valued elements in the dual of
compactly supported smooth functions on classical
spacetime), taken over in a simple way from the
field structure of classical electromagnetism, is a
valid instrument in the description of phenomena
that take place at a scale incomparably smaller than
the scale (atomic scale) at which we have reasons to
believe that the formalisms of Schrödinger and
Heisenberg provide a suitable model for the descrip-
tion of natural phenomena.

The phenomena which are related to the interac-
tion of a quantum nonrelativistic particle interacting
with the quantized electromagnetic field take place
at the atomic scale. These phenomena have been the
subject of very intense research in theoretical
physics, mostly within perturbation theory, and the
analysis to the first few orders has led to very
spectacular results (although there is at present no
proof that the perturbation series are at least
asymptotic).

In this field rigorous results are scarce, but
recently some progress has been made, establishing,
among other things, the existence of the ground
state (a nontrivial result, because there is no gap
separating the ground-state energy from the con-
tinuous part of the spectrum) and paving the way
for the description of scattering phenomena; the
latter result is again nontrivial because the photon
field may lead to an anomalous infrared (long-
range) behavior, much in the same way that the
long-range Coulomb interaction requires a special
treatment in nonrelativistic scattering theory.

This contribution to the Encyclopedia is meant to
be an introduction to QM and therefore we shall
limit ourselves to the basic structure of nonrelativis-
tic theory, which deals with systems of a finite
number of particles interacting among themselves
and with external (classical) potential fields, leaving
for more specialized contributions a discussion of
more advanced items in QM and of the successes
and failures of a relativistically invariant theory of
interaction between quantum particles and quan-
tized fields.

We shall return therefore to basics.
One may begin a section on dynamics in QM by

discussing some properties of the solutions of the
Schrödinger equation, in particular dispersive effects
and the related scattering theory, the problem of
bound states and resonances, the case of time-
dependent perturbation and the ionization effect,
the binding of atoms and molecules, the Rayleigh
scattering, the Hall effect and other effects in
nanophysics, the various multiscale and adiabatic
limits, and in general all the physical problems that
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have been successfully solved by Schrödinger’s QM
(as well as the very many interesting and unsolved
problems).

We will consider briefly these issues and the
approximation schemes that have been developed in
order to derive explicit estimates for quantities of
physical interest. Since there are very many excellent
reviews of present-day research in QM (e.g., Araki
and Ezawa (2004), Blanchard and Dell’Antonio
(2004), Cycon et al. (1986), Islop and Sigal (1996),
Lieb (1990), Le Bris (2005), Simon (2002), and
Schlag (2004)) we refer the reader to the more
specialized contributions to this Encyclopedia for a
detailed analysis and precise statements about the
results.

We prefer to come back first to the foundations of
the theory; we shall take the point of view of
Heisenberg and start discussing the mapping proper-
ties of the algebra of observables and of the states.
Since transition probabilities play an important role,
we consider only transformations � which are such
that, for any pair of pure states �1 and �2, one has
<�(�1),�(�2)> = <�1,�2>. We call these maps
Wigner automorphisms.

A result of Wigner (see Weyl (1931)) states that if
� is a Wigner automorphism then there exists a
unique operator U�, either unitary or antiunitary,
such that �(P) = U��PU� for all projection operators.
If there is a one-parameter group of such auto-
morphisms, the corresponding operators are all
unitary (but they need not form a group).

A generalization of this result is due to Kadison.
Denoting by I1,þ the set of density matrices, a
Kadison automorphism � is, by definition, such that
for all 
1,
2 2 I1,þ and all 0 <s <1 one has �(s
1 þ
(1� s)
2) = s�(
1)þ (1� s)�(
2). For Kadison auto-
morphisms the same result holds as for Wigner’s.

A similar result holds for automorphisms of the
observables. Notice that the product of two Hermi-
tian operators is not Hermitian in general, but
Hermiticity is preserved under Jordan’s product
defined as A� B � (1=2)[ABþ BA].

A Segal automorphism is, by definition, an
automorphism of the Hermitian operators that
preserves the Jordan product structure. A theorem
of Segal states that � is a Segal automorphism if and
only if there exist an orthogonal projector E, a
unitary operator U in EH, and an antiunitary
operator V in (I � E)H such that �(A) = W AW�,
where W � U � V.

We can study now in more detail the description
of the dynamics in terms of automorphism of
Wigner or Kadison type when it refers to states
and of Segal type when it refers to observables. We
require that the evolution be continuous in suitable

topologies. The strongest result refers to Wigner’s
case. One can prove that if a one-parameter group
of Wigner automorphism �t is measurable in the
weak topology (i.e., �t
(A) is measurable in t for
every choice of A and 
) then it is possible to choose
the U(t) provided by Wigner’s theorem in such a
way that they form a group which is continuous in
the strong topology. Similar results are obtained for
the cases of Kadison and Segal automorphism, but
in both cases one has to assume continuity of �t in a
stronger topology (the strong operator topology in
the Segal case, the norm topology in Kadison’s).
Weak continuity is sufficient if the operator product
is preserved (in this case one speaks of automorph-
isms of the algebra of bounded operators). The
existence of the continuous group U(t) defines a
Hamiltonian evolution. One has indeed:

Theorem 1 (Stone). The map t!U(t), t 2 R is a
weakly continuous representation of R in the set of
unitary operators in a Hilbert space H if and only if
there exists a self-adjoint operator H on (a dense set
of) H such that U(t) = eitH and therefore

� 2 DðHÞ! i
dUðtÞ

dt
� ¼ HUðtÞ� ½10�

The operator H is called generator of the dynamics
described by U(t).

Note In Schrödinger’s approach the operator
described in Stone’s theorem is called Hamiltonian,
in analogy with the classical case. In the case of one
particle of mass m in R3 subject to a conservative
force with potential energy V(x) it has the following
form, in units in which �h = 1:

H ¼ � 1

2m
�þ VðxÞ; � ¼

X
k

@2
xk

@x2
k

½11�

If the potential V depends on time, Stone’s theorem
is not directly applicable but still the spectral
properties of the self-adjoint operators Ht and of
the Kernel of the group �! eiHt� are essential to
solve the (time-dependent) Schrödinger equation.

The semigroup t! e�tH0 is usually a positivity-
preserving semigroup of contractions and defines a
Markov process; in favorable cases, the same is true
of t! e�tH (Feynmann–Kac formula).

There is an analogous situation in the general
theory of dynamical systems on a von Neumann
algebra; in analogy with the case of elliptic
operators, one defines as ‘‘dissipation’’ a map � on
a von Neumann algebraM which satisfies �(a�a) 

a��(a)þ�(a�)a for all a 2M. The positive dissipa-
tion � is called completely positive if it remains
positive after tensorization with B(K) for any
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Hilbert space K. Notice that according to this
definition every �-derivation is a completely positive
dissipation. For dissipations there is an analog of the
theorem of Stinespring, and often bounded dissipa-
tion can be written as

�ðaÞ= i½h; a� þ
X

V�kaVk �
1

2

� �X
{V�kVk; a}

for a 2 M

(the symbols {. , .} denote the anticommutator).
In general terms, by quantization is meant the

construction of a theory by deforming a commutative
algebra of functions on a classical phase X in such a
way that the dynamics of the quantum system can be
derived from the prescription of deformation, usually
by deforming the Poisson brackets if X is a cotangent
bundle T�M (Halbut 2002, Landsman 2002). We
shall discuss only the Weyl quantization (Weyl 1931)
that has its roots in Heisenberg’s formulation of QM
and refers to the case in which the configuration space
is RN, or, with some variant (Floquet–Zak) the
N-dimensional torus. We shall add a few remarks
on the Wick (anti-Weyl) quantization. More general
formulations are needed when one tries to quantize a
classical system defined on the cotangent bundle of
a generic variety and even more so if it defined on a
generic symplectic manifold.

The Weyl quantization is a mathematically accu-
rate rendering of the essential content of the
procedure adopted by Born and Heisenberg to
construct dynamics by finding operators which
play the role of symplectic coordinates.

Consider a system with one degree of freedom.
The first naive attempt would be to find operators
q̂, p̂ that satisfy the relation

½q̂; p̂� 	 iI ½12�

and to construct the Hamiltonian in analogy with
the classical case. To play a similar role, the
operators q̂ and p̂ must be self-adjoint and satisfy
[12] at least in a weak sense. If both are bounded,
[12] implies e�ibp̂q̂e�ibp̂ = q̂þ bI (the exponential is
defined through a convergent series) and therefore
the spectrum of q̂ is the entire real line, a contra-
diction. Therefore, that inclusion sign in [12] is strict
and we face domain problems, and as a consequence
[12] has many inequivalent solutions (‘‘equivalence’’
here means ‘‘unitary equivalence’’).

Apart from ‘‘pathological’’ ones, defined on
L2-spaces over multiple coverings of R, there are
inequivalent solutions of [12] which are effectively
used in QM.

The most common solution is on the Hilbert space
L2(R) (with Lebesgue measure), with x̂ defined as

the essentially self-adjoint operator that acts on the
smooth functions with compact support as multi-
plication by the coordinate x and p̂ is defined
similarly in Fourier space. This representation can
be trivially generalized to construct operators q̂k and
p̂k in L2(RN).

Another frequently used representation of [12] is
on L2(S1) (and when generalized to N degrees of
freedom, on TN). In this representation, the operator
p̂ is defined by ck! kck on functions f (�) =PN

k =�M ckeik�=2�, 0 
M, N <1. In this case the
operator q̂ is defined as multiplication by the angle
coordinate �. It is easy to check that this representa-
tion is inequivalent to the previous one and that [12]
is satisfied (as an identity) on the (dense) set of
vectors which are in the domain both of p̂q̂ and
of q̂p̂. But notice that the domain of essential self-
adjointness of p̂ is not left invariant by the action of
q̂ (�f (�) is a function on S1 only if f (2�) = 0).

We shall denote p̂ in this representation by the
symbol @=@�per and refer to it as the Bloch
representation. It can be modified by setting the
action of p̂ as cn! ncn þ �, 0 < � < 2�, and this
gives rise to the various Bloch–Zak and magnetic
representations.

The Bloch representation can be extended to
periodic functions on R1 noticing that L2(R) =
L2(S1)� l2(N); similarly, the Bloch–Zak and the
magnetic representation can be extended to L2(RN).

The difference between the representations can be
seen more clearly if one considers the one-parameter
groups of unitary operators generated by the
‘‘canonical operators’’ q̂ and p̂. In the Schrödinger
representation on L2(R), these groups satisfy

UðaÞVðbÞ¼ eiabVðbÞUðaÞ
UðaÞ¼ eiaq̂; VðbÞ ¼ eibp̂

and therefore, setting z = aþ ib and W(z) �
e�iab=2V(b)U(a) one has

WðzÞWðz0Þ ¼ e�i!ðz;z0Þ=2Wðzþ z0Þ
z 2 C; !ðz; z0Þ¼ Imð�z; z0Þ

½13�

The unitary operators W(z) are therefore projective
representations of the additive group C. This
generalizes immediately to the case of N degrees
of freedom; the representation is now of the
additive group CN and ! is the standard symplectic
form on CN.

In the Bloch representation, the unitaries
U(a)V(b)U�(a)V�(b) are not multiples of the iden-
tity, and have no particularly simple form. The map
CN 3 z!W(z) with the structure [13] is called Weyl
system; it plays a major role in QM. The following
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theorem has therefore a major importance in the
mathematical theory of QM.

Theorem 2 (von Neumann 1965). There exists
only one, modulo unitary equivalence, irreducible
representation of the Weil system.

The proof of this theorem follows a general
pattern in the theory of group representations. One
introduces an algebra W(N) of operators

Wf �
Z

f ðzÞWðzÞdz; f 2 L1ðCNÞ

called Weyl algebra.
It easy to see that jWf j= jf j1 and that f!Wf is a

linear isomorphism of algebras if one considersW(N)

with its natural product structure and L1 as a
noncommutative algebra with product structure

f � g �
Z

dz0f ðz� z0Þgðz0Þ exp
i

2
!ðz; z0Þ ½14�

So far the algebra W(N) is a concrete algebra of
bounded operators on L2(R2). But it can also be
considered an abstract C�-algebra which we still
denote by W(N).

It is easy to see that, according to [14], if f0 is
chosen to be a suitable Gaussian, then Wf0

is a
projection operator which commutes with all the
Wf ’s. Moreover, Wf Wg =�f , gWf�g for a suitable
phase factor �. Considering the Gelfand–Neumark–
Segal construction for the C�-algebra W(N), one
finds that these properties lead to a decomposition
of any representation in cyclic irreducible equivalent
ones, completing the proof of the theorem.

The Weyl system has a representation (equivalent
to the Schrödinger one) in the space L2(RN, g),
where g is Gauss’s measure. This allows an exten-
sion in which CN is replaced by an infinite-
dimensional Banach space equipped with a Gauss
measure (weak distribution (Segal 1965, Gross
1972, Wiener 1938)). Uniqueness fails in this more
general setting (uniqueness is strictly connected with
the compactness of the unit ball in CN). Notice that
in the Schrödinger representation (and, therefore, in
any other representation) the Hamiltonian for the
harmonic oscillator defines a positive self-adjoint
operator

N ¼
XN

1

Nk; Nk ¼ �
@2

@xk2

þ x2
k � 1

The spectrum of each of the commuting operators
Nk consists of the positive integers (including 0) and
is therefore called number operator for the kth
degree of freedom. The operator Nk can be written
as Nk = a�kak, where ak = (1=

ffiffiffi
2
p

)(xk þ @=@xk) and a�k

is the formal adjoint of ak in L2(R). One has
jak(Nk þ 1)�1=2j<1. In the domain of N these
operators satisfy the following relations (canonical
commutation relations)

½ak; a
�
h� ¼ 	k;h; ½ah; ak� ¼ 0

½Nk; ah� ¼ �ah	h;k; ½Nh; a
�
k� ¼ a�k	h;k

½15�

In view of the last two relations, the operator ak is
called the annihilation operator (relative to the kth
degree of freedom) and its formal adjoint is called
the creation operator. The operators ak have as
spectrum the entire complex plane, the operators a�k
have empty spectrum; the eigenvectors of Nk are the
Hermite polynomials in the variable xk. The
eigenvectors of ak (i.e., the solutions in L2(R) of
the equation ak�� =���,� 2 C) are called coherent
states; they have a major role in the Bargmann–
Fock–Segal quantization and in general in the
semiclassical limit.

The operators {Nk} generate a maximal abelian
system and therefore the space L2(RN) has a natural
representation as the symmetrized subspace of
�k(CN)k (Fock representation). In this representa-
tion, a natural basis is given by the common
eigenvectors �{nk}, k = 1, . . . , N, of the operators Nk.
A generic vector can be written as

 ¼
X
fnkg

cfnkg�fnkg;
X
fnkg
jcfnkgj

2 <1

and therefore can be represented by the sequence c{nk}.
Notice that the creation operators do not create

particles in RN but rather act as a shift in the basis
of the Hermite polynomials.

It is traditional to denote by �(L2(RN)) the Fock
representation (also called second quantization
because for each degree of freedom the wave
function is written in the quantized basis of the
harmonic oscillator) and to denote by �(A) the lift
of a matrix A 2 B(CN). These notations are espe-
cially used if CN is substituted with a Banach space
X. This terminology was introduced by Segal in his
work on quantization of the wave equation; it is
used ever since, mostly in a perturbative context.

In the theory of quantized fields, the space CN is
substituted with a Banach space, X, of functions.
In this setting, ‘‘second quantization’’ (Segal 1965,
Nelson 1974) considers the state �{nk} as represent-
ing a configuration of the system in which there are
precisely nk particles in the kth physical state (this
presupposes having chosen a basis in the space of
distribution on R3). There is no problem in doing
this (Gross 1972) and one can choose for X a
suitable Sobolev space (which one depends on the
Gaussian measure given in X) if one wants that the
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generalization of the commutation relations [15] be
of the form [a�(f ), a(g)] =< f , g> with a suitable
scalar product < � , �> in X. The problem with
quantization of relativistic fields is that, in order to
ensure locality, one is forced to use a Sobolev space
of negative index (depending on the dimension of
physical space), and this gives rise to difficulties in
the definition of the dynamics for nonlinear vector
fields.

One should notice that in the work of Segal
(1965), and then in Constructive field theory
(Nelson 1974), the Fock representation is placed in
a Schrödinger context exhibiting the relevant opera-
tors as acting on a space L2(X, g), where X is a
subspace of the space of Schwartz distributions on
the physical space of the particles one wants to
describe and g is a suitably defined Gauss measure
on X.

The Fock representation is related to the Bargmann–
Fock–Segal representation (Bargmann 1967), a repre-
sentation in a space of holomorhic functions on CN

square integrable with respect to a Gaussian measure.
For its development, this representation relies on the
properties of Toeplitz operators and on Tauberian
estimates. It is much used in the study of the
semiclassical limit and in the formulation of QM in
systems for which the classical version has, for phase
space, a manifold which is not a cotangent bundle
(e.g., the 2-sphere).

Remark The Fock representation associated with
the Weyl system in the infinite-dimensional context
can describe only particles obeying Bose–Einstein
statistics; indeed, the states are qualified by their
particle content for each element of the basis chosen
and there is no possibility of identifying each
particle in an N-particle state. This is obvious in
the finite-dimensional case: the Hermite polynomial
of order 2 cannot be seen as ‘‘composed’’ of two
polynomials of order 1.

In the infinite-dimensional context, if one wants
to treat particles which obey Fermi–Dirac statistics,
one must rely on the Pauli exclusion principle (Pauli
1928), which states that two such particles cannot
be in the same configuration; to ensure this, the
wave function must be antisymmetric under permu-
tation of the particle symbols. It is a matter of fact
(and a theorem in relativistic quantum field theory
which follows in that theory from covariance,
locality and positivity of the energy (Streater and
Wightman 1964) that particles with half-integer spin
obey the Fermi–Dirac statistics. Therefore, to quan-
tize such systems, one must introduce (commuta-
tion) relations different from those of Weyl. Since it
must now be that (a�)2 = 0, due to antisymmetry, it

is reasonable to introduce the following relations
(canonical anticommutation relations:

fak; a
�
hg ¼ 	k;h; fah; akg ¼ 0

½Nk; ah� ¼ �ah	h;k; fA;Bg � AB� BA
½16�

The Hilbert space is now �NH2, where H2 is a
two-dimensional complex Hilbert space. Notice that
H2 carries an irreducible two-dimensional represen-
tation of sU(2) � o(3) (spin representation) so that
this quantization associates spin 1/2 and
antisymmetry.

The operators in [16] are all bounded (in fact
bounded by 1 in norm). The Fock representation is
constructed as in the case of Weyl (see Araki
(1988)), with nk equal 0 or 1 for each index k.
The infinite-dimensional case is defined in the same
way, and leads to inequivalent irreducible represen-
tations (Araki 1988); only in one of them is the
number operator defined and bounded below. Some
of these representations can be given a Schrödinger-
like form, with the introduction of a gauge and an
integration formalism based on a trace (Gross
1972). This system is much used in quantum
statistical mechanics because it deals with bounded
operators and can take advantage of strong results
in the theory of C�-algebras. In the finite-dimensional
case (and occasionally also in the general case) it is
used in quantum information (the space H2 is the
space of a quantum bit).

Returning to the Weyl system, we now introduce
the strictly related Wigner function which plays an
important role in the analysis of the semiclassical
limit and in the discussion of some scaling limits, in
particular the hydrodynamical limit and the Bose–
Einstein condensation when N!1.

The Wigner function W� for a pure state � is a
real-valued function on the phase space of the
classical system which represents the state faithfully.
It is defined as

W ðx; 
Þ ¼ ð2�Þ�n
Z

Rn

e�ið
;xÞ xþ y

2

� �
� x� y

2

� �
dy

The Wigner function is not positive in general (the
only exceptions are those Gaussian states that satisfy
�(x) ��(p) 
 �h). But is has the interesting property
that its marginals reproduce correctly the Born rule.
In fact, one has

R
W�(x, 
) dx = j�̂(
)j2. If the func-

tion �(t, x) x 2 Rn is a solution of the free Schrödinger
equation i�h@�=@t =��h2� then its Wigner function
satisfies the Liouville (transport) equation @W�=@tþ

 � rW = 0.

The Wigner function is strictly linked with the
Weyl quantization. This quantization associates
with every function 
(p, x) in a given regularity
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class an operator 
(D, x) (the Weyl symbol of the
function 
) defined by

ð
ðD; xÞf ; gÞ �
Z

ð
; xÞWðf ; gÞð
; xÞ d
 dx

Wðf ; gÞð
; xÞ �
Z

e�ið
;pÞf xþ p

2
; x� p

2

� �
dp

It can be verified that the action of F preserves the
Schwartz classes S and S0 and is unitary in L2(R2N).
Moreover, one has 
(D, x)�= �
(D, x).

The relation between Weyl’s quantization and
Wigner functions can be readily seen from the
natural duality between bounded operators and
pure states:

trðÂ �̂Þ �
Z

aðp; qÞ�ðp; qÞ dp dq

�ðp; qÞ ¼
Z

eiðp;q0Þ�ðq0; qÞ dq0

We give now a brief discussion of the general
structure of a quantization, and apply it to the
Weyl quantization. By quantization of a Hamilto-
nian system we mean a correspondence, parame-
trized by a small parameter �h, between classical
observables (real functions on a phase space F ) and
quantum observables (self-adjoint operators on a
Hilbert space H) with the property that the
corresponding structures coincide in the limit �h! 0
and the difference for �h 6¼ 0 can be estimated in a
suitable topology.

This last requirement is important for the applica-
tions and, from this point of view, Weyl’s quantiza-
tion gives stronger results than the other formalisms
of quantization.

We limit our analysis to the case F � T�X, with
X � RN, and we make use of the realization of H as
L2(RN).

Let {xi} be Cartesian coordinates in RN and
consider a correspondence A! Â that satisfies the
following requirements:

1. A$ Â is linear;
2. xk$ x̂k where x̂k is multiplication by xk;
3. pk$�i�h@=@xk;
4. if f is a continuous function in RN, one has

f (x)$ f (x̂) and f̂ (p) = (Ff )(x̂), where F denotes a
Fourier transform;

5. L�$ L̂� , � � (�, �),�, � 2 RN, where L� is the
generator of the translations in phase space in
the direction � and L̂� is the generator of the one-
parameter group t!W(t�) associated with � by
the Weyl system.

Note that (1) and (4) imply (2) and (3) through a
limit procedure.

Under the correspondence A$ Â, linear symplec-
tic maps correspond to unitary transformations.
This is not in general the case for nonlinear maps.

One can prove that conditions (1)–(5) give
a complete characterization of the map A$ Â.
Moreover, the correspondence cannot be extended
to other functions in phase space. Indeed, one has:

Theorem 3 (van Hove). Let G be the class of
functions C1 on R2N which are generators of global
symplectic flows. For g 2 G let �g(t) be the
corresponding group. There cannot exist for every
g a correspondence g$ ĝ, with ĝ self-adjoint, such
that ĝ(x, p) = g(x̂, p̂).

We described the Weyl quantization as a corre-
spondence between functions in the Schwartz class S
and a class of bounded operators. Weyl’s quantiza-
tion can be extended to a much wider class of
functions. Operators that can be so constructed are
called Fourier integral operators. One uses the
notation 
̂ � 
(D, x).

We have the following useful theorems (Robert
1987):

Theorem 4 Let l1, . . . , lK be linear functions on RN

such that {lilk} = 0. Let P be a polynomial and let

(
, x) � P[l1(
, x), lK(
, x)]. Then

(i) 
(D, x) maps S in L2(RN) and self-adjoint;
(ii) if g is continuous, then (g(
)(D, x) = g(
(D, x)).

One proves that 
(D, x) extends to a continuous
map S0(X)! S0(X) and, moreover,

Theorem 5 (Calderon–Vaillancourt). If 
0 �P
j�jþj�j�2Nþ1 jD�


 D�
x
j <1 the norm of the opera-

tor 
(D, x) is bounded by 
0.

Any operator obtained from a suitable class of
functions through Weyl’s quantization is called a
pseudodifferential operator. If 
(q, p) = P(p), where
P is a polynomial, 
̂(p, q) is a differential operator.

Moreover, if 
(p, x) 2 L2 then 
(D, x) is a
Hilbert–Schmidt operator and

j
ðD; xÞjHS ¼ ð2��hÞ�n=2
Z
jAðzÞj2 dz

� �1=2

Pseudodifferential operators turn out to be very
important in particular in the quantum theory of
molecules (Le Bris 2003), where adiabatic analysis
and Peierls substitution rules force the use of
pseudodifferential operators.

The next important problem in the theory of
quantization is related to dynamics.

Let � be a quantization procedure and let H(p, q)
be a classical Hamiltonian on phase space. Let At be
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the evolution of a classical observable A under the
flow defined by H and assume that �(At) is well
defined or all t.

Is there a self-adjoint operator Ĥ such that
�(At) = eitĤ�(A) e�itĤ? If so, can one estimate
jĤ � �(H)j? Conversely, if the generator of the
quantized flow is, by definition, Ĥ (as is usually
assumed), is it possible to give an estimate of the
difference j�(At)� (�(A))tj� for a dense set of � 2
H, where At � eitĤAe�itĤ, or to estimate j~At � Atj1,
where ~At is defined by �(~At) = (�(A))t. Is it possible
to write an asymptotic series in �h for the differences?

For the Weyl quantization some quantitative
results have been obtained if one makes use of the
semiclassical observables (Robert 1987). We shall
not elaborate further on this point.

For completeness, we briefly mention another
quantization procedure which is often used in
mathematical physics.

Wick Quantization

This quantization assigns positive operators to
positive functions, but does not preserve polynomial
relations. It is strictly related to the Bargmann–
Fock–Segal representation.

Call coherent state centered in the point (y, �) of
phase space the normalized solution of (ip̂þ x̂�
i� þ x)�y, �(x) = 0.

Wick’s quantization of the classical observable A
is by definition the map A!OpW(A), where

OpWðAÞ � ð2��hÞ�n
Z

Aðy; �Þ �ð ; �y;�Þ�y;� dy d�

One can prove, either directly or going through
Weyl’s representation, that

1. if A 
 0 then OpW
�h (A) 
 0;

2. the Weyl symbol of the operator OpW
�h (A) is

ð��hÞ�n
Z Z

Aðy; �Þe�1
�h
½ðx�yÞ2þð
��Þ2� dy d�

3. for every A 2 O(0) one has kOpW
�h (A)� Âk=

O(�h).

Wick’s quantization associates with every vector
� 2 H a positive Radon measure �� in phase space,
called Husimi measure. It is defined by

R
A d� =

(OpW
�h (A) �  ), A 2 S(z). Wick’s quantization is less

adapted to the treatment of nonrelativistic particles,
in particular Eherenfest’s rule does not apply, and
the semiclassical propagation theorem has a more
complicated formulation. It is very much used for
the analysis in Fock space in the theory of quantized
relativistic fields, where a special role is assigned to
Wick ordering, according to which the polynomials
in x̂h and p̂h are reordered in terms of creation and

annihilation operators by placing all creation opera-
tors to the left.

We now come back to Schrödinger’s equation and
notice that it can be derived within Heisenberg’s
formalism and Weyl’s quantization scheme from the
Hamiltonian of an N-particle system in Hamiltonian
mechanics (at least if one neglects spin, which has
no classical analog).

Apart from (often) inessential parameters, the
Schrödinger equation for N scalar particles in R3

can be written as

i�h
@�

@t
¼
XN
k¼1

ði�hrk þ AkÞ2�þ V � � H�

� 2 L2ðR3NÞ
½17�

where Ak are vector-valued functions (vector poten-
tials) and V = Vk(xk)þ Vi, k(xi � xk) are scalar-
valued function (scalar potentials) on R3.

Typical problems in Schrödinger’s quantum
mechanics are:

1. Self-adjointness of H, existence of bound states
(discrete spectrum of the operator), their number
and distribution, and, in general, the properties
of the spectrum.

2. Existence, completeness, and continuity proper-
ties of the wave operators

W
 � s� lim
�1

eitH0 e�itH ½18�

and the ensuing existence and properties of the
S-matrix and of the scattering cross sections. In
[18] H0 is a suitable reference operator, usually
�� (with periodic boundary conditions if the
potentials are periodic in space), for which
Schrödinger’s equation can be somewhat analy-
tically controlled.

3. Existence and property of a semiclassical limit.

In [17] and [18] we have implicitly assumed that H
is time independent; very interesting problems arise
when H depends on time, in particular if it is
periodic or quasiperiodic in time, giving rise to
ionization phenomena. In the periodic case, one is
helped by Floquet’s theory, but even in this case
many interesting problems are still unsolved.

If the potentials are sufficiently regular, the
spectrum of H consists of an absolutely continuous
part (made up of several bands in the space-periodic
case) and a discrete part, with few accumulation
points.

On the contrary, if V(x,!) is a measurable
function on some probability space �, with a
suitable distribution (e.g., Gaussian), the spectrum
may have totally different properties almost surely.
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For example, in the case N = 1 (so that the terms Vi, j

are absent) in one and two spatial dimensions the
spectrum is pure point and dense, with eigenfunctions
which decrease at infinity exponentially fast (although
not uniformly); as a consequence, the evolution group
does not give rise to a dispersive motion. The same is
true in three dimensions if the potential is sufficiently
strong and the kinetic energy content of the initial state
is sufficiently limited. This very interesting behavior is
due roughly to the randomness of the ‘‘barriers’’
generated by the potential and is also present, to a
large extent, for potentials quasiperiodic in space
(Pastur and Figotin 1992).

In these as well as in most problems related
to Schrödinger’s equation, a crucial role is taken
by the resolvent operator (H � �I)�1, where � is
any complex number outside the spectrum of H;
many of the results are obtained when the difference
(H � �I)�1 � (H0 � �I)�1 is a compact operator.

Problems of type (1) and (2) are of great physical
interest, and are of course common with theoretical
physics and quantum chemistry (Le Bris 2003),
although the instruments of investigation are some-
what different in mathematical physics. The semi-
classical limit is often more of theoretical interest,
but its analysis has relevance in quantum chemistry
and its methods are very useful whenever it is
convenient to use multiscale methods, as in the
study of molecular spectra.

We start with a brief description of point (3); it
provides a valid instrument in the description of
quantum-mechanical systems at a scale where it is
convenient to use units in which the physical
constant �h has a very small value (�h ’ 10�27 in
CGS units). From Heisenberg’s commutation rela-
tions, [x̂, p̂] 	 �hI, it follows that the product of the
dispersion (uncertainty) of the position and momen-
tum variables is proportional to �h and therefore at
least one of these two quantities must have very
large values (compared to �h). One considers usually
the case in which these dispersions have comparable
values, which is therefore very small, of the order of
magnitude �h1=2 (but very large as compared with �h).
In order to make connection with the Hamilton–
Jacobi formalism of classical mechanics one can also
consider the case in which the dispersion in
momentum is of the order �h (the WKB method).

The semiclassical limit takes advantage mathema-
tically from the fact that the parameter �h is very
small in natural units, and performs an asymptotic
analysis, in which the terms of ‘‘lowest order’’ are
exactly described and the difference is estimated.
The problem one faces is that the Schrödinger
equation becomes, in the ‘‘mathematical limit’’

�h! 0, a very singular PDE (the coefficients of the
differential terms go to zero in this limit).

Dividing each term of the equation by �h (because
we do not want to change the scale of time) leads, in
the case of one quantum particle in R3 in potential
field V(x) (we treat, for simplicity, only this case), to
the equation

i
@�ðx; tÞ
@t

¼ ��h��ðx; tÞ þ �h�1VðxÞ�ðx; tÞ ½19�

It is convenient therefore to ‘‘rescale’’ the spatial
variables by a factor �h1=2 (i.e., choose different
units) setting x =

ffiffiffi
�h
p

X and look for solutions of [19]
which remain regular in the limit �h! 0 as functions
of the rescaled variable X. One searches therefore
for solutions that on the ‘‘physical scale’’ have
support that becomes ‘‘vanishingly small’’ in the
limit. It is therefore not surprising that, in the limit,
these solutions may describe point particles; the
main result of semiclassical analysis is that he
coordinates of these particles obey Hamilton’s laws
of classical mechanics.

This can be roughly seen as follows (accurate
estimates are needed to make this empirical analysis
precise). Using multiscale analysis, one may write the
solution in the form �(X, x, t) and seek solutions
which are smooth in X and x. Both terms on the right-
hand side of [19] contain contributions of order �2
and �1 in

ffiffiffi
�h
p

and in order to have regular solutions
one must have cancellations between equally singular
contributions. For this, one must perform an expan-
sion to the second order of the potential (assumed at
least twice differentiable) around a suitable trajectory
q(t), q 2 R3, and choose this trajectory in such a way
that the cancellations take place.

A formal analysis shows that this is achieved only
if the trajectory chosen is precisely a solution of the
classical Lagrange equations. Of course, a more
refined analysis and good estimates are needed to
make this argument precise, and to estimate the
error that is made when one neglects in the resulting
equation terms of order

ffiffiffi
�h
p

; in favorable cases, for
each chosen T the error in the solution for most
initial conditions of the type described is of orderffiffiffi

�h
p

for jtj < T.
This semiclassical result is most easily visualized

using the formalism of Wigner functions (the
technical details, needed to to make into a proof
the formal arguments, take advantage of regularity
estimates in the theory of functions).

In natural units, one defines

W�h;�ðx; 
; tÞ ¼
i

2�

� �N

W� x;



�h
; t

� �
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In terms of the Wigner function W�h, � the Schrödin-
ger equation [19] takes the form

@f �h

@t
þ 
 � rxf �h þ K�h � f �h ¼ 0

��hðt ¼ 0Þ ¼ �0ð�hÞ
½20�

where

K�h ¼
i

ð2�ÞN
e�i
; y�h�1 V xþ �hy

2

� �
� V x� �hy

2

� �� �
It can be proved (Robert 1987) that if the potential
is sufficiently regular and if the initial datum
converges in a suitable topology to a positive
measure f0, then, for all times, W�h, �(x, t) converges
to a (weak) solution of the Liouville equation

@f

@t
þ 
 � rxf �rVðxÞ � r
f ¼ 0

This leads to the semiclassical limit if, for example,
one considers a sequence of initial data ��n

where �n

is a sequence of functions centered at x0 with
Fourier transform centered at p0 and dispersion of
order �h1=2 both in position and in momentum. In
this case, the limit measure is a Dirac measure
centered on the classical paths.

In the course of the proof of the semiclassical limit
theorem, one becomes aware of the special status of
the Hamiltonians that are at most quadratic in x̂ and
p̂. Indeed, it is easy to verify that for these
Hamiltonians the expectation values of x̂ and p̂
obey the classical equation of motion (P Ehrenfest
rule).

From the point of view of Heisenberg, this can be
understood as a consequence of the fact that
operators at most bilinear in a and a� form an
algebra D under commutation and, moreover, the
homogeneous part of order 2 is a closed subalgebra
such that its action on D (by commutation) has the
same structure as the algebra of generators of the
Hamiltonian flow and its tangent flow. Apart from
(important) technicalities, the proof of the semiclas-
sical limit theorem reduces to the proof that one can
estimate the contribution of the terms of order
higher than 2 in the expansion of the quantum
Hamiltonian at the classical trajectory as being of
order �h1=2 in a suitable topology (Hepp 1974).

We end this overview by giving a brief analysis of
problems (1) and (2), which refer to the description
of phenomena that are directly accessible to com-
parison with experimental data, and therefore have
been extensively studied in theoretical physics and
quantum chemistry (Mc Weeny 1992); some of
them have been analyzed with the instruments of
mathematical physics, often with considerable

success. We give here a very naive introduction to
these problems and refer the reader to the more
specialized contributions to this Encyclopedia for a
rigorous analysis and exact statements.

Of course, most of the problems of physical
interest are not ‘‘exactly solvable,’’ in the sense that
rarely the final result is given explicitly in terms of
simple functions. As a consequence, exact numerical
results, to be compared with experimental data, are
rarely obtained in physically relevant problems, and
most often one has to rely on approximation
schemes with (in favorable cases) precise estimates
on the error.

Formal perturbation theory is the easiest of such
schemes, but it seldom gives reliable results to
physically interesting problems. One writes

H� � H þ �V ½21�

where � is a small real parameter, and sets a formal
scheme in case (1) by writing

H��� � E���; E� �
X1

0

�kEk; �� �
X1

0

�k�k

and, in case (2), iterating Duhamel’s formula

e�itH� ¼ e�itH0 þ i�

Z t

0

e�iðt�sÞH�Ve�isH0ds ½22�

Very seldom the perturbation series converges, and
one has to resort to more refined procedures.

In some cases, it turns out to be convenient to
consider the formal primitive ~E� of E� (as a
differentiable function of �) and prove that it is
differentiable in � for 0 < � < �0 (but not for �= 0).
In favorable cases, this procedure may lead to

E� ¼
XN

0

�kEk þ RNð�Þ; lim
N!1

jRNjð�Þ ¼ þ1

with explicit estimates of jRN(�)j for 0 � � < �0.
Re-summation techniques of the formal power

series may be of help in some cases.
The estimate of the lowest eigenvalues of an

operator bounded below is often done by variational
analysis, making use of min–max techniques applied
to the quadratic form Q(�) � (�, H�).

Semiclassical analysis can be useful to search for
the distribution of eigenvalues and in the study of
the dynamics of states whose dispersions both in
position and in momentum are very large in units in
which �h = 1.

A case of particular interest in molecular and
atomic physics occurs when the physical parameters
which appear in H� (typically the masses of the
particles involved in the process) are such that one
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can a priori guess the presence of coordinates which
have a rapid dependence on time (fast variables) and
a complementary set of coordinates whose depen-
dence on time is slow. This suggests that one can try
an asymptotic analysis, often in connection with
adiabatic techniques. Seldom one deals with cases in
which the hypotheses of elementary adiabatic
theorems are satisfied, and one has to refine the
analysis, mostly through subtle estimates which
ensure the existence of quasi invariant subspaces.

Asymptotic techniques and refined estimates are
also needed to study the effective description of a
system of N interacting identical particles when N
becomes very large; for example, in statistical
mechanics, one searches for results which are valid
when N!1.

The most spectacular results in this direction are
the proof of stability of matter by E Lieb and
collaborators, and the study of the phenomenon of
Bose–Einstein condensation and the related Gross–
Pitaevskii (nonlinear Schrödinger) equation. The
experimental discovery of the state of matter
corresponding to a Bose–Einstein condensate is a
clear evidence of the nonclassical behavior of matter
even at a comparatively macroscopic size. From the
point of view of mathematical physics, the ongoing
research in this direction is very challenging.

One should also recognize the increasing role that
research in QM is taking in applications, also in
connection with the increasing success of nanotech-
nology. In this respect, from the point of view of
mathematical physics, the study of nanostructure
(quantum-mechanical systems constrained to very
small regions of space or to lower-dimensional
manifolds, such as sheets or graphs) is still in its
infancy and will require refined mathematical
techniques and most likely entirely new ideas.

Finally, one should stress the important role
played by numerical analysis (Le Bris 2003) and
especially computer simulations. In problems involv-
ing very many particles, present-day analytical
techniques provide at most qualitative estimates
and in favorable cases bounds on the value of the
quantities of interest. Approximation schemes are
not always applicable and often are not reliable.

Hints for a progress in the mathematical treatment
of some relevant physical phenomena of interest in
QM (mostly in condensed matter physics) may come
from the ab initio analysis made by simulations on
large computers; this may provide a qualitative and,
to a certain extent, quantitative behavior of the
solutions of Schrödinger’s equation corresponding to
‘‘typical’’ initial conditions. In recent times the
availability of more efficient computing tools has
made computer simulation more reliable and more

apt to concur with mathematical investigation to a
fuller comprehension of QM.

Interpretation Problems

In this section we describe some of the conceptual
problems that plague present-day QM and some of
the attempts that have been made to cure these
problems, either within its formalism or with an
altogether different approach.

Approaches within the QM Formalism

We begin with the approaches ‘‘from within.’’ We
have pointed out that the main obstacle in the
measurement problem is the description of what
occurs during an act of measurement. Axiom III
claims that it must be seen as a ‘‘destruction’’ act,
and the outcome is to some extent random. The
final state of the system is one of the eigenstates of
the observable, and the dependence on the initial
state is only through an a priori probability assign-
ment; the act of measurement is therefore not a
causal one, contrary to the (continuous) causal
reversible description of the interaction with the
environment. One should be able to distinguish
a priori the acts of measurement from a generic
interaction.

There is a further difficulty. Due to the super-
position principle, if a system S on which we want
to make a measurement of the property associated
with the operator A ‘‘interacts’’ with an instrument
I described by the operator S, the final state 
 of the
combined system will be a coherent superposition of
tensor product of (normalized) eigenstates of the
two systems


 ¼
X
n;m

cn;m�
A
n �  S

m;
X
n;m

jcn;mj2 ¼ 1 ½23�

Measurement as described by Axiom III of QM
claims that once the measurement is over, the
measured system is, with probability

P
m jcn, mj2, in

the state �A
n and the instrument is in a state which

carries the information about the final state of the
system (after all, what one reads at the end is an
indicator of the final state of the instrument).

It is therefore convenient to write 
 in the form


 ¼
X

dn�
A
n � �n;

X
n

jdnj2 ¼ 1 ½24�

(this defines �n if the spectrum of A is pure point and
nondegenerate). It is seen from [24] that, due to the
reduction postulate, we know that the the measured
system is in the state �A

n0
if a measurement of an

observable T with nondegenerate spectrum,
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eigenvectors {�n}, and eigenvalues {zn} gives the
results zn0

.
Along these lines, one does not solve the measure-

ment problem (the outcome is still probabilistic) but
at least one can find the reason why the measuring
apparatus may be considered ‘‘classical.’’

It is more convenient to go back to [23] and to
assume that one is able to construct the measuring
apparatus in such a way that one divides (roughly)
its pure (microscopic) states in sets �n (each
corresponding to a ‘‘macroscopic’’ state) which are
(roughly) in one-to-one correspondence to the
eigenstates of A. The sets �n contain a very large
number, N�n

, of elements, so that the sets �n need
not be given with extreme precision. And the sets �n

must be in a sense ‘‘stable’’ under small external
perturbations.

It is clear from this rough description that the
apparatus should contain a large number of small
components and still its interaction with the ‘‘small’’
system A should lead to a more or less sudden
change of the sets �n.

A concrete model of this mechanism has been
proposed by K Hepp (1972) for the case when A is a
2� 2 matrix, and the measuring apparatus is made
of a chain of N spins, N!1; the analysis was
recently completed by Sewell (2005) with an
estimate on the error which is made if N is finite
but large. This is a dynamical model, in which the
observable A (a spin) interacts with a chain of spins
(‘‘moves over the spins’’) leaving the trace of its
passage. It is this trace (final macroscopic state of
the apparatus) which is measured and associated
with the final state of A. The interaction is not
‘‘instantaneous’’ but may require a very short time,
depending on the parameters used to describe the
apparatus and the interaction.

We call ‘‘decoherence’’ the weakening of the
superposition principle due to the interaction with
the environment.

Two different models of decoherence have been
analyzed in some detail; we shall denote them
thermal-bath model and scattering model; both are
dynamical models and both point to a solution, to
various extents, of the problem of the reduction to a
final density matrix which commutes with the
operator A (and therefore to the suppression of the
interference terms).

The thermal-bath model makes use of the
Heisenberg representation and relies on results of
the theory of C�-algebras. This approach is closely
linked with (quantum) statistical mechanics; its aim
is to prove, after conditioning with respect to the
degrees of freedom of the bath, that a special role
emerges for a commuting set of operators of the

measured system, and these are the observables that
specify the outcome of the measurement in prob-
abilistic terms.

The scattering approach relies on the Schrödinger
approach to QM, and on results from the theory of
scattering. This approach describes the interaction of
the system S (typically a heavy particle) with an
environment made of a large number of light particles
and seeks to describe the state of S after the
interaction when one does not have any information
on the final state of the light particle. One seeks to
prove that the reduced density matrix is (almost)
diagonal in a given representation (typically the one
given by the spatial coordinates). This defines the
observable (typically, position) that can be measured
and the probability of each outcome.

Both approaches rely on the loss of information in
the process to cancel the effect of the superposition
principle and to bring the measurement problem
within the realm of classical probability theory.
None of them provides a causal dependence of the
result of the measurement on the initial state of the
system.

We describe only very briefly these attempts.
In its more basic form, the ‘‘scattering approach’’

has as starting point the Schrödinger equation for a
system of two particles, one of which has mass very
much smaller than the other one. The heavy particle
may be seen as representing the system on which a
measurement is being made. The outline of the
method of analysis (which in favorable cases can be
made rigorous) (Joos and Zeh 1985, Tegmark 1993)
is the following. One chooses units in which the
mass of the heavy particle is 1, and one denotes by �
the mass of the light particle. If x is the coordinate
of the heavy particle and y that of the light one, and
if the initial state of the system is denoted by
�0(x, y), the solution of the equation for the system
is (apart from inessential factors)

�t ¼ expfið��x � ��1�y þWðxÞ þ Vðx� yÞÞtg�0

Making use of center-of-mass and relative coordi-
nates, one sees that when � is very small one should
be able to describe the system on two timescales,
one fast (for the light particle) and one slow (for the
heavy one) and, therefore, place oneself in a setting
which may allow the use of adiabatic techniques. In
this setting, for the measure of the heavy particle
(e.g., its position) one may be allowed to consider
the light particle in a scattering regime, and use the
wave operator corresponding to a potential
Vx(y) � V(y� x).

Taking the partial trace with respect to the
degrees of freedom of the light particle (this
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corresponds to no information of its final state) one
finds, at least heuristically, that the state of the
heavy particle is now described (due to the trace
operation) by a density matrix 
 for which in the
coordinate representation the off-diagonal terms

x, x0 are slightly suppressed by a factor 
x, x0 = 1�
(Wþ

x  , Wþ
x0 ) where  represents the initial state of

the light particle and Wþ
x is the wave operator for

the motion of the light particle in the potential �Vx.
One must assume that function � which represents
the initial state of the heavy particle is sufficiently
localized so that 
x, x0 < 1 for every x0 6¼ x in its
support.

If the environment is made of very many
particles (their number N(�) must be such that
lim�! 0 �N(�) =1) and the heavy particle can be
supposed to have separate interactions with all of
them, the off-diagonal elements of the density
matrix tend to 0 as �! 0 and the resulting density
matrix tends to have the form �(x, x0) = 	(x� x0)
�(x), �(x) 
 0,

R
�(x) dx = 1. If it can be supposed

that all interactions take place within a time T(�) � ��,
� > 0 one has �(x) = j (x)j2.

If the interactions are not independent, the
analysis becomes much more involved since it has
to be treated by many-body scattering theory; this
suggests that the scattering approach can be hardly
used in the context of the ‘‘thermal-bath model.’’ In
any case, the selection of a ‘‘preferred basis’’ (the
coordinate representation) depends on the fact that
one is dealing with a scattering phenomenon. A few
steps have been made for a rigorous analysis (Teta
2004) but we are very far from a mathematically
satisfactory answer.

The thermal-bath approach has been studied
within the algebraic formulation of QM and stands
on good mathematical ground (Alicki 2002,
Blanchard et al. 2003, Sewell 2005). Its drawback
is that it is difficult to associate the formal scheme
with actual physical situations and it is difficult to
give a realistic estimate on the decoherence time.

The thermal-bath approach attributes the deco-
herence effect to the practical impossibility of
distinguishing between a vast majority of the pure
states of the systems and the corresponding statis-
tical mixtures. In this approach, the observables are
represented by self-adjoint elements of a weakly
closed subalgebra M of all bounded operators B(H)
on a Hilbert space H. This subalgebra may depend
on the measuring apparatus (i.e, not all the
apparatuses are fit to measure a set of observables).
A ‘‘classical’’ observable by definition commutes
with all other observables and therefore must belong
to the center of A which is isomorphic to a
collection of functions on a probability space M.

So the appearance of classical properties of a
quantum system corresponds to the ‘‘emergence’’ of
an algebra with nontrivial center. Since automorphic
evolutions of an algebra preserve its center, this
program can be achieved only if we admit the loss of
quantum coherence, and this requires that the
quantum systems we describe are open and interact
with the environment, and moreover that the
commutative algebra which emerges be stable for
time evolution.

It may be shown that one must consider quantum
environment in the thermodynamic limit, that is,
consider the interaction of the system to be
measured with a thermal bath. A discussion of the
possible emergence of classical observables and of
the corresponding dynamics is given by Gell-Mann
(1993). In all these approaches, the commutative
subalgebra is selected by the specific form of the
interaction; therefore, the measuring apparatus
determines the algebra of classical observables.

On the experimental side, a number of very
interesting results have been obtained, using very
refined techniques; these experiments usually also
determine the ‘‘decoherence time.’’ The experimental
results, both for the collision model (Hornberger
et al. 2003) and for the thermal-bath model
(Hackermueller et al. 2004), are done mostly with
fullerene (a molecule which is heavy enough and is
not deflected too much after a collision with a
particle of the gas). They show a reasonable
accordance with the (rough) theoretical conclusions.

The most refined experiments about decoherence
are those connected with quantum optics (circularly
polarized atoms in superconducting cavities). These
are not related to the wave nature of the particles
but in a sense to the ‘‘wave nature’’ of a photon as a
single unit. The electromagnetic field is now
regarded as an incoherent superposition of states
with an arbitrarily large number of photons.
Polarized photons can be produced one by one,
and they retain their individuality and their polar-
ization until each of them interacts with ‘‘the
environment’’ (e.g., the boundary of the cavity or a
particle of the gas). In a sense, these experimental
results refer to a ‘‘decoherence by collision’’ theory.

The experiments by Haroche (2003) prove that
coherence may persist for a measurable interval of
time and are the most controlled experiments on
coherence so far.

Other Approaches

We end this section with a brief discussion of the
problem of ‘‘hidden variables’’ and a presentation of
an entirely different approach to QM, originated by
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D Bohm (1952) and put recently on firm mathema-
tical grounds by Duerr et al. (1999). The approach is
radically different from the traditional one and it is
not clear at present whether it can give a solution to
the measurement problem and a description of all
the phenomena which traditional QM accounts for.
But it is very interesting from the point of view of
the mathematics involved.

We have remarked that the formulation of QM
that is summarized in the three axioms given earlier
has many unsatisfactory aspects, mainly connected
with the superposition principle (described in its
extremal form by the Schrödinger’s cat ‘‘paradox’’)
and with the problem of measurement which
reveals, for example, through the Einstein–Rosen–
Podolski ‘‘paradox,’’ an intrinsic nonlocality if one
maintains that their ‘‘objective’’ properties can be
attributed to systems which are far apart. From the
very beginning of QM, attempts have been made to
attribute these features to the presence of ‘‘hidden
variables’’; the statistical nature of the predictions
of QM is, from this point of view, due to the
incompleteness of the parameters used to describe
the systems. The impossibility of matching the
statistical prediction of QM (confirmed by experi-
mental findings) with a local theory based on hidden
variables and classical probability theory has been
known for sometime (Kochen and Specker 1967),
also through the use of ‘‘Bell inequalities’’ (Bell
1964) among correlations of outcomes of separate
measurements performed on entangled system
(mainly two photons or two spin-1/2 particles
created in a suitable entangled state).

A proof of the intrinsic nonlocality of QM (in the
above sense) was given by L Hardy (see Haroche
(2003)).

While experimental results prove that one
cannot substitute QM with a ‘‘naive’’ theory of
hidden variables, more refined attempts may have
success. We shall only discuss the approach of Bohm
(following a previous attempt by de Broglie) as
presented in Duerr et al. (1999). It is a dynamical
theory in which representative points follow ‘‘classical
paths’’ and their motion is governed by a time-
dependent vector ‘‘velocity’’ field (in this sense, it is
not Newtonian). In a sense, Bohmian mechanics is a
minimal completion of QM if one wants to keep the
position as primitive observable. To these primitive
objects, Bohm’s theory adds a complex-valued func-
tion � (the ‘‘guiding wave’’ in Bohm’s terminology)
defined on the configuration space Q of the particles.
In the case of particles with spin, the function � is
spinor-valued. Dynamics is given by two equations:
one for the coordinates of the particles and one for
the guiding wave. If x � x1, . . . , xN describes the

configuration of the points, the dynamics in a
potential field V(x) is described in the following
way: for the wave � by a nonrelativistic Schrödinger
equation with potential V and for the coordinates by
the ordinary differential equation (ODE)

_xk ¼ ð�h=mkÞIm
��rk�

���

� �
ðxÞ; xk 2 R3

where mk is the mass of the mth particle.
Notice that the vector field is singular at the zeros

of the wave function, therefore global existence and
uniqueness must be proved. To see why Bohmian
mechanics is empirically equivalent to QM, at least
for measurement of position, notice that the
equation for the points coincides with the continuity
equation in QM. It follows that if one has at time
zero a collection of points distributed with density
j�0j2, the density at time t will be j�(t)j2 where �(t)
is the solution of the Schrödinger equation with
initial datum �0.

Bohm (1952) formulated the theory as a modi-
fication of Newton’s laws (and in this form it has
been widely used) through the introduction of a
‘‘quantum potential’’ VQ. This was achieved by
writing the wave function in its polar form
�= ReiS=�h and writing the continuity equation as a
modified Hamilton–Jacobi equation. The version of
Bohm’s theory discussed in Duerr et al. (1999)
introduces only the guiding wave function and the
coordinates of the points, and puts the theory on
firm mathematical grounds. Through an impressive
series of mathematical results, these authors and
their collaborators deal with the completeness of
the velocity vector field, the asymptotic behavior of
the points trajectories (both for the scattering regime
and for the trapped trajectories, which are shown to
correspond to bound states in QM), with a rigorous
analysis of the theorem on the flux across a surface
(a cornerstone in scattering theory) and the detailed
analysis of the ‘‘two-slit’’ experiment through a
study of the interaction with the measuring appara-
tus. The theory is completely causal, both for the
trajectories of the points and for the time develop-
ment of the pilot wave, and can also accommodate
points with spin. It leads to a mathematically precise
formulation of the semiclassical limit, and it may
also resolve the measurement problem by relating
the pilot wave of the entire system to its approximate
decomposition in incoherent superposition of pilot
wave associated with the particle and to the measur-
ing apparatus (this would be the way to see the
‘‘collapse of the wave function’’ in QM). A weak
point of this approach is the relation of the
representative points with observable quantities.
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Introduction

This will be an elementary introduction to general
topology. We shall not even touch upon algebraic
topology, which will be dealt with in Cohomology
Theories, although in some mathematics departments
it is introduced in an advanced undergraduate course.

We believe such an elementary article is useful for
the encyclopaedia, purely for quick reference. Most
of the concepts will be familiar to physicists, but
usually in a general rather vague sense. This article
will provide the rigorous definitions and results
whenever they are needed when consulting other
articles in the work. To make sure that this is the
case, we have in fact experimentally tested the
article on physicists for usefulness.

Topology is very often described as ‘‘rubber-sheet
geometry,’’ that is, one is allowed to deform objects
without actually breaking them. This is the all-
important concept of continuity, which underlies
most of what we shall study here.

We shall give full definitions, state theorems
rigorously, but shall not give any detailed proofs.
On the other hand, we shall cite many examples,
with a view to applications to mathematical physics,
taking for granted that familiar more advanced
concepts there need not be defined. By the same
token, the choice of topics will also be so dictated.

",1,5,1,0,0pc,0pc,0pc,0pc>Essential
Concepts

Definition 1 Let X be a set. A collection T of
subsets of X is called a topology if the following are
satisfied:

(i) ;, X 2 T .
(ii) Let I be an index set. then

A� 2 T ; � 2 I ¼)
[
�2I A� 2 T

(iii) Ai 2 T , i = 1, . . . , n ¼)
Tn

i = 1 Ai 2 T .

Definition 2 A member of the topology T is called
an open set (of X with topology T ).

Remark The last two properties are more easily
put as arbitrary unions of open sets are open, and
finite intersections of open sets are open. One can
easily see the significance of this: if we take the
‘‘usual topology’’ (which will be defined in due
course) of the real line, then the intersection of all
open intervals (�1=n, 1=n), n a positive integer, is
just the single point {0}, which is manifestly not
open in the usual sense.

Example If we postulate that ;, and the entire set
X, are the only open subsets, we get what is called
the indiscrete or coarsest topology. At the other
extreme, if we postulate that all subsets are open,
then we get the discrete or finest topology. Both
seem quite unnatural if we think in terms of the
real line or plane, but in fact it would be more
unnatural to explicitly exclude them from the
definition. They prove to be quite useful in certain
respects.

Definition 3 A subset of X is closed if its
complement in X is open.

Remarks

(i) One could easily build a topology using closed
sets instead of open sets, because of the simple
relation that the complement of a union is the
intersection of the complements.

(ii) From the definitions, there is nothing to prevent
a set being both open and closed, or neither
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Definition 4 A set equipped with a topology is
called a topological space (with respect to the given
topology). Elements of a topological space are
sometimes called points.

Definition 5 Let x 2 X. A neighborhood of x is a
subset of X containing an open set which contains x.

Remark This seems a clumsy definition, but turns
out to be more useful in the general case than
restricting to open neighborhoods, which is often done.

Definition 6 A subcollection of open sets B�T is
called a basis for the topology T if every open set is
a union of sets of B.

Definition 7 A subcollection of open sets S � T is
called a sub-basis for the topology T if every open
set is a union of finite intersections of sets of S.

Definition 8 The closure �A of a subset A of X is
the smallest closed set containing A.

Definition 9 The interior Å of a subset A of X is
the largest open set contained in A.

Remark It is sometimes useful to define the
boundary of A as the set �AnÅ = {x 2 �A, x 62 Å}.

Definition 10 Let A be a subset of a topological
space X. A point x 2 X is called a limit point of A if
every open set containing x contains some point of
A other than x.

Definition 11 A subset A of X is said to be dense in
X if �A = X.

Definition 12 A topological space X is called a
Hausdorff space if for any two distinct points x, y 2 X,
there exist an open neighborhood of A of x and an
open neighborhood B of y such that A and B are
disjoint (that is, A \ B = ;).

Remark and Examples

(i) This is looking more like what we expect.
However, certain mildly non-Hausdorff spaces
turn out to be quite useful, for example, in twistor
theory. A ‘‘pocket’’ furnishes such an example.
Explicitly, consider X to be the subset of the real
plane consisting of the interval [�1, 1] on the x-
axis, together with the interval [0, 1] on the line
y = 1, where the following pairs of points are
identified: (x, 0) ffi (x, 1), 0 < x � 1. Then the two
points (0, 0) and (0, 1) do not have any disjoint
neighborhoods. Strictly speaking, one needs the
notion of a quotient topology, introduced below.

(ii) For a more ‘‘truly’’ non-Hausdorff topology,
consider the space of positive integers N =
{1, 2, 3, . . . }, and take as open sets the following:
;, N, and the sets {1, 2, . . . , n} for each n 2 N.

This space is neither Hausdorff nor compact (see
later for definition of compactness).

Definition 13 Let X and Y be two topological
spaces and let f : X!Y be a map from X to Y. We
say that f is continuous if f�1(A) is open (in X)
whenever A is open (in Y).

Remark Continuity is the single most important
concept here. In this general setting, it looks a little
different from the ‘‘�–�’’ definition, but this latter works
only for metric spaces, which we shall come to shortly.

Definition 14 A map f : X!Y is a homeomorph-
ism if it is a continuous bijective map such that its
inverse f�1 is also continuous.

Remark Homeomorphisms are the natural maps
for topological spaces, in the sense that two home-
omorphic spaces are ‘‘indistinguishable’’ from the
point of view of topology. Topological invariants
are properties of topological spaces which are
preserved under homeomorphisms.

Definition 15 Let B � A. Then one can define the
relative topology of B by saying that a subset C � B
is open if and only if there exists an open set D of A
such that C = D \ B.

Definition 16 A subset B � A equipped with the
relative topology is called a subspace of the
topological space A.

Remark Thus, if for subsets of the real line, we
consider A = [0, 3], B = [0, 2], then C = (1, 2] is open
in B, in the relative topology induced by the usual
topology of R.

Definition 17 Given two topological spaces X and Y,
we can define a product topological space Z = X� Y,
where the set is the Cartesian product of the two sets X
and Y, and sets of the form A� B, where A is open in
X and B is open in Y, form a basis for the topology.

Remark Note that the open sets of X� Y are not
always of this product form (A� B).

Definition 18 Suppose there is a partition of X into
disjoint subsets A�,� 2 I , for some index set I , or
equivalently, there is defined on X an equivalence
relation � . Then one can define the quotient
topology on the set of equivalence classes {A�,� 2
I }, usually denoted as the quotient space X= � = Y,
as follows. Consider the map � : X!Y, called the
canonical projection, which maps the element x 2 X
to its equivalence class [x]. Then a subset U � Y is
open if and only if ��1(U) is open.

Proposition 1 Let T be the quotient topology on
the quotient space Y. Suppose T 0 is another
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topology on Y such that the canonical projection is
continuous, then T 0 � T .

Definition 19 An (open) cover {U� :� 2 I } for X is a
collection of open sets U��X such that their union
equals X. A subcover of this cover is then a subset of
the collection which is itself a cover for X.

Definition 20 A topological space X is said to be
compact if every cover contains a finite subcover.

Remark So for a compact space, however one
chooses to cover it, it is always sufficient to use a
finite number of open subsets. This is one of the
essential differences between an open interval (not
compact) and a closed interval (compact). The former
is in fact homeomorphic to the entire real line.

Definition 21 A topological space X is said to be
connected if it cannot be written as the union of two
nonempty disjoint open sets.

Remark A useful equivalent definition is that any
continuous map from X to the two-point set {0, 1},
equipped with the discrete topology, cannot be
surjective.

Definition 22 Given two points x, y in a topolo-
gical space X, a path from x to y is a continuous
map f : [0, 1]!X such that f (0) = x, f (1) = y. We
also say that such a path joins x and y.

Definition 23 A topological space X is path-
connected if every two points in X can be joined
by a path lying entirely in X.

Proposition 2 A path-connected space is connected.

Proposition 3 A connected open subspace of Rn is
path-connected.

Definition 24 Given a topological space X, define
an equivalence relation by saying that x � y if and
only if x and y belong to the same connected
subspace of X. Then the equivalence classes are
called (connected) components of X.

Examples

(i) The Lie group O(3) of 3� 3 orthogonal matrices
has two connected components. The identity
connected component is SO(3) and is a subgroup.

(ii) The proper orthochronous Lorentz transformations
of Minkowski space form the identity component
of the group of Lorentz transformations.

Metric Spaces

A special class of topological spaces plays an
important role: metric spaces.

Definition 25 A metric space is a set X together
with a function d : X�X!R satisfying

(i) d(x, y) � 0,
(ii) d(x, y) = 0 , x = y,
(iii) d(x, z) � d(x, y)þ d(y, z) (‘‘triangle inequality’’).

Remarks

(i) The function d is called the metric, or distance
function, between the two points.

(ii) This concept of metric is what is generally
known as ‘‘Euclidean’’ metric in mathematical
physics. The distinguishing feature is the posi-
tive definiteness (and the triangle inequality).
One can, and does, introduce indefinite metrics
(for example, the Minkowski metric) with
various signatures. But these metrics are not
usually used to induce topologies in the spaces
concerned.

Definition 26 Given a metric space X and a point
x 2 X, we define the open ball centred at x with
radius r (a positive real number) as

BrðxÞ ¼ fy 2 X : dðx; yÞ < rg

Given a metric space X, we can immediately
define a topology on it by taking all the open balls in
X as a basis. We say that this is the topology
induced by the given metric. Then we can recover
our usual ‘‘�–�’’ definition of continuity.

Proposition 4 Let f : X!Y be a map from the metric
space X to the metric space Y. Then f is continuous
(with respect to the corresponding induced topologies)
at x 2 X if and only if given any �> 0, 9� > 0 such that
d(x, x0)<� implies d(f (x, ), f (x0))<�.

Note that we do not bother to give two different
symbols to the two metrics, as it is clear which
spaces are involved. The proof is easily seen by
taking the relevant balls as neighborhoods. Equally
easy is the following:

Proposition 5 A metric space is Hausdorff.

Definition 27 A map f : X!Y of metric spaces is
uniformly continuous if given any � > 0 there exists
� > 0 such that for any x1, x2 2 X, d(x1, x2)<�
implies d(f (x1), f (x2))<�.

Remark Note the difference between continuity
and uniform continuity: the latter is stronger and
requires the same � for the whole space.

Definition 28 Two metrics d1 and d2 defined on X
are equivalent if there exist positive constants a and
b such that for any two points x, y 2 X we have

ad1ðx; yÞ � d2ðx; yÞ � bd1ðx; yÞ
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Remark This is clearly an equivalence relation.
Two equivalent metrics induce the same topology.

Examples

(i) Given a set X, we can define the discrete metric
as follows: d0(x, y) = 1 whenever x 6¼ y. This
induces the discrete topology on X. This is quite
a convenient way of describing the discrete
topology.

(ii) In R, the usual metric is d(x, y) = jx� yj, and
the usual topology is the one induced by this.

(iii) More generally, in Rn, we can define a metric
for every p� 1 by

dpðx; yÞ ¼
Xn

k¼1

jxk � ykjp
( )1=p

where x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn). In
particular, for p = 2 we have the usual Eucli-
dean metric, but the other cases are also useful.
To continue the series, one can define

d1¼ max
1<k<n

fjxk � ykjg

All these metrics induce the same topology on Rn.
(iv) In a vector space V, say over the real or the

complex field, a function k 	 k : V!Rþ is called
a norm if it satisfies the following axioms:
(a) kxk= 0 if and only if x = 0,
(b) k�xk= j�jkxk, and
(c) kxþ yk � kxk þ kyk.

Then it is easy to see that a metric can be defined
using the norm

dðx; yÞ ¼ kx� yk

In many cases, for example, the metrics defined in
example (iii) above, one can define the norm of a
vector as just the distance of it from the origin. One
obvious exception is the discrete metric.

A slightly more general concept is found to be
useful for spaces of functions and operators: that of
seminorms. A seminorm is one which satisfies the
last two of the conditions, but not necessarily the
first, for a norm, as listed above.

Definition 29 Given a metric space X, a sequence
of points {x1, x2, . . . } is called a Cauchy sequence if,
given any � > 0, there exists a positive integer N
such that for any k, ‘ > N we have d(xk, x‘) < �.

Definition 30 Given a sequence of points
{x1, x2, . . . } in a metric space X, a point x 2 X is
called a limit of the sequence if given any � > 0,
there exists a positive integer N such that for any
n > N we have d(x, xn) < �. We say that the
sequence converges to x.

Definition 31 A metric space X is complete if every
Cauchy sequence in X converges to a limit in it.

Examples

(i) The closed interval [0, 1] on the real line is
complete, whereas the open interval (0, 1) is
not. For example, the Cauchy sequence
{1=n, n = 2, 3, . . . } has no limit in this open
interval. (Considered as a sequence on the real
line, it has of course the limit point 0.)

(ii) The spaces Rn are complete.
(iii) The Hilbert space ‘2 consisting of all

sequences of real numbers {x1, x2, . . . } such
that

P1
1 x2

k converges is complete with respect
to the obvious metric which is a generalization
to infinite dimension of d2 above. For arbi-
trary p� 1, one can similarly define ‘ p, which
are also complete and are hence Banach
spaces.

Remarks Completeness is not a topological invar-
iant. For example, the open interval (�1, 1) and the
whole real line are homeomorphic (with respect to
the usual topologies) but the former is not complete
while the latter is. The homeomorphism can
conveniently be given in terms of the trigonometric
function tangent.

Definition 32 A subset B of the metric space X is
bounded if there exists a ball of radius R (R > 0)
which contains it entirely.

Theorem 1 (Heine–Borel) Any closed bounded
subset of Rn is compact.

Remark The converse is also true. We have thus a
nice characterization of compact subsets of Rn as
being closed and bounded.

Proposition 6 Any bounded sequence in Rn has a
convergent subsequence.

Definition 33 Consider a sequence {fn} of real-
valued functions on a subset A (usually an interval)
of R. We say that {fn} converges pointwise in A if
the sequence of real numbers {fn(x)} converges for
every x 2 A. We can then define a function f : A!R
by f (x) = limn!1 fn(x), and write fn! f .

Definition 34 A sequence of functions fn : A!
R, A � R is said to converge uniformly to a function
f : A!R if given any � > 0, there exists a positive
integer N such that, for all x, jfn(x)� f (x)j<�
whenever n>N.

Theorem 2 Let fn : (a, b)!R be a sequence of
functions continuous at the point c 2 (a, b), and
suppose fn converges uniformly to f on (a, b). Then f
is continuous at c.
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Remark and Example The pointwise limit of
continuous functions need not be continuous, as
can be shown by the following example:
fn(x) = xn, x 2 [0, 1]. We see that the limit function
f is not continuous:

f ðxÞ ¼ 0 x 6¼ 1
1 x ¼ 1

n
Definition 35 Let X be a metric space. A map
f : X!X is a contraction if there exists c < 1 such
that d(f (x), f (y))� cd(x, y) for all x, y 2 X.

Theorem 3 (Banach) If X is a complete metric
space and f is a contraction in X, then f has a unique
fixed point x 2 X, that is, f (x) = x.

Some Function and Operator Spaces

The spaces of functions and operators can be
equipped with different topologies, given by various
concepts of convergence and of norms (or sometimes
seminorms), very often with different such concepts
for the same space. As we saw earlier, a norm in a
vector space gives rise to a metric, and hence to a
topology. Similarly with the concept of convergence
for sequences of functions and operators, as one
then knows what the limit points, and hence closed
sets, are.

But before we do that, let us introduce, in a
slightly different context, a topology which is in
some sense the natural one for the space of
continuous maps from one space to another.

Definition 36 Consider a family F of maps from a
topological space X to a topological space Y, and
define W(K, U) = {f : f 2 F, f (K) � U}. Then the
family of all sets of the form W(K, U) with K
compact (in X) and U open (in Y) form a sub-basis
for the compact open topology for F.

Consider a topological space X and sequences of
functions (fn) on it. Let D � X. We can then define
pointwise convergence and uniform convergence
exactly as for functions on subsets of the real line.

Definition 37 Let X, D and (fn) as above.

(i) The functions fn converge pointwise on D to a
function f if the sequence of numbers
fn(x)! f (x), 8x 2 D.

(ii) The functions fn converge uniformly on D to a
function f if given � > 0, there exists N such that
for all n > N we have jfn(x)� f (x)j < �, 8x 2 D.

Next we consider the Lebesgue spaces Lp, that
is, functions f defined on subsets of Rn, such
that jf (x)jp is Lebesgue integrable, for real
numbers p� 1. To define these spaces, we tacitly

take equivalence classes of functions which are equal
almost everywhere (that is, up to a null set), but very
often we can take representatives of these classes
and just deal with genuine functions instead. Note
that of all Lp, only L2 is a Hilbert space.

Definition 38 In the space Lp, we define its norm by

kfk ¼
Z
jf ðxÞjp dx

� �1=p

Now we turn to general normed spaces, and
operators on them.

Definition 39 Convergence in the norm is also
called strong convergence. In other words, a
sequence (xn) in a normed space X is said to
converge strongly to x if

lim
n!1
kxn � xk ¼ 0

Definition 40 A sequence (xn) in a normed space X
is said to converge weakly to x if

lim
n!1

f ðxnÞ ¼ f ðxÞ

for all bounded linear functionals f.

Consider the space B(X, Y) of bounded linear
operators T from X to Y. We can make this into a
normed space by defining the following norm:

kTk ¼ sup
x2X; kxk¼ 1

kTxk

Then we can define three different concepts of
convergence on B(X, Y). There are in fact more in
current use in functional analysis.

Definition 41 Let X and Y be normed spaces and
let (Tn) be a sequence of operators Tn 2 B(X, Y).

(i) (Tn) is uniformly convergent if it converges in
the norm.

(ii) (Tn) is strongly convergent if (Tnx) converges
strongly for every x 2 X.

(iii) (Tn) is weakly convergent if (Tnx) converges
weakly for every x 2 X.

Remark Clearly we have: uniform convergence ¼)
strong convergence ¼) weak convergence, and the
limits are the same in all three cases. However, the
converses are in general not true.

Homotopy Groups

The most elementary and obvious property of a
topological space X is the number of connected
components it has. The next such property, in a
certain sense, is the number of holes X has. There
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are higher analogues of these, called the homotopy
groups, which are topological invariants, that is,
they are invariant under homeomorphisms. They
play important roles in many topological considera-
tions in field theory and other topics of mathema-
tical physics. The articles Topological Defects
and Their Homotopy Classification and Electric-
Magnetic Duality contain some examples.

Definition 42 Given a topological space X, the
zeroth homotopy set, denoted �0(X), is the set of
connected components of X. One sometimes writes
�0(X) = 0 if X is connected.

To define the fundamental group of X, or �1(X),
we shall need the concept of closed loops, which we
shall find useful in other ways too. For simplicity,
we shall consider based loops (that is, loops passing
through a fixed point in X). It seems that in most
applications, these are the relevant ones. One could
consider loops of various smoothness (when X is a
manifold), but in view of applications to quantum
field theory, we shall consider continuous loops,
which are also the ones relevant for topology.

Definition 43 Given a topological space X and a
point x0 2 X, a (closed) (based) loop is a continuous
function of the parametrized circle to X:

� : ½0; 2�
 ! X

satisfying �(0) = �(2�) = x0.

Definition 44 Given a connected topological space
X and a point x0 2 X, the space of all closed based
loops is called the (parametrized based) loop space
of X, denoted �X.

Remarks

(i) The loop space �X inherits the relative compact–
open topology from the space of continuous maps
from the closed interval [0, 2�] to X. It also has a
natural base point: the constant function mapping
all of [0, 2�] to x0. Hence it is easy to iterate the
construction and define �kX, k � 1.

(ii) Here we have chosen to parametrize the circle
by [0, 2�], as is more natural if we think in
terms of the phase angle. We could easily have
chosen the unit interval [0,1] instead. This
would perhaps harmonize better with our pre-
vious definition of paths and the definitions of
homotopies below.

Proposition 7 The fundamental group of a topo-
logical space X, denoted �1(X), consists of classes of
closed loops in X which cannot be continuously
deformed into one another while preserving the base
point.

Definition 45 A space X is called simply connected
if �1(X) is trivial.

To define the higher homotopy groups, let us go
into a little detail about homotopy.

Definition 46 Given two topological spaces X and
Y, and maps

p; q : X!Y

we say that h is a homotopy between the maps p, q if

h : X� I! Y

is a continuous map such that h(x, 0) = p(x),
h(x, 1) = q(x), where I is the unit interval [0, 1]. In
this case, we write p ’ q.

Definition 47 A map f : X!Y is a homotopy
equivalence if there exists a map g : Y!X such
that g � f ’ idX and f � g ’ idY .

Remark This is an equivalence relation.

Definition 48 For a topological space X with base
point x0, we define �n(X), n � 0 as the set of
homotopy equivalence classes of based maps from
the n-sphere Sn to X.

Remark This coincides with the previous defini-
tions for �0 and �1.

There is a very nice relation between homotopy
classes and loop spaces.

Proposition 8 �n(X) = �n�1(�X) = 	 	 	 = �0(�nX).

Remarks

(i) When we consider the gauge group G in a Yang–
Mills theory, its fundamental group classifies the
monopoles that can occur in the theory.

(ii) For n � 1, �n(X) is a group, the group action
coming from the joining of two loops together
to form a new loop. On the other hand, �0(X)
in general is not a group. However, when X is a
Lie group, then �0(X) inherits a group structure
from X, because it can be identified with the
quotient group of X by its identity-connected
component. For example, the two components
of O(3) can be identified with the two elements
of the group Z2, the component where the
determinant equals 1 corresponding to 0 in Z2

and the component where the determinant
equals �1 corresponding to 1 in Z2.

(iii) For n � 2, the group �n(X) is always abelian.
(iv) Examples of nonabelian �1 are the fundamental

groups of some Riemann surfaces.
(v) Since �1 is not necessarily abelian, much of the

direct-sum notation we use for the homotopy
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groups should more correctly be written multi-
plicatively. However, in most literature in
mathematical physics, the additive notation
seems to be preferred.

Examples

(i) �n(X� Y) = �n(X)þ �n(Y), n � 1.
(ii) For the spheres, we have the following results:

�iðSnÞ ¼ 0 if i > n

Z if i ¼ n

�
�iðS1Þ ¼ 0 if i > 1

�nþ1ðSnÞ ¼ Z2 if n � 3

�nþ2ðSnÞ ¼ Z2 if n � 2

�6ðS3Þ ¼ Z12

(iii) From the theory of sphere bundles, we can
deduce:

�iðS2Þ ¼ �i�1ðS1Þ þ �iðS3Þ if i � 2

�iðS4Þ ¼ �i�1ðS3Þ þ �iðS7Þ if i � 2

�iðS8Þ ¼ �i�1ðS7Þ þ �iðS15Þ if i � 2

and the first of these relations give the follow-
ing more succinct result:

�iðS3Þ ¼ �iðS2Þ if i � 3

(iv) A result of Serre says that all the homotopy
groups of spheres are in fact finite except �n(Sn)
and �4n�1(S2n), n � 1.

Definition 49 Given a connected space X, a map
� : B!X is called a covering if (i) �(B) = X, and (ii) for
each x 2 X, there exists an open connected neighbor-
hood V of x such that each component of��1(V) is open
in B, and � restricted to each component is a home-
omorphism. The space B is called a covering space.

Examples

(i) The real line R is a covering of the group U(1).
(ii) The group SU(2) is a double cover of the group

SO(3).
(iii) The group SL(2, C) is a double cover of the

Lorentz group SO(1, 3).
(iv) The group SU(2, 2) is a 4-fold cover of the

conformal group in four dimensions. This local
isomorphism is of great importance in twistor
theory.

Remarks

(i) By considering closed loops in X and their
coverings in B it is easily seen that the
fundamental group �1(X) acts on the coverings
of X. If we further assume that the action is

transitive, then we have the following nice
result: coverings of X are in 1–1 correspon-
dence with normal subgroups of �1(X).

(ii) Given a connected space X, there always exists a
unique connected simply connected covering spaceeX, called the universal covering space. Further-
more, eX covers all the other covering spaces of X.
For the higher homotopy groups, one has

�nðXÞ ¼ �nðeXÞ; n � 2

One very important class of homotopy groups are
those of Lie groups. To simplify matters, we shall
consider only connected groups, that is, �0(G) = 0.
Also we shall deal mainly with the classical groups,
and in particular, the orthogonal and unitary groups.

Proposition 9 Suppose that G is a connected Lie
group.

(i) If G is compact and semi-simple, then �1(G) is
finite. This implies that eG is still compact.

(ii) �2(G) = 0.
(iii) For G compact, simple, and nonabelian,

�3(G) = Z.
(iv) For G compact, simply connected, and simple,

�4(G) = 0 or Z2.

Examples

(i) �1(SU(n)) = 0.
(ii) �1(SO(n)) = Z2.

(iii) Since the unitary groups U(n) are topologically
the product of SU(n) with a circle S1, their
homotopy groups are easily computed using the
product formula. We remind ourselves that
U(1) is topologically a circle and SU(2) topolo-
gically S3.

(iv) For i � 2, we have:

�iðSOð3ÞÞ ¼ �iðSUð2ÞÞ
�iðSOð5ÞÞ ¼ �iðSpð2ÞÞ
�iðSOð6ÞÞ ¼ �iðSUð4ÞÞ

Just for interest, and to show the richness of the
subject, some isomorphisms for homotopy groups
are shown in Table 1 and some homotopy groups
for low SU(n) and SO(n) are listed in Table 2.

Table 1 Some isomorphisms for homotopy groups

Isomorphism Range

�i (SO(n)) ffi �i (SO(m)) n, m � i þ 2

�i (SU(n)) ffi �i (SU(m)) n, m � 1
2 (i þ 1)

�i (Sp(n)) ffi �i (Sp(m)) n, m � 1
4 (i � 1)

�i (G2) ffi �i (SO(7)) 2 � i � 5

�i (F4) ffi �i (SO(9)) 2 � i � 6

�i (SO(9)) ffi �i (SO(7)) i � 13
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Table 2 Some homotopy groups for low SU(n) and SO(n)

�4 �5 �6 �7 �8 �9 �10

SU(2) Z2 Z2 Z12 Z2 Z2 Z3 Z15

SU(3) 0 Z Z6 0 Z12 Z3 Z30

SU(4) 0 Z 0 Z Z24 Z2 Z120 þZ2

SU(5) 0 Z 0 Z 0 Z Z120

SU(6) 0 Z 0 Z 0 Z Z3

SO(5) Z2 Z2 0 Z 0 0 Z120

SO(6) 0 Z 0 Z Z24 Z2 Z120 þZ2

SO(7) 0 0 0 Z Z2 þZ2 Z2 þZ2 Z24

SO(8) 0 0 0 ZþZ Z2 þZ2 þZ2 Z2 þZ2 þZ2 Z24 þZ24

SO(9) 0 0 0 Z Z2 þZ2 Z2 þZ2 Z24

SO(10) 0 0 0 Z Z2 ZþZ2 Z12
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Appendix: A Mathematician’s
Basic Toolkit

The following is a drastically condensed list, most
of which is what a mathematics undergraduate
learns in the first few weeks. The rest is included
for easy reference. These notations and concepts
are used universally in mathematical writing. We
have not endeavored to arrange the material in a
logical order. Furthermore, given structures such as
sets, groups, etc., one can usually define ‘‘substruc-
tures’’ such as subsets, subgroups, etc., in a
straightforward manner. We shall therefore not
spell this out.
Sets

A [ B ¼ fx : x 2 A or x 2 Bg union

A \ B ¼ fx : x 2 A and x 2 Bg intersection

AnB ¼ fx : x 2 A and x 62 Bg complement

A� B ¼ fðx; yÞ : x 2 A; y 2 Bg Cartesian product
Maps

1. A map or mapping f : A!B is an assignment of
an element f (x) of B for every x 2 A.

2. A map f : A!B is injective if f (x) = f (y)
¼) x = y. This is sometimes called a 1–1 map, a
term to be avoided.

3. A map f : A!B is surjective if for every y 2 B
there exists an x 2 A such that y = f (x). This is
sometimes called an ‘‘onto’’ map.

4. A map f : A!B is bijective if it is both surjective
and injective. This is also sometimes called a 1–1
map, a term to be equally avoided.

5. For any map f : A!B and any subset C � B, the
inverse image f�1(C) = {x: f (x) 2 C} � A is always
defined, although, of course, it can be empty. On
the other hand, the map f�1 is defined if and only
if f is bijective.

6. A map from a set to either the real or complex
numbers is usually called a function.

7. A map between vector spaces, and more particu-
larly normed spaces (including Hilbert spaces), is
called an operator. Most often, one considers
linear operators.

8. An operator from a vector space to its field of
scalars is called a functional. Again, one con-
siders almost exclusively linear functionals.

Relations

1. A relation � on a set A is a subset R � A� A.
We say that x � y if (x, y) 2 R.

2. We shall only be interested in equivalence relations.
An equivalence relation � is one satisfying, for all
x, y, z 2 A:
(a) x � x (‘‘reflexive’’),
(b) x � y¼) y � x (‘‘symmetric’’),
(c) x � y, y � z¼) x � z (‘‘transitive’’).

3. If � is an equivalence relation in A, then for each
x 2 A, we can define its equivalence class:

½x
 ¼ fy 2 A : y � xg

It can be shown that equivalence classes are
nonempty, any two equivalence classes are either
equal or disjoint, and they together partition the set
A. Subgroup equivalence classes are called cosets.

4. An element of an equivalence class is called a
representative.

Groups

A group is a set G with a map, called multiplication
or group law

G�G�!G

ðx; yÞ 7�! xy

satisfying
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1. (xy)z = x(yz), 8x, y, z 2 G (‘‘associative’’);
2. there exists a neutral element (or identity) 1 such

that 1x = x1 = x, 8x 2 G; and
3. every element x 2 G has an inverse x�1, that is,

xx�1 = x�1x = 1.

A map such as the multiplication in the definition
is an example of a binary operation. Note that we
have denoted the group law as multiplication here.
It is usual to denote it additively if the group is
abelian, that is, if xy = yx,8x, y 2 G. In this case, we
may write the condition as xþ y = yþ x, and call
the identity element 0.
Rings

A ring is a set R equipped with two binary
operations, xþ y called addition, and xy called
multiplication, such that

1. R is an abelian group under addition;
2. the multiplication is associative; and
3. (xþ y)z = xzþ yz, x(yþ z) = xyþ xz,8x, y, z 2 R

(‘‘distributive’’).

If the multiplication is commutative (xy = yx) then
the ring is said to be commutative. A ring may
contain a multiplicative identity, in which case it is
called a ring with unit element.

An ideal I of R is a subring of R, satisfying in
addition

r 2 R; a 2 I ¼) ra 2 I; ar 2 I

One can define in an obvious fashion a left-ideal and
a right- ideal. The above definition will then be for a
two-sided ideal.
Modules

Given a ring R, an R-module is an abelian group M,
together with an operation, M� R!M, denoted
multiplicatively, satisfying, for x, y 2M, r, s 2 R,

1. (xþ y)r = xrþ yr,
2. x(rþ s) = xrþ xs,
3. x(rs) = (xr)s, and
4. x1 = x

The term right R-module is sometimes used, to
distinguish it from obviously defined left R-modules.
Fields

A field F is a commutative ring in which every
nonzero element is invertible.

The additive identity 0 is never invertible, unless
0 = 1, so it is usual to assume that a field has at least
two elements, 0 and 1.

The most common fields we come across are, of
course, the number fields: the rationals, the reals,
and the complex numbers.
Vector Spaces

A vector space, or sometimes linear space, V, over a
field F, is an abelian group, written additively, with
a map F � V!V such that, for x, y 2 V,�, � 2 F,

1. �(xþ y) =�xþ �y (‘‘linearity’’),
2. (�þ �)x =�xþ �x,
3. (��)x =�(�x), and
4. 1x = x.

A vector space is then a right (or left) F-module.
The elements of V are called vectors, and those of F
scalars.
Algebras

An algebra A over a field F is a ring which is a
vector space over F, such that

�ðabÞ ¼ ð�aÞb ¼ að�bÞ; � 2 F; a; b 2 A

Note that in some older literature, particularly the
Russian school, an algebra of operators is called a
ring of operators.
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Introduction

Quantum electrodynamics is the theory of the
electromagnetic interactions of photons and elec-
trons. When attempting to generalize this theory to
other interactions it turns out to be necessary to
identify its essential components. The essential
properties of electrodynamics are contained in its
formulation as an ‘‘abelian gauge theory.’’ The
generalization to include other interactions is then
reduced to incorporating the structure of nonabelian
groups. This becomes particularly clear when we
formulate the theory in the language of differential
forms.

Here we first present the formulation of electro-
dynamics using differential forms. The electromag-
netic fields are introduced via the Lorentz force
equation. They are recognized as the components of
a differential 2-form. This form fulfills two differ-
ential conditions, which are equivalent to Maxwell’s
equations. These are expressed with the help of a
differential operator and its Hermitian conjugate,
the codifferential operator. We consider the effects
of charge conservation and introduce electromag-
netic potentials, which are defined up to gauge
transformations. We finally consider Weyl’s argu-
ment for the existence of the electromagnetic
interaction as a consequence of the local phase
invariance of the electron wave function.

We then go on to present the nonabelian general-
ization. The gauge bosons appear in a theory with
fermions by requiring invariance of the theory with
respect to local gauge transformations. When the
fermions group into symmetry multiplets this gives
rise to a gauge group SU(N) involving N2�1 gauge
bosons mediating the interaction, where N is the
dimension of the Lie algebra. The interaction arises
through the necessity of replacing the usual deriva-
tives by covariant derivatives, which transform in a
natural way in order to preserve the gauge

invariance. The covariant derivatives involve the
gauge potentials, whose transformation properties
are dictated by those of the covariant derivative.
Whereas for an abelian gauge theory such as
electromagnetism scalar-valued p-forms are suffi-
cient (actually only p = 1, 2), a nonabelian gauge
theory involves the use of Lie-algebra-valued
p-forms. These are introduced and used to construct
the Yang–Mills action, which involves the field
strength tensor which is determined from the gauge
potentials. This action leads to the Yang–Mills
equations for the gauge potentials, which are the
nonabelian generalizations of the Maxwell equations.

Relativistic Kinematics

The trajectory of a mass point is described as x�(�),
where � is the invariant proper time interval:

d�2 ¼ dt2 � dx � dx ¼ dt2ð1� v2Þ ½1�

with v = dx=dt. With the abbreviation �= (1� v2)�1=2

this yields d� = (1=�)dt.
The 4-velocity of a point is defined as u� =

dx�=d� = �(dx�=dt). The quantity

u2 ¼ g��u
�u� ¼ dx�dx�

d�2
¼ 1 ½2�

is a relativistic invariant. Here

g�� ¼

1 0 0 0
0 �1 0 0
0 0 �1 0
0 0 0 �1

0BB@
1CCA ½3�

is the metric of Minkowski space.
The 4-momentum of a particle is p� = m0u� =

(m0�, m0�v), and p�p� = m2
0. The 4-force is

f � ¼ dp�

d�
¼ � dp�

dt
¼ � dp0

dt
; f

� �
½4�

with the 3-force

f ¼ dðm0�vÞ
dt

½5�



Differentiate p2 = m2
0 with respect to � , this yields

2p�f� ¼ 2m0�
2 dp0

dt
� f � v

� �
¼ 0 ½6�

or

dp0

dt
¼ f � v ¼ f � dx

dt
½7�

This says that

dp0 ¼ f � dx¼ dW ½8�

where W is the work done and p0 is the energy.
For a charged particle, the Lorentz force is

f ¼ qðEþ v�BÞ ½9�

where q is the charge of the particle, E is the electric,
and B the magnetic field strength. Since f � v = qE � v,
we have the four-dimensional form of the Lorentz
force:

f � ¼ q�ðE � v;Eþ v�BÞ ½10�

The Lorentz Force Equation with
Differential Forms

We write the Lorentz force equation as an equation
for a differential form f = f�dx�, with f� = g��f

�. The
velocity-dependent Lorentz force is

f ¼ �qiuF ½11�

with

u ¼ � @

@t
þ vx @

@x
þ vy @

@y
þ vz @

@z

� �
½12�

the 4-velocity and F the electromagnetic field
strength:

F ¼ E ^ dt þ B ½13�

where E is a 1-form in three dimensions,

E ¼ Exdxþ Eydyþ Ezdz ½14�

and B is a 2-form in three dimensions,

B ¼ Bxdy^ dzþ Bydz^ dxþ Bzdx^ dy ½15�

The symbol iu indicates a contraction of a 2-form
with a vector, which is defined as

iuFðvÞ ¼ Fðu; vÞ ½16�

for an arbitrary vector v. The contraction of a
2-form with a vector yields a 1-form.

It is easily seen that a 2-form can be expressed in
terms of a polar vector and an axial vector: if it is to
be invariant with respect to parity transformations
with

t! t; x!�x; y!�y; z!�z ½17�

the fields in eqn [13] must transform as

E!�E; B!B ½18�

Now we check the validity of eqn [11]. We have

f ¼ �qiuF

¼ q�ðv �EÞdt � q�½ðEx þ ðv�BÞxÞdx

þ ðEy þ ðv�BÞyÞdyþ ðEz þ ðv�BÞzÞdz� ½19�

in agreement with eqn [10]. We remember to change
the signs in Ex =�Ex, Bx =�Bx, etc.

The Codifferential Operator

The space of p-forms on an n-dimensional manifold
is an

n
p

� �
¼ n

n� p

� �
¼ n!

ðn� pÞ!p!
½20�

dimensional vector space. The space of p-forms is
thus isomorphic to the space of (n� p)-forms. The
Hodge dual operator maps the p-forms into the
(n� p)-forms, and is defined by

�^ � �¼h�; � idx1 ^ � � � ^ dxn ½21�

Here h�,� i is the scalar product of two p-forms:

h�; � i¼�i1 ��� ip�
i1 ��� sip ½22�

where �i1 ��� sip are the coefficients of the form �,

� ¼ �i1 ��� ipdxi1 ^ � � � ^ dxip ½23�

�j1 ��� sjp are the coefficients of the form �,

� ¼ �j1 ��� jpdxj1 ^ � � � ^ dxjp ½24�

and

�i1 ��� ip ¼ gi1j1 � � � gipjp�j1 ��� jp ½25�

The indices satisfy i1 < � � � < ip and j1<� � � < jp.
The basis elements are orthogonal with respect to

this scalar product, and

hdxi1 ^ � � � ^ dxip ; dxi1 ^ � � � ^ dxipi
¼ gi1i1 � � � gipip ½26�
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The Hodge dual has the property that

� dx�ð1Þ ^ � � � ^ dx�ðpÞ
� �
¼ g�ð1Þ�ð1Þ � � � g�ðpÞ�ðpÞðsign �Þ

� dx�ðpþ1Þ ^ � � � ^ dx�ðnÞ
� �

½27�

where � is a permutation of the indices (1, . . . , n),
�(1)< � � �<�(p), and �(pþ 1) < � � � < �(n). We also
have

� dx�ðpþ1Þ ^ � � � ^ dx�ðnÞ
� �
¼ g�ðpþ1Þ�ðpþ1Þ � � � g�ðnÞ�ðnÞð�1Þpðn�pÞðsign�Þ

� dx�ð1Þ ^ � � � ^ dx�ðpÞ
� �

½28�

We therefore find that the application of the
Hodge dual to a p-form twice yields

�� dx�ð1Þ ^� � �^dx�ðpÞ
� �
¼ g�ð1Þ�ð1Þ � � �g�ðpÞ�ðpÞðsign�Þ � dx�ðpþ1Þ ^� � �^dx�ðnÞ

� �
¼ g�ð1Þ�ð1Þ � � �g�ðnÞ�ðnÞð�1Þpðn�pÞdx�ð1Þ ^� � �^dx�ðpÞ ½29�

or

�� ¼ ð�1Þpðn�pÞð�1ÞInd gId ½30�

where Ind g is the number of times (�1) occurs along
the diagonal of g.

Now let � be a (p� 1)-form, and � a p-form.
Then d � � is an (n� pþ 1)-form, and

dð�^ ��Þ¼ d�^ ��þð�1Þp�1�^d ��
¼ d�^ ��þð�1Þðp�1Þð�1Þðn�pþ1Þðp�1Þ

�ð�1ÞIndg�^ð��Þd ��
¼ d�^ ��þð�1Þnðp�1Þð�1ÞIndg

��^ �ð�d ��Þ ½31�

We then have

ðd�; �Þ � ð�;d��Þ ¼
Z

M

dð�^��Þ ½32�

with

d� ¼ �ð�1Þnðp�1Þð�1ÞInd g � d � ½33�

We are here using the scalar product of two p-forms

ð�; �Þ :¼
Z

M

ð�^��Þ ½34�

With the help of Stokes’ theorem the last integral in
eqn [32] may be turned into a surface term at
infinity, which vanishes for � and � with compact
support. d� is the adjoint operator to d with respect

to the scalar product ( , ). Whereas the differential
operator d maps p-forms into (pþ 1)-forms, the
codifferential operator d� maps p-forms into (p� 1)-
forms.

The relation d2 = 0 leads to

ðd�Þ2 / ð�d�Þð�d�Þ / �d2� ¼ 0 ½35�

This fact plays an essential role in connection with
the conservation laws.

Finally, we want to obtain a coordinate expres-
sion for d��. Indeed d��=�Div � for

ðDiv�ÞK ¼
@�

j
K

@xj
½36�

where K is the multi-index of the coeffecients in
�= �KdxK, and K indicates that K = (k1, . . . , kp) is in
the order k1 < � � �< kp. We will show that
(�, d��) = (�,�Div�) for an arbitrary (p� 1)-form
�. It is a fact that

ð�;d��Þ ¼ ðd�; �Þ ¼
Z
ðd�ÞI�I � 1 ½37�

Now we have the coordinate expressions

d� ¼ ðd�LÞ ^dxL ½38�

and (dxL)K = 	L
K. It follows that

ðd�ÞI ¼ ðd�L ^ dxLÞI ¼ 	
jK
I

@�L

@xj
	L

K ½39�

or

ðd�ÞI ¼ 	
jK
I

@�K

@xj
½40�

Here we use

ð�^ �ÞI ¼ 	KL
I �K�L ½41�

where

	KL
I ¼

1 if (KL) is an even
permutation of I

�1 if (KL) is an odd
permutation of I

0 otherwise

8>>>>>>><>>>>>>>:
½42�

Use of the Leibnitz rule yieldsZ
ðd�ÞI�I � 1 ¼

Z
	

jK
I

@�K

@xj
�I � 1

¼
Z @ð	jK

I �K�
IÞ

@xj
� 1

�
Z
�K	

jK
I

@�I

@xj
� 1 ½43�
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The first term corresponds to a surface integration
and we can neglect it. We then have 	

jK
I �

I = �jK from
the antisymmetry of �, so that

ð�; d��Þ ¼ �
Z
�K

@�jK

@xj
� 1 ¼ ð�;�Div�Þ ½44�

The Maxwell Equations

The Maxwell equations become remarkably concise
when expressed in terms of differential forms, namely

dF ¼ 0; d�F ¼�j ½45�

where F is the field strength and j is the current
density. We wish to demonstrate this. We use a
(3þ 1)-separation of the exterior derivative into a
timelike and a spacelike part:

d ¼ d þ dt^ @

@t
½46�

We then get

dF ¼ dE þ @B
@t

� �
^ dt þ dB ¼ 0 ½47�

By comparing coefficients, we arrive at

dE ¼ � @B
dt
; dB ¼ 0 ½48�

In vector notation

curl E ¼ � @B

@t
; div B ¼ 0 ½49�

the usual form of the homogeneous Maxwell
equations.

By direct application of the formula [27], one finds

�F ¼ � ?B^dt þ ?E ½50�

where ? means the Hodge dual in three space
dimensions. One finds

d � F ¼ d ? E � d ? B � @ ? E
@t

� �
^ dt ½51�

Therefore,

d � F ¼�ðdiv EÞdx^ dy^ dz

þ ðcurl BÞx � @Ex

dt

� �
dy^ dz^ dt

þ ðcurl BÞy � @Ey

dt

� �
dz^ dx^ dt

þ ðcurl BÞz � @Ez

dt

� �
dx^ dy^ dt ½52�

We apply again the Hodge dual:

�d � F ¼�ðdiv EÞdt þ ðcurl BÞx � @Ex

@t

� �
dx

þ ðcurl BÞy � @Ey

@t

� �
dy

þ ðcurl BÞz � @Ez

@t

� �
dz ½53�

In Minkowski space the expression �d� equals the
codifferential. Therefore, the equation d�F = �d �
F =� j holds, with j given by j� = (
, J), which is
equivalent to

div E ¼ 
; curl B� @E

@t
¼ J ½54�

the inhomogeneous Maxwell equations.

Current Conservation

The electromagnetic 4-current is

j� ¼ 
0u� ¼ ð
0�; 
0�vÞ ¼ ð
; JÞ ½55�

where 
 is the charge density and J the current
density. This corresponds to a 1-form

j ¼ 
dt � Jxdx� Jydy� Jzdz ½56�

The Hodge dual is �j = �3 � j2 ^ dt, with the 3-form
�3 = 
dx^ dy^ dz, and the 2-form

j2 ¼ �Jxdy^dz� Jydz^ dx� Jzdx^dy ½57�

From the Maxwell equation d�F =�j, it follows
that

ðd�Þ2 F ¼�d�j ¼ 0 ½58�

that is

�dð�jÞ ¼ �dð�3 � j2 ^ dtÞ ¼ �ðd�3 � dj2 ^ dtÞ

¼ � @


@t
þ div J

� �
dt^ dx^ dy^dz

¼ @


@t
þ div J ¼ 0 ½59�

This is the ‘‘continuity equation.’’
The total charge inside a volume V is Q =

R
V 
dV,

therefore

� dQ

dt
¼ � d

dt

Z
V


 dV ¼
Z
@V

J �n dS ½60�

where @V is the surface which encloses the
volume V, dS is the surface element, and n is the normal
vector to this surface. This is current conservation.
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The Gauge Potential

The ‘‘Poincaré lemma’’ tells us that dF = 0 implies
F = dA, with the 4-potential A:

A ¼ �dt þ A ½61�

and the vector potential A = Axdxþ Aydyþ Azdz.
From

F ¼ E ^ dt þ B ¼ d þ dt^ @

@t

� �
A

¼ d�^ dt þ dAþ dt^ @A

@t
½62�

it follows by comparing coefficients that

E ¼ d�� @A

@t
; B ¼ dA ½63�

In vector notation this is

E ¼ grad�� @A

@t
; B ¼ curl A ½64�

The 4-potential is determined up to a gauge function �:

A0 ¼ Aþ d� ½65�

This gauge freedom has no influence on the
observable quantities E and B:

F0 ¼ dA0 ¼ dAþ d2� ¼ dA ¼ F ½66�

The Laplace operator is 4= (d� þ d)2 = dd� þ
d�d, so when the 4-potential A fulfills the condition
d�A = 0, we have

4A ¼ d�dA ¼ d�F ¼ �j ½67�

the ‘‘classical wave equation.’’ The condition
d�A = 0 is called the ‘‘Lorentz gauge condition.’’
This condition can always be fulfilled by using the
gauge freedom: d�(Aþ d�) = 0 is fulfilled when
d�d� =4� = �d�A, where we have used the fact
that d�� = 0 for functions. That is to say, d�A = 0 is
fulfilled when � is a solution of the inhomogeneous
wave equation.

Gauge Invariance

In quantum mechanics, the electron is described by a
wave function which is determined up to a free
phase. Indeed, at every point in space this phase can
be chosen arbitrarily:

 ðxÞ! 0ðxÞ ¼ expfi�ðxÞg ðxÞ
� ðxÞ! � 0ðxÞ ¼ � ðxÞ expf�i�ðxÞg

½68�

with the only condition being that �(x) is a
continuous function. The gauge transformation is

of the form g = exp {i�(x)}, with g an element of the
abelian gauge group G = U(1). The free action is

S0 ¼
Z
L0 d4x ½69�

with

L0 ¼ � i��@� �m
� �

 ½70�

the ‘‘Lagrange density.’’ This action is not invariant
under gauge transformations:

L0!L00 ¼ � i��@� �m
� �

 � ð@��Þ � �� ½71�

The undesired term can be compensated by the
introduction of a gauge potential ! in a covariant
derivative of  ,

D ¼ ðd þ !Þ ½72�

which has the desired transformation property
D ! exp {i�}D when besides the transformation
 (x)! exp {i�(x)} (x) of the matter field the gauge
potential simultaneously transforms according to the
gauge transformation !!!� id�. The new Lagrange
density is

L ¼ � i��D� �m
� �

 ¼ L0 þ i!� � ðxÞ�� ðxÞ ½73�

The substitution @� ! D� is known to physicists;
with != � iqA it is the ansatz of minimal coupling
for taking into account electromagnetic effects:
@�! @� � iqA�. The Lagrange density becomes in
this notation L=L0 � A�J�, where J� =�q � �� .

The Lagrange density must now be completed by
a kinetic term for the gauge potential and we get the
complete electromagnetic Lagrange density

L ¼ L0 � A�J� � 1
4 F��F

�� ½74�

with F�� = @�A� � @�A�. In the action this corre-
sponds to

S ¼ S0 �
Z

M

A�J�vol4 � 1

4

Z
M

F��F
��vol4 ½75�

We get the field equations for the potential A by
demanding that the variation of the action vanishes:

	S½A� ¼ �
Z

M

	A�J�vol4 � 1

4
	

Z
M

F��F
��vol4 ½76�

We write now Z
M

	A�J�vol4 ¼ ð	A; jÞ ½77�
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and

1

4
	

Z
M

F��F
��vol4

¼ 1

2
	

Z
M

F^ � F ¼ 1

2
	ðF; FÞ

¼ ð	dA; FÞ ¼ ðd	A; FÞ ¼ ð	A; d�FÞ ½78�

where we have exchanged the action of 	 and d.
Since this holds for arbitrary variations 	A we find

d�F ¼ �j ½79�

the inhomogeneous Maxwell equation.

Nonabelian Gauge Theories

In SU(N) gauge theory the elementary particles are
taken to be members of symmetry multiplets. For
example, in electroweak theory the left-handed
electron and the neutrino are members of an SU(2)
doublet:

 ¼ e�

�

� �
½80�

A gauge transformation is

 0ðxÞ ¼ g�1ðxÞ ðxÞ; � 0ðxÞ ¼ � ðxÞgðxÞ ½81�

with

gðxÞ ¼ exp f�ðxÞg ½82�

where g(x) is an element of the Lie group SU(2) and
� is an element of the Lie algebra su(2). The Lie
algebra is a vector space, and its elements may be
expanded in terms of a basis:

�ðxÞ ¼ �aðxÞTa ½83�

For su(2) the basis elements are traceless and anti-
Hermitian (see below), they are conventionally
expressed in terms of the Pauli matrices,

Ta ¼
�a

2i
½84�

with

�1 ¼
0 1

1 0

� �
; �2 ¼

0 �i

i 0

� �
�3 ¼

1 0

0 �1

� � ½85�

They are conventionally normalized according to

trðTaTbÞ ¼� 1
2 	ab ½86�

The Dirac Lagrangian is not invariant with
respect to local gauge transformations:

L0 ¼ � i��@� �m
� �

 !L00
¼ L0 þ i � �� g@�g�1

� �
 ½87�

We introduce the gauge potential

!�ðxÞ ¼ !a
�ðxÞTa ½88�

with a gauge transformation

!�!!0� ¼ g�1!�gþ g�1@�g ½89�

The Lagrange density is modified through a covar-
iant derivative:

@�!D� ¼ @� þ !� ½90�

The covariant derivative D� transforms according to

D�!D�
0 ¼ g�1D�g ½91�

and thus the modified Lagrange density

L ¼ � i��D� �m
� �

 ¼ L0 þ i � ��!� ½92�

is invariant with respect to local gauge transformations.
The extra term in the Langrange density is

conventionally written

�J�a Aa
� ½93�

with

Aa
� ¼�iq!a

� ½94�

and

J�a ¼ � ��Ta ½95�

In mathematical terminology ! is called a connec-
tion. The quantity A is the physicist’s gauge
potential. The connection is anti-Hermitian and the
gauge potential Hermitian. The gauge potential also
includes the coupling constant q. We will refer to
both ! and A as the gauge potential, where the
relation between them is given by eqn [94].

We can write the gauge potential as A = Aa
�dx�Ta

or, in the SU(2) case, as

A� ¼ A1
�T1 þ A2

�T2 þ A3
�T3 ½96�

where we see explicitly that it involves three vector
fields, which couple to the electroweak currents [95]
with the single coupling constant q, and which will
become after symmetry breaking the three vector
bosons Wþ, W�, Z0 of the electroweak gauge theory.
Actually, a mix of the neutral gauge boson and the
photon will combine to yield the Z0 boson, while the
orthogonal mixture gives rise to the electromagnetic
interaction, in an SU(2)�U(1) theory. At this stage,
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the gauge bosons are all massless, their masses are
generated by the ‘‘Higgs’ mechanism.’’
Lie-Algebra-Valued p-Forms

To describe nonabelian fields, we need Lie-algebra-
valued p-forms:

� ¼ Ta�
a ½97�

where Ta is a generator of the Lie algebra, the index
a runs over the number of generators of the Lie
algebra, and the �a are the usual scalar-valued
p-forms. The composition in a Lie algebra is a Lie
bracket, which is defined for two Lie-algebra-valued
p-forms by

½�;  � :¼ ½Ta;Tb��a ^ b ½98�

The Lie bracket in the algebra is

½Ta;Tb� ¼ f c
abTc ½99�

where f a
bc are the structure constants. It follows from

this that

½ ; �� ¼ ½Ta;Tb� a ^�b ¼ �½Tb;Ta� a ^�b ½100�

or

½ ; �� ¼ ð�1Þpqþ1½�;  � ½101�

when � is a p-form and  is a q-form. In the special
case that Ta is a matrix, also the product TaTb is
defined, and from this the product of two Lie-
algebra-valued p-forms

�^ ¼ Ta�
a ^Tb 

b ¼ TaTb�
a ^ b ½102�

Now the Lie bracket is a commutator:

½Ta;Tb� ¼ TaTb � TbTa ½103�

and

½�;  � ¼ ½Ta;Tb��a ^ b

¼ Ta�
a ^Tb 

b � ð�1ÞpqTb 
b ^Ta�

a

¼ �^ � ð�1Þpq ^� ½104�

From this relation it follows that for � and  odd
p-forms

½�;  � ¼ �^ þ  ^� ½105�

For � an odd p-form

½�; �� ¼ �^�þ �^� ¼ 2ð�^�Þ ½106�
The Gauge Potential and the
Field Strength

The generalization of the abelian relationship
between the gauge potential and the field strength,
F = dA, is

� ¼ d!þ 1
2 ½!; !� ¼ d�þ !^! ½107�

where because ! is a 1-form we can use eqn [106].
The mathematician refers to � as the curvature. The
physicist writes, in analogy to eqn [94],

F ¼ �i q� ¼ 1
2 Fa

��dx� ^ dx�Ta ½108�

One obtains for the components

Fa
�� ¼ @�Aa

� � @�Aa
� � iqf a

bcA
b
�Ac

� ½109�

A generalization of the gauge transformation of
A, that is, A0= Aþ d�, is eqn [89]:

!0 ¼ g�1!gþ g�1dg ½110�

A quantity � with the transformation property

�0 ¼ g�1�g ½111�

is called a ‘‘tensorial’’ quantity. The gauge potential
! is according to this definition nontensorial.
Nevertheless the field strength is tensorial. Indeed

�0 ¼ dðg�1!gÞ þ ðdg�1Þ ^dg

þ 1
2 ½g�1!gþ g�1dg; g�1!gþ g�1dg�

¼ ðdg�1Þ ^!gþ g�1d!g� g�1!^ dgþ ðdg�1Þ ^ dg

þ 1
2 g�1½!; !�gþ 1

2 ½g�1!g; g�1dg�
þ 1

2 ½g�1dg; g�1!g� þ 1
2 ½g�1dg; g�1dg�

¼ g�1�gþ ðdg�1Þ ^!g� g�1!^ dgþ ðdg�1Þ ^ dg

þ g�1!^ dgþ g�1dg^ g�1!gþ g�1dg^ g�1dg

¼ g�1�g ½112�

where we have used the derivation of the relation
g�1g = Id to get

dg�1 ¼ �g�1dg g�1 ½113�

In the abelian case, we had dF = 0. The non-
abelian analog is

d� ¼ d!^!� !^ d!

¼ ð�� !^!Þ ^!� !^ ð�� !^!Þ
¼ �^!� !^ � ½114�

or

d�þ !^ �� �^! ¼ 0 ½115�
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the Bianchi identity. It can also be written as

d�þ !^ �� �^! ¼ d�þ ½!; �� ¼ 0 ½116�

because from eqn [104]

!^ �þ ð�1Þ2�1�^! ¼ ½!; �� ½117�

The covariant derivative D is defined as

D� :¼ d�þ ½!; �� ½118�

for � a tensorial quantity. The covariant derivative
takes tensorial p-forms into tensorial (pþ 1)-forms:

D0�0 ¼ dðg�1�gÞ þ ½g�1!gþ g�1dg; g�1�g�
¼ dg�1 ^�gþ g�1d�gþ ð�1Þpg�1�^dg

þ ½g�1!g; g�1�g� þ ½g�1dg; g�1�g�
¼ g�1D�gþ dg�1 ^�gþ ð�1Þpg�1�^dg

þ g�1dgg�1 ^�g� ð�1Þpg�1�^ dg

¼ g�1D�g ½119�

We have thereby verified the transformation prop-
erty of eqn [91].
The Gauge Group

From the gauge transformation  0= g the require-
ment j 0j2 = j j2 leads to gyg = 1. That means that g
belongs to the unitary Lie group G = U(n), whose
elements fulfill gy= �gT = g�1. For elements of the Lie
algebra G= u(n) this implies

eX
� �y¼ e

�X
T

¼ e�X ½120�

or

Xy ¼ �X
T¼�X ½121�

where �X is complex conjugation and XT means
transposition.

For elements of the Lie algebra we can define a
scalar product (the Killing metric)

hX;Yi :¼�tr ðXYÞ ¼�X�
�X�

� ½122�

The scalar product is real:

h�X; �Yi¼ � �X�
�

�Y�
� ¼ �X�

�X�
�¼hX;Yi ½123�

symmetric:

hX;Yi¼ �trðX;YÞ¼ �trðY;XÞ¼ hY;Xi ½124�

and positive definite:

hX;Xi¼ �X�
�X�

� ¼ X�
�

�X
�
� ¼ jX�

�j2 ½125�
The scalar product is invariant under the action of

G on G: for g 2 G

h gXg�1; gYg�1i ¼ �tr ðgXYg�1Þ
¼ �trðX;YÞ¼ hX;Yi ½126�

or for X, Y, Z 2 G

hetXY e�tX; etXZe�tXi¼ hY;Zi ½127�

We take the derivative of this equation with respect
to t at the value t = 0 and get:

h½X;Y�;Zi þ hY; ½X;Z�i ¼ 0 ½128�

We define an action of the algebra G on itself:
ad(X):G ! G

adðXÞY ¼ ½X;Y� ½129�

We can then formulate our conclusion as follows:
the action of G on itself is anti-Hermitian:

hadðXÞY;Z i¼ � hY; adðXÞZi ½130�

or

½adðXÞ�y ¼�adðXÞ ½131�

From gyg = 1 we have jdet (g)j2 = 1. For the gauge
group G = SU(N) we require in addition det (g) = 1.
Since

detðgÞ¼ detðexpðXÞÞ¼ expðtrðXÞÞ ½132�

the elements X 2 su(N) must be traceless. A basis of
the vector space of traceless, anti-Hermitian (2� 2)
matrices is given by the Pauli matrices, eqn [85].
The Yang–Mills Action

The SU(2) Yang–Mills action is, in analogy to the
abelian case,

S ¼ � 1

4q2

Z
M

Fa
��F

a��vol4 ¼ 1

2q2

Z
M

trðF��F��Þvol4

¼ 1

2q2

Z
M

trðF^� FÞ ½133�

We have included the trace in our definition of the
scalar product:

ð�; Þ:¼�
Z

M

tr<�I 
I> voln¼�

Z
M

trð�^ � Þ ½134�

We then write eqn [133] as

S½!� ¼ 1
2 ð�; �Þ ½135�

taking into account the relation between � and the
field strength F, and indicating the dependence on



Abelian and Nonabelian Gauge Theories Using Differential Forms 149
the gauge potential. Since � is tensorial the action is
invariant.

Now we calculate the variation von S[!] with
respect to a variation of the gauge potential:

	S½!� ¼ d

dt
S½!ðtÞ�jt¼0 ¼

1

2
	ð�; �Þ

¼ 1

2
ðð	�; �Þ þ ð�; 	�ÞÞ

¼ ð	�; �Þ ¼ 	 d!þ 1

2
½!; !�

� �
; �

� �
¼ 	d!þ 1

2
½	!; !� þ 1

2
½!; 	!�; �

� �
¼ d	!þ ½!; 	!�; �ð Þ ½136�

where we have exchanged the order of 	 and d. We
remark that although ! is not a tensorial section, 	! is:
for !01 = g�1!1gþ g�1dg and !02 = g�1!2gþ g�1dg is

	! ¼ !01 � !02 ¼ g�1ð!1 � !2Þg ½137�

The quantity � is in any case tensorial. Therefore,
the covariant derivative is defined, and we have

D	! ¼ d	!þ ½!; 	!� ½138�

and

D� ¼ d�þ ½!; �� ½139�

In general, the action of the covariant derivative on
tensorial quantities can be written as D = d þ ad(!),
where ad(X) is the representation of the Lie algebra on
itself introduced in the previous section. We now have

	S½!� ¼ ðD	!; �Þ ¼ ð	!;D��Þ ¼ 0 ½140�

for an arbitrary variation 	!. Therefore, D��= 0.
We have obtained

D�� ¼ 0 ½141�

the ‘‘Yang–Mills equations,’’ and

D� ¼ 0 ½142�

the ‘‘Bianchi identites.’’ These are the generalizations
of the Maxwell equations d�F = 0 and dF = 0 in the
absence of external sources. For the general case of
interacting fermions, we write out the full action, in
analogy to eqn [74], and obtain, in analogy to eqns
[79] and [58],

D�� ¼ �J; D�J ¼ 0 ½143�

We shall now derive, again for the pure gauge
sector, coordinate expressions for the Yang–Mills
equations. Consider the expression

	S½!� ¼ ðD	!; �Þ ¼ ð	!;D��Þ
¼ ðd	!þ ½!; 	!�; �Þ ½144�
The first term in the last expression is

ðd	!; �Þ ¼ ð	!; d��Þ ¼ �tr

Z
M

	!�fd��g�vol4 ½145�

The second term can be computed using

½!; 	!��� ¼ f!^ 	!þ 	!^!gð@�; @�Þ
¼ !�	!� � !�	!� þ 	!�!� � 	!�!� ½146�

and hence

½!; 	!������ ¼ 2½!�; 	!����� ½147�

because � is antisymmetric, ��� =����. Thus,

ð½!; 	!�; �Þ ¼ �
Z

M

trð½!; 	!� ^ � �Þ

¼ � 1

2

Z
M

trð½!; 	!������Þvol4

¼ �
Z

M

trð½!�; 	!�����Þvol4

¼
Z

M

h½!�; 	!��; ���ivol4 ½148�

where h , i is the scalar product in G. From eqn [128]
this equals

�
Z

M

h	!�; ½!�; ��� �ivol4

¼
Z

M

trð	!�½!�; ����Þvol4 ½149�

Combining this with eqn [144] gives

ð	!;D��Þ ¼ �
Z

M

trð	!�fðd��Þ� � ½!�; ��� �gÞvol4

¼ ð	!; fðd��Þ� � ½!�; ����gÞ ½150�

We can now insert the coordinate expression for

ðd�Þ� ¼ �@���� ½151�

Finally, the coordinate expressions of the Yang–
Mills equations D��= 0 are

ðD��Þ� ¼ �f@���� þ ½!�; ����g ¼ 0 ½152�
The Analogy with Electromagnetism

The Yang–Mills equation and the Bianchi identity in
the absence of external sources are

@�F
�� � iq½A�; F

��� ¼ 0 ½153�

and

@�F�� þ @�F�� þ @�F�� � iqf½A�; F�� �
þ ½A� ; F��� þ ½A�; F���g ¼ 0 ½154�
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We shall write these equations in terms of the fields

Fi0 ¼ Ei; i ¼ 1; 2; 3 ½155�

F12 ¼ B3; F31 ¼ B2; F12 ¼ B3 ½156�

where the E and B vectors may be thought of as
‘‘electric’’ and ‘‘magnetic’’ fields, even though they have
Lie-algebra indices, Fi0 = (Fa)i0Ta, etc. In the context of
the SU(3) theory, they are referred to as the ‘‘chromo-
electric’’ and ‘‘chromomagnetic’’ fields, respectively.

The Yang–Mills equations with �= 0 are

@iF
i0 � iq½Ai; F

i0� ¼ 0 ½157�

with i = 1, 2, 3 a spatial index. In vector notation
this is

div E ¼ iqðA �E� E �AÞ ½158�

This is the analog of Gauss’s equation. Even though
we started out without external sources, iq(A �E�
E �A) plays the role of a ‘‘charge density.’’ The
Yang–Mills field E and the potential A combine to
act as a source for the Yang–Mills field. This is an
essential feature of nonabelian gauge theories in
which they differ from the abelian case, due to the
fact that the commutator [A, E] is nonvanishing.

Now consider the Yang–Mills equations with a
spatial index �= i:

@0Fi0 þ @jF
ij � iq½A0; F

i0� � iq½AjF
ij� ¼ 0 ½159�

In vector notation this is

curl B ¼ @E

@t
� iqðA0E� EA0Þ

þ iqðA�Bþ B�AÞ ½160�

replacing the Ampere–Maxwell law. Note that there
are two extra contributions to the ‘‘current’’ other
than the displacement current.

The analogs of the laws of Faraday and of the
absence of magnetic monopoles are derived similarly
from the Bianchi identities. The results are

curl Eþ @B

@t
¼ iqfðA�Eþ E�AÞ þ ðA0B� BA0Þg ½161�

and

div B ¼ iqðA �B� B �AÞ ½162�
Further Remarks

The foundations of the mathematics of differential
forms were laid down by Poincaré (1953). They
were applied to the description of electrodynamics
already by Cartan (1923). A modern presentation of
differential forms and the manifolds on which they
are defined is given in Abraham et al. (1983). A
recent treatment of electrodynamics in this approach
is Hehl and Obukhov (2003). Weyl’s argument is in
his paper of 1929.

Nonabelian gauge theories today explain the
electromagnetic, the strong and weak nuclear
interactions. The original paper is that of Yang
and Mills (1954). Glashow, Salam, and Weinberg
(1980) saw the way to apply it to the weak
interactions by using spontaneous symmetry
breaking to generate the masses through the use
of the Higgs’ (1964) mechanism. t’Hooft and
Veltman (1972) showed that the resulting quan-
tum field theory was renormalizable. The strong
interactions were recognized as the nonabelian
gauge theory with gauge group SU(3) by Gell-
Mann (1972). For a modern treatment which puts
nonabelian gauge theories in the context of
differential geometry, see Frankel (1987).

See also: Dirac Fields in Gravitation and Nonabelian
Gauge Theory; Electroweak Theory; Measure on Loop
Spaces; Nonperturbative and Topological Aspects of
Gauge Theory; Quantum Electrodynamics and its
Precision Tests.
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Introduction

For the purpose of this article, vortices are topological
solitons arising in field theories in (2þ 1)-dimensional
spacetime when a complex-valued field � is allowed to
acquire winding at infinity, meaning that the phase of
�(t, x), as x traverses a large circle in the spatial plane,
changes by 2�n, where n is a nonzero integer. Such
winding cannot be removed by any continuous
deformation of � (hence ‘‘topological’’) and traps a
considerable amount of energy which tends to coalesce
into smooth, stable lumps with highly particle-like
characteristics (hence ‘‘solitons’’). Clearly, the universe
is (3þ 1) dimensional. Nonetheless, planar field
theories are of physical interest for two main reasons.
First, the theory may arise by dimensional reduction of
a (3þ 1)-dimensional model under the assumption of
translation invariance in one direction. Vortices are
then transverse slices through straight tube-like objects
variously interpreted as magnetic flux tubes in a
superconductor or cosmic strings. Second, a crucial
ingredient of the standard model of particle physics is
spontaneous breaking of gauge symmetry by a Higgs
field. As well as endowing the fundamental gauge
bosons and chiral fermions with mass, this mechanism
can potentially generate various types of topological
solitons (monopoles, strings, and domain walls) whose
structure and interactions one would like to under-
stand. Vortices in (2þ 1) dimensions are interesting in
this regard because they arise in the simplest field
theory exhibiting the Higgs mechanism, the abelian
Higgs model (AHM). They are thus a useful theoret-
ical laboratory in which to test ideas which may
ultimately find application in more realistic theories.
This article describes the properties of abelian Higgs
vortices and explains how, using a mixture of
numerical and analytical techniques, a good under-
standing of their dynamical interactions has been
obtained.

The Abelian Higgs Model

Throughout this article spacetime will be R2þ1

endowed with the Minkowski metric with signature
(þ , � , � ), and Cartesian coordinates x�,�=
0, 1, 2, with x0 = t (the speed of light c = 1). A
spacetime point will be denoted x, its spatial part by
x = (x1, x2). Latin indices j, k, . . . range over 1, 2, and
repeated indices (Latin or Greek) are summed over.

We sometimes use polar coordinates in the spatial
plane, x = r( cos �, sin �), and sometimes a complex
coordinate z = x1 þ ix2 = rei�. Occasionally, it is
convenient to think of R2þ1 as a subspace of R3þ1

and denote by k the unit vector in the (fictitious)
third spatial direction. The complex scalar Higgs
field is denoted �, and the electromagnetic gauge
potential A�, best thought of as the components of a
1-form A = A� dx�. F�� = @�A� � @�A� is the field
strength tensor which, in R2þ1, has only three
independent components, identified with the mag-
netic field B = F12 and electric field (E1, E2) =
(F01, F02). The gauge-covariant derivative is D��=
@��� ieA��, e being the electric charge of the Higgs.
Under a U(1) gauge transformation,

� 7! ei��; A� 7!A� þ e�1@�� ½1�

� : R2þ1 ! R being any smooth function, F�� and
j�j remain invariant, while D�� 7! ei�D��. Only
gauge-invariant quantities are physically observable
(classically).

With these conventions, the AHM has Lagrangian
density

L ¼ � 1

4
F��F

�� þ �
2

D��D��� �
8
ð�2 � j�j2Þ2 ½2�

which is manifestly gauge invariant. By rescaling
�, A�, x and the unit of action, we can (and
henceforth will) assume that e = �=�= 1. The
only parameter which cannot be scaled away is � > 0.
Its value greatly influences the model’s behavior.

The field equations, obtained by demanding that
�(x), A�(x) be a local extremal of the action
S =

R
Ld3x, are

D�D��þ �
2
ð1� j�j2Þ� ¼ 0

@�F�� þ
i

2
ð�D��� ��D��Þ ¼ 0

½3�

This is a coupled set of nonlinear second-order PDEs.
Of particular interest are solutions which have finite
total energy. Energy is not a Lorentz-invariant
quantity. To define it we must choose an inertial
frame and, having broken Lorentz invariance, it is
convenient to work in a temporal gauge, for which
A0 � 0 (which may be obtained by a gauge transfor-
mation with �(t, x) =

R t
0 A0(t0, x) dt0, after which only

time-independent gauge transformations are per-
mitted). The potential energy of a field is then

E ¼ 1

2

Z
B2 þDi�Di�þ

�

4
ð1� j�j2Þ2

� �
dx1dx2

¼ Emag þ Egrad þ Eself ½4�
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while its kinetic energy is

Ekin ¼
1

2

Z
j@0Aj2 þ @0�@0�
� �

dx1dx2 ½5�

If �, A satisfy the field equations then the total
energy Etot = Ekin þ E is independent of t. By
Derrick’s theorem, static solutions have Emag �
Eself (Manton and Sutcliffe 2004, pp. 82–87).

Configurations with finite energy have quantized
total magnetic flux. To see this, note that E finite
implies j�j ! 1 as r!1, so � � ei	(r, �) at large r for
some real (in general, multivalued) function 	. The
winding number of � is its winding around a circle of
large radius R, that is, the integer n = (	(R, 2�)�
	(R, 0))=2�. Although the phase of � is clearly gauge
dependent, n is not, because to change this, a gauge
transformation ei� : R2 ! U(1) would itself need
nonzero winding around the circle, contradicting
smoothness of ei�. The model is invariant under
spatial reflexions, under which n 7! �n, so we will
assume (unless noted otherwise) that n � 0. Finite-
ness of E also implies that D�= d�� iA�! 0, so
A � �id�=� � d	 as r!1 (note � 6¼ 0 for large r).
Hence, the total magnetic flux isZ

R2
Bd2x¼ lim

R!1

I
SR

A¼ lim
R!1

Z 2�

0

@�	d�¼ 2�n ½6�

where SR = {x : jxj=R} and we have used Stokes’s
theorem. The above argument uses only generic
properties of E, namely that finite Eself requires j�j
to assume a nonzero constant value as r!1. So
flux quantization is a robust feature of this type of
model. As presented, the argument is somewhat
formal, but it can be made mathematically rigorous
at the cost of gauge-fixing technicalities (Manton
and Sutcliffe 2004, pp. 164–166). Note that if n 6¼ 0
then, by continuity, �(x) must vanish at some x 2
R2, and one expects a lump of energy density to be
associated with each such x since �=0 maximizes
the integrand of Eself.

Radially Symmetric Vortices

The model supports static solutions within the
radially symmetric ansatz �= 
(r)ein�, A = a(r) d�,
which reduces the field equations to a coupled pair
of nonlinear ODEs:

d2


dr2
þ 1

r

d


dr
� 1

r2
ðn� aÞ2
þ �

2
ð1� 
2Þ
 ¼ 0

d2a

dr2
� 1

r

da

dr
þ ðn� aÞ
2 ¼ 0

½7�

Finite energy requires limr!1 
(r) = 1, limr!1 a(r) = n
while smoothness requires 
(r) � const1rn, a(r) �

const2r2 as r! 0. It is known that solutions to this
system, which we shall call n-vortices, exist for all
n,�, though no explicit formulas for them are
known. They may be found numerically, and are
depicted in Figure 1. Note that 
 and a always rise
monotonically to their vacuum values, and B always
falls monotonically to 0, as r increases. These
solutions have their magnetic flux concentrated in a
single, symmetric lump, a flux tube in the R3þ1

picture. In contrast, the total energy density (inte-
grand of E in [4]) is nonmonotonic for n � 2, being
peaked on a ring whose radius grows with n. This is
a common feature of planar solitons.

The large r asymptotics of n-vortices are well
understood. For � � 4 one may linearize [7] about

= 1, a = n, yielding


ðrÞ � 1þ qn

2�
K0ð

ffiffiffi
�
p

rÞ ½8�

aðrÞ � nþmn

2�
rK1ðrÞ ½9�

where qn, mn are unknown constants and K�

denotes the modified Bessel’s function. For � > 4
linearization is no longer well justified, and the
asymptotic behaviour of 
 (though not a) is quite
different (Manton and Sutcliffe 2004, pp. 174–175).
We shall not consider this rather extreme regime
further. Note that

K�ðrÞ �
ffiffiffiffiffi
�

2r

r
e�r as r!1 ½10�

for all �, so both 
 and a approach their vacuum
values exponentially fast, but with different decay
lengths: 1=

ffiffiffi
�
p

for 
, 1 for a. This can be seen in
Figure 1a. The constants qn and mn depend on � and
must be inferred by comparing the numerical
solutions with [8], [9]; q = q1 and m = m1 will
receive a physical interpretation shortly.

The 1-vortex (henceforth just ‘‘vortex’’) is stable for
all �, but n-vortices with n � 2 are unstable to break
up into n separate vortices if � > 1. We shall say that
the AHM is type I if � < 1, type II if � > 1, and
critically coupled if �= 1, based on this distinction. Let
En denote the energy of an n-vortex. Figure 2 shows
the energy per vortex En=n plotted against n for
�= 0.5, 1, and 2. It decreases with n for �= 0.5,
indicating that it is energetically favorable for isolated
vortices to coalesce into higher winding lumps. For
�= 2, by contrast, En=n increases with n indicating
that it is energetically favorable for n-vortices to fission
into their constituent vortex parts. The case �= 1
balances between these behaviors: En=n is independent
of n. In fact, the energy of a collection of vortices is
independent of their positions in this case.
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Interaction Energy

A precise understanding of the type I/II dichotomy
can be obtained using the 2-vortex interaction
energy Eint(s) introduced by Jacobs and Rebbi. This
is defined to be the minimum of E over all n = 2
configurations for which �(x) = 0 at some pair of
points x1, x2 distance s apart. One interprets x1, x2

as the vortex positions. Eint can only depend on their
separation s = jx1 � x2j, by translation and rotation
invariance. Figure 3 presents graphs of Eint(s)
generated by a lattice minimization algorithm. For
� < 1, vortices uniformly attract one another, so a
vortex pair has least energy when coincident. For
� > 1, vortices uniformly repel, always lowering
their energy by moving further apart. The graph for
�= 1 would be a horizontal line, Eint(s) = 2�.
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Figure 2 The energy per unit winding En=n of radially

symmetric n-vortices for �= 1=2, 1, and 2.
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Figure 1 Static, radially symmetric n-vortices: (a) the 1-vortex profile functions 
(r ) (solid curve) and a(r ) (dashed curve) for �= 2, 1,

and 1/2, left to right; (b) the magnetic field B; and (c) the energy density of n-vortices, n = 1 to 5, left to right, for �= 1.
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The large s behavior of Eint(s) is known, and can
be understood in two ways (Manton and Sutcliffe
2004, pp. 177–181). Speight, adapting ideas of
Manton on asymptotic monopole interactions,
observed that, in the real � gauge (� 7! e�i��,
A 7!A� d�), the difference between the vortex and
the vacuum �= 1, A = 0 at large r,

 ¼ �� 1 � q

2�
K0ð

ffiffiffi
�
p

rÞ ½11�

ðA0;AÞ �
m

2�
ð0; k�rK0ðrÞÞ ½12�

is identical to the solution of a linear Klein–
Gordon–Proca theory,

ð@�@� þ �Þ ¼ �; ð@�@� þ 1ÞA� ¼ j� ½13�

in the presence of a composite point source,

� ¼ q�ðxÞ; ðj0; jÞ ¼ mð0; k�r�ðxÞÞ ½14�

located at the vortex position. Viewed from afar,
therefore, a vortex looks like a point particle
carrying both a scalar monopole charge q and a
magnetic dipole moment m, a ‘‘point vortex,’’
inducing a real scalar field of mass

ffiffiffi
�
p

(the Higgs
particle) and a vector boson field of mass 1 (the
‘‘photon’’). If physics is to be model independent,
therefore, the interaction energy of a pair of well-
separated vortices should approach that of the
corresponding pair of point vortices as the separa-
tion grows. Computing the latter is an easy exercise
in classical linear field theory, yielding

EintðsÞ � E1intðsÞ ¼ 2E1 �
q2

2�
K0ð

ffiffiffi
�
p

sÞ

þm2

2�
K0ðsÞ ½15�

Bettencourt and Rivers obtained the same formula
by a more direct superposition ansatz approach,
though they did not give the constants q, m a
physical interpretation.

The force between a well-separated vortex pair,
�Eint

0(s), consists of the mutual attraction of
identical scalar monopoles, of range 1=

ffiffiffi
�
p

, and the
mutual repulsion of identical magnetic dipoles, of
range 1. If � < 1, scalar attraction dominates at
large s so vortices attract. If � > 1, magnetic
repulsion dominates and they repel. If �= 1 then
q � m, as we shall see, so the forces cancel exactly.
Figure 3 shows both Eint and E1int for �= 0.5, 2. The
agreement is good for s large, but breaks down for
s < 4, as one expects. Vortices are not point
particles, as in the linear model, and when they lie
close together the overlap of their cores produces
significant effects.

The same method predicts the interaction energy
between an n1-vortex and an n2-vortex at large
separation. We just replace 2E1 by En1

þ En2
, q2 by

qn1
qn2

, and m2 by mn1
mn2

. In particular, an
antivortex ((�1)-vortex) has E�1 = E1, q�1 = q1 = q,
and m�1 = �m1 = �m, so the interaction energy for
a vortex–antivortex pair is

Ev�v
intðsÞ � 2E1 �

q2

2�
K0ð

ffiffiffi
�
p

rÞ �m2

2�
K0ðrÞ ½16�
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Figure 3 The 2-vortex interaction energy Eint(s) as a function of vortex separation (solid curve), in comparison with its asymptotic

form E1int (s) (dashed curve) for (a) �= 1=2 and (b) �= 2.
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which is uniformly attractive. It would be pleasing if
qn, mn could be deduced easily from q, m. One
might guess qn = jnjq, mn = nm, in analogy with
monopoles. Unfortunately, this is false: qn, mn

grow approximately exponentially with jnj.

Vortex Scattering

The AHM being Lorentz invariant, one can obtain
time-dependent solutions wherein a single n-vortex
travels at constant velocity, with speed 0 < v < 1
and Etot = (1� v2)�1=2En, by Lorentz boosting the
static solutions described above. Of more dynamical
interest are solutions in which two or more vortices
undergo relative motion. The simplest problem is
vortex scattering. Two vortices, initially well sepa-
rated, are propelled towards one another. In the
center-of-mass (COM) frame they have, as t! �1,
equal speed v, and approach one another along
parallel lines distance b (the impact parameter)
apart, see Figure 4. If b = 0, they approach head-
on. Assuming they do not capture one another, they
interact and, as t!1, recede along parallel straight
lines having been deflected through an angle � (the
scattering angle). If scattering is elastic, the exit lines
also lie b apart and each vortex travels at speed v as
t!1. The dependence of � on v, b, and � has
been studied through lattice simulations by several
authors, perhaps most comprehensively by Myers,
Rebbi, and Strilka (1992). We shall now describe
their results.

Note first that vortex scattering is actually
inelastic: vortices recede with speed < v because
some of their initial kinetic energy is dispersed by
the collision as small-amplitude traveling waves
(‘‘radiation’’). This energy loss can be as high as
80% in very fast collisions at small b. At small v the
energy loss is tiny, but can still have important
consequences for type I vortices: if v is very small,
they start with only just enough energy to escape
their mutual attraction. In undergoing a small b
collision they can lose enough of this energy to
become trapped in an oscillating bound state. In this
case they do not truly scatter and � is ill-defined.
Myers et al. find that v � 0.2 suffices to avoid

capture when �= 1=2. Since type I vortices attract,
one might expect � to be always negative, indicating
that the vortices deflect towards one another. In
fact, as Figure 5a shows, this happens only for small
v and large b. Another naive expectation is that
� = 0 or � = 180	 when b = 0 (either vortices pass
through one another or ricochet backwards in a
head-on collision). In fact � = 90	, the only other
possibility allowed by reflexion symmetry of the
initial data. Figure 6 depicts snapshots of such a
scattering process at modest v. The vortices deform
each other as they get close until, at the moment of
coincidence, they are close to the static 2-vortex
ring. They then break apart along a line perpendi-
cular to their line of approach. One may consider
them to have exchanged half-vortices, so that each
emergent vortex is a mixture of the incoming
vortices. This rather surprising phenomenon was
actually predicted by Ruback in advance of any
numerical simulations and turns out to be a generic
feature of planar topological solitons.

Consider now the type II case (�= 2, Figure 5b).
Here, � > 0 for all v, b as one expects of particles
that repel each other. Head-on scattering is more
interesting now since two regimes emerge: for v >
vcrit 
 0.3, one has the surprising 90	 scattering
already described, while for v < vcrit the vortices
bounce backwards, � = 180	. This is easily
explained. In order to undergo 90	 head-on scatter-
ing, the vortices must become coincident (otherwise
reflexion symmetry is violated), hence must have
initial energy at least E2. For v < vcrit, where

2E1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� vcrit

2
p ¼ E2 ½17�

they have too little energy, so come to a halt before
coincidence, then recede from one another. The
solution vcrit of [17] depends on � and is plotted in
Figure 7. For v slightly above vcrit, we see that, in
contrast to the type I case, �(b) is not monotonic:
maximum deflection occurs at nonzero b.

The point vortex formalism yields a simple model
of type II vortex scattering which is remarkably
successful at small v. One writes down the Lagrangian
for two identical (nonrelativistic) point particles of
mass E1 moving along trajectories x1(t), x2(t) under
the influence of the repulsive potential E1int,

L ¼ 1
2 E1ðj _x1j2 þ j _x2j2Þ � E1intðjx1 � x2jÞ ½18�

Energy and angular momentum conservation reduce
�(v, b) to an integral over one variable (s = jx1 � x2j)
which is easily computed numerically. To illustrate,
Figure 5b shows the result for �= 2, v = 0.1
in comparison with the lattice simulations of

b 

ν

νΘ

Figure 4 The geometry of vortex scattering.
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Myers et al. The agreement is almost perfect. For
large v the approximation breaks down not only
because relativistic corrections become significant,
but also because small b collisions then probe the small
jx1� x2j region where vortex core overlap effects
become important. For the same reason, the point
vortex model is less useful for type I scattering.
Here there is no repulsion to keep the vortices well
separated, so its validity is restricted to the small v,
large b regime.

Critical coupling is theoretically the most inter-
esting regime, where most analytic progress has been
made. Since Eint � E1int � 0, one might expect vortex
scattering to be trivial (�(v, b) � 0), but this is quite
wrong, as shown in Figure 5c. In particular,

�(v, 0) = 90	 for all v, just as in the large v type I
and type II cases. The point is that scalar attraction
and magnetic repulsion of vortices are mediated by
fields with different Lorentz transformation proper-
ties. While they cancel for static vortices, there is no
reason to expect them to cancel for vortices in
relative motion.

Critical Coupling

The AHM with �= 1 has many remarkable proper-
ties, at which we have so far only hinted. These all
stem from Bogomol’nyi’s crucial observation
(Manton and Sutcliffe 2004, pp. 197–202) that the
potential energy in this case can be rewritten as
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Figure 5 The 2-vortex scattering angle � as a function of impact parameter b for v = 0.1 (5), v = 0.2 (4),

v = 0.3 (}), v = 0.4 (&), v = 0.5 (�), and v = 0.9 (þ), as computed by Myers et al. (1992): (a) �= 1=2; (b) �= 2; (c) �= 1. The
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et al. use different normalizations, so b =
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E ¼ 1

2

Z
B� 1

2
ð1� j�j2Þ

� �2
(

þ jD1�þ iD2�j2 þ B

�
d2x� i

Z
R2

dð ��D�Þ ½19�

The last integral vanishes by Stokes’s theorem, so
E � �n by flux quantization [6], and E = �n if and
only if

ðD1 þ iD2Þ� ¼ 0 ½20�

1
2 ð1� j�j

2Þ ¼ B ½21�

Note that system [20], [21] is first order, in contrast
to the second-order field equations [3]. No explicit
solutions of [20], [21] are known. However, Taubes
has proved that for each unordered list
[z1, z2, . . . , zn] of n points in C, not necessarily
distinct, there exists a solution of [20], [21], unique
up to gauge transformations, with �(z1) =�(z2) =
� � � =�(zn) = 0 and � nonvanishing elsewhere, the
zero at zr having the same multiplicity as zr has in
the list. Note that the list is unordered: a solution is
uniquely determined by the positions and multi-
plicities of the zeroes of �, but the order in which we
label these is irrelevant. The solution minimizes E
within the class Cn of winding n configurations, so is
automatically a stable static solution of the model.

Equation [20] applied to the symmetric n-vortex,
�= 
(r) ein�, A = a(r) d� implies a(r) = n� r
0(r)=
(r).
Comparing with [8], [9], it follows that qn = mn

when �= 1 as previously claimed, since K1 = �K00.
Tong has conjectured, based on a string duality
argument, that q1 = �2�81=4. This is consistent with
current numerics but has no direct derivation so far.

Figure 6 Snapshots of the energy density during a head-on

collision of vortices. This 90	 scattering phenomenon is a

generic feature of planar topological soliton dynamics.
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Figure 7 The critical velocity for 90	 head-on scattering of type

II vortices vcrit as a function of �, as predicted by equation [17]

(solid curve), in comparison with the results of Myers et al.

(1992), (crosses).
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Taubes’s theorem shows that this n-vortex is just
one point, corresponding to the list [0, 0, . . . , 0], in a
2n-dimensional space of static multivortex solutions
called the moduli space Mn. This space may be
visualized as the flat, finite-dimensional valley
bottom in Cn on which E attains its minimum
value, �n. Points in Mn are in one-to-one correspon-
dence with distinct unordered lists [z1, z2, . . . , zn],
which are themselves in one-to-one correspondence
with points in Cn, as follows. To each list, we assign
the unique monic polynomial whose roots are zr,

pðzÞ ¼ ðz� z1Þðz� z2Þ � � � ðz� znÞ
¼ a0 þ a1zþ � � � þ an�1zn�1 þ zn ½22�

This polynomial is uniquely determined by its
coefficients (a0, a1, . . . , an�1) 2 Cn, which give good
global coordinates on Mn ffi Cn. The zeros zr of �
may be used as local coordinates on Mn, away from
�, the subset of Mn on which two or more of the
zeros zr coincide, but are not good global
coordinates.

Let (�, A)a denote the static solution correspond-
ing to a 2 Cn. If the zeros zr are all at least s apart,
Taubes showed the solution is just a linear super-
position of 1-vortices located at zr, up to corrections
exponentially small in s. Imagine these constituent
vortices are pushed with small initial velocities.
Then (�(t), A(t)) must remain close to the valley
bottom Mn, since departing from it costs kinetic
energy, of which there is little. Manton has
suggested, therefore, that the dynamics is well
approximated by the constrained variational problem
wherein (�(t), A(t)) = (�, A)a(t)2Mn for all t. Since
the action S =

R
L d3x =

R
(Ekin � E) dt, and E = �n,

constant, on Mn, this constrained problem amounts
to Lagrangian mechanics on configuration space Mn

with Lagrangian L = EkinjMn
. Now Ekin is real,

positive, and quadratic in time derivatives of �, A, so

L ¼ 1
2 
rsðaÞ _ar _�as ½23�


rs forming the entries of a positive-definite n� n
Hermitian matrix (
sr � 
rs). Since (�, A)a is not
known explicitly, neither are 
rs(a). Observe, how-
ever, that L is the Lagrangian for geodesic motion in
Mn with respect to the Riemannian metric


 ¼ 
rsðaÞdard�as ½24�

Manton originally proposed this geodesic approx-
imation for monopoles, but it is now standard for all
topological solitons of Bogomol’nyi type (where one
has a moduli space of static multisolitons saturating
a topological lower bound on E). Note that
geodesics are independent of initial speed, which
agrees with Myers et al: Figure 5c shows that �(v, b)
is approximately independent of v for v � 0.5.
Further, Stuart (1994) has proved that, for initial
speeds of order �, small, the fields stay (pointwise) �2

close to their geodesic approximant for times of
order ��1.

On symmetry grounds, two vortex dynamics in
the COM frame reduces to geodesic motion in M0

2 ffi
C, the subspace of centered 2-vortices (a1 = 0, so
z1 = �z2), with induced metric


0 ¼ Gðja0jÞda0d�a0 ½25�

G being some positive function. Note that a0 = z1z2,
so the intervortex distance jz1 � z2j= 2jz1j= 2ja0j1=2.
The line a0 = � 2 R, traversed with � increasing, say,
is geodesic in M0

2. The vortex positions (roots of

z2 þ a0) are 

ffiffiffiffiffiffi
j�j

p
for � � 0 and 
i

ffiffiffi
�
p

for � > 0.
This describes perfectly the 90	 scattering phenom-
enon: two vortices approach head-on along the x1

axis, coincide to form a 2-vortex ring, then break
apart along the x2 axis, as in Figure 6. This behavior
occurs because a0 = z1z2, rather than z1 � z2, is the
correct global coordinate on M0

2, since vortices are
classically indistinguishable.

Samols found a useful formula (Manton and
Sutcliffe 2004, pp. 205–215) for 
 in terms of the
behavior of j�aj close to its zeros, using which he
devised an efficient numerical scheme to evaluate
G(ja0j), and computed �(b) in detail, finding
excellent agreement with lattice simulations at low
speeds. He also studied the quantum scattering of
vortices, approximating the quantum state by a
wave function � on Mn evolving according to the
natural Schrödinger equation for quantum geodesic
motion,

i�h
@�

@t
¼ � 1

2 �h2�
� ½26�

where �
 is the Laplace–Beltrami operator on
(Mn, 
). This technique, introduced for monopoles
by Gibbons and Manton, is now standard for
solitons of Bogomol’nyi type.

By analyzing the forces between moving point
vortices at �= 1, Manton and Speight (2003)
showed that, as the vortex separations become
uniformly large, the metric on Mn approaches


1 ¼ �
X

r

�
dzrd�zr �

q2

4�

X
s6¼r

K0ðjzr � zsjÞ

� ðdzr � dzsÞðd�zr � d�zsÞ
	

½27�

This formula can also be obtained by a method of
matched asymptotic expansions. We can use [27] to
study 2-vortex scattering for large b, when the
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vortices remain well separated. (Note that 
1 is not
positive definite if any jzr � zsj becomes too small.)
The results are good, provided v � 0.5 and b � 3
(see Figure 5c).
Other Developments

The (critically coupled) AHM on a compact physical
space � is of considerable theoretical and physical
interest. Bradlow showed that Mn(�) is empty unless
V = Area(�) � 4�n, so there is a limit to how many
vortices a space of finite area can accommodate
(Manton and Sutcliffe 2004, pp. 227–230). Manton
has analyzed the thermodynamics of a gas of
vortices by studying the statistical mechanics of
geodesic flow on Mn(�). In this context, spatial
compactness is a technical device to allow nonzero
vortex density n=V for finite n, without confining
the fields to a finite box, which would destroy the
Bogomol’nyi properties. In the limit of interest,
n, V !1 with n/V fixed, the thermodynamical
properties turn out to depend on � only through
V, so � = S2 and � = T2 give equivalent results, for
example. The equation of state of the gas is
(P = pressure, T = temperature)

P ¼ nT

V � 4�n
½28�

which is similar, at low density n/V, to that of a gas
of hard disks of area 2�. The crucial step in deriving
[28] is to find the volume of Mn(�) which, despite
there being no formula for 
, may be computed
exactly by remarkable indirect arguments (Manton
and Sutcliffe 2004, pp. 231–234).

The static AHM coincides with the Ginzburg–
Landau model of superconductivity, which has
precisely the same type I/II classification. Here the
‘‘Higgs’’ field represents the wave function of a
condensate of Cooper pairs, usually (but not always)
electrons. There has been a parallel development of
the static model by condensed matter theorists,
therefore; see Fossheim and Sudbo (2004), for
example. In fact the vortex was actually first
discovered by Abrikosov in the condensed matter
context. One important difference is that type I
superconductors do not support vortex solutions in
an external magnetic field Bext because the critical
jBextj required to create a single vortex is greater
than the critical jBextj required to destroy the
condensate completely (� � 0). Type II supercon-
ductors do support vortices, and there are such
superconductors with � 
 1, but the vortex
dynamics we have described is not relevant to these
systems. In this context there is an obvious preferred
reference frame (the rest frame of the superconduc-
tor) so it is unsurprising that the Lorentz-invariant
AHM is inappropriate. Insofar as vortices move at
all, they seem to obey a first-order (in time)
dynamical system, in contrast to the second-order
AHM. Manton has devised a first-order system
which may have relevance to superconductivity, by
replacing Ekin with a Chern–Simons–Schrödinger func-
tional (Manton and Sutcliffe 2004, pp. 193–197).
Rather than attracting or repelling, vortices now
tend to orbit one another at constant separation.
There is again a moduli space approximation to
slow vortex dynamics for � 
 1, but it has a
Hamiltonian-mechanical rather than Riemannian-
geometric flavor.

Finally, an interesting simplification of the AHM,
which arises, for example, as a phenomenological
model of liquid helium-4, is obtained if we discard the
gauge field A�, or equivalently set the electric charge of
� to e = 0. There is now no type I/II classification, since
� may be absorbed by rescaling. The resulting model,
which has only global U(1) phase symmetry, supports
n-vortices �= 
(r)ein� for all n, but these are not
exponentially spatially localized,


ðrÞ ¼ 1� n2

�r2
� n2ð8þ n2Þ

2�2r4
þOðr�6Þ ½29�

and cannot have finite E by Derrick’s theorem. They
are unstable for jnj > 1, and 1-vortices uniformly
repel one another. They can be given an interesting
first-order dynamics (the Gross–Pitaevski equation).
Abbreviations
A� electromagnetic gauge potential
b impact parameter
D� gauge-covariant derivative
E potential energy
Ekin kinetic energy
F�� electromagnetic field strength tensor
L Lagrangian
L Lagrangian density
S action
� Higgs field
� scattering angle
See also: Fractional Quantum Hall Effect;
Ginzburg–Landau Equation; High Tc Superconductor
Theory; Integrable Systems: Overview; Nonperturbative
and Topological Aspects of Gauge Theory; Quantum
Fields with Topological Defects; Solitons and Other
Extended Field Configurations; Symmetry Breaking in
Field Theory; Topological Defects and Their Homotopy
Classification; Variational Techniques for
Ginzburg–Landau Energies.
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Introduction

Macroscopic Problem

The ‘‘adiabatic piston’’ is an old problem of
thermodynamics which has had a long and con-
troversial history. It is the simplest example con-
cerning the time evolution of an adiabatic wall, that
is, a wall which does not conduct heat. The system
consists of a gas in a cylinder divided by an
adiabatic wall (the piston). Initially, the piston is
held fixed by a clamp and the two gases are in
thermal equilibrium characterized by (p
, T
, N
),
where the index �/þ refers to the gas on the left/right
side of the piston and (p, T, N) denote the pressure,
the temperature, and the number of particles
(Figure 1). Since the piston is adiabatic, the whole
system remains in equilibrium even if T� 6¼ Tþ. At
time t = 0, the clamp is removed and the piston is let
free to move without any friction in the cylinder. The
question is to find the final state, that is, the final
position Xf of the piston and the parameters (p
f , T
f )
of the gases.

In the late 1950s, using the two laws of
equilibrium thermodynamics (i.e., thermostatics),
Landau and Lifshitz concluded that the adiabatic
piston will evolve toward a final state where
p�=T�= pþ=Tþ. Later, Callen (1963) and others
realized that the maximum entropy condition
implies that the system will reach mechanical
equilibrium where the pressures are equal p�f = pþf ;
however, nothing could be said concerning the final
position Xf or the final temperatures T
f which
should depend explicitly on the viscosity of the
fluids. It thus became a controversial problem since
one was forced to accept that the two laws of
thermostatics are not sufficient to predict the final
state as soon as adiabatic movable walls are
involved (see early references in Gruber (1999)).

Experimentally, the adiabatic piston was used
already before 1924 to measure the ratio cp=cv of
the specific heats of gases. In 2000, new measure-
ments have shown that one has to distinguish
between two regimes, corresponding to weak damp-
ing or strong damping, with very different proper-
ties, for example, for weak damping the frequency
of oscillations corresponds to adiabatic oscillations,
whereas for strong damping it corresponds to
isothermal oscillations.

Microscopic Problem

The ‘‘adiabatic piston’’ was first considered from a
microscopic point of view by Lebowitz who intro-
duced in 1959 a simple model to study heat
conduction. In this model, the gas consists of point
particles of mass m making purely elastic collisions
on the wall of the cylinder and on the piston.
Furthermore, the gas is very dilute so that the



equation of state p = nkBT is satisfied at equili-
brium, where n is the density of particles in the gas
and kB the Boltzmann constant. The adiabatic piston
is taken as a heavy particle of mass M� m without
any internal degree of freedom. Using this same
model Feynman (1965) gave a qualitative analysis in
Lectures in Physics. He argued intuitively but
correctly that the system should converge first
toward a state of mechanical equilibrium where
p�= pþ and then very slowly toward thermal
equilibrium. This approach toward thermal equili-
brium is associated with the ‘‘wiggles’’ of the piston
induced by the random collisions with the atoms of
the gas. Of course, this stochastic behavior is not
part of thermodynamics and the evolution beyond
the mechanical equilibrium cannot appear in the
macroscopical framework assuming that the piston
does not conduct heat.

From a microscopical point of view, one is
confronted with two different problems: the
approach toward mechanical equilibrium in the
absence of any a priori friction (where the entropy
of both gases should increase) and, on a different
timescale, the approach toward thermal equilibrium
(where the entropy of one gas should decrease but
the total entropy increase).

The conceptual difficulties of the problem beyond
mechanical equilibrium come from the following
intuitive reasoning. When the piston moves toward
the hotter gas, the atoms of the hotter gas gain
energy, whereas those of the cooler gas lose energy.
When the piston moves toward the cooler side, it is
the opposite. Since on an average the hotter side
should cool down and the cold side should warm
up, we are led to conclude that on an average the
piston should move toward the colder side. On the
other hand, from p = nkBT, the piston should move
toward the warmer side to maintain pressure
balance.

In 1996, Crosignani, Di Porto, and Segev intro-
duced a kinetic model to obtain equations describing
the adiabatic approach toward mechanical equili-
brium. Starting with the microscopical model
introduced by Lebowitz, Gruber, Piasecki, and
Frachebourg, later joined by Lesne and Pache,
initiated in 1998 a systematic investigation of the
adiabatic piston within the framework of statistical
mechanics, together with a large number of numer-
ical simulations. This analysis was based on the fact
that m=M is a very small parameter to investigate
expansions in powers of m=M (see Gruber and
Piasecki (1999) and Gruber et al. (2003) and
reference therein). An approach using dynamical
system methods was then developed by Lebowitz
et al. (2000) and Chernov et al. (2002). An

extension to hard-disk particles was analyzed at
the same time by Kestemont et al. (2000). Recently,
several other authors have contributed to this
subject.

The general picture which emerges from all the
investigations is the following. For an infinite
cylinder, starting with mechanical equilibrium
p�= pþ= p, the piston evolves to a stationary
stochastic state with nonzero velocity toward the
warmer side

hVi ¼ m

M

ffiffiffiffiffiffiffiffi
�kB

8m

r
ð
ffiffiffiffiffiffiffi
Tþ
p

�
ffiffiffiffiffiffiffi
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where M=A is the mass per unit area of the piston.
In this state the piston has a temperature
TP =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
TþT�
p

and there is a heat flux
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� �
ðp� ¼ pþ ¼ pÞ ½3�

For a finite cylinder and pþ 6¼ p�, the evolution
proceeds in four different stages. The first two are
deterministic and adiabatic. They correspond to the
thermodynamic evolution of the (macroscopic)
adiabatic piston. The last two stages, which go
beyond thermodynamics, are stochastic with heat
transfer across the piston. More precisely:

1. In the first stage whose duration is the time
needed for the shock wave to bounce back on the
piston, the evolution corresponds to the case of
the infinite cylinder (with p� 6¼ pþ). If
R = Nm=M > 10, the piston will be able to
reach and maintain a constant velocity

V¼ðp��pþÞ
ffiffiffiffiffiffiffiffi
�kB

8m

r ffiffiffiffiffiffiffiffiffiffiffiffiffi
T�Tþ
p

pþ
ffiffiffiffiffiffiffi
T�
p

þp�
ffiffiffiffiffiffiffi
Tþ
p þO m

M

� �
for jp��pþj� 1 ½4�

2. In the second stage the evolution toward
mechanical equilibrium is either weakly or
strongly damped depending on R. If R < 1, the
evolution is very weakly damped, the dynamics
takes place on a timescale t0=

ffiffiffiffi
R
p

t, and the effect
of the collisions on the piston is to introduce an
external potential �(X) = c1=X

2 þ c2=(L�X)2.
On the other hand, if R > 4, the evolution is
strongly damped (with two oscillations only) and
depends neither on M nor on R.
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3. After mechanical equilibrium has been reached,
the third stage is a stochastic approach toward
thermal equilibrium associated with heat transfer
across the piston. This evolution is very slow and
exhibits a scaling property with respect to
t0= mt=M.

4. After thermal equilibrium has been reached
(T�= Tþ, p�= pþ), in a fourth stage the gas
will evolve very slowly toward a state with
Maxwellian distribution of velocities, induced
by the collision with the stochastic piston.

The general conclusion is thus that a wall which is
adiabatic when fixed will become a heat conductor
under a stochastic motion. However, it should be
stressed that the time required to reach thermal
equilibrium will be several orders of magnitude larger
than the age of the universe for a macroscopical piston
and such a wall could not reasonably be called a heat
conductor. However, for mesoscopic systems, the effect
of stochasticity may lead to very interesting properties,
as shown by Van den Broeck et al. (2004) in their
investigations of Brownian (or biological) motors.

Microscopical Model

The system consists of two fluids separated by an
‘‘adiabatic’’ piston inside a cylinder with x-axis,
length L, and area A. The fluids are made of N�

identical light particles of mass m. The piston is a
heavy flat disk, without any internal degree of
freedom, of mass M� m, orthogonal to the
x-axis, and velocity parallel to this x-axis. If the
piston is fixed at some position X0, and if the two
fluids are in thermal equilibrium characterized by
(p�0 , T�0 , N�), then they will remain in equilibrium
forever even if Tþ0 6¼T�0 : it is thus an ‘‘adiabatic
piston’’ in the sense of thermodynamics. At a certain
time t = 0, the piston is let free to move and the
problem is to study the time evolution. To define the
dynamics, we consider that the system is purely
Hamiltonian, that is, the particles and the piston
move without any friction according to the laws of
mechanics. In particular, the collisions between the
particles and the walls of the cylinder, or the piston,
are purely elastic and the total energy of the system
is conserved. In most studies, one considers that the
particles are point particles making purely elastic
collisions. Since the piston is bound to move only in
the x-direction, the velocity components of the
particles in the transverse directions play no role in
this problem. Moreover, since there is no coupling
between the components in the x- and transverse
directions, one can simplify the model further by
assuming that all probability distributions are

independent of the transverse coordinates. We are
thus led to a formally one-dimensional problem
(except for normalizations). Therefore, in this
review, we consider that the particles are noninter-
acting and all velocities are parallel to the x-axis.
From the collision law, if v and V denote the
velocities of a particle and the piston before a
collision, then under the collision on the piston:

v! v 0 ¼ 2V � vþ �ðv� VÞ
V ! V 0 ¼ V þ �ðv� VÞ

½5�

where

� ¼ 2m

Mþm
½6�

Similarly, under a collision of a particle with the
boundary at x = 0 or x = L:

v! v0 ¼�v ½7�

Let us mention that more general models have also
been considered, for example, the case where the
two fluids are made of point particles with different
masses m�, or two-dimensional models where the
particles are hard disks. However, no significant
differences appear in these more general models and
we restrict this article to the simplest case.

One can study different situations: L =1, L
finite, and L!1. Furthermore, taking first M and
A finite, one can investigate several limits.

1. Thermodynamic limit for the piston only. In
this limit, L is fixed (finite or infinite) and
A!1, M!1, keeping constant the initial
densities n � of the fluid and the parameter

� ¼ 2mA

Mþm
¼ �A � 2m

A

M
½8�

If L is finite, this means that N�!1 while
keeping constant the parameters

R� ¼ mN�

M
¼

M�
gas

M
½9�

2. Thermodynamic limit for the whole system,
where L!1 and A � L2, N� � L3. In this
limit, space and time variables are rescaled
according to x0= x=L and t 0= t=L. This limit
can be considered as a limiting case of (1) where
R� �

ffiffiffiffi
A
p
!1 (and time is scaled).

3. Continuum limit where L and M are fixed and
N�!1, m! 0 keeping M �

gas constant, that is,
R�= cte.

The case L infinite and the limit (1) have been
investigated using statistical mechanics (Liouville or
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Boltzmann’s equations). On the other hand, the
limit (2) has been studied using dynamical system
methods, reducing first the system to a billiard in an
(Nþ þN� þ 1)-dimensional polyhedron. The limit
(3) has been introduced to derive hydrodynamical
equations for the fluids.

In this article, we present the approach based on
statistical mechanics. Although not as rigorous as (2)
on a mathematical level, it yields more informations
on the approach toward mechanical and thermal
equilibrium. Moreover, it indicates what are the
open problems which should be mathematically
solved. In all investigations, advantage is taken of
the fact that m/M is very small and one introduces
the small parameter

� ¼
ffiffiffiffiffiffiffiffiffiffiffi
m=M

p
� 1 ½10�

Let us note that � measures the ratio of thermal
velocities for the piston and a fluid particle, whereas
� � � 2 measures the ratio of velocity changes during
a collision.

Starting Point: Exact Equations

Using the statistical point of view, the time evolution
is given by Liouville’s equation for the probability
distribution on the whole phase space for (Nþ þ
N� þ 1) particles, with L, A, N�, and M finite.
Initially (t � 0), the piston is fixed at (X0, V0 = 0)
and the fluids are in thermal equilibrium with
homogeneous densities n�0 , velocity distributions
’�0 (v) =’�0 (�v), and temperatures

T�0 ¼ m

Z 1
�1

dv n�0 ’
�
0 ðvÞv2 ½11�

Integrating out the irrelevant degrees of freedom,
the Liouville’s equation yields the equations for
the distribution ��(x, v; t) of the right and left
particles:

@t�
�ðx; v; tÞ þ v@x�

�ðx; v ; tÞ ¼ I �ðx; v ; tÞ ½12�

The collision term I�(x, v; t) is a functional of
��, P(X, v; X, V; t), the two-point correlation func-
tion for a right (resp. left) particle at (x = X, v) and
the piston at (X, V). Similarly, one obtains for the
velocity distribution of the piston:

@t�ðV; tÞ ¼A

Z 1
�1
ðV � vÞ 	ðV � vÞ��surfðv0; V 0; tÞ

�
þ 	ðv� VÞ��surfðv ; V; tÞ

�
dv

� A

Z 1
�1
ðV � vÞ 	ðv� VÞ�þsurfðv

0; V 0; tÞ
�

þ 	ðV � vÞ�þsurfðv ; V ; tÞ
�
dv ½13�

where (v 0, V 0) are given by eqn [5] and

��surfðv; V; tÞ ¼
Z 1
�1

dX��;PðX; v ; X;V; tÞ ½14�

We thus have to solve eqns [12]–[13] with initial
conditions

��ðx; v; t ¼ 0Þ ¼ n�0 ’
�
0 ðvÞ	ðxÞ	ðX0 � xÞ

�þðx; v; t ¼ 0Þ ¼ nþ0 ’
þ
0 ðvÞ	ðL� xÞ	ðx�X0Þ

�ðV; t ¼ 0Þ ¼ 
ðVÞ
½15�

Using the fact that �= 2m=(Mþm)� 1, we can
rewrite eqn [13] as a formal series in powers of �:

@t�ðV; tÞ ¼ �
X1
k¼1

ð�1Þk� k�1

k!

@

@V

� �keFkþ1ðV; tÞ ½16�

~FkðV; tÞ ¼
Z 1

V

ðv� VÞk��surfðv ; V; tÞdv

�
Z V

�1
ðv� VÞk�þsurfðv ; V; tÞdv ½17�

from which one obtains the equations for the
moments of the piston velocity:

1

�

dhVni
dt

¼
Xn

k¼1

�k�1 n!

k!ðn� kÞ!

Z 1
�1

dV Vn�k~Fkþ1ðV; tÞ ½18�

However, we do not know the two-point correlation
functions.

If the length of the cylinder is infinite, the
condition M� m implies that the probability for
a particle to make more than one collision on the
piston is negligible. Alternatively, one could choose
initial distributions ’�0 (v) which are zero for jvj <
vmin, where vmin is taken such that the probability
of a recollision is strictly zero. Therefore, if L =1,
one can consider that before a collision on the
piston the particles are distributed with ’�0 (v) for
all t, and the two-point correlation functions
factorize, that is,

��surfðv; V; tÞ ¼ ��surfðv; tÞ�ðV; tÞ; if v > V

�þsurfðv; V; tÞ ¼ �þsurfðv; tÞ�ðV; tÞ; if v < V
½19�

where for L =1, ��surf(v; t) = n�0 ’
�
0 (v) and thus the

conditions to obtain eqn [18] are satisfied.
If L is finite, one can show that the factorization

property (eqn [19]) is an exact relation in the
thermodynamic limit for the piston (A!1,
M=A = cte). For finite L and finite A, we introduce
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Assumption 1 (Factorization condition). Before a
collision the two-point correlation functions have the
factorization property (eqn [19]) to first order in �.

Under the factorization condition, we have

~FkðV; tÞ ¼ FkðV; tÞ�ðV; tÞ ½20�

with

FkðV; tÞ ¼
Z 1

V

dvðv� VÞk��surfðv; tÞ

�
Z V

�1
dvðv� VÞk�þsurfðv; tÞ

¼ F�k ðV; tÞ � Fþk ðV; tÞ ½21�

and from eqn [18]

M

A

� �
d

dt
hVi ¼M�hF2ðV; tÞi� ½22�

M

A

� �
d

dt
hV2i¼M� hVF2ðV; tÞi�þ�hF3ðV; tÞi�½ � ½23�

Introducing �V =hV i� then from eqns [12] and [20],
it follows that the (kinetic) energies satisfy

d

dt

hE� i
A

� �
¼�M�

h
hF�2 ðV; tÞi� �V

þ hðV � �VÞF�2 ðV; tÞi�
þ �

2
hF�3 ðV; tÞi�

i
½24�

which implies conservation of energy.
From the first law of thermodynamics,

d

dt

hE� i
A

� �
¼ 1

A
PP!�

W þ PP!�
Q

h i
½25�

where PP!�
W and PP!�

Q denote the work- and
heat-power transmitted by the piston to the fluid,
we conclude from eqns [22] and [25] that the heat
flux is

1

A
PP!�

Q ¼�M�
h
hðV � �VÞF�2 ðV; tÞi�

þ �
2
hF�3 ðV; tÞi�

i
½26�

Since �� 1, it is interesting to introduce the
irreducible moments

�r ¼ hðV � �VÞri� ½27�

and the expansion around �V = hVit,

F�n ðV; tÞ ¼
X1
r¼0

1

r!
Fðr;�Þn ð�VÞðV � �VÞr ½28�

from which one obtains equations for d�r=dt. In
particular, using the identities

F
ðrþ1;�Þ
3 ¼ �3F

ðr;�Þ
2 ; F

ðrþ2;�Þ
2 ¼ 2F

ðr;�Þ
0 ½29�

in [22] and [24], we have

F�2 ðV; tÞ
	 


�
¼ F�2 ð�V; tÞ

þ
X
r	0

2

ð2þ rÞ! F
ðr;�Þ
0 �2þr ½30�

d

dt

hE� i
A

� �
¼ �M�

�
F�2 ðV; tÞ
	 


�
�V

þ �
2

F�3 ð�V; tÞ þ 1

2

X
r	2

1

r!
ð2r� 3�Þ


 F
ðr�1;�Þ
2 ð�V; tÞ�r

�
½31�

Depending on the questions or approximations one
wants to study, either the distribution �(V; t) or the
moments hVnit will be the interesting objects.
Finally, with the condition [19], one can take
eqn [12] for x 6¼ Xt and impose the boundary
conditions at x = Xt:

��ðXt; v; tÞ ¼ ��ðXt; v
0; tÞ; if v < Vt

�þðXt; v; tÞ ¼ �þðXt; v
0; tÞ; if v > Vt

½32�

and similarly for x = 0 and x = L with v 0=�v.
Let us note that this factorization condition is of

the same nature as the molecular chaos assumption
introduced in kinetic theory, and with this condition
eqn [13] yields the Boltzmann equation for this
model.

In the following, to obtain explicit results as a
function of the initial temperatures T�0 , we take
Maxwellian distributions ’�0 (v) and initial condi-
tions (p�0 , T�0 , n�0 ) such that the velocity of the piston
remains small (i.e., jhVitj � jhv�i0j).

Distribution �(V ; t) for the Infinite
Cylinder (L =1)

To lowest order in �=
ffiffiffiffiffiffiffiffiffiffiffi
m=M

p
, and assuming

j1� pþ=p�j is of order �, one obtains from eqn [16]
the usual Fokker–Planck equation whose solution
gives

�0ðV; tÞ ¼ 1ffiffiffiffiffiffi
2�
p 1

�ðtÞ exp� ðV � �VðtÞÞ2

2�2ðtÞ

 !
½33�
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with

�VðtÞ ¼ ðp� � pþÞ
ffiffiffiffiffiffiffiffi
�kB

8m

r
pþffiffiffiffiffiffiffi
Tþ
p þ p�ffiffiffiffiffiffiffi

T�
p

� ��1

ð1� e��tÞ

� ¼ A

M

ffiffiffiffiffiffiffiffi
8m

�kB

s
pþffiffiffiffiffiffiffi
Tþ
p þ p�ffiffiffiffiffiffiffi

T�
p

� �
�2ðtÞ ¼ kB

M

ffiffiffiffiffiffiffiffiffiffiffiffiffi
T�Tþ
p pþ

ffiffiffiffiffiffiffi
Tþ
p

þ p�
ffiffiffiffiffiffiffi
T�
p

pþ
ffiffiffiffiffiffiffi
T�
p

þ p�
ffiffiffiffiffiffiffi
Tþ
p ð1� e�2�tÞ

½34�

where we have dropped the index ‘‘zero’’ on the
variable T�, n� and used the equation of state
p�= n�kBT�.

In conclusion, in the thermodynamic limit for the
piston (M!1, M=A fixed), eqn [33] shows that
the evolution is deterministic, that is, �(V; t) =

(V � �V(t), where the velocity �V(t) of the piston
tends exponentially fast toward stationary value
Vstat = �V(1) with relaxation time � =��1.

Let us note that for pþ= p�, we have �V(t) � 0
and the evolution [33] is identical to the
Ornstein–Uhlenbeck process of thermalization of
the Brownian particle starting with zero velocity
and friction coefficient �. The analysis of [16] to
first order in � yields then

�ðV; tÞ¼ 1þ �
X3

k¼0

akðtÞðV � �VðtÞÞk
" #

�0ðV; tÞ ½35�

where ak(t) can be explicitly calculated and a0(t) =
��2(t)a2(t) because of the normalization condition.
Moreover, a2(t) � (p� � pþ), that is, a2(t) = 0 if
p�= pþ. From [35], one obtains

hVit ¼
ffiffiffiffiffiffiffiffi
�kB

8m

r ffiffiffiffiffiffiffiffiffiffiffiffiffi
T�Tþ
p

pþ
ffiffiffiffiffiffiffi
T�
p

þ p�
ffiffiffiffiffiffiffi
Tþ
p



n
ðp� � pþÞð1� e��tÞ

þ ðp� � pþÞ2 �
8

ðp�Tþ � pþT�Þ
ðpþ

ffiffiffiffiffiffiffi
T�
p

þ p�
ffiffiffiffiffiffiffi
Tþ
p

Þ2


 ð1� 2�te��t � e�2�tÞ

þ m

M

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
T�Tþ
p ðp�Tþ � pþT�Þ


 pþ
ffiffiffiffiffiffiffi
Tþ
p

þ p�
ffiffiffiffiffiffiffi
T�
p

pþ
ffiffiffiffiffiffiffi
T�
p

þ p�
ffiffiffiffiffiffiffi
Tþ
p

 !
ð1� e��tÞ2

o
½36�

and

hV2it � hVi
2
t ¼ �2ðtÞ 1þ

ffiffiffiffiffi
m

M

r
2�2ðtÞa2ðtÞ

� �
½37�

From eqn [36], we now conclude that for equal
pressures p�= pþ, the piston will evolve stochasti-
cally to a stationary state with nonzero velocity
toward the warmer side

hVistat ¼
m

M

ffiffiffiffiffiffiffiffi
�kB

8m

r
ð
ffiffiffiffiffiffiffi
Tþ
p

�
ffiffiffiffiffiffiffi
T�
p

Þ

hV2istat� hVi
2
stat ¼

kB

M

ffiffiffiffiffiffiffiffiffiffiffiffiffi
T�Tþ
p

9>>=>>; if p� ¼ pþ ½38�

Let us remark that we have established eqn [35]
under the condition that j1� pþ=p�j=O(�), but as
we see in the next section, the stationary value Vstat

obtained from eqn [36] remains valid whenever
j(1� pþ=p�)(1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tþ=T�

p
)j � 1.

Moments hV nit : Thermodynamic Limit
for the Piston

General Equations: Adiabatic Evolution

In the thermodynamic limit M!1, �! 0, �=�A
is fixed and eqn [16] reduces to

@t�ðV; tÞ ¼ �� @

@V
~F2ðV; tÞ ½39�

Integrating [39] with initial condition �(V; t = 0) =

(V) yields

�ðV; tÞ¼ 
ðV� �VðtÞÞ; that is; hVnit¼hVi
n
t ½40�

where

d

dt
VðtÞ ¼ �F2ðVðtÞ; tÞ; Vðt ¼ 0Þ ¼ 0 ½41�

Moreover,

~F2ðV; tÞ ¼ F2ðV; tÞ�ðV; tÞ ½42�

and

��;PðX; v; X;V; tÞ ¼ ��ðx; v; tÞ
ðX�XðtÞÞ

 
ðV � VðtÞÞ ½43�

where dX(t)=dt = V(t), X(t = 0) = X0.
In conclusion, as already mentioned, in this limit

the factorization condition (eqn [19]) is an exact
relation. Let us note that ��surf(v; t) = ��surf(2V � v; t) if
v > V(t) (on the right) or v < V(t) (on the left). Let
us also remark that 2mF�2 (V(t); t) represents the
effective pressure from the right/left exerted on the
piston. Moreover, since for any distribution
��surf(v; t), the functions F�2 (V; t) and �Fþ2 (V; t) are
monotonically decreasing, we can introduce the
decomposition

p�surf ¼ 2mF�2 ðV; tÞ ¼ p̂� � M

A

� �
��ðV; tÞV ½44�

where the static pressure at the surface is
p̂�(t) = p�surf(V = 0; t) and the friction coefficients
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��(V; t) are strictly positive. The evolution [41] is
thus of the form

d

dt
VðtÞ ¼ A

M
ðp̂�� p̂þÞ � �ðVÞV ½45�

It involves the difference of static pressure and the
friction coefficient �(V) =��(V)þ �þ(V). Finally,
from eqn [12], we obtain the evolution of the
(kinetic) energy per unit area for the fluids in the left
and right compartments:

d

dt

<E�>

A

� �
¼� 2mF�2 ðV; tÞV ½46�

Therefore, from [40] and [46], and the first law of
thermodynamics, we recover the conclusions
obtained in the previous section, that is, in the
thermodynamic limit for the piston, the evolution
(eqns [41], [12], and [35]) is deterministic and
adiabatic (i.e., in [46] only work and no heat is
involved).

Infinite Cylinder (L =1, M =1)

As already discussed, for L =1 we can neglect the
recollisions. Therefore, in F�2 the distribution ��(v; t)
can be replaced by n�0 ’

�
0 (v) and F�2 (V) is indepen-

dent of t. In this case, the evolution of the piston is
simply given by the ordinary differential equation

d

dt
VðtÞ ¼ A

M
2mF2ðVÞ; Vðt ¼ 0Þ ¼ 0 ½47�

where F2(V) is a strictly decreasing function of V. If
pþ0 = p�0 , then V(t) = 0, that is, the piston remains at
rest and the two fluids remain in their original
thermal equilibrium. If pþ0 6¼ p�0 , that is, nþ0 kBTþ0 6¼
n�0 kBT�0 , the piston will evolve monotonically to a
stationary state with constant velocity Vstat solution
of F2(Vstat) = 0. From [34], it follows that Vstat is a
function of nþ0 =n

�
0 , T�0 , Tþ0 but does not depend on

the value M=A. Moreover, the approach to this
stationary state is exponentially fast with relaxation
time �0 = 1=�(V = 0). For Maxwellian distributions
’�0 (v), Vstat is a solution of

kB n�0 T�0 �nþ0 Tþ0

 �

�Vstat

ffiffiffiffiffiffiffiffiffiffiffiffi
8kBm

�

r
n�0

ffiffiffiffiffiffiffi
T�0

q
�nþ0

ffiffiffiffiffiffiffi
Tþ0

q� �
þV2

statm n�0 �nþ0

 �

þO V3
stat


 �
¼ 0 ½48�

Moreover,

��1
0 ¼ A

M

ffiffiffiffiffiffiffiffiffiffiffiffi
8kBm

�

r
n�0

ffiffiffiffiffiffiffi
T�0

q
þ nþ0

ffiffiffiffiffiffiffi
Tþ0

q� �
½49�

which implies that the relaxation time will be very
small either if M=A� 1, or if n�0 = � ~n�0 with �� 1.
In this case, the piston acquires almost immediately

its final velocity Vstat and one can solve eqn [12] to
obtain the evolution of the fluids.

Finite Cylinder (L <1, M =1)

For finite L, introducing the average temperature in
the fluids

T�av ¼
2hE�it
kBN�

½50�

we have to solve [41] and [46], that is,

d

dt
VðtÞ ¼ A

M
2m F�2 ðV; tÞ � Fþ2 ðV; tÞ
� �

kB
d

dt
T�av ¼ �4m

A

N�
F�2 ðV; tÞV

½51�

where F�2 (V; t) is a functional of ��surf(v; t) which we
decompose as

F�2 ðV; tÞ ¼ n̂�ðtÞkBT̂�ðtÞ � M

A

� �
��ðV; tÞV ½52�

with

n̂�ðtÞ ¼
Z 1

0

dv��surfðv; tÞ

n̂þðtÞ ¼
Z 0

�1
dv�þsurfðv; tÞ

½53�

and

n̂�kBT̂� ¼ p̂� ½54�

For a time interval �1 = L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=kBT

p
which is the time

for the shock wave to bounce back, the piston will
evolve as already discussed. In particular, if R� is
sufficiently large, then after a time �0 =O((R�)�1) the
piston will reach the velocity �V given by F2( �V, t) = 0
(eqn [47]). For t > �1, F�2 (V; t) depends explicitly on
time. For R� sufficiently large, we can expect that for
all t the velocity V(t) will be a functional of ��surf(v; t)
given by F2[V(t); ��surf(. ; t)] = 0, and thus the problem
is to solve eqn [12] with the boundary condition (eqn
[32]). Since V(t) so defined is independent of M=A,
the evolution will be independent of M=A if R� is
sufficiently large. This conclusion, which we cannot
prove rigorously, will be confirmed by numerical
simulations.

To give a qualitative discussion of the evolution
for arbitrary values of R�, we shall use the following
assumption already introduced in the experimental
measurement of cp=cv.

Assumption 2 (Average assumption). The surface
coefficients n̂�(t) and T̂�(t) (eqns [52]–[53]) coin-
cide to order 1 in � with the average value of the
density and temperature in the fluids, that is,
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n̂� ¼ N�

AXðtÞ ; n̂þ ¼ Nþ

AðL�XðtÞÞ
T̂� ¼ T�avðtÞ ½55�

We still need an expression for the friction
coefficients. From

F�2 ðV; tÞ ¼ p̂�ðtÞ � 4mVF�1 ðV ¼ 0; tÞ
þmV2n̂�ðtÞ þ OðV3Þ ½56�

then, assuming that to first order in �, F�1 (V = 0; t) is
the same function of T̂�(t) as for Maxwellian
distributions, we have

��ðVÞ ¼ A

M

� �
mn̂�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8kBT̂�

m�

s
� V

24 35þOðV2Þ ½57�

Therefore, choosing initial condition such that V(t)
is small for all time, eqn [51] yieldsffiffiffiffiffiffiffi

T̂�
p

X�
ffiffiffiffiffiffiffi
T̂þ

p
ðL�XÞ

¼C¼
ffiffiffiffiffiffiffi
T̂�0

q
X0�

ffiffiffiffiffiffiffi
T̂þ0

q
ðL�X0Þ ½58�

We thus obtain the equilibrium point for the
adiabatic evolution (M=1):

N�

A

� �
T�f ¼

2E0

AkB

Xf

L
½59�

Nþ

A

� �
Tþf ¼

2E0

AkB
1�Xf

L

� �
½60�

where
2E0

AkB
¼ N�

A

� �
T�0 þ

Nþ

A

� �
Tþ0 ½61�

andffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A

N�

� �
X3

f

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A

Nþ

� �
ðL�XfÞ3

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
AL

2E0kB

s
C ½62�

Solving [58]–[62] gives the equilibrium state (Xf,T
�
f ),

which is a state of mechanical equilibrium p�f =pþf ,
but not thermal equilibrium T�f 6¼ Tþf . Moreover, this
equilibrium state does not depend on M. Having
obtained the equilibrium point, we can then investi-
gate the evolution close to the equilibrium point.
Linearizing eqn [51] around (Xf,T

�
f ) yields

d

dt
V ¼ kB

�
N�

M

� �
T�f X2

f

X3

� Nþ

M

� �
Tþf ðL�XfÞ2

ðL�XÞ3

�
� �ðV ¼ 0ÞV ½63�

In other words, the effect of collisions on the piston
is to induce an external potential of the form
[c1jXj�2 þ c2(L�X)�2] and a friction force. It is a
damped harmonic oscillator with

!2
0 ¼ 6

E0

M

� �
1

XfðL�XfÞ

� ¼ 4

ffiffiffi
1

�

r ffiffiffiffiffiffiffiffi
E0

ML

r ffiffiffiffiffiffiffi
R�

Xf

s
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ

ðL�XfÞ

s" # ½64�

(recall that R�= mN�=M). For the case N�= Nþ to
be considered in the simulations, eqn [64] implies
that the motion is weakly damped if

R < Rmax ¼
3�

2

ffiffiffiffiffiffi
Xf

L

r
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�Xf

L

r" #�2

½65�

with period

� ¼ 2�

!0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R� Rmax

p ½66�

and strongly damped if R > Rmax, in agreement with
experimental observations.

Moments hV nit : Piston with Finite Mass

Equation to First Order in �= 2m=(M þm)

If the mass of the piston is finite with M� m, then
the irreducible moments �r are of the order �[(rþ1)=2]

where [(rþ 1)=2] is the integral part of (rþ 1)=2.
If the factorization condition [19] is satisfied, to first
order in � we have

hVnit ¼ VnðtÞ þ nðn� 1Þ
2

Vn�2ðtÞ�2ðtÞ ½67�

where V(t) = hVit and �2(t) = hV2it � hVi
2
t are

solutions of

1

�

d

dt
VðtÞ ¼F2 þ�2F0

1

�

d

dt
�2ðtÞ ¼ � 4�2F1 þ �F3

1

�

d

dt
hE�it ¼� M½F�2 þ�2F�0 �V

�
þ ðM=2Þ½4�2F�1 � �F�3 �

�
½68�

and �2¼: kBTP=M defines the temperature of the
piston.

Infinite Cylinder: Heat Transfer

For the infinite cylinder, the factorization assump-
tion is an exact relation and in this case the
functions Fk(V; t) are independent of t. The solution
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of the autonomous system [68] with Fk = Fk(V)
shows that the piston evolves to a stationary state
with velocity �V given by

F2ð�VÞ þ
�

4

F3ð�VÞF0ð�VÞ
F1ð�VÞ

¼ 0 ½69�

The temperature of the piston is

��2 ¼
kBTP

M
¼ �

4

F3ð�VÞ
F1ð�VÞ

½70�

and the heat flux from the piston to the fluid is

1

A
PP!�

Q ¼ m2

2M

Fþ3 F�1 � F�3 Fþ1
F�1 � Fþ1

� �
½71�

If we choose initial conditions such that jV(t)j � 1
for all t, and Maxwellian distributions ’�(v), the
solutions V(t), �2(t) coincide with the solutions
previously obtained (eqns [36] and [37]) and

1

A
PP!�

Q ¼ðTþ � T�Þ 
 m

M

ffiffiffiffiffiffiffiffi
8kB

m�

r

 p�pþ

ðpþ
ffiffiffiffiffiffiffi
T�
p

þ p�
ffiffiffiffiffiffiffi
Tþ
p

Þ
½72�

In conclusion, to first order in m=M, there is a heat
flux from the warm side to the cold one propor-
tional to (Tþ � T�), induced by the stochastic
motion of the piston.

Finite Cylinder (L <1, M <1)

Singular character of the perturbation approach
Whereas the leading order is actually the ‘‘thermo-
dynamic behavior’’ M =1 in the first two stages of
the evolution (fast relaxation toward mechanical
equilibrium), the fluctuations of order O(�) rule the
slow relaxation toward thermal equilibrium. It is
thus obvious that a naive perturbation approach
cannot give access to ‘‘both’’ regimes. This difficulty
is reminiscent of the boundary-layer problems
encountered in hydrodynamics, and the perturbation
method to be used here is the exact temporal analog
of the matched perturbative expansion method
developed for these boundary layers. The idea is to
implement two different perturbation approaches:

1. one at short times, with time variable t describing
the fast dynamics ruling the fast relaxation
toward mechanical equilibrium; and

2. one for longer times, with a rescaled time
variable � =�t.

The second perturbation approach above is supple-
mented with a ‘‘slaving principle,’’ expressing that at
each time of the slow evolution, that is, at fixed � ,
the still present fast dynamics has reached a local
asymptotic state, slaved to the values of the slow

observables. The initial conditions are set on the
first-stage solution. The initial conditions of the
second regime match the asymptotic behavior of the
first-stage solution (‘‘matching condition’’).

The slaving principle is implemented by interpret-
ing an evolution equation of the form

da

dt
� � da

d�
¼ Að�; aÞ; A ¼ Oð1Þ ½73�

as follows: it indicates that a is in fact a fast quantity
relaxing at short times (��) toward a stationary
state aeq(�) slaved to the slow evolution and
determined by the condition

A½�; aeqð�Þ� ¼ 0 ½74�

(at lowest order in �, actually A[� , aeq(�)] =O(�)
which prescribes the leading order of aeq(�)); the
following-order terms can be arbitrarily fixed as
long as only the first order of perturbation is
implemented. Physically, such a condition arises to
express that an instantaneous mechanical equili-
brium takes place at each time � of the slow
relaxation to thermal equilibrium.

Equations for the fluctuation-induced evolution of
the system Following this procedure, we arrive at
explicit expressions for the rescaled quantities (of order
O(1))eV = V=�, e�2 = �2=�, and e� = (p�� pþ)=�:

eV ¼ m

3

AL

E0

� �
F�3 Fþ1 � Fþ3 F�1

F1

� �
þOð�Þ

e�
2m
¼ 2m

3

AL

E0

� �
ðF�3 Fþ1 � Fþ3 F�1 Þ

� F3F1

4F1
þOð�Þ

e�2 ¼
F3

4F1
þOð�Þ

½75�

We then introduce a (dimensionless) rescaled posi-
tion for the piston

� ¼ 1

2
�X

L
2 � 1

2
;
1

2

� �
½76�

which satisfies

d�

d�
¼ �kBðT� � TþÞ 2A

3E0

� �
F�1 Fþ1

F1
½77�

To discuss eqn [77], a third assumption has to be
introduced.

Assumption 3 (Maxwellian Identities). In the
regime when V =O(�), the relations between the
functionals F1, F2, and F3 are the same at lowest
order in � as if the distributions ��surf(v; V; t) were
Maxwellian in v:

168 Adiabatic Piston



F�1 ðVÞ � 
��
ffiffiffiffiffiffiffiffiffiffiffiffi
kBT�

2m�

r
F�3 ðVÞ �

2kBT�

m

� �
F�1 ðVÞ � VF�2 ðVÞ

½78�

Using these identities and the (dimensionless)
rescaled time

s ¼ � 2

3L

ffiffiffiffiffiffiffi
kB

m�

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðN�T�0 þNþTþ0 Þ

N

r
½79�

where N = Nþ þN�, we obtain a deterministic
equation describing the piston motion (Gruber et al.
2003):

d�

ds
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N

2Nþ
ð1þ 2�Þ

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N

2N�
ð1� 2�Þ

r" #

�ð0Þ ¼ 1

2
�Xad

L

½80�

where Xad is the piston position at the end of the
adiabatic regime (i.e., Xf, eqn [62]). The meaningful
observables straightforwardly follow from the solu-
tion �(s):

XðsÞ ¼ L
1

2
� �ðsÞ

� �
T�ðsÞ ¼ ½1� 2�ðsÞ� N�T�0 þNþTþ0

2N�

� � ½81�

The first-order perturbation analysis using a single
rescaled time t1 =�t0 is valid in the regime when
V =O(�) and it gives access to the relaxation toward

thermal equilibrium up to a temperature difference
Tþ � T�=O(�). For the sake of technical complete-
ness (rather that physical relevance, since the above
first-order analysis is enough to get the observable,
meaningful behavior), let us mention that the pertur-
bation analysis can be carried over at higher orders;
using further rescaled times t2 =�2t0, . . . , tn =�nt0, it
would allow us to control the evolution up to a
temperature difference jTþ � T�j=O(�n); however,
one could expect that the factorization condition does
not hold at higher orders.

Numerical Simulations

As we have seen, the results were established under
the condition that m/M is a small parameter. More-
over for finite systems (L <1, M <1), it was
assumed that before collisions and to first order in
m/M, the factorization and the average assumptions
are satisfied. The numerical simulations are thus
essential to check the validity of these assumptions, to
determine the range of acceptable values m/M for the
perturbation expansion, to investigate the thermo-
dynamic limit, and to guide the intuition.

In all simulation, we have taken kB = 1, m = 1,
T�= 1 and usually Tþ= 10. For L finite, we have
taken L = 60, X0 = 10, A = 105, and Nþ= N�= N=2,
that is, p�= R(M=A)(1=10) and pþ= 2p�. The
number of particles N was varied from a few hundreds
to one or several millions; the mass M of the piston
from 1 to 105. We give below some of the results
which have been obtained for L =1 (Figures 2 and 3)

450

400

350

300

250

200

150

100

50

0

0 500 1000 1500 2000 2500 3000

M = 100

M = 50

M = 25

M = 15

M = 5

M = 10

X
(t

 )

t

(a) (b)

0.5

0.4

0.3

0.2

0.1

0
0 20 40 60 80 100

M

V
st

at
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and for L <1 approach to mechanical equilibrium
(Figures 4–6) and to thermal equilibrium (Figures 7
and 8).

Conclusions and Open Problems

In this article, the adiabatic piston has been
investigated to first order in the small parameter
m/M, but no attempt has been made to control the
remainder terms. For an infinite cylinder, no other
assumptions were necessary and the numerical
simulations (Figures 2 and 3) are in perfect agree-
ment with the theoretical prediction in particular for
the stationary velocity Vstat, the friction coefficient
�(V), and the relaxation time � .

For a finite cylinder (L <1) and in the thermo-
dynamic limit (M =1), we were forced to introduce
the average assumption to obtain a set of autono-
mous equations. As we have seen when initially p�

6¼ pþ, this limiting case also describes the evolution
to lowest order during the first two stages character-
ized by a time of the order t1 = L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=kBT

p
, where the

evolution is adiabatic and deterministic. In the first
stage, that is, before the shock wave bounces back on
the piston, the simulations confirm the theoretical

predictions. In particular, they show that if R > 4,
the piston will be able to reach and maintain for
some time the velocity Vstat, whereas this will not be
the case for R < 1 (Figure 4b). In the second stage of
the evolution, the simulations (Figure 4) exhibit
damped oscillations toward mechanical equilibrium
which are in very good agreement with the predic-
tions for the final state (Xad, T�ad), the frequency of
oscillations and the existence of weak and strong
damping depending on R < 1 or R > 4. Moreover,
the general behavior of the evolution observed in the
simulations as a function of the parameters was as
predicted. However, the damping coefficient of these
oscillations is wrong by one or several orders of
magnitude. To understand this discrepancy, we note
that using the average assumption we have related
the damping to the friction coefficient. However, the
simulations clearly show that those two dissipative
effects have totally different origins. Indeed, as one
can see with L =1, friction is associated with the
fact that the density of the gas in front and in the
back of the piston is not the same as in the bulk, and
this generates a shock wave that propagates in the
fluid. For finite L, when R > 4, the stationary
velocity Vstat is reached and the effect of friction is
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to transfer in this first stage more and more energy to
the fluid on one side and vice versa on the other side.
However, to stop the piston and reverse its motion,
only a certain amount of the transferred energy is
necessary and the rest remains as dissipated energy in
the fluid leading to a strong damping. On the other
hand, for R < 1, the value Vstat is never reached and
all the energy transferred is necessary to revert the

motion. In this case very little dissipation is involved
and the damping will be very small. This indicates
that the mechanism responsible for damping is
associated with shock waves bouncing back and
forth and the average assumption, which corresponds
to a homogeneity condition throughout the gas,
cannot describe the situation. In fact, the simulations
(Figure 5b) indicate that the average assumption does
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not hold in this second stage. In conclusion, one is
forced to admit that to describe correctly the
adiabatic evolution, it is necessary to study the
coupling between the motion of the piston and the
hydrodynamic equations of the gas. Preliminary
investigations have been initiated, but this is still
one of the major open problems. Another problem
would be to study the evolution in the case of
interacting particles. However, investigations with
hard disks suggest that no new effects should appear.
To investigate adiabatic evolution, a simpler version
of the adiabatic piston problem, without any con-
troversy, has been introduced: this is the model of a
standard piston with a constant force acting on it.

In the third stage, that is, the very slow
approach to thermal equilibrium, another assump-
tion was necessary, namely the factorization
condition. The simulations (Figure 7) show a very
good agreement with the prediction, and in
particular the scaling property with t0= t=M is
perfectly verified. It appears that the small dis-
crepancy between simulations and theoretical
predictions could be due to the fact that, to
compute explicitly the coefficients in the equations
of motion, we have taken Maxwellian relations for
the velocities of the gas particles, which is clearly
not the case (Figure 8a).

The fourth stage of the evolution, that is, the
approach to Maxwellian distributions (Figure 8b), is
still another major open problem. Some preliminary
studies have been conducted, where one investigates
the stability and the evolution of the system when
initially the two gases are in the same equilibrium
state, but characterized by a distribution function
which is not Maxwellian.

Finally, let us mention that the relation between the
piston problem and the second law of thermodynamics
is one more major problem. The question of entropy
production out of equilibrium, and the validity of the
second law, are still highly controversial. Again,
preliminary results can be found in the literature.
Among other things, this question has led to a model of
heat conductivity gases, which reproduces the correct
behavior (Gruber and Lesne 2005).

See also: Billiards in Bounded Convex Domains;
Boltzmann Equation (Classical and Quantum);
Hamiltonian Fluid Dynamics; Multiscale Approaches;
Nonequilibrium Statistical Mechanics (Stationary):
Overview; Nonequilibrium Statistical Mechanics:
Dynamical Systems Approach.
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Introduction

The anti-de Sitter/conformal field theory (AdS/CFT)
correspondence is a conjectured equivalence
between a quantum field theory in d spacetime
dimensions with conformal scaling symmetry and a
quantum theory of gravity in (d þ 1)-dimensional
anti-de Sitter space. The most promising
approaches to quantizing gravity involve super-
string theories, which are most easily defined in
10 spacetime dimensions, or M-theory which is
defined in 11 spacetime dimensions. Hence, the
AdS/CFT correspondences based on superstrings
typically involve backgrounds of the form AdSdþ1 

Y9�d while those based on M-theory involve back-
grounds of the form AdSdþ1 
 Y10�d, where Y are
compact spaces.

The examples of the AdS/CFT correspondence
discussed in this article are dualities between
(super)conformal nonabelian gauge theories and
superstrings on AdS5 
 Y5, where Y5 is a five-
dimensional Einstein space (i.e., a space whose
Ricci tensor is proportional to the metric,
Rij = 4gij). In particular, the most basic (and maxi-
mally supersymmetric) such duality relates
N = 4 SU(N) super Yang–Mills (SYM) and type IIB
superstring in the curved background AdS5 
 S5.

There exist special limits where this duality is
more tractable than in the general case. If we take
the large-N limit while keeping the ‘t Hooft coupling
�= g2

YMN fixed (gYM is the Yang–Mills coupling
strength), then each Feynman graph of the gauge
theory carries a topological factor N�, where � is
the Euler characteristic of the graph. The graphs of
spherical topology (often called ‘‘planar’’), to be
identified with string tree diagrams, are weighted by
N2; the graphs of toroidal topology, to be identified

with string one-loop diagrams, by N0, etc. This
counting corresponds to the closed-string coupling
constant of order N�1. Thus, in the large-N limit
the gauge theory becomes ‘‘planar,’’ and the dual
string theory becomes classical. For small g2

YMN,
the gauge theory can be studied perturbatively; in
this regime the dual string theory has not been very
useful because the background becomes highly
curved. The real power of the AdS/CFT duality,
which already has made it a very useful tool, lies in
the fact that, when the gauge theory becomes
strongly coupled, the curvature in the dual descrip-
tion becomes small; therefore, classical supergravity
provides a systematic starting point for approximat-
ing the string theory.

There is a strong motivation for an improved
understanding of dualities of this type. In one
direction, generalizations of this duality provide the
tantalizing hope of a better understanding of
quantum chromodynamics (QCD); QCD is a non-
abelian gauge theory that describes the strong
interactions of mesons, baryons, and glueballs, and
has a conformal symmetry which is broken by
quantum effects. In the other direction, AdS/CFT
suggests that quantum gravity may be understand-
able as a gauge theory. Understanding the confine-
ment of quarks and gluons that takes place in
low-energy QCD and quantizing gravity are well
acknowledged to be two of the most important
outstanding problems of theoretical physics.

Some Geometrical Preliminaries

The d-dimensional sphere of radius L, Sd, may be
defined by a constraint

Xdþ1

i¼1

ðXiÞ2 ¼ L2 ½1�

on d þ 1 real coordinates Xi. It is a positively curved
maximally symmetric space with symmetry group
SO(d þ 1). We will denote the round metric on Sd of
unit radius by d�2

d.
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The d-dimensional anti-de Sitter space, AdSd, may
be defined by a constraint

ðX0Þ2 þ ðXdÞ2 �
Xd�1

i¼1

ðXiÞ2 ¼ L2 ½2�

This constraint shows that the symmetry group of
AdSd is SO(2, d � 1). AdSd is a negatively curved
maximally symmetric space, that is, its curvature
tensor is related to the metric by

Rabcd ¼ �
1

L2
½gacgbd � gadgbc� ½3�

Its metric may be written as

ds2
AdS ¼ L2 �ðy2 þ 1Þdt2 þ dy2

y2 þ 1
þ y2 d�2

d�2

� �
½4�

where the radial coordinate y 2 [0,1), and t is
defined on a circle of length 2�. This space has
closed timelike curves; to eliminate them, we will
work with the universal covering space where
t 2 (�1,1). The boundary of AdSd, which plays
an important role in the AdS/CFT correspondence, is
located at infinite y. There exists a subspace of AdSd

called the Poincaré wedge, with the metric

ds2 ¼ L2

z2
dz2 � ðdx0Þ2 þ

Xd�2

i¼1

ðdxiÞ2
 !

½5�

where z 2 [0,1).
A Euclidean continuation of AdSd is the

Lobachevsky space (hyperboloid), Ld. It is obtained
by reversing the sign of (Xd)2, dt2, and (dx0)2 in [2],
[4], and [5], respectively. After this Euclidean
continuation, the metrics [4] and [5] become
equivalent; both of them cover the entire Ld.
Another equivalent way of writing the metric is

ds2
L ¼ L2 d�2 þ sinh2 � d�2

d�1

� �
½6�

which shows that the boundary at infinite � has the
topology of Sd�1. In terms of the Euclideanized
metric [5], the boundary consists of the Rd�1 at
z = 0, and a single point at z =1.

The Geometry of Dirichlet Branes

Our path toward formulating the AdS5=CFT4

correspondence requires introduction of Dirichlet
branes, or D-branes for short. They are soliton-like
‘‘membranes’’ of various internal dimensionalities
contained in type II superstring theories. A Dirichlet
p-brane (or Dp brane) is a (pþ 1)-dimensional
hyperplane in (9þ 1)-dimensional spacetime where
strings are allowed to end. A D-brane is much like a

topological defect: upon touching a D-brane, a
closed string can open up and turn into an open
string whose ends are free to move along the
D-brane. For the endpoints of such a string the pþ 1
longitudinal coordinates satisfy the conventional free
(Neumann) boundary conditions, while the 9� p
coordinates transverse to the Dp brane have the fixed
(Dirichlet) boundary conditions, hence the origin of
the term ‘‘Dirichlet brane.’’ The Dp brane preserves
half of the bulk supersymmetries and carries an
elementary unit of charge with respect to the (pþ 1)-
form gauge potential from the Ramond–Ramond
(RR) sector of type II superstring.

For this article, the most important property of
D-branes is that they realize gauge theories on their
world volume. The massless spectrum of open
strings living on a Dp brane is that of a maximally
supersymmetric U(1) gauge theory in pþ 1 dimen-
sions. The 9� p massless scalar fields present in this
supermultiplet are the expected Goldstone modes
associated with the transverse oscillations of the Dp
brane, while the photons and fermions provide the
unique supersymmetric completion. If we consider
N parallel D-branes, then there are N2 different
species of open strings because they can begin and
end on any of the D-branes. N2 is the dimension of
the adjoint representation of U(N), and indeed we
find the maximally supersymmetric U(N) gauge
theory in this setting.

The relative separations of the Dp branes in the
9� p transverse dimensions are determined by
the expectation values of the scalar fields. We will
be interested in the case where all scalar expectation
values vanish, so that the N Dp branes are stacked
on top of each other. If N is large, then this stack is
a heavy object embedded into a theory of closed
strings which contains gravity. Naturally, this
macroscopic object will curve space: it may be
described by some classical metric and other back-
ground fields including the RR (pþ 2)-form field
strength. Thus, we have two very different descrip-
tions of the stack of Dp branes: one in terms of the
U(N) supersymmetric gauge theory on its world
volume, and the other in terms of the classical RR
charged p-brane background of the type II closed
superstring theory. The relation between these two
descriptions is at the heart of the connections
between gauge fields and strings that are the subject
of this article.

Coincident D3 Branes

Gauge theories in 3þ 1 dimensions play an impor-
tant role in physics, and as explained above, parallel
D3 branes realize a (3þ 1)-dimensional U(N) SYM
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theory. Let us compare a stack of D3 branes with
the RR-charged black 3-brane classical solution
where the metric assumes the form

ds2 ¼H�1=2ðrÞ �f ðrÞðdx0Þ2 þ ðdxiÞ2
h i

þH1=2ðrÞ f�1ðrÞdr2 þ r2 d�5
2

h i
½7�

where i = 1, 2, 3 and

HðrÞ ¼ 1þ L4

r4
; f ðrÞ ¼ 1� r0

4

r4

The solution also contains an RR self-dual 5-form
field strength

F ¼ dx0 ^ dx1 ^ dx2 ^ dx3 ^ dðH�1Þ
þ 4L4 volðS5Þ ½8�

so that the Einstein equation of type IIB super-
gravity, R�� = F��	
�F

�	
�
� =96, is satisfied.

In the extremal limit r0 ! 0, the 3-brane metric
becomes

ds2 ¼ 1þ L4

r4

� ��1=2

�ðdx0Þ2 þ ðdxiÞ2
� �

þ 1þ L4

r4

� �1=2

dr2 þ r2 d�2
5

� �
½9�

Just like the stack of parallel, ground-state D3
branes, the extremal solution preserves 16 of the
32 supersymmetries present in the type IIB theory.
Introducing z = L2=r, one notes that the limiting
form of [9] as r ! 0 factorizes into the direct
product of two smooth spaces, the Poincaré wedge
[5] of AdS5, and S5, with equal radii of curvature L.
The 3-brane geometry may thus be viewed as a
semi-infinite throat of radius L which, for r� L,
opens up into flat (9þ 1)-dimensional space. Thus,
for L much larger than the string length scale,

ffiffiffiffiffi
�0
p

,
the entire 3-brane geometry has small curvatures
everywhere and is appropriately described by the
supergravity approximation to type IIB string
theory.

The relation between L and
ffiffiffiffiffi
�0
p

may be found by
equating the gravitational tension of the extremal
3-brane classical solution to N times the tension of a
single D3 brane:

2

�2
L4 volðS5Þ ¼ N

ffiffiffi
�
p

�
½10�

where vol(S5) = �3 is the volume of a unit 5-sphere,
and �=

ffiffiffiffiffiffiffiffiffiffi
8�G
p

is the ten-dimensional gravitational
constant. It follows that

L4 ¼ �

2�5=2
N ¼ g2

YM N�0 2 ½11�
where we used the standard relations �= 8�7=2gst�
0 2

and g2
YM = 4�gst [10]. Thus, the size of the throat in

string units is �1=4. This remarkable emergence
of the ‘t Hooft coupling from gravitational con-
siderations is at the heart of the success of the AdS/
CFT correspondence. Moreover, the requirement
L�

ffiffiffiffiffi
�0
p

translates into �� 1: the gravitational
approach is valid when the ‘t Hooft coupling is very
strong and the perturbative field-theoretic methods
are not applicable.
Example: Thermal Gauge Theory from
Near-Extremal D3 Branes

An important black hole observable is the Bekenstein–
Hawking (BH) entropy, which is proportional to the
area of the event horizon. For the 3-brane solution
[7], the horizon is located at r = r0. For r0 > 0 the
3-brane carries some excess energy E above its
extremal value, and the BH entropy is also non-
vanishing. The Hawking temperature is then defined
by T�1 = @SBH=@E.

Setting r0 � L in [9], we obtain a near-extremal
3-brane geometry, whose Hawking temperature is
found to be T = r0=(�L2). The eight-dimensional
‘‘area’’ of the horizon is

Ah ¼ ðr0=LÞ3V3L5 volðS5Þ ¼ �6L8T3V3 ½12�

where V3 is the spatial volume of the D3 brane (i.e.,
the volume of the x1, x2, x3 coordinates). Therefore,
the BH entropy is

SBH ¼
2�Ah

�2
¼ �

2

2
N2V3T3 ½13�

This gravitational entropy of a near-extremal
3-brane of Hawking temperature T is to be
identified with the entropy of N = 4 supersym-
metric U(N) gauge theory (which lives on N
coincident D3 branes) heated up to the same
temperature.

The entropy of a free U(N) N = 4 supermultiplet –
which consists of the gauge field, 6N2 massless
scalars, and 4N2 Weyl fermions – can be calculated
using the standard statistical mechanics of a
massless gas (the blackbody problem), and the
answer is

S0 ¼
2�2

3
N2V3T3 ½14�

It is remarkable that the 3-brane geometry captures
the T3 scaling characteristic of a conformal field
theory (CFT) (in a CFT this scaling is guaranteed by
the extensivity of the entropy and the absence of
dimensionful parameters). Also, the N2 scaling
indicates the presence of O(N2) unconfined degrees
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of freedom, which is exactly what we expect in the
N = 4 supersymmetric U(N) gauge theory. But what
is the explanation of the relative factor of 3/4
between SBH and S0? In fact, this factor is not a
contradiction but rather a prediction about the
strongly coupled N = 4 SYM theory at finite
temperature. As we argued above, the supergravity
calculation of the BH entropy, [13], is relevant to
the �!1 limit of the N = 4 SU(N) gauge theory,
while the free-field calculation, [14], applies to the
�! 0 limit. Thus, the relative factor of 3/4 is not a
discrepancy: it relates two different limits of the
theory. Indeed, on general field-theoretic grounds,
we expect that in the ‘t Hooft large-N limit, the
entropy is given by

S ¼ 2�2

3
N2f ð�ÞV3T3 ½15�

The function f is certainly not constant:
perturbative calculations valid for small �= g2

YMN
give

f ð�Þ ¼ 1� 3

2�2
�þ 3þ

ffiffiffi
2
p

�3
�3=2 þ � � � ½16�

Thus, the BH entropy in supergravity, [13], is
translated into the prediction that

lim
�!1

f ð�Þ ¼ 3

4
½17�
The Essentials of the AdS/CFT
Correspondence

The AdS/CFT correspondence asserts a detailed map
between the physics of type IIB string theory in the
throat of the classical 3-brane geometry, that is, the
region r� L, and the gauge theory living on a stack
of D3 branes. As already noted, in this limit r� L,
the extremal D3 brane geometry factors into a direct
product of AdS5 � S5. Moreover, the gauge theory
on this stack of D3 branes is the maximally
supersymmetric N = 4 SYM.

Since the horizon of the near-extremal 3-brane lies
in the region r� L, the entropy calculation could
have been carried out directly in the throat limit,
where H(r) is replaced by L4=r4. Another way to
motivate the identification of the gauge theory with
the throat is to think about the absorption of
massless particles. In the D-brane description, a
particle incident from asymptotic infinity is con-
verted into an excitation of the stack of D-branes,
that is, into an excitation of the gauge theory on the
world volume. In the supergravity description, a
particle incident from the asymptotic (large r) region
tunnels into the r� L region and produces an
excitation of the throat. The fact that the two
different descriptions of the absorption process give
identical cross sections supports the identification of
excitations of AdS5 � S5 with the excited states of
the N = 4 SYM theory.

Maldacena (1998) motivated this correspondence
by thinking about the low-energy (�0 ! 0) limit of
the string theory. On the D3 brane side, in this low-
energy limit, the interaction between the D3 branes
and the closed strings propagating in the bulk
vanishes, leaving a pure N = 4 SYM theory on the
D3 branes decoupled from type IIB superstrings in
flat space. Around the classical 3-brane solutions,
there are two types of low-energy excitations. The
first type propagate in the bulk region, r� L, and
have a cross section for absorption by the throat
which vanishes as the cube of their energy. The
second type are localized in the throat, r � L, and
find it harder to tunnel into the asymptotically flat
region as their energy is taken smaller. Thus, both
the D3 branes and the classical 3-brane solution
have two decoupled components in the low-energy
limit, and in both cases, one of these components is
type IIB superstrings in flat space. Maldacena
conjectured an equivalence between the other two
components.

Immediate support for this identification comes
from symmetry considerations. The isometry group
of AdS5 is SO(2, 4), and this is also the conformal
group in 3þ 1 dimensions. In addition, we have the
isometries of S5 which form SU(4) 	 SO(6). This
group is identical to the R-symmetry of the N = 4
SYM theory. After including the fermionic genera-
tors required by supersymmetry, the full isometry
supergroup of the AdS5 � S5 background is
SU(2, 2j4), which is identical to the N = 4 super-
conformal symmetry. We will see that, in theories
with reduced supersymmetry, the S5 factor is
replaced by other compact Einstein spaces Y5, but
AdS5 is the ‘‘universal’’ factor present in the dual
description of any large-N CFT and makes the
SO(2, 4) conformal symmetry a geometric one.

The correspondence extends beyond the super-
gravity limit, and we must think of AdS5 � Y5 as a
background of string theory. Indeed, type IIB strings
are dual to the electric flux lines in the gauge theory,
providing a string-theoretic setup for calculating
correlation functions of Wilson loops. Furthermore,
if N !1 while g2

YMN is held fixed and finite, then
there are string scale corrections to the supergravity
limit (Maldacena 1998, Gubser et al. 1998, Witten
1998) which proceed in powers of
�0=L2 = (g2

YM N)�1=2. For finite N, there are also
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string loop corrections in powers of �2=L8 	 N�2.
As expected, with N !1 we can take the classical
limit of the string theory on AdS5 � Y5. However, in
order to understand the large-N gauge theory with
finite ‘t Hooft coupling, we should think of AdS5 �
Y5 as the target space of a two-dimensional sigma
model describing the classical string physics.
Correlation Functions and the Bulk/Boundary
Correspondence

A basic premise of the AdS/CFT correspondence is
the existence of a one-to-one map between gauge-
invariant operators in the CFT and fields (or
extended objects) in AdS. Gubser et al. (1998) and
Witten (1998) formulated precise methods for
calculating correlation functions of various opera-
tors in a CFT using its dual formulation. A physical
motivation for these methods comes from earlier
calculations of absorption by 3-branes. When a
wave is absorbed, it tunnels from asymptotic infinity
into the throat region, and then continues to
propagate toward smaller r. Let us separate the
3-brane geometry into two regions: r 	> L and r 	< L.
For r 	< L the metric is approximately that of
AdS5 � S5, while for r 	> L it becomes very different
and eventually approaches the flat metric. Signals
coming in from large r (small z = L2=r) may be
considered as disturbing the ‘‘boundary’’ of AdS5 at
r 	 L, and then propagating into the bulk of AdS5.
Discarding the r 	> L part of the 3-brane metric, the
gauge theory correlation functions are related to the
response of the string theory to boundary conditions
at r 	 L. It is therefore natural to identify the
generating functional of correlation functions in the
gauge theory with the string theory path integral
subject to the boundary conditions that

(x, z) =
0(x) at z = L (at z =1 all fluctuations
are required to vanish). In calculating correlation
functions in a CFT, we will carry out the standard
Euclidean continuation; then on the string theory
side, we will work with L5, which is the Euclidean
version of AdS5.

More explicitly, we identify a gauge theory
quantity W with a string-theory quantity Zstring:

W½
0ðxÞ� ¼ Zstring½
0ðxÞ� ½18�

W generates the connected Euclidean Green’s func-
tions of a gauge-theory operator O,

W½
0ðxÞ� ¼ exp

Z
d4x
0O

	 

½19�

Zstring is the string theory path integral calculated as
a functional of 
0, the boundary condition on the
field 
 related to O by the AdS/CFT duality. In the
large-N limit, the string theory becomes classical
which implies

Zstring 	 e�I½
0ðxÞ� ½20�

where I[
0(x)] is the extremum of the classical string
action calculated as a functional of 
0. If we are
further interested in correlation functions at very
large ‘t Hooft coupling, then the problem of
extremizing the classical string action reduces to
solving the equations of motion in type IIB super-
gravity whose form is known explicitly. A simple
example of such a calculation is presented in the
next subsection.

Our reasoning suggests that from the point of
view of the metric [5], the boundary conditions are
imposed not quite at z = 0, which is the true
boundary of L5, but at some finite value z = �. It
does not matter which value it is since the metric [5]
is unchanged by an overall rescaling of the coordi-
nates (z, x); thus, such a rescaling can take z = L into
z = � for any �. The physical meaning of this cutoff is
that it acts as a UV regulator in the gauge theory.
Indeed, the radial coordinate z is to be considered as
the effective energy scale of the gauge theory, and
decreasing z corresponds to increasing the energy. A
safe method for performing calculations of correla-
tion functions, therefore, is to keep the cutoff on the
z-coordinate at intermediate stages and remove it
only at the end.
Two-Point Functions and Operator Dimensions

In the following, we present a brief discussion of
two-point functions of scalar operators in CFTd.
The corresponding field in Ldþ1 is a scalar field of
mass m whose Euclidean action is proportional to

1

2

Z
ddx dz z�dþ1 ð@z
Þ2 þ

Xd

a¼1

ð@a
Þ2 þ
m2L2

z2

2

" #
½21�

In calculating correlation functions of vertex
operators from the AdS/CFT correspondence, the
first problem is to reconstruct an on-shell field in
Ldþ1 from its boundary behavior. The near-bound-
ary, that is, small z, behavior of the classical
solution is


ðz;xÞ ! zd��
�

0ðxÞ þOðz2Þ

�
þ z�

�
AðxÞ þOðz2Þ

�
½22�

where � is one of the roots of

�ð�� dÞ ¼ m2L2 ½23�
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0(x) is regarded as a ‘‘source’’ in [19] that couples
to the dual gauge-invariant operator O of dimension
�, while A(x) is related to the expectation value,

AðxÞ ¼ 1

2�� d
hOðxÞi ½24�

It is possible to regularize the Euclidean action to
obtain the following value as a functional of the
source:

I½
0ðxÞ� ¼ � ð�� ðd=2ÞÞ��d=2 �ð�Þ
�ð�� ðd=2ÞÞ

�
Z

ddx

Z
ddx0


0ðxÞ
0ðx0Þ
jx� x0j2�

½25�

Varying twice with respect to 
0, we find that the
two-point function of the corresponding operator is

hOðxÞOðx0Þi ¼ ð2�� dÞ�ð�Þ
�d=2�ð�� ðd=2ÞÞ

1

jx� x0j2�
½26�

Which of the two roots, �þ or ��, of [23]

�
 ¼
d

2



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

4
þm2L2

r
½27�

should we choose for the operator dimension? For
positive m2, �þ is certainly the right choice: here the
other root, ��, is negative. However, it turns out
that for

� d2

4
< m2L2 < � d2

4
þ 1 ½28�

both roots of [23] may be chosen. Thus, there are
two possible CFTs corresponding to the same
classical AdS action: in one of them the correspond-
ing operator has dimension �þ, while in the other
the dimension is ��. We note that �� is bounded
from below by (d � 2)=2, which is precisely the
unitarity bound on dimensions of scalar operators in
d-dimensional field theory! Thus, the ability to
choose dimension �� is crucial for consistency of
the AdS/CFT duality.

Whether string theory on AdS5 � Y5 contains
fields with m2 in the range [28] depends on Y5.
The example discussed in the next section,
Y5 = T1, 1, turns out to contain such fields, and the
possibility of having dimension ��, [27], is crucial
for consistency of the AdS/CFT duality in that case.
However, for Y5 = S5, which is dual to the N = 4
large-N SYM theory, there are no such fields and all
scalar dimensions are given by [27].

The operators in the N = 4 large-N SYM theory
naturally break up into two classes: those that
correspond to the Kaluza–Klein states of super-
gravity and those that correspond to massive string
states. Since the radius of the S5 is L, the masses of
the Kaluza–Klein states are proportional to 1=L.
Thus, the dimensions of the corresponding operators
are independent of L and therefore also of �. On the
gauge-theory side, this independence is explained by
the fact that the supersymmetry protects the dimen-
sions of certain operators from being renormalized:
they are completely determined by the representa-
tion under the superconformal symmetry. All
families of the Kaluza–Klein states, which corre-
spond to such protected operators, were classified
long ago. Correlation functions of such operators in
the strong ‘t Hooft coupling limit may be obtained
from the dependence of the supergravity action on
the boundary values of corresponding Kaluza–Klein
fields, as in [19]. A variety of explicit calculations
have been performed for two-, three-, and even four-
point functions. The four-point functions are parti-
cularly interesting because their dependence on
operator positions is not determined by the con-
formal invariance.

On the other hand, the masses of string excita-
tions are m2 = 4n=�0, where n is an integer. For the
corresponding operators the formula [27] predicts
that the dimensions do depend on the ‘t Hooft
coupling and, in fact, blow up for large �= g2

YMN as
2�1=4

ffiffiffi
n
p

.

Calculation of Wilson Loops

The Wilson loop operator of a nonabelian gauge
theory

WðCÞ ¼ tr P exp i

I
C

A

� �
 �
½29�

involves the path-ordered integral of the gauge
connection A along a contour C. For N = 4 SYM,
one typically uses a generalization of this loop
operator which incorporates other fields in the
N = 4 multiplet, the adjoint scalars and fermions.
Using a rectangular contour, we can calculate the
quark–antiquark potential from the expectation
value hW(C)i. One thinks of the quarks located a
distance L apart for a time T, yielding

hWi 	 e�TVðLÞ ½30�

where V(L) is the potential.
According to Maldacena, and Rey and Yee, the

AdS/CFT correspondence relates the Wilson loop
expectation value to a sum over string world sheets
ending on the boundary of L5(z = 0) along the
contour C:

hWi 	
Z

e�S ½31�
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where S is the action functional of the string world
sheet. In the large ‘t Hooft coupling limit �!1,
this path integral may be evaluated using a saddle-
point approximation. The leading answer is 	e�S0 ,
where S0 is the action for the classical solution,
which is proportional to the minimal area of the
string world sheet in L5 subject to the boundary
conditions. The area as currently defined is
actually divergent, and to regularize it one must
position the contour at z = � (this is the same type
of regulator as used in the definition of correlation
functions).

Consider a circular Wilson loop of radius a. The
action of the corresponding classical string world
sheet is

S0 ¼
ffiffiffi
�
p a

�
� 1

� �
½32�

Subtracting the linearly divergent term, which is
proportional to the length of the contour, one finds

lnhWi ¼
ffiffiffi
�
p
þOðln�Þ ½33�

a result which has been duplicated in field theory by
summing certain classes of rainbow Feynman dia-
grams in N = 4 SYM. From these sums, one finds

hWirainbow ¼
2ffiffiffi
�
p I1

ffiffiffi
�
p� �

½34�

where I1 is a Bessel function. This formula is one of
the few available proposals for extrapolation of an
observable from small to large coupling. At large �,

hWirainbow 	
ffiffiffi
2

�

r
e
ffiffi
�
p

�3=4
½35�

in agreement with the geometric prediction.
The quark–antiquark potential is extracted from a

rectangular Wilson loop of width L and length T.
After regularizing the divergent contribution to the
energy, one finds the attractive potential

VðLÞ ¼ � 4�2
ffiffiffi
�
p

� 1=4ð Þ4L
½36�

The Coulombic 1/L dependence is required by the
conformal invariance of the theory. The fact that the
potential scales as the square root of the ‘t Hooft
coupling indicates some screening of the charges at
large coupling.
U

V

U

Y Y

Figure 2 The quiver for Y 4,3. Each node corresponds to an

SU(N ) gauge group and each arrow to a bifundamental chiral

superfield.
Conformal Field Theories and Einstein
Manifolds

Interesting generalizations of the duality between
AdS5 � S5 and N = 4 SYM with less supersymmetry
and more complicated gauge groups can be
produced by placing D3 branes at the tip of a
Ricci-flat six-dimensional cone X (see Figure 1). The
cone metric may be cast in the form

dsX
2 ¼ dr2 þ r2 dsY

2 ½37�

where Y is the level surface of X. In particular, Y is a
positively curved Einstein manifold, that is, one for
which Rij = 4gij. In order to preserve the N = 1
supersymmetry, X must be a Calabi–Yau space; then
Y is defined to be Sasaki–Einstein.

The D3 branes appear as a point in X and span the
transverse Minkowski space R3, 1. The ten-dimen-
sional metric they produce assumes the form [9], but
with the sphere metric d�5

2 replaced by the metric on
Y, ds2

Y . The equality of tensions [10] now requires that

L4 ¼
ffiffiffi
�
p

�N

2 volðYÞ ¼ 4�gsN�
02 �3

volðYÞ ½38�

In the near-horizon limit, r! 0, the geometry factors
into AdS5 � Y. Because the D3 branes are located at a
singularity, the gauge theory becomes much more
complicated, typically involving a product of several
SU(N) factors coupled to matter in bifundamental
representations, often described using a quiver dia-
gram (see Figure 2 for an example).
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The simplest examples of X are orbifolds C3=�,
where � is a discrete subgroup of SO(6). Indeed, if
� � SU(3), then N = 1 supersymmetry is preserved.
The level surface of such an X is Y = S5=�. In this
case, the product structure of the gauge theory can
be motivated by thinking about image stacks of D3
branes from the action of �.

The next simplest example of a Calabi–Yau cone
X is the conifold which may be described by the
following equation in four complex variables:X4

a¼1

za
2 ¼ 0 ½39�

Since this equation is symmetric under an overall
rescaling of the coordinates, this space is a cone. The
level surface Y of the conifold is a coset manifold
T1, 1 = (SU(2)� SU(2))=U(1). This space has the
SO(4) 	 SU(2)� SU(2) symmetry which rotates the
z’s, and also the U(1) R-symmetry under za ! ei�za.
The metric on T1, 1 is known explicitly; it assumes
the form of an S1 bundle over S2 � S2.

The supersymmetric field theory on the D3 branes
probing the conifold singularity is SU(N)� SU(N)
gauge theory coupled to two chiral superfields, Ai,
in the (N, N) representation and two chiral super-
fields, Bj, in the (N, N) representation. The A’s
transform as a doublet under one of the global
SU(2)’s, while the B’s transform as a doublet under
the other SU(2). Cancelation of the anomaly in the
U(1) R-symmetry requires that the A’s and the B’s
each have R-charge 1=2. For consistency of the
duality, it is necessary that we add an exactly
marginal superpotential which preserves the SU(2)�
SU(2)� U(1)R symmetry of the theory. Since a
marginal superpotential has R-charge equal to 2 it
must be quartic, and the symmetries fix it uniquely
up to overall normalization:

W ¼ �ij�kl tr AiBkAjBl ½40�

There are in fact infinite families of Calabi–Yau
cones X, but there are two problems one faces in
studying these generalized AdS/CFT correspon-
dences. The first is geometric: the cones X are not
all well understood and only for relatively few do
we have explicit metrics. However, it is often
possible to calculate important quantities such as
the vol(Y) without knowing the metric. The second
problem is gauge theoretic: although many techni-
ques exist, there is no completely general procedure
for constructing the gauge theory on a stack of D-
branes at an arbitrary singularity.

Let us mention two important classes of Calabi–
Yau cones X. The first class consists of cones over
the so-called Yp, q Sasaki–Einstein spaces. Here, p
and q are integers with p � q. Gauntlett et al. (2004)
discovered metrics on all the Yp, q, and the quiver
gauge theories that live on the D-branes probing the
singularity are now known. Making contact with
the simpler examples discussed above, the Yp, 0 are
orbifolds of T1, 1 while the Yp, p are orbifolds of S5.

In the second class of cones X, a del Pezzo surface
shrinks to zero size at the tip of the cone. A
del Pezzo surface is an algebraic surface of complex
dimension 2 with positive first Chern class. One
simple del Pezzo surface is a complex projective
space of dimension 2, P2, which gives rise to the
N = 1 preserving S5=Z3 orbifold. Another simple
case is P1 � P1, which leads to T1, 1=Z2. The
remaining del Pezzos surfaces Bk are P2 blown up
at k points, 1 � k � 8. The cone where B1 shrinks to
zero size has level surface Y2, 1. Gauge theories for
all the del Pezzos have been constructed. Except for
the three del Pezzos just discussed, and possibly also
for B6, metrics on the cones over these del Pezzos
are not known. Nevertheless, it is known that for
3 � k � 8, the volume of the Sasaki–Einstein mani-
fold Y associated with Bk is �3(9� k)=27.
The Central Charge

The central charge provides one of the most
amazing ways to check the generalized AdS/CFT
correspondences. The central charge c and confor-
mal anomaly a can be defined as coefficients of
certain curvature invariants in the trace of the stress
energy tensor of the conformal gauge theory:

hT�
�i ¼ �aE4 � cI4 ½41�

(The curvature invariants E4 and I4 are quadratic in
the Riemann tensor and vanish for Minkowski
space.) As discussed above, correlators such as hT��i
can be calculated from supergravity, and one finds

a ¼ c ¼ �3N2

4 volðYÞ ½42�

On the gauge-theory side of the correspondence,
anomalies completely determine a and c:

a ¼ 3
32 ð3 tr R3 � tr RÞ

c ¼ 1
32 ð9 tr R3 � 5 tr RÞ ½43�

The trace notation implies a sum over the R-charges
of all of the fermions in the gauge theory. (From the
geometric knowledge that a = c, we can conclude
that tr R = 0.)

The R-charges can be determined using the
principle of a-maximization. For a superconformal
gauge theory, the R-charges of the fermions
maximize a subject to the constraints that the
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Novikov–Shifman–Vainshtein–Zakharov (NSVZ)
beta function of each gauge group vanishes and
the R-charge of each superpotential term is 2.

For the Yp, q spaces mentioned above, one finds
that

volðYp;qÞ ¼
q2 2pþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p2 � 3q2

p� �
3p2 3q2 � 2p2 þ p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p2 � 3q2

p� � �3

½44�

The gauge theory consists of p� q fields Z, pþ q
fields Y, 2p fields U, and 2q fields V. These fields all
transform in the bifundamental representation of a
pair of SU(N) gauge groups (the quiver diagram for
Y4, 3 is given in Figure 2). The NSVZ beta function
and superpotential constraints determine the
R-charges up to two free parameters x and y. Let x
be the R-charge of Z and y the R-charge of Y. Then
the U have R-charge 1� (1=2)(xþ y) and the V
have R-charge 1þ (1=2)(x� y).

The technique of a maximization leads to the result

x ¼ 1

3q2
�4p2 þ 2pqþ 3q2 þ ð2p� qÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p2 � 3q2

p� �
y ¼ 1

3q2
�4p2 � 2pqþ 3q2 þ ð2pþ qÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p2 � 3q2

p� �
Thus, as calculated by Benvenuti et al. (2004) and
Bertolini et al. (2004)

aðYp;qÞ ¼ �3N2

4 volðYp;qÞ ½45�

in remarkable agreement with the prediction [42] of
the AdS/CFT duality.
A Path to a Confining Theory

There exists an interesting way of breaking the
conformal invariance for spaces Y whose topology
includes an S2 factor (examples of such spaces
include T1, 1 and Yp, q, which are topologically
S2 � S3). At the tip of the cone over Y, one may
add M wrapped D5 branes to the N D3 branes. The
gauge theory on such a combined stack is no longer
conformal; it exhibits a novel pattern of quasiperiodic
renormalization group flow, called a duality cascade.

To date, the most extensive study of a theory of this
type has been carried out for the conifold, where one
finds an N = 1 supersymmetric SU(N)� SU(N þM)
theory coupled to chiral superfields A1, A2 in the
(N, N þM) representation, and B1, B2 in the
(N, N þM) representation. D5 branes source RR
3-form flux; hence, the supergravity dual of this
theory has to include M units of this flux. Klebanov
and Strassler (2000) found an exact nonsingular
supergravity solution incorporating the 3-form and
the 5-form RR field strengths, and their back-reaction
on the geometry. This back-reaction creates a ‘‘geo-
metric transition’’ to the deformed conifoldX4

a¼1

z2
a ¼ �2 ½46�

and introduces a ‘‘warp factor’’ so that the full ten-
dimensional geometry has the form

ds10
2 ¼ h�1=2ð�Þð�ðdx0Þ2

þ ðdxiÞ2Þ þ h1=2ð�Þ d~s6
2 ½47�

where d~s6
2 is the Calabi–Yau metric of the deformed

conifold, which is known explicitly.
The field-theoretic interpretation of this solution is

unconventional. After a finite amount of RG flow, the
SU(N þM) group undergoes a Seiberg duality trans-
formation. After this transformation, and
an interchange of the two gauge groups, the new
gauge theory is SU( ~N)� SU( ~N þM) with the same
matter and superpotential, and with ~N = N �M. The
self-similar structure of the gauge theory under the
Seiberg duality is the crucial fact that allows this
pattern to repeat many times. If N = (kþ 1)M, where
k is an integer, then the duality cascade stops after k
steps, and we find SU(M)� SU(2M) gauge theory.
This IR gauge theory exhibits a multitude of interesting
effects visible in the dual supergravity background.
One of them is confinement, which follows from the
fact that the warp factor h is finite and nonvanishing at
the smallest radial coordinate, � = 0. The methods
presented in the section ‘‘Calculation of Wilson loops,’’
then imply that the quark–antiquark potential grows
linearly at large distances. Other notable IR effects
are chiral symmetry breaking and the Goldstone
mechanism. Particularly interesting is the appearance
of an entire ‘‘baryonic branch’’ of the moduli space in
the gauge theory, whose existence has been demon-
strated also in the dual supergravity language.
Conclusions

This article tries to present a logical path from
studying gravitational properties of D-branes to the
formulation of an exact duality between conformal
field theories and string theory in anti-de Sitter
backgrounds, and also sketches some methods for
breaking the conformal symmetry. Due to space
limitations, many aspects and applications of the
AdS/CFT correspondence have been omitted. At
the moment, practical applications of this duality
are limited mainly to very strongly coupled, large-N
gauge theories, where the dual string description is
well approximated by classical supergravity. To
understand the implications of the duality for more
general parameters, it is necessary to find better
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methods for attacking the world sheet approach to
string theories in anti-de Sitter backgrounds with RR
background fields turned on. When such methods are
found, it is likely that the material presented here will
have turned out to be just a tiny tip of a monumental
iceberg of dualities between fields and strings.
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Affine quantum groups are certain pseudoquasitriangu-
lar Hopf algebras that arise in mathematical physics
in the context of integrable quantum field theory,
integrable quantum spin chains, and solvable lattice
models. They provide the algebraic framework behind
the spectral parameter dependent Yang–Baxter equation

R12ðuÞR13ðuþ vÞR23ðvÞ
¼ R23ðvÞR13ðuþ vÞR12ðuÞ ½1�
One can distinguish three classes of affine quantum
groups, each leading to a different dependence of the
R-matrices on the spectral parameter u: Yangians
lead to rational R-matrices, quantum affine algebras
lead to trigonometric R-matrices, and elliptic quan-
tum groups lead to elliptic R-matrices. We will mostly
concentrate on the quantum affine algebras but many
results hold similarly for the other classes.

After giving mathematical details about quantum
affine algebras and Yangians in the first two sections,
we describe how these algebras arise in different
areas of mathematical physics in the three following
sections. We end with a description of boundary
quantum groups which extend the formalism to the
boundary Yang–Baxter (reflection) equation.



Quantum Affine Algebras

Definition

A quantum affine algebra Uq(ĝ) is a quantization of
the enveloping algebra U(ĝ) of an affine Lie algebra
(Kac–Moody algebra) ĝ. So we start by introducing
affine Lie algebras and their enveloping algebras
before proceeding to give their quantizations.

Let g be a semisimple finite-dimensional Lie algebra
over C of rank r with Cartan matrix (aij)i,j = 1,..., r,
symmetrizable via positive integers di, so that diaij is
symmetric. In terms of the simple roots �i, we have

aij ¼ 2
�i � �j

j�ij2
and di ¼

j�ij2

2
:

We can introduce an �0 =
Pr

i = 1 ni�i in such a way
that the extended Cartan matrix (aij)i,j = 0,..., r is of
affine type – that is, it is positive semidefinite of
rank r. The integers ni are referred to as Kac indices.
Choosing �0 to be the highest root of g leads to an
untwisted affine Kac–Moody algebra while choosing
�0 to be the highest short root of g leads to a twisted
affine Kac–Moody algebra.

One defines the affine Lie algebra ĝ corresponding
to this affine Cartan matrix as the Lie algebra
(over C) with generators Hi, E�i for i = 0, 1, . . . , r
and D with relations

Hi;E
�
j

h i
¼ �aijE

�
i ; ½Hi;Hj� ¼ 0

Eþi ;E
�
j

h i
¼ �ijHi

½D;Hi� ¼ 0; D;E�i
� �

¼ ��i;0E�i

½2�

X1�aij

k¼0

ð�1Þk 1� aij

k

� �
E�i
� �k

E�j E�i
� �1�aij�k¼ 0; i 6¼ j

The E�i are referred to as Chevalley generators and
the last set of relations are known as Serre relations.
The generator D is known as the canonical deriva-
tion. We will denote the algebra obtained by
dropping the generator D by ĝ0.

In applications to physics, the affine Lie algebra ĝ
often occurs in an isomorphic form as the loop Lie
algebra g[z, z�1]�C � c with Lie product (for
untwisted ĝ)

½Xzk;Yzl� ¼ ½X;Y�zkþl þ �k;�lðX;YÞc;
for X;Y 2 g; k; l 2 Z ½3�

and c being the central element.
The universal enveloping algebra U(ĝ) of ĝ is the

unital algebra over C with generators Hi, E�i for
i = 0, 1, . . . , r and D and with relations given by [2]
where now [ , ] stands for the commutator instead of
the Lie product.

To define the quantization of U(ĝ), one can either
define Uh(ĝ) (Drinfeld 1985) as an algebra over the
ring C[[h]] of formal power series over an indeter-
minate h or one can define Uq(ĝ) (Jimbo 1985) as an
algebra over the field Q(q) of rational functions of q
with coefficients in Q. We will present Uh(ĝ) first.

The quantum affine algebra Uh(ĝ) is the unital
algebra over C[[h]] topologically generated by
Hi, E�i for i = 0, 1, . . . , r and D with relations

Hi;E
�
j

h i
¼ �aijE

�
i ; ½Hi;Hj� ¼ 0

Eþi ;E
�
j

h i
¼ �ij

qHi

i � q�Hi

i

qi � q�1
i

½D;Hi� ¼ 0; D;E�i
� �

¼ ��i;0E�i

½4�

X1�aij

k¼0

ð�1Þk 1� aij

k

� 	
qi

E�i
� �k

E�j E�i
� �1�aij�k¼ 0; i 6¼ j

where qi = qdi and q = eh. The q-binomial coeffi-
cients are defined by

½n�q ¼
qn � q�n

q� q�1
½5�

½n�q! ¼ ½n�q � ½n� 1�q. . .½2�q½1�q ½6�

m
n

� 	
q

¼
½m�q!

½n�q!½m� n�q!
½7�

The quantum affine algebra Uh(ĝ) is a Hopf
algebra with coproduct

�ðDÞ ¼ D� 1þ 1�D

�ðHiÞ ¼ Hi � 1þ 1�Hi

� E�i
� �

¼ E�i � q
�Hi=2
i þ q

Hi=2
i � E�i

½8�

antipode
SðDÞ ¼ �D; SðHiÞ ¼ �Hi

S E�i
� �

¼ �q	1
i E�i

½9�

and co-unit
�ðDÞ ¼ �ðHiÞ ¼ � E�i

� �
¼ 0 ½10�

It is easy to see that the classical enveloping
algebra U(ĝ) can be obtained from the above by
setting h = 0, or more formally,

UhðĝÞ=hUhðĝÞ ¼ UðĝÞ

We can also define the quantum affine algebra
Uq(ĝ) as the algebra over Q(q) with generators
Ki, E�i , D for i = 0, 1, . . . , r and relations that are
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obtained from the ones given above for Uh(ĝ) by
setting

q
Hi=2
i ¼ Ki; i ¼ 0; . . . ; r ½11�

One can go further to an algebraic formulation over
C in which q is a complex number (with some points
including q = 0 not allowed). This has the advantage
that it becomes possible to specialize, for example, to
q a root of unity, where special phenomena occur.

Representations

For applications in physics, the finite-dimensional
representations of Uh(ĝ0) are the most interesting. As
will be explained in later sections, these occur, for
example, as particle multiplets in 2D quantum field
theory or as spin Hilbert spaces in quantum spin
chains. In the next subsection, we will use them to
derive matrix solutions to the Yang–Baxter equation.

While for a nonaffine quantum algebra Uh(g)
the ring of representations is isomorphic to that of
the classical enveloping algebra U(g) (because in fact
the algebras are isomorphic, as Drinfeld has pointed
out), the corresponding fact is no longer true for affine
quantum groups, except in the case ĝ = a(1)

n = dslnþ1.
For the classical enveloping algebras U(ĝ0), any

finite-dimensional representation of U(g) also carries
a finite-dimensional representation of U(ĝ0). In the
quantum case, however, in general, an irreducible
representation of Uh(ĝ0) reduces to a sum of
representations of Uh(g).

To classify the finite-dimensional representations
of Uh(ĝ0), it is necessary to use a different realization
of Uh(ĝ0) that looks more like a quantization of the
loop algebra realization [3] than the realization in
terms of Chevalley generators. In terms of the
generators in this alternative realization, which we
do not give here because of its complexity, the
finite-dimensional representations can be viewed as
pseudo-highest-weight representations. There is a set
of r ‘‘fundamental’’ representations Va, a = 1, . . . r,
each containing the corresponding Uh(g) fundamen-
tal representation as a component, from the tensor
products of which all the other finite-dimensional
representations may be constructed. The details can
be found in Chari and Pressley (1994).

Given some representation � : Uh(ĝ0)!End(V),
we can introduce a parameter � with the help of
the automorphism �� of Uh(ĝ0) generated by D and
given by

�� E�i
� �

¼ ��siE�i
��ðHiÞ ¼ Hi

i ¼ 0; . . . ; r ½12�

Different choices for the si correspond to different
gradations. Commonly used are the ‘‘homogeneous

gradation,’’ s0 = 1, s1 = � � � = sr = 0, and the ‘‘prin-
cipal gradation,’’ s0 = s1 = � � � = sr = 1. We shall
also need the ‘‘spin gradation’’ si = d�1

i . The
representations

�� ¼ � 
 ��

play an important role in applications to integrable
models where � is referred to as the (multiplicative)
spectral parameter. In applications to particle scatter-
ing introduced in a later section, it is related to the
rapidity of the particle. The generator D can be
realized as an infinitesimal scaling operator on � and
thus plays the role of the Lorentz boost generator.

The tensor product representations �a
� � �b

	 are
irreducible generically but become reducible for
certain values of �=	, a fact which again is important
in applications (fusion procedure, particle-bound
states).

R-Matrices

A Hopf algebra A is said to be ‘‘almost cocommu-
tative’’ if there exists an invertible element R 2 A� A
such that

R�ðxÞ ¼ ð
 
�ðxÞÞR; for all x 2 A ½13�

where 
 : x� y 7! y� x exchanges the two factors in
the coproduct. In a quasitriangular Hopf algebra,
this element R satisfies

ð�� idÞðRÞ ¼ R13R23

ðid��ÞðRÞ ¼ R13R12

½14�

and is known as the ‘‘universal R-matrix’’ (see Hopf
Algebras and q-Deformation Quantum Groups). As
a consequence of [13] and [14], it automatically
satisfies the Yang–Baxter equation

R12R13R23 ¼ R23R13R12 ½15�

For technical reasons, to do with the infinite number
of root vectors of ĝ, the quantum affine algebra Uh(ĝ)
does not possess a universal R-matrix that is an
element of Uh(ĝ)�Uh(ĝ). However, as pointed out
by Drinfeld (1985), it possesses a pseudouniversal
R-matrix R(�) 2 (Uh(ĝ0)�Uh(ĝ0))((�)). The � is
related to the automorphism �� defined in [12].
When using the homogeneous gradation, R(�) is a
formal power series in �.

When the pseudouniversal R-matrix is evaluated
in the tensor product of any two indecomposable
finite-dimensional representations �1 and �2, one
obtains a numerical R-matrix

R12ð�Þ ¼ ð�1 � �2ÞRð�Þ ½16�
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The entries of these numerical R-matrices are
rational functions of the multiplicative spectral
parameter � but when written in terms of the
additive spectral parameter u = log (�) they are
trigonometric functions of u and satisfy the Yang–
Baxter equation in the form given in [1]. The matrix

�R12ð�Þ ¼ 
 
 R12ð�Þ

satisfies the intertwining relation

�R12ð�=	Þ � �1
� � �2

	


 �
�ðxÞð Þ

¼ �2
	 � �1

�


 �
�ðxÞð Þ � �R12ð�=	Þ ½17�

for any x 2 Uh(ĝ0). It follows from the irreducibility
of the tensor product representations that these
R-matrices satisfy the Yang–Baxter equations

ðid� �R23ð	=�ÞÞð�R13ð�=�Þ � idÞðid� �R12ð�=	ÞÞ
¼ ð�R12ð�=	Þ � idÞðid� �R13ð�=�ÞÞ
� ð�R23ð	=�Þ � idÞ ½18�

or, graphically,

=

V ν
3

V λ
1

V μ
2 V λ

1 V λ
1V ν

3 V μ
2

V ν
3V λ

1 V μ
2V μ

2 V ν
3

Explicit formulas for the pseudouniversal
R-matrices were found by Khoroshkin and Tolstoy.
However, these are difficult to evaluate explicitly in
specific representations so that in practice it is easiest
to find the numerical R-matrices �Rab(�) by solving the
intertwining relation [17]. It should be stressed that
solving the intertwining relation, which is a linear
equation for the R-matrix, is much easier than directly
solving the Yang–Baxter equation, a cubic equation.
Yangians

As remarked by Drinfeld (1986), for untwisted ĝ the
quantum affine algebra Uh(ĝ 0) degenerates as h! 0
into another quasipseudotriangular Hopf algebra,
the ‘‘Yangian’’ Y(g ) (Drinfeld 1985). It is associated
with R-matrices which are rational functions of the
additive spectral parameter u. Its representation ring
coincides with that of Uh(ĝ 0).

Consider a general presentation of a Lie algebra g ,
with generators Ia and structure constants fabc,
so that

½Ia; Ib� ¼ fabcIc; �ðIaÞ ¼ Ia � 1þ 1� Ia
(with summation over repeated indices). The Yan-
gian Y(g ) is the algebra generated by these and a
second set of generators Ja satisfying

Ia; Jb½ � ¼ fabcJc

�ðJaÞ ¼ Ja � 1þ 1� Ja þ 1
2 fabcIc � Ib

The requirement that � be a homomorphism
imposes further relations:

½ Ja; ½ Jb; Ic�� � ½Ia; ½ Jb; Jc�� ¼ �abcdegfId; Ie; Igg

and

½½ Ja; Jb�; ½Il; Jm�� þ ½½ Jl; Jm�; ½Ia; Jb��
¼ �abcdegflmc þ �lmcdegfabc

� �
Id; Ie; Jg

� 

where

�abcdeg ¼
1

24
fadifbejfcgkfijk; fx1; x2; x3g ¼

X
i 6¼j6¼k

xixjxk

When g = s l2 the first of these is trivial, while for
g 6¼ s l2 the first implies the second. The co-unit is
�(Ia) = �(Ja) = 0; the antipode is s(Ia) =�Ia, s(Ja) =
�Ja þ (1=2)fabcIcIb. The Yangian may be obtained
from Uh(ĝ 0) by expanding in powers of h. For
the precise relationship, see Drinfeld (1985) and
MacKay (2005). In the spin gradation, the auto-
morphism [12] generated by D descends to Y(g) as
Ia 7! Ia, Ja 7! Ja þ uIa.

There are two other realizations of Y(g). The first
(see, for example, Molev 2003) defines Y(gln)
directly from

Rðu� vÞT1ðuÞT2ðvÞ ¼ T2ðvÞT1ðuÞRðu� vÞ

where T1(u) = T(u)� id, T2(v) = id� T(v), and

TðuÞ ¼
Xn

i;j¼1

tijðuÞ � eij

tijðuÞ ¼ �ij þ Iiju
�1 þ Jiju

�2 þ � � �

where eij are the standard matrix units for g ln. The
rational R-matrix for the n-dimensional representa-
tion of g ln is

Rðu� vÞ ¼ 1� P

u� v
; where P ¼

Xn

i;j¼1

eij � eji

is the transposition operator. Y(g ln) is then defined
to be the algebra generated by Iij, Jij, and must be
quotiented by the ‘‘quantum determinant’’ at its
center to define Y(s ln). The coproduct takes a
particularly simple form,

�ðtijðuÞÞ ¼
Xn

k¼1

tikðuÞ � tkjðuÞ
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Here we do not give explicitly the third realization,
namely Drinfeld’s ‘‘new’’ realization of Y(g ) (Drinfeld
1988), but we remark that it was in this presentation
that Drinfeld found a correspondence between certain
sets of polynomials and finite-dimensional irreducible
representations of Y(g ), thus classifying these (although
not thereby deducing their dimension or constructing
the action of Y(g )). As remarked earlier, the structure is
as in the earlier section: Y(g ) representations are in
general g -reducible, and there is a set of r fundamental
Y(g )-representations, containing the fundamental
g -representations as components, from which all
other representations can be constructed.
Origins in the Quantum
Inverse-Scattering Method

Quantum affine algebras for general ĝ first appear in
Drinfeld (1985, 1986) and Jimbo (1985, 1986), but
they have their origin in the ‘‘quantum inverse-
scattering method’’ (QISM) of the St. Petersburg
school, and the essential features of Uh(cs l2) first
appear in Kulish and Reshetikhin (1983). In this
section, we explain how the quantization of the Lax-
pair description of affine Toda theory led to the
discovery of the Uh(ĝ ) coproduct, commutation
relations, and R-matrix. We use the normalizations
of Jimbo (1986), in which the Hi are rescaled so that
the Cartan matrix aij =�i.�j is symmetric.

We begin with the affine Toda field equations

@	@	�i ¼�
m2




Xr

j¼1

e
aij�j � nie

�0:�j�j

� �
an integrable model in R1þ1 of r real scalar fields
�i(x, t) with a mass parameter m and coupling
constant 
. Equivalently, we may write
[@x þ Lx, @t þ Lt] = 0 for the Lax pair

Lxðx; tÞ¼



2

Xr

i¼1

Hi@t�i þ
m

2

Xr

i;j¼1

eð
=2Þaij�j Eþi þ E�i
� �

þm

2

Xr

j¼1

eð
=2Þa0j�j �Eþ0 þ
1

�
E�0

� �

Ltðx; tÞ¼



2

Xr

i¼1

Hi@x�i þ
m

2

Xr

i;j¼1

eð
=2Þaij�j Eþi � E�i
� �

þm

2

Xr

j¼1

eð
=2Þa0j�j �Eþ0 �
1

�
E�0

� �
with arbitrary � 2 C. The classical integrability of the
system is seen in the existence of r(�,�0) such that

Tð�Þ �Tð�0Þf g ¼ rð�; �0Þ;Tð�Þ � Tð�0Þ½ �
where T(�) = T(�1,1;�) and T(x, y;�) =
P exp(

R y
x L(�;�) d�). Taking the trace of this relation

gives an infinity of charges in involution.
Quantization is problematic, owing to divergences

in T. The QISM regularizes these by putting the
model on a lattice of spacing �, defining the lattice
Lax operator to be

Lnð�Þ ¼Tððn� 1=2Þ�; ðnþ 1=2Þ�;�Þ

¼P exp

Z ðnþð1=2ÞÞ�
ðn�ð1=2ÞÞ�

Lð�;�Þ d�
 !

The lattice monodromy matrix is then T(�) =
liml!�1, m!1 Tm

l where Tm
l = LmLm�1 . . . Llþ1,

and its trace again yields an infinity of commuting
charges, provided that there exists a quantum
R-matrix R(�1,�2) such that

Rð�1; �2ÞL1
nð�1ÞL2

nð�2Þ
¼ L2

nð�2ÞL1
nð�1ÞRð�1; �2Þ ½19�

where L1
n(�1) = Ln(�1)� id, L2

n(�2) = id� Ln(�2).
That R solves the Yang–Baxter equation follows
from the equivalence of the two ways of intertwining
Ln(�1)� Ln(�2)� Ln(�3) with Ln(�3)� Ln(�2)�
Ln(�1).

To compute Ln(�), one uses the canonical, equal-
time commutation relations for the �i and _�i. In
terms of the lattice fields

pi;n ¼
Z ðnþð1=2ÞÞ�
ðn�ð1=2ÞÞ�

_�iðxÞ dx

qi;n ¼
Z ðnþð1=2ÞÞ�
ðn�ð1=2ÞÞ�

X
j

eð
=2Þaij�jðxÞ dx

the only nontrivial relation is [pi, n, qj, n] =
(i�h
=2)�ijqj, n, and one finds

Lnð�Þ ¼ exp



2

X
i

Hipi;n

 !
þ exp




4

X
j

Hjpj;n

 !

�m

2

X
i

qi;n Eþi þ E�i
� �"

þ
Y

i

q�ni

i;n �Eþ0 þ
1

�
E�0

� �#

� exp



4

X
j

Hjpj;n

 !
þOð�2Þ

the expression used by the St Petersburg school and
by Jimbo. We now make the replacement
E�i 7! q�Hi=4E�i qHi=4, where q = exp(i�h
2=2), and
compute the O(�) terms in [19], which reduce to
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RðzÞðHi � 1þ 1�HiÞ
¼ ðHi � 1þ 1�HiÞRðzÞ

RðzÞ E�i � q�Hi=2 þ qHi=2 � E�i


 �
¼ q�Hi=2 � E�i þ E�i � qHi=2

 �

RðzÞ

RðzÞ z�1E�0 � q�H0=2 þ qH0=2 � E�0


 �
¼ q�H0=2 � E�0 þ z�1E�0 � qH0=2

 �

RðzÞ

where z =�1=�2. We recognize in these the Uh(ĝ)
coproduct and thus the intertwining relations, in the
homogeneous gradation. These equations were
solved for R in defining representations of
nonexceptional g by Jimbo (1986).

For ĝ = cs l2, it was Kulish and Reshetikhin (1983)
who first discovered that the requirement that the
coproduct must be an algebra homomorphism forces
the replacement of the commutation relations of
U(bs l2) by those of Uh(bs l2); more generally it requires
the replacement of U(ĝ ) by Uh(ĝ ).
Affine Quantum Group Symmetry
and the Exact S-Matrix

In the last section, we saw the origins of Uh(ĝ ) in the
‘‘auxiliary’’ algebra introduced in the Lax pair.
However, the quantum affine algebras also play a
second role, as a symmetry algebra. An imaginary-
coupled affine Toda field theory based on the affine
algebra ĝ_ possesses the quantum affine algebra
Uh(ĝ ) as a symmetry algebra, where ĝ_ is the
Langland dual to ĝ (the algebra obtained by
replacing roots by coroots).

The solitonic particle states in affine Toda theories
form multiplets which transform in the fundamental
representations of the quantum affine algebra. Multi-
particle states transform in tensor product representa-
tions Va � Vb. The scattering of two solitons of type
a and b with relative rapidity � is described by the
S-matrix Sab(�) : Va � Vb!Vb � Va, graphically
represented in Figure 1a. It then follows from the
symmetry that the two-particle scattering matrix
a b

c

a

ab a

b

b

θc
abθ

(a) (b)

Figure 1 (a) Graphical representation of a two-particle

scattering process described by the S-matrix Sab (�). (b) At

special values �c
ab of the relative spectral parameter, the two

particles of types a and b form a bound state of type c.
(S-matrix) for solitons must be proportional to the
intertwiner for these tensor product representa-
tions, the R matrix:

Sabð�Þ ¼ f abð�Þ�Rabð�Þ

with � proportional to u, the additive spectral
parameter. The scalar prefactor f ab(�) is not deter-
mined by the symmetry but is fixed by other
requirements like unitarity, crossing symmetry, and
the bootstrap principle.

It turns out that the axiomatic properties of the
R-matrices are in perfect agreement with the
axiomatic properties of the analytic S-matrix. For
example, crossing symmetry of the S-matrix, gra-
phically represented by

iπ – θ
==

a b

θ
a b

b a

iπ – θ
a b

b a b a

20

is a consequence of the property of the universal
R-matrix with respect to the action of the antipode S,

ðS� 1ÞR ¼ R�1

An S-matrix will have poles at certain imaginary
rapidities �ab

c corresponding to the formation of
virtual bound states. This is graphically represented
in Figure 1b. The location of the pole is determined
by the masses of the three particles involved,

m2
c ¼ m2

a þm2
b þ 2mamb cosði�ab

c Þ

At the bound state pole, the S-matrix will project
onto the multiplet Vc. Thus, the �R matrix has to have
this projection property as well and indeed, this turns
out to be the case. The bootstrap principle, whereby
the S-matrix for a bound state is obtained from the
S-matrices of the constituent particles,

a b

c d

d

d a b

c

d
= 21

is a consequence of the property [14] of the universal
R-matrix with respect to the coproduct.

There is a famous no-go theorem due to Coleman
and Mandula which states the ‘‘impossibility of
combining space-time and internal symmetries in
any but a trivial way.’’ Affine quantum group
symmetry circumvents this no-go theorem. In fact,
the derivation D is the infinitesimal two-dimensional
Lorentz boost generator and the other symmetry
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charges transform nontrivially under these Lorentz
transformations, see [2].

The noncocommutative coproduct [8] means
that a Uh(ĝ) symmetry generator, when acting on a
2-soliton state, acts differently on the left soliton
than on the right soliton. This is only possible
because the generator is a nonlocal symmetry charge
– that is, a charge which is obtained as the space
integral of the time component of a current which
itself is a nonlocal expression in terms of the fields
of the theory.

Similarly, many nonlinear sigma models possess
nonlocal charges which form Y(g ), and the con-
struction proceeds similarly, now utilizing rational
R-matrices, and with particle multiplets forming
fundamental representations of Y(g ). In each case,
the three-point couplings corresponding to the
formation of bound states, and thus the analogs for
Uh(ĝ ) and Y(g ) of the Clebsch–Gordan couplings,
obey a rather beautiful geometric rule originally
deduced in simpler, purely elastic scattering models
(Chari and Pressley 1996).

More details about this topic can be found in
Delius (1995) and MacKay (2005).
Integrable Quantum Spin Chains

Affine quantum groups provide an unlimited supply
of integrable quantum spin chains. From any
R-matrix R(�) for any tensor product of finite-
dimensional representations W � V, one can pro-
duce an integrable quantum system on the Hilbert
space V�n. This Hilbert space can then be inter-
preted as the space of n interacting spins. The space
W is an auxiliary space required in the construction
but not playing a role in the physics.

Given an arbitrary R-matrix R(�), one defines the
monodromy matrix T(�) 2 End(W � V�n) by

Tð�Þ ¼ R01ð�� �1ÞR02ð�� �2Þ � � �R0nð�� �nÞ

where, as usual, Rij is the R-matrix acting on the
ith and jth component of the tensor product space.
The �i can be chosen arbitrarily for convenience.
Graphically the monodromy matrix can be repre-
sented as

V1 V2 V3 Vn – 1 Vn

W

. . .

As a consequence of the Yang–Baxter equation
satisfied by the R-matrices the monodromy matrix
satisfies

RTT ¼ TTR ½22�
or, graphically,

W

W ′
V1 V2 Vn V1 V2 Vn

=

. . . . . .

One defines the transfer matrix

�ð�Þ ¼ trWTð�Þ

which is now an operator on V�n, the Hilbert space
of the quantum spin chain. Due to [22], two transfer
matrices commute,

½�ð�Þ; �ð�0Þ� ¼ 0

and thus the �(�) can be seen as a generating
function of an infinite number of commuting
charges, one of which will be chosen as the
Hamiltonian. This Hamiltonian can then be diag-
onalized using the algebraic Bethe ansatz.

One is usually interested in the thermodynamic
limit where the number of spins goes to infinity. In
this limit, it has been conjectured, the Hilbert space
of the spin chain carries a certain infinite-dimensional
representation of the quantum affine algebra and this
has been used to solve the model algebraically, using
vertex operators (Jimbo and Miwa 1995).
Boundary Quantum Groups

In applications to physical systems that have a
boundary, the Yang–Baxter equation [1] appears in
conjunction with the boundary Yang–Baxter equa-
tion, also known as the reflection equation,

R12ðu� vÞK1ðuÞR21ðuþ vÞK2ðvÞ
¼ K2ðvÞR12ðuþ vÞK1ðuÞR21ðu� vÞ ½23�

The matrices K are known as reflection matrices. This
equation was originally introduced by Cherednik to
describe the reflection of particles from a boundary in
an integrable scattering theory and was used by
Sklyanin to construct integrable spin chains and
quantum field theories with boundaries.

Boundary quantum groups are certain co-ideal
subalgebras of affine quantum groups. They provide
the algebraic structures underlying the solutions of the
boundary Yang–Baxter equation in the same way in
which affine quantum groups underlie the solutions of
the ordinary Yang–Baxter equation. Both allow one
to find solutions of the respective Yang–Baxter
equation by solving a linear intertwining relation. In
the case without spectral parameters these algebras
appear in the theory of braided groups (see Hopf
Algebras and q-Deformation Quantum Groups and
Braided and Modular Tensor Categories).
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For example, the subalgebra B�(ĝ ) of Uh(ĝ 0)
generated by

Qi ¼ q
Hi=2
i ðEþi þ E�i Þ þ �iðq

Hi

i � 1Þ;
i ¼ 0; . . . ; r ½24�

is a boundary quantum group for certain choices of
the parameters �i 2 C[[h]]. It is a left co-ideal
subalgebra of Uh(ĝ 0) because

�ðQiÞ ¼ Qi � 1þ qHi

i �Qi 2 Uhðĝ 0Þ � B�ðĝÞ ½25�

Intertwiners K(�) : V��!V�=� for some constant �
satisfying

Kð�Þ���ðQÞ ¼ ��=�ðQÞKð�Þ; for all Q 2 B�ðĝÞ ½26�

provide solutions of the reflection equation in the
form

ðid� K2ð	ÞÞ�R12ð�	Þðid� K1ð�ÞÞ�R21ð�=	Þ
¼ �R12ð�=	Þðid� K1ð�ÞÞ
� �R21ð�	Þðid� K2ð	ÞÞ ½27�

This can be extended to the case where the
boundary itself carries a representation W of B�(ĝ ).
The boundary Yang–Baxter equation can be repre-
sented graphically as

=
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1
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1
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Another example is provided by twisted Yangians
where, when the Ia and Ja are constructed as
nonlocal charges in sigma models, it is found that
a boundary condition which preserves integrability
leaves only the subset

Ii and ~Jp ¼ Jp þ 1
4 fpiqðIiIq þ IqIiÞ

conserved, where i labels the h -indices and p, q the
k-indices of a symmetric splitting g = h þ k. The
algebra Y(g , h ) generated by the Ii,~Jp is, like B�(ĝ ),
a co-ideal subalgebra, �(Y(g , h )) � Y(g )� Y(g , h ),
and again yields an intertwining relation for
K-matrices. For g = s ln and h = s on or s p 2n, Y(g , h)
is the ‘‘twisted Yangian’’ described in Molev (2003).

All the constructions in earlier sections of this
review have analogs in the boundary setting. For
more details see Delius and MacKay (2003) and
MacKay (2005).

See also: Bethe Ansatz; Boundary Conformal Field
Theory; Classical r-Matrices, Lie Bialgebras, and Poisson
Lie Groups; Hopf Algebras and q-Deformation Quantum
Groups; Riemann–Hilbert Problem; Solitons and
Kac–Moody Lie Algebras; Yang–Baxter Equations.
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Introduction

In classical electrodynamics, the interaction of charged
particles with the electromagnetic field is local,
through the pointlike coupling of the electric charge
of the particles with the electric and magnetic fields, E
and B, respectively. This is mathematically expressed
by the Lorentz-force law. The scalar and vector
potentials, ’ and A, which are the time and space
components of the relativistic 4-potential A�, are
considered auxiliary quantities in terms of which
the field strengths E and B, the observables, are
expressed in a gauge-invariant manner. The homo-
geneous or first pair of Maxwell equations are a direct
consequence of the definition of the field strengths in
terms of A�_ The inhomogeneous or second pair of
Maxwell equations, which involve the charges and
currents present in the problem, are also usually
written in terms of E and B ; however when writing
them in terms of A�, the number of degrees of freedom
of the electromagnetic field is explicitly reduced from
six to four; and finally, with two additional gauge
transformations, one ends with the two physical
degrees of freedom of the electromagnetic field.

In quantum mechanics, however, both the
Schrödinger equation and the path-integral approaches
for scalar and unpolarized charged particles in the
presence of electromagnetic fields, are written in
terms of the potential and not of the field strengths.
Even in the case of the Schrödinger–Pauli equation
for spin 1=2 electrons with magnetic moment m
interacting with a magnetic field B, one knows that
the coupling �m � B is the nonrelativistic limit of the
Dirac equation, which depends on A� but not on E and
B_ Since gauge invariance also holds in the quantum
domain, it was thought that A and ’ were mere
auxiliary quantities, like in the classical case.

Aharonov and Bohm, in 1959, predicted a quan-
tum interference effect due to the motion of charged
particles in regions where B(E) vanishes, but not
A(’), leading to a nonlocal gauge-invariant effect
depending on the flux of the magnetic field in the
inaccessible region, in the magnetic case, and on the
difference of the integrals over time of time-varying
potentials, in the electric case. (The magnetic effect
was already noticed 10 years before by Ehrenberg
and Siday in a paper on the refractive index of
electrons.)

In the context of the Schrödinger equation, one
can show that due to gauge invariance, if  0 is a
solution to the equation in the absence of an
electromagnetic potential, then the product of
 0(x) times the integral of A� over a path joining
an arbitrary reference point x0 to x is also a
solution, if the integral is path independent. How-
ever, it is the path integral of Feynman which in the
formulas for propagators of charged particles in the
presence of electromagnetic fields clearly shows that
the action of these fields on charged particles is
nonlocal, and it is given by the celebrated non-
integrable (path-dependent) phase factor of Wu and
Yang (1975). Moreover, this fact provides an
additional proof of the nonlocal character of
quantum mechanics: to surround fluxes, or to
develop a potential difference, the particle has to
travel simultaneously at least through two paths.

Thus, the fact that the Aharonov–Bohm (A–B)
effect was verified experimentally, by Chambers and
others, demonstrates the necessity of introducing the
(gauge-dependent) potential A� in describing the
electromagnetic interactions of the quantum parti-
cle. This is widely regarded as the single most
important piece of evidence for electromagnetism
being a gauge theory. Moreover, it shows, to
paraphrase Yang, that the field underdescribes the
physical theory, while the potential overdescribes it,
and it is the phase factor which describes it exactly.

The content of this article is essentially twofold.
The first four sections are mainly physical, where we
describe the magnetic A–B effect using the
Schrödinger equation and the Feynman path inte-
gral. The fifth section is geometrical and is the long-
est of the article. We describe the effect in the
context of fiber bundles and connections, namely
as a result of the coupling of the wave function
(section of an associated bundle) to a nontrivial
flat connection (non-pure gauge vector potential
with zero magnetic field) in a trivial bundle (the
A–B bundle) with topologically nontrivial (non-
simply-connected) base space. We discuss the mod-
uli space of flat connections and the holonomy
groups giving the phase shifts of the interference
patterns. Finally, in the last section, we briefly
comment on the nonabelian A–B effect.

Electromagnetic Fields in Classical Physics

In classical physics, the motion of charged particles
in the presence of electromagnetic fields is governed
by the equation
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d

dt
p = q

�
Eþ v

c
� B

�
½1�

where

p =
mvffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðv2=c2Þ
p

is the mechanical momentum of the particle with
electric charge q, mass m, and velocity v = ẋ (c is
the velocity of light in vacuum, and for jvj � c the
left-hand side (LHS) of [1] is approximately mv); the
right-hand side (RHS) is the Lorentz force, where E
and B are, respectively, the electric and magnetic
fields at the spacetime point (t, x) where the particle
is located. Equation [1] is easily derived from the
Euler–Lagrange equation

d

dt

�
@L

@v

�
� @L

@x
= 0 ½2�

with the Lagrangian L given by the sum of the free
Lagrangian for the particle,

L0 = �mc2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

r
½3�

and the Lagrangian describing the particle–field
interaction,

Lint =
q

c
A � v� q’ ½4�

In [4], A and ’ are, respectively, the vector potential
and the scalar potential, which together form the
4-potential A� = (A0, �A) = (’, �Ai), i = 1, 2, 3,
in terms of which the electric and magnetic field
strengths are given by

E = � 1

c

@

@t
A�r’ ½5a�

B = r� A ½5b�

The classical action corresponding to a given path of
the particle is

S ¼
Z t2

t1

dt L ¼
Z t2

t1

dtðL0 þ LintÞ

¼
Z t2

t1

dt L0 þ
Z t2

t1

dt Lint � S0 þ Sint ½6�

E, B, and S are invariant under the gauge
transformation

A! A0 = A�r� ½7a�

’! ’0 = ’þ 1

c

@

@t
� ½7b�

where � is a real-valued differentiable scalar
function (at least of class C2) on spacetime. That
is, if E0, B0, and S0int are defined in terms of A0 and
’0 as E, B, and Sint are defined in terms of A and
’, then E0 = E, B0 = B, and S0int = Sint. This fact
leads to the concept that, classically, the observa-
bles E and B are the physical quantities, while A�

is only an auxiliary quantity. Also, and most
important in the present context, eqn [1] states
that the motion of the particles is determined by
the values or state of the field strengths in an
infinitesimal neighborhood of the particles, that is,
classically, E and B act locally. If one defines the
differential 1-form A � A�dx� (with dx0 = c dt),
then the components of the differential 2-form
F = dA = (1=2)(@�A� � @�A�)dx� ^ dx� � (1=2)F��
dx� ^ dx� are precisely the electric and magnetic
fields:

F�� =

0 E1 E2 E3

�E1 0 �B3 B2

�E2 B3 0 �B1

�E3 �B2 B1 0

0BBBBB@

1CCCCCA ½8�

At the level of A,

dF = d2A = 0 ½9�

is an identity, but at the level of E and B, [9]
amounts to the homogeneous (or first pair of)
Maxwell equations obeyed by the field strengths:

r � B = 0 ½10a�

r � Eþ 1

c

@

@t
B = 0 ½10b�

Therefore, these equations have a geometrical
origin. The second pair of Maxwell equations is
dynamical, and is obtained from the field action (in
the Heaviside system of units)

Sfield = � 1

4c

Z
d4xF��F

�� ½11�

which leads to r � E = 4�� ½12a�

r � B� 1

c

@

@t
E =

4�j

c
½12b�

where (�,�j) = (j0,�j) is the 4-current satisfying, as a
consequence of [12a] and [12b], the conservation law

@�j� = 0 ½13�

For a pointlike particle, �(t, x) = q�3(x� x(t)) and
j = �v.
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Electromagnetic Fields in Quantum
Physics

In quantum physics, the motion of charged particles in
external electromagnetic fields is governed by the
Schrödinger equation or, equivalently, by the Feynman
path integral. In both cases, however, it is the
4-potential A� which appears in the equations, and
not the field strengths. For simplicity, we consider here
scalar (spinless) charged particles or unpolarized
electrons (spin-(1=2)particles), both of which, in the
nonrelativistic approximation, can be described quan-
tum mechanically by a complex wave function  (t, x).

To derive the Schrödinger equation, one starts
from the classical Hamiltonian

H = P � v� L�mc2 =
1

2

�
P � q

c
A
�2

þ q’ ½14�

where

P =
@

@v
L = pþ q

c
A

is the canonical momentum of the particle, and we
have subtracted its rest energy. The replacements
P ! �i�hr and H ! i�h@=@t lead to

i�h
@

@t
 ¼

�
1

2m

�
i�hrþ q

c
A

�2

þ q’

�
 

¼
�
� �h2

2m
r2 þ q2

2mc2
A2

þ i�hq

2mc
r � Aþ i�hq

mc
A � r þ q’

�
 ½15�

The gauge transformation [7a] and [7b] is a
symmetry of this equation, if simultaneously to the
change of the 4-potential, the wave function trans-
forms as follows:

 ðt;xÞ !  0ðt; xÞ = e�ðiq=�hcÞ�  ðt; xÞ ½7c�

So, A0 and  0 obey [15]. At each (t, x), e�(iq=�hc)�

belongs to U(1), the unit circle in the complex plane.
In the path-integral approach, the kernel

K(t0, x0;t, x), which gives the probability amplitude
for the propagation of the particle from the spacetime
point (t, x) to the spacetime point (t0, x0) (t < t0), is
given by

Kðt0; x0; t; xÞ

¼
Z xðt0Þ¼x0

xðtÞ¼x

Dxð�Þexp
i

�h
ðS0 þ SintÞ

� �
¼
Z xðt0Þ¼x0

xðtÞ¼x

Dxð�Þexp

�
i

�h

Z t0

t

d�

�
1

2
mẋ2

þ q

c
A � v� q’

��

¼
Z xðt0Þ¼x0

xðtÞ¼x

Dxð�Þexp

�
i

�h

Z t0

t

d�
1

2
mẋ2

�
� exp

�
iq

�hc

Z t0

t

�
A � dx� ’ dx0

��
¼
Z xðt0Þ¼x0

xðtÞ¼x

Dxð�Þexp

�
i

�h

Z t0

t

d�
1

2
mẋ2

�
� exp

�
iq

�hc

Z t0

t

dx�A�

�
½16�

where the integral
R

Dx(�) . . . is over all continuous
spacetime paths (� , x(�)) which join (t, x) with (t0, x0).
If one knows the wave function at (t, x), then the
wave function at (t0, x0) is given by

 ðt0; x0Þ =

Z
d3x Kðt0; x0; t; xÞ ðt; xÞ ½17�

An important point is the natural appearance in the
integrand of the functional integral of the factor

e
ðiq=�hcÞ

R
�

A

for each path � joining (t, x) with (t0, x0).

A Solution to the Schrödinger Equation

In what follows, we shall restrict ourselves to static
magnetic fields; then in the previous formulas, we
set ’ = 0 and A(t, x) = A(x). It is then easy to
show that if x0 is an arbitrary reference point and
the integral

R x
x0

A(x0) � dx0 is independent of the
integration path from x0 to x, that is, it is a well-
defined function f of x, and if  0 is a solution of
the free Schrödinger equation, that is,

i�h
@

@t
 0 = � �h2

2m
r2 0 ½18�

then

 ðt; xÞ = exp

�
iq

�hc

Z x

x0

Aðx0Þ � dx0
�
 0ðt; xÞ ½19�

is a solution of [15]. In fact, replacing [19] in [15],
the LHS gives

exp

�
iq

�hc
f ðxÞ

�
i�h
@

@t
 0

while for the RHS one has

exp

�
iq

�hc
f ðxÞ

��
� �h2

2m

�
r2 0
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The cancelation of the exponential factors shows
that, under the condition of path independence,
there is no effect of the potential on the charged
particles. Another way to see this is by making a
gauge transformation [7a]–[7c] with �(x) = f (x),
which changes  !  0 and A! A0 = A�rR x

x0
A(x0) � dx0 = A� A = 0.

The condition of path independence amounts,
however, to the condition that no magnetic field is
present since, if

R
� A depends on �, then for some

pair of paths � and �0 from (t, x) to (t0, x0), 0 6¼
R
�

A�
R
�0A =

R
�Aþ

R
��0A =

H
�[(��0) A =

R
� ds � (r�A),

where in the last equality we applied Stokes theorem
(� is any surface with boundary �[ (��0)), which
shows that B =r�A must not vanish everywhere
and has a nonzero flux � through � given by

� =

Z
�

ds � B ½20�

The conclusion of this section is that the ansatz [19] for
solving [15] can only be applied in simply connected
regions with no magnetic field strength present.

Aharonov–Bohm Proposal

In 1959, Aharonov and Bohm proposed an experi-
ment to test, in quantum mechanics, the coupling of
electric charges to electromagnetic field strengths
through a local interaction with the electromagnetic
potential A�, but not with the field strengths
themselves. However, as we saw before, no physical
effect exists, that is, A� can be gauged away, unless
magnetic and/or electric fields exist somewhere,
although not necessarily overlapping the wave func-
tion of the particles.

Consider the usual two-slit experiment as depicted
in Figure 1, with the additional presence, behind the
slits, of a long and narrow solenoid enclosing a
nonvanishing magnetic flux � due to a constant and
homogeneous magnetic field B normal to the plane

of the figure (in direction z); outside of the solenoid,
the magnetic field is zero. If the radius of the
solenoid is R, a vector potential A that produces
such field strength is given by

AðxÞ ¼ (jBjr/2)’̂; r � R
(�/2�r)’̂; r > R

	
½21�

where � = �R2jBj and ’̂ is a unit vector in the
azimuthal direction. In fact,

B = r� AðxÞ =
jBjẑ; r � R

0; r > R

	
½22�

Notice that at r = R, A is continuous but not
continuously differentiable. Also, the ideal limit of
an infinitely long solenoid makes the problem two-
dimensional, that is, in the x–y plane.

The probability amplitude for an electron emitted
at the source S to arrive at the point P on the screen
�, is given by the sum of two probability ampli-
tudes, namely those corresponding to passing
through the slits 1 and 2. The solenoid is assumed
to be impenetrable to the electrons; mathematically,
this corresponds to a motion in a non-simply-
connected region. In the approximation for the
path integral [16], in which one considers the
contribution of only two classes of paths, that is,
the class f�g represented by path I, and the class
f�0g represented by path II, if the wave function at
the source is  S, then the wave function at P is
given by

 P ¼
 Z

f�g
e i=�hð ÞS0ð�Þe

� ijej=�hcð Þ
R
�

A

þ
Z
f�0g

e i=�hð ÞS0ð�0Þe
�ðijej=�hcÞ

R
�0

A

!
 S

¼ e
�ðijej=�hcÞ

R
I

A
Z
f�g

eði=�hÞS0ð�Þ S

þ e
�ðijej=�hcÞ

R
II

A
Z
f�0g

eði=�hÞS0ð�0Þ S

¼ e
�ðijej=�hcÞ

R
I

A

�
 0

PðIÞ

þ e
�ðijej=�hcÞ

�R
II[ð�IÞ

A
�
 0

PðIIÞ
�

¼ e
�ðijej=�hcÞ

R
I

A

�
 0

PðIÞ þ e�2�ið�=�0Þ 0
PðIIÞ

�
½23�

where, in the second line, we used the path
independence of the integral of A within each class
of paths;

 0
PðIÞ =

Z
f�g

e
ði=�hÞ

R
f�g

S0ð�Þ
 S

S

I

II

1

2

z

y

xR

P

∏

Figure 1 Magnetic Aharonov–Bohm effect.
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and

 0
PðIIÞ =

Z
f�0g

eði=�hÞS0ð�0Þ S

and, in the last equality, we applied the extended
version of Stokes theorem (by Craven), to allow for
noncontinuously differentiable vector potentials;
and the quantum of magnetic flux associated with
the charge jej is defined by

�0 = 2�
�hc

jej ffi 4:135� 10�7 G cm2 ½24�

( = 2�=jej =
ffiffiffiffiffiffiffiffiffi
�=	

p
ffi

ffiffiffiffiffiffiffiffiffiffiffi
137�
p

in the natural system
of units (n.s.u.) �h = c = 1; 	 is the fine structure
constant). Then the probability of finding the
electron at P is proportional to

j Pj2 = j 0
PðIÞj

2 þ j 0
PðIIÞj

2

þ 2Re
�
e

2�ið�=�0Þ 0
PðIÞ 0

PðIIÞ

� ½25�

which exhibits an interference pattern shifted with
respect to that without the magnetic field: as B and
therefore � change, dark and bright interference
fringes alternate periodically at the screen �, with
period �0. This is the magnetic A–B effect, which has
been quantitatively verified in many experiments, the
first one in 1960 by Chambers. The effect is:

1. gauge invariant, since B and therefore � are
gauge invariant;

2. nonlocal, since it depends on the magnetic field
inside the solenoid, where the electrons never
enter;

3. quantum mechanical, since classically the charges
do not feel any force and therefore no effect
would be expected in this limit; and

4. topological, since the electrons necessarily move
in a non-simply-connected space.

But perhaps the most important implication of the
A–B effect is a dramatic additional confirmation of
the nonlocal character of quantum mechanics: the
electron has to ‘‘travel’’ along the two paths (I and
II) simultaneously; on the contrary, no flux would
be surrounded and then no shift of the (then
nonexistent) interference fringes would be observed
at the screen �.

Calculations in the path-integral approach includ-
ing the whole set of homotopy classes of paths
around the solenoid, indexed by an integer m, have
been performed by several authors, leading to a
formula of the type

 P =
X1

m = �1e�im� 0
PðmÞ ½26�

with

� = 2�
�

�0
½27�

(Schulman 1971, Kobe 1979). As in [23],

 Pð�þ k�0Þ =  Pð�Þ; k 2 Z ½28�

There is a close relation between the A–B effect
and the Dirac quantization condition (DQC) in the
presence of electric and magnetic charges: according
to [25] (or [26]) the A–B effect disappears when the
flux � equals n�0 = 2�n(�hc=jej), n 2 Z, that is,
when the condition

jej� = nhc ½29�

holds. But this is the DQC (Dirac 1931) when � is
the flux associated with a magnetic charge g :
�(g) = (g=4�r2)� 4�r2 = g, leading to jejg = nhc
(2�n in the n.s.u.). This is precisely the condition for
the Dirac string to be unobservable in quantum
mechanics: to give no A–B effect.

Geometry of the A–B Effect

In this section we study the space of gauge classes of
flat potentials outside the solenoid, which determine
the A–B effect; the topological structure of the A–B
bundle; and the holonomy groups of the connec-
tions, which precisely give the phase shifts of the
wave functions. We use the n.s.u. system; in parti-
cular, if [L] is the unit of length, then [A�] = [L]�1,
[jej] = [L]0, and �0 = 2�=jej=

ffiffiffiffiffiffiffiffiffi
�=	

p
ffi

ffiffiffiffiffiffiffiffiffiffiffiffi
137�,
p

where
	 is the fine structure constant.

To synthesize, one can say that the abelian A–B
effect is a nonlocal gauge-invariant quantum effect
due to the coupling of the wave function (section of
an associated bundle) to a nontrivial (non-exact) flat
(closed) connection in a trivial principal bundle with
a non-simply-connected base space. In the following
subsections, we will give a detailed explanation of
these statements.

The A–B Bundle

The gauge group of electromagnetism is the abelian
Lie group U(1) with Lie algebra (the tangent space at
the identity) u(1) = iR. In the limit of an infinitely
long and infinitesimally thin solenoid carrying the
magnetic flux �, the space available to the electrons
is the plane minus a point, that is, R2
, which is of
the same homotopy type as the circle S1. Then the
set of isomorphism classes of U(1) bundles over R2


is in one-to-one correspondence with the set of
homotopy classes of maps from S0 to S1 (Steenrod
1951), which consists of only one point: if f , g :
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S0 ! S1 are given by f (1) = ei’1 , f (�1) = ei’2 ,
g(1) = ei
1 , and g(�1) = ei
2 , then H : S0 � [0, 1]!
S1 given by H(1, t) = ei((1�t)’1þt
1) and H(�1, t) =
ei((1�t)’2þt
2) is a homotopy between f and g. Then,
up to equivalence, the relevant bundle for the A–B
effect is the product bundle

�A�B : Uð1Þ ! R2
 � Uð1Þ ! R2
 ½30a�

Since R2
 is homeomorphic to an open disk minus a
point (D2

0)
, then the total space of the bundle is
homeomorphic to an open solid 2-torus minus a
circle, since (T2

0 )
 = (D2
0)
 � S1. Then the A–B

bundle has the topological structure

�A�B : S1 ! ðT2
0Þ

 ! ðD2

0Þ

 ½30b�

The Gauge Group and the Moduli Space of Flat
Connections

The gauge group of the bundle �A–B is the set of
smooth functions from the base space to the
structure group, that is, G = C1(R2
, U(1)). Since
G � C0(R2
, U(1)) = fcontinuous functions R2
 !U
(1)g and [R2
, U(1)] = fhomotopy classes of contin-
uous functions R2
 ! U(1)g ffi [S1, S1] ffi �1(S1) ffi
Z, given f 2 G there exists a unique n 2 Z such
that f is homotopic to fn(f � fn), where fn : R2
 !
U(1) is given by fn(rei’) = ein’, ’ 2 [0, 2�).
G acts on the space of flat connections on �A–B

given by the closed u(1)-valued differential 1-forms
on R2
:

C0 = fA 2 �1ðR2
; uð1ÞÞ; dA = 0g ½31�

through

C0 � G ! C0; ðA; f Þ ! A þ f�1df ½32�

where f�1(x, y) = (f (x, y))�1. The moduli space

M0 ¼
C0

G ¼ fgauge equivalence classes

of flat connections on �A�Bg

¼ f½A� ¼ fA þ f�1df; f 2 Gg;A 2 C0g ½33�

is isomorphic to the circle S1 with length 1. This can
be seen as follows: the de Rham cohomology of R2


with coefficients in iR in dimension 1 is

H1
DRðR2
; iRÞ= f�½A0�DR; � 2 Rg

ffi H1
DRðS1; iRÞ ffi R ½34�

where

A0 = i
x dy� y dx

x2 þ y2
2 C0 ½35�

is the connection that, once multiplied by �jej�1 (see
below) generates the flux ��0 and therefore no
A–B effect: A0 is closed (dA0 = 0) but not
exact ((x dy� y dx)=(x2 þ y2) = d’ only for ’ 2
(0, 2�), ’ = 0 is excluded); [A0]DR = A0 þ d
 with

 2 �0(R2
; iR). 
 gives an element of G through the
composite exp 
 
 : R2
 ! U(1), (x, y) 7! ei
(x, y). The
A–B effect with flux � =� ��0 is produced by the
connection A = �A0. To determine M0, one finds
the smallest � 2 R such that (�þ �)A0 � �A0, that is,
(�þ �)A0 2 [�A0], which means, from [33], that
(�þ �)A0 = �A0 þ f�1df or �A0 = f�1df . For ’ 6¼
0, A0 = id’ and f�1

1 df1 = id’, then � = 1, and
therefore (�þ 1)A0 � �A0, in particular A0 � 0.

A remark concerning the gauge group G is the
following. In classical electrodynamics, according to
[7a] and [7b], the symmetry group could be taken to
be the additive group (R, þ) instead of the multi-
plicative group U(1). Since R is contractible, then
the gauge group would be Gcl = C1(R2
, R) with
[R2
, R] ffi 0, so that the homomorphism � : Gcl ! G,
�(f ) (x) = eif (x) would not exhaust G since �(f ) 2 [1]
for any f 2 Gcl: in fact, H : R2
 � [0, 1]! U(1)
given by H(x, t) = ei(1�t)f (x) is a homotopy between
�(f ) and 1. However, the quantization of electric
charges implies that in fact the gauge group is U(1)
and not R. This is equivalent mathematically to the
possible existence of magnetic monopoles which
require nontrivial bundles for their description.

Covariant Derivative, Parallel Transport,
and Holonomy

Let G be a matrix Lie group with Lie algebra g, B a
differentiable manifold, � :G! P!� B a principal
bundle, V a vector space, G� V ! V an action,
and �V :V ! P�G V!�v B the corresponding asso-
ciated vector bundle (�V is trivial if � is trivial). Call
	(�V) the sections of �V , 	(TB)(	(TP)) the sections
of the tangent bundle of B(P), and 	eq(P, V) the set
of functions � : P! V satisfying �(pg) = g�1�(p)
(equivariant functions from P to V). s 2 	(�V)
induces �s 2 	eq(P, V) with �s(p) = �, where
s(�(p)) = [p, �] and � 2 	eq(P, V) induces s� 2 	(�V)
with s�(b) = [p, �(p)], where p 2 ��1(fbg). If H is a
connection on �, that is, a smooth assignment of a
(horizontal) vector subspace Hp of TpP at each p of
P, algebraically determined by a smooth g-valued
1-form ! on P through Hp = ker(!p), s 2 	(�V),
X 2 	(TB), and X" 2 	(TP) the horizontal lifting of
X by !, then X"(�s) 2 	eq(P, V), and covariant
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derivative of s with respect to ! in the direction of X is
defined by

r!
Xs : = sX"ð�sÞ ½36a�

If � : ��1(U)! U �G is a local trivialization of �,
x�, � = 1, . . . , dim B are local coordinates on U, and
ei, i = 1, . . . , dim V is a basis of the local sections in
��1

V (U), then the local expression of [36a] is

r!U

X�@=@x�ðs
ieiÞ = X�

�
�

j
i

@

@x�
þAj

�i

�
siej ½36b�

where

AU
j
i = Aj

�idx� = ð�
!UÞji ½36c�

is the geometrical gauge potential in U, given by the
pullback of !U, the restriction of ! to ��1(U), by the
local section � :U! ��1(U), �(b) = ��1(b, 1). (Aj

�i

is defined through r!U

@=@x�ei = Aj
�iej.) The operator

Dj
�i = �

j
i

@

@x�
þAj

�i ½36d�

is the usual local covariant derivative. In an over-
lapping trivialization, [36b] is replaced by

r!U0
X�@=@x�ðs

0ie0iÞ = X�

�
�

j
i

@

@x�
þA

0j
�i

�
s0ie0j

with e0j = gk
j ek and s0i = g�1i

ls
l on U \U0, then the

local potential transforms as

Aj
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kA
0k
�ig
�1i

l þ ð@�g
j
kÞg
�1k

l ½36e�

which for G abelian has the form [32].
For each smooth path c : [0, 1]! B joining the

points b and b0, and each p 2 Pb = ��1(fbg), there
exists a unique path c" in P through p with c�"(t) 2
Hc(t) for all t 2 [0, 1]. c" is the horizontal lifting of c
by ! through p. Thus, for each connection and path
there exists a diffeomorphism P!c :Pb ! Pb0 called
parallel transport. If c is a loop at b, then P!c 2
Diff(Pb) is called the holonomy of ! at b along c. To
the loop space of B at b, �(B;b), corresponds a
subgroup Hol!b of Diff(Pb) called the holonomy of !
at b. If c 2 �(B;b) and 
 is a lifting of c through q 2
Pb, then there exists a unique path g : [0, 1]! G
such that c"(t) = 
(t)g(t) with c"(0) = qg(0) = p; g
satisfies the differential equation

d

dt
gðtÞ þ !
ðtÞð
̇ðtÞÞ = 0 ½37�

whose solution is the time-ordered exponential

gðtÞgð0Þ�1 ¼ T exp
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ð�1Þð
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̇ð�2ÞÞ � � �

�
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0
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ð�mÞð
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If q = p then g(0) = 1. For each p 2 P, the set of
elements g0 2 G such that c"(1) = pg0 for c 2
�(B;�(p)) is a subgroup of G, Hol!p , called the
holonomy of ! at p. (For each p, there exists a
group isomorphism Hol!p ! Hol!�(p), and if p and p0

are connected by a horizontal curve, then
Hol!p = Hol!p0 ; if all p0s in P are horizontally con-
nected, then Hol!p = G for all p 2 P.) If (U,�) is a
local trivialization of �, c � U, and 
(t) = �(c(t)), then
one has the local formula

c"ðtÞ = ��1ðcðtÞ; 1Þ
 

T exp

 
�
Z cðtÞ

cð0Þ
AU

!!
gð0Þ

½39�

In particular, if � is a product bundle, then � is the
identity, and choosing g(0) = 1 gives

c"ðtÞ =

 
cðtÞ;T exp

 
�
Z cðtÞ

cð0Þ
AU

!!
½40�

In our case, V = C, � is a product bundle, s =  ,
the wave function, is a global section of the
associated bundle

�C :C! R2
 �C�!�C R2
 ½41�

G = U(1) with g = iR and an action U(1)�C! C,
(ei’, z) 7! ei’z; therefore, A� = A0� = ia� with a�
real valued, and the covariant derivative is

D� =

 
@

@x�
þ ia�

!
 ½36f�

If  carries the electric charge q, we define the
physical gauge potential A� through

a� = qA� ½42�

and, for the covariant derivative, after multiplying
by i, we obtain the operator appearing in eqn [15],
iD� = (i(@=@x�)� qA�) : in fact, for the spatial
part the coupling is (irþ qA) , and for the
temporal part one has (i@=@t � q’) . For the
electron, q =�jej and a� =�jejA� =�(2�=�0)A�.
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For c 2 �(R2
;(x0, y0)), which turns n times
around the solenoid at (0, 0), eqn [40] gives

c" ¼ ððx0; y0Þ; e�n
H

c
AÞ ¼ ððx0; y0Þ; e�in

H
c
aÞ

¼ ððx0; y0Þ; e�ijejn
H

c
A�dxÞ ¼ ððx0; y0Þ; e�2�in�=�0Þ

and therefore, for �=�0 = � 2 [0, 1) we have the
holonomy groups

Hol
!ð�Þ
ððx0;y0Þ;1Þ ¼ fe

�2�inð�=�0Þgn2Z

¼ Zq; � ¼ p=q; p; q 2 Z; ðp; qÞ ¼ 1
Z; � 62 Q

	
½43�

In the second case, Hol!(�)
((x0, y0), 1) is dense in U(1): in fact,

suppose that for n1, n2 2 Z, n1 6¼ n2, e2�in1� = e2�in2�,
then e2�i(n1�n2)� = 1 and so (n1 � n2)� = m for some
m 2 Z; therefore, � 2 Q, which is a contradiction.

Finally, we should mention that the A–B effect
can be understood as a geometric phase à la Berry,
though not necessarily through an adiabatic change
of the parameters on which the Hamiltonian
depends. The Berry potential aB turns out to be
proportional to the real magnetic vector potential A:
in the n.s.u., and for electrons,

aB = � jejA ½44�
Nonabelian and Gravitational A–B Effects

Since the fundamental group �1(R2
, (x0, y0)) ffi Z,
eqn [43] shows that there is a homomorphism ’(!) :
�1(R2
, (x0, y0))! U(1), ’(!)(n) = e�2�in�, with
’(!) (�1(R2
)) = Hol!(�)

((x0,y0), 1), which characterizes
the A–B effect in that case. In general, an A–B
effect in a G-bundle with a connection ! is
characterized by a group homomorphism from the
fundamental group of the base space B onto the
holonomy group of the connection, which is a
subgroup of the structure group. The A–B effect is
nonabelian if the holonomy group is nonabelian,
which requires both G and �1(B,x) to be
nonabelian. Examples with Yang–Mills and grav-
itational fields are considered in the literature.
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Introduction

Quantum field theory may be understood as the
incorporation of the principle of locality, which is at
the basis of classical field theory, into quantum
physics. There are, however, severe obstacles against
a straightforward translation of concepts of classical
field theory into quantum theory, among them the
notorious divergences of quantum field theory and
the intrinsic nonlocality of quantum physics. There-
fore, the concept of locality is somewhat obscured in
the formalism of quantum field theory as it is
typically exposed in textbooks. Nonlocal concepts
such as the vacuum, the notion of particles or the S-
matrix play a fundamental role, and neither the



relation to classical field theory nor the influence of
background fields can be properly treated.

Algebraic quantum field theory (AQFT; synony-
mously, local quantum physics), on the contrary,
aims at emphasizing the concept of locality at every
instance. As the nonlocal features of quantum
physics occur at the level of states (‘‘entangle-
ment’’), not at the level of observables, it is better
not to base the theory on the Hilbert space of states
but on the algebra of observables. Subsystems of a
given system then simply correspond to subalgebras
of a given algebra. The locality concept is abstractly
encoded in a notion of independence of subsystems;
two subsystems are independent if the algebra of
observables which they generate is isomorphic
to the tensor product of the algebras of the
subsystems.

Spacetime can then – in the spirit of Leibniz – be
considered as an ordering device for systems. So, one
associates with regions of spacetime the algebras of
observables which can be measured in the pertinent
region, with the condition that the algebras of
subregions of a given region can be identified with
subalgebras of the algebra of the region.

Problems arise if one aims at a generally covariant
approach in the spirit of general relativity. Then, in
order to avoid pitfalls like in the ‘‘hole problem,’’
systems corresponding to isometric regions must be
isomorphic. Since isomorphic regions may be
embedded into different spacetimes, this amounts
to a simultaneous treatment of all spacetimes of a
suitable class. We will see that category theory
furnishes such a description, where the objects are
the systems and the morphisms the embeddings of a
system as a subsystem of other systems.

States arise as secondary objects via Hilbert space
representations, or directly as linear functionals on
the algebras of observables which can be interpreted
as expectation values and are, therefore, positive
and normalized. It is crucial that inequivalent
representations (‘‘sectors’’) can occur, and the
analysis of the structure of the sectors is one of
the big successes of AQFT. One can also study the
particle interpretation of certain states as well as
(equilibrium and nonequilibrium) thermodynamical
properties.

The mathematical methods in AQFT are mainly
taken from the theory of operator algebras, a field of
mathematics which developed in close contact to
mathematical physics, in particular to AQFT.
Unfortunately, the most important field theories,
from the point of view of elementary particle
physics, as quantum electrodynamics or the standard
model could not yet be constructed beyond formal
perturbation theory with the annoying consequence
that it seemed that the concepts of AQFT could not

be applied to them. However, it has recently been
shown that formal perturbation theory can be
reshaped in the spirit of AQFT such that the algebras
of observables of these models can be constructed as
algebras of formal power series of Hilbert space
operators. The price to pay is that the deep
mathematics of operator algebras cannot be applied,
but the crucial features of the algebraic approach can
be used.

AQFT was originally proposed by Haag as a
concept by which scattering of particles can be
understood as a consequence of the principle of
locality. It was then put into a mathematically
precise form by Araki, Haag, and Kastler. After the
analysis of particle scattering by Haag and Ruelle
and the clarification of the relation to the Lehmann–
Symanzik–Zimmermann (LSZ) formalism by Hepp,
the structure of superselection sectors was studied
first by Borchers and then in a fundamental series of
papers by Doplicher, Haag, and Roberts (DHR)
(see, e.g., Doplicher et al. (1971, 1974)) (soon after
Buchholz and Fredenhagen established the relation
to particles), and finally Doplicher and Roberts
uncovered the structure of superselection sectors as
the dual of a compact group thereby generalizing the
Tannaka–Krein theorem of characterization of
group duals.

With the advent of two-dimensional conformal
field theory, new models were constructed and it was
shown that the DHR analysis can be generalized to
these models. Directly related to conformal theories is
the algebraic approach to holography in anti-de Sitter
(AdS) spacetime by Rehren.

The general framework of AQFT may be described
as a covariant functor between two categories. The
first one contains the information on local relations
and is crucial for the interpretation. Its objects are
topological spaces with additional structures (typi-
cally globally hyperbolic Lorentzian spaces, possibly
spin bundles with connections, etc.), its morphisms
being the structure-preserving embeddings. In the
case of globally hyperbolic Lorentzian spacetimes,
one requires that the embeddings are isometric and
preserve the causal structure. The second category
describes the algebraic structure of observables. In
quantum physics the standard assumption is that one
deals with the category of C�-algebras where the
morphisms are unital embeddings. In classical phys-
ics, one looks instead at Poisson algebras, and in
perturbative quantum field theory one admits alge-
bras which possess nontrivial representations as
formal power series of Hilbert space operators. It is
the leading principle of AQFT that the functor a

contains all physical information. In particular, two
theories are equivalent if the corresponding functors
are naturally equivalent.
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In the analysis of the functor a, a crucial role is
played by natural transformations from other
functors on the locality category. For instance, a
field A may be defined as a natural transformation
from the category of test function spaces to the
category of observable algebras via their functors
related to the locality category.

Quantum Field Theories as Covariant
Functors

The rigorous implementation of the generally covariant
locality principle uses the language of category theory.

The following two categories are used:

Loc: The class of objects obj(Loc) is formed by all
(smooth) d-dimensional (d � 2 is held fixed),
globally hyperbolic Lorentzian spacetimes M
which are oriented and time oriented. Given any
two such objects M1 and M2, the morphisms  2
homLoc(M1, M2) are taken to be the isometric
embeddings  : M1 !M2 of M1 into M2 but with
the following constraints:

(i) if � : [a, b]!M2 is any causal curve and
�(a), �(b) 2  (M1) then the whole curve must
be in the image  (M1), that is, �(t) 2  (M1) for
all t 2 [a, b];

(ii) any morphism preserves orientation and
time orientation of the embedded spacetime.
The composition is defined as the composition
of maps, the unit element in homLoc(M, M) is
given by the identical embedding idM : M 7!M
for any M 2 obj(Loc).

Obs: The class of objects obj(Obs) is formed by all
C�-algebras possessing unit elements, and the
morphisms are faithful (injective) unit-preserving
�-homomorphisms. The composition is again
defined as the composition of maps, the unit
element in homObs(A,A) is for any A 2 obj(Obs)
given by the identical map idA : A 7!A, A 2 A.

The categories are chosen for definitiveness. One
may envisage changes according to particular needs,
as, for instance, in perturbation theory where instead
of C�-algebras general topological �-algebras are
better suited. Or one may use von Neumann
algebras, in case particular states are selected. On
the other hand, one might consider for Loc bundles
over spacetimes, or (in conformally invariant the-
ories) admit conformal embeddings as morphisms. In
case one is interested in spacetimes which are not
globally hyperbolic, one could look at the globally
hyperbolic subregions (where one needs to be careful
about the causal convexity condition (i) above).

The concept of locally covariant quantum field
theory is defined as follows.

Definition 1

(i) A locally covariant quantum field theory is a
covariant functora from Loc to Obs and (writing
� for a( )) with the covariance properties

� 0 � � ¼ � 0� ; �idM
¼ idaðMÞ

for all morphisms  2 homLoc(M1, M2), all
morphisms  0 2 homLoc(M2, M3), and all
M 2 obj(Loc).

(ii) A locally covariant quantum field theory
described by a covariant functor a is called
‘‘causal’’ if the following holds: whenever there
are morphisms  j 2 homLoc(Mj, M), j = 1, 2,
so that the sets  1(M1) and  2(M2) are causally
separated in M, then one has

� 1
ðaðM1ÞÞ; � 2

ðaðM2ÞÞ
� �

¼ f0g

where the element-wise commutation makes
sense in a(M).

(iii) One says that a locally covariant quantum field
theory given by the functor a obeys the ‘‘time-
slice axiom’’ if

� ðaðMÞÞ ¼aðM0Þ

holds for all  2 homLoc(M, M0) such that  (M)
contains a Cauchy surface for M0.

Thus, a quantum field theory is an assignment of
C�-algebras to (all) globally hyperbolic spacetimes
so that the algebras are identifiable when the
spacetimes are isometric, in the indicated way. This
is a precise description of the generally covariant
locality principle.

The Traditional Approach

The traditional framework of AQFT, in the Araki–
Haag–Kastler sense, on a fixed globally hyperbolic
spacetime can be recovered from a locally covariant
quantum field theory, that is, from a covariant
functor a with the properties listed above.

Indeed, let M be an object in obj(Loc). K(M)
denotes the set of all open subsets in M which are
relatively compact and also contain, with each pair
of points x and y, all g-causal curves in M
connecting x and y (cf. condition (i) in the definition
of Loc). O 2 K(M), endowed with the metric of M
restricted to O and with the induced orientation and
time orientation, is a member of obj(Loc), and the
injection map �M,O : O!M, that is, the identical
map restricted to O, is an element in homLoc(O, M).
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With this notation, it is easy to prove the following
assertion:

Theorem 1 Let a be a covariant functor with
the above-stated properties, and define a map
K(M) 3 O 7!A(O) 	a(M) by setting

AðOÞ :¼ ��M;O
ðaðOÞÞ

Then the following statements hold:

(i) The map fulfills isotony, that is,

O1 	 O2 ) AðO1Þ 	 AðO2Þ
for all O1;O2 2 KðMÞ

(ii) If there exists a group G of isometric diffeo-
morphisms � : M!M (so that � � g = g) preser-
ving orientation and time orientation, then there
is a representation G 3 � 7! �̃� of G by C�-
algebra automorphisms �̃� :a(M)!a(M)
such that

~��ðAðOÞÞ ¼ Að�ðOÞÞ; O 2 KðMÞ

(iii) If the theory given by a is additionally causal,
then it holds that

½AðO1Þ;AðO2Þ� ¼ f0g

for all O1, O2 2 K(M) with O1 causally sepa-
rated from O2.

These properties are just the basic assumptions of
the Araki–Haag–Kastler framework.

The Achievements of the Traditional
Approach

In the Araki–Haag–Kastler approach in Minkowski
spacetime M, many results have been obtained in
the last 40 years, some of them also becoming a
source of inspiration to mathematics. A description
of the achievements can be organized in terms of a
length-scale basis, from the small to the large. We
assume in this section that the algebra a(M) is
faithfully and irreducibly represented on a Hilbert
space H, that the Poincaré transformations are
unitarily implemented with positive energy, and
that the subspace of Poincaré invariant vectors is
one dimensional (uniqueness of the vacuum).
Moreover, algebras correponding to regions which
are spacelike to a nonempty open region are
assumed to be weakly closed (i.e., von Neumann
algebras on H), and the condition of weak
additivity is fulfilled, that is, for all O 2 K(M)
the algebra generated from the algebras
A(Oþ x), x 2M is weakly dense in a(M).

Ultraviolet Structure and Idealized Localizations

This section deals with the problem of inspecting the
theory at very small scales. In the limiting case, one
is interested in idealized localizations, eventually the
points of spacetimes. But the observable algebras are
trivial at any point x 2M, namely\

O3x

AðOÞ ¼ C1; O 2 KðMÞ

Hence, pointlike localized observables are neces-
sarily singular. Actually, the Wightman formulation
of quantum field theory is based on the use of
distributions on spacetime with values in the algebra
of observables (as a topological �-algebra). In spite
of technical complications whose physical signifi-
cance is unclear, this formalism is well suited for a
discussion of the connection with the Euclidean
theory, which allows, in fortunate cases, a treatment
by path integrals; it is more directly related to
models and admits, via the operator-product expan-
sion, a study of the short-distance behavior. It is,
therefore, an important question how the algebraic
approach is related to the Wightman formalism. The
reader is referred to the literature for exploring the
results on this relation.

Whereas these results point to an essential equiva-
lence of both formalisms, one needs in addition a
criterion for the existence of sufficiently many Wight-
man fields associated with a given local net. Such a
criterion can be given in terms of a compactness
condition to be discussed in the next subsection. As a
benefit, one derives an operator-product expansion
which has to be assumed in the Wightman approach.

In the purely algebraic approach, the ultraviolet
structure has been investigated by Buchholz and
Verch. Small-scale properties of theories are studied
with the help of the so-called scaling algebras whose
elements can be described as orbits of observables
under all possible renormalization group motions.
There results a classification of theories in the scaling
limit which can be grouped into three broad classes:
theories for which the scaling limit is purely classical
(commutative algebras), those for which the limit is
essentially unique (stable ultraviolet fixed point) and
not classical, and those for which this is not the case
(unstable ultraviolet fixed point). This classification
does not rely on perturbation expansions. It allows
an intrinsic definition of confinement in terms of the
so-called ultraparticles, that is, particles which are
visible only in the scaling limit.

Phase-Space Analysis

As far as finite distances are concerned, there are
two apparently competing principles, those of
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nuclearity and modularity. The first one suggests
that locally, after a cutoff in energy, one has a
situation similar to that of old quantum mechanics,
namely a finite number of states in a finite volume
of phase space. Aiming at a precise formulation,
Haag and Swieca introduced their notion of com-
pactness, which Buchholz and Wichmann sharpened
into that of nuclearity. The latter authors proposed
that the set generated from the vacuum vector �,

fe��HA� jA 2 AðOÞ; kAk < 1g

H denoting the generator of time translations
(Hamiltonian), is nuclear for any � > 0, roughly
stating that it is contained in the image of the unit
ball under a trace class operator. The nuclear size
Z(�,O) of the set plays the role of the partition
function of the model and has to satisfy certain
bounds in the parameter �. The consequence of this
constraint is the existence of product states, namely
those normal states for which observables localized in
two given spacelike separated regions are uncorre-
lated. A further consequence is the existence of
thermal equilibrium states (KMS states) for all � > 0.

The second principle concerns the fact that, even
locally, quantum field theory has infinitely many
degrees of freedom. This becomes visible in the
Reeh–Schlieder theorem, which states that every
vector � which is in the range of e��H for some
� > 0 (in particular, the vacuum �) is cyclic and
separating for the algebras A(O), O 2 K(M), that is,
A(O)� is dense in H (� is cyclic) and A� = 0, A 2
A(O) implies A = 0 (� is separating). The pair
(A(O), �) is then a von Neumann algebra in the
so-called standard form. On such a pair, the
Tomita–Takesaki theory can be applied, namely
the densely defined operator

SA� ¼ A��; A 2 AðOÞ

is closable, and the polar decomposition of its
closure �S = J�1=2 delivers an antiunitary involution
J (the modular conjugation) and a positive self-
adjoint operator � (the modular operator) asso-
ciated with the standard pair (A(O), �). These
operators have the properties

JAðOÞJ ¼ AðOÞ0

where the prime denotes the commutant, and

�itAðOÞ��it ¼ AðOÞ; t 2 R

The importance of this structure is based on the
fact disclosed by Bisognano and Wichmann using
Poincaré-covariant Wightman fields and local alge-
bras generated by them, that for specific regions in
Minkowski spacetime the modular operators have a

geometrical meaning. Indeed, these authors showed
for the pair (A(W), �), where W denotes the wedge
region W = {x 2M j jx0j < x1}, that the associated
modular unitary �it is the Lorentz boost with velocity
tanh(2�t) in the direction 1 and that the modular
conjugation J is the CP1T symmetry operator with
parity P1 the reflection with respect to the x1 = 0
plane. Later, Borchers discovered that already on the
purely algebraic level a corresponding structure exists.
He proved that, given any standard pair (A, �) and a
one-parameter group of unitaries 	 ! U(	) acting on
the Hilbert space H with a positive generator and
such that � is invariant and U(	)AU(	)� 	 A, 	 > 0,
then the associated modular operators � and J fulfill
the commutation relations

�itUð	Þ��it ¼ Uðe�2�t	Þ
JUð	ÞJ ¼ Uð�	Þ

which are just the commutation relations between
boosts and lightlike translations.

Surprisingly, there is a direct connection between
the two concepts of nuclearity and modularity.
Indeed, in the nuclearity condition, it is possible to
replace the Hamiltonian operator by a specific
function of the modular operator associated with a
slightly larger region. Furthermore, under mild
conditions, nuclearity and modularity together
determine the structure of local algebras completely;
they are isomorphic to the unique hyperfinite type
III1 von Neumann algebra.

Sectors, Symmetries, Statistics, and Particles

Large scales are appropriate for discussing global
issues like superselection sectors, statistics and
symmetries as far as large spacelike distances are
concerned, and scattering theory, with the resulting
notions of particles and infraparticles, as far as large
timelike distances are concerned.

In purely massive theories, where the vacuum
sector has a mass gap and the mass shell of the
particles are isolated, a very satisfactory description
of the multiparticle structure at large times can be
given. Using the concept of almost local particle
generators,

� ¼ AðtÞ�

where � is a single-particle state (i.e., an eigenstate
of the mass operator), A(t) is a family of almost
local operators essentially localized in the kinema-
tical region accessible from a given point by a
motion with the velocities contained in the spectrum
of �, one obtains the multiparticle states as limits of
products A1(t) � � �An(t)� for disjoint velocity sup-
ports. The corresponding closed subspaces are
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invariant under Poincaré transformations and are
unitarily equivalent to the Fock spaces of noninter-
acting particles.

For massless particles, no almost-local particle
generators can be expected to exist. In even
dimensions, however, one can exploit Huygens
principle to construct asymptotic particle generators
which are in the commutant of the algebra of the
forward or backward lightcone, respectively. Again,
their products can be determined and multiparticle
states obtained.

Much less well understood is the case of massive
particles in a theory which also possesses massless
particles. Here, in general, the corresponding states
are not eigenstates of the mass operator. Since
quantum electrodynamics (QED) as well as the
standard model of elementary particles have this
problem, the correct treatment of scattering in these
models is still under discussion. One attempt to a
correct treatment is based on the concept of the so-
called particle weights, that is, unbounded positive
functionals on a suitable algebra. This algebra is
generated by positive almost-local operators annihi-
lating the vacuum and interpreted as counters.

The structure at large spacelike scales may be
analyzed by the theory of superselection sectors. The
best-understood case is that of locally generated
sectors which are the objects of the DHR theory.
Starting from a distinguished representation �0

(vacuum representation) which is assumed to fulfill
the Haag duality,

�0

�
AðOÞ

�
¼ �0

�
AðO0Þ

�0
for all double cones O, one may look at all
representations which are equivalent to the vacuum
representation if restricted to the observables loca-
lized in double cones in the spacelike complement of
a given double cone. Such representations give rise
to endomorphisms of the algebra of observables,
and the product of endomorphisms can be inter-
preted as a product of sectors (‘‘fusion’’). In general,
these representations violate the Haag duality, but
there is a subclass of the so-called finite statistics
sectors where the violation of Haag duality is small,
in the sense that the nontrivial inclusion

�
�
AðOÞ

�
	 �

�
AðO0Þ

�0
has a finite Jones index. These sectors form (in at least
three spacetime dimensions) a symmetric tensor
category with some further properties which can be
identified, in a generalization of the Tannaka–Krein
theorem, as the dual of a unique compact group. This
group plays the role of a global gauge group. The
symmetry of the category is expressed in terms of a

representation of the symmetric group. One may then
enlarge the algebra of observables and obtain an
algebra of operators which transform covariantly
under the global gauge group and satisfy Bose or
Fermi commutation relations for spacelike separation.

In two spacetime dimensions, one obtains instead
braided tensor categories. They have been classified
under additional conditions (conformal symmetry,
central charge c < 1) in a remarkable work by
Kawahigashi and Longo. Moreover, in their paper,
one finds that by using completely new methods (Q-
systems) a new model is unveiled, apparently
inaccessible by methods used by others. To some
extent, these categories can be interpreted as duals
of generalized quantum groups.

The question arises whether all representations
describing elementary particles are, in the massive
case, DHR representations. One can show that in the
case of a representation with an isolated mass shell
there is an associated vacuum representation which
becomes equivalent to the particle representation after
restriction to observables localized spacelike to a given
infinitely extended spacelike cone. This property is
weaker than the DHR condition but allows, in four
spacetime dimensions, the same construction of a
global gauge group and of covariant fields with Bose
and Fermi commutation relations, respectively, as the
DHR condition. In three space dimensions, however,
one finds a braided tensor category, which has similar
properties as those known from topological field
theories in three dimensions.

The sector structure in massless theories is not
well understood, due to the infrared problem. This is
in particular true for QED.

Fields as Natural Transformations

In order to be able to interpret the theory in terms of
measurements, one has to be able to compare
observables associated with different regions of
spacetime, or, even different spacetimes. In the
absence of nontrivial isometries, such a comparison
can be made in terms of locally covariant fields. By
definition, these are natural transformations from
the functor of quantum field theory to another
functor on the category of spacetimes Loc.

The standard case is the functor which associates
with every spacetime M its space D(M) of smooth
compactly supported test functions. There, the
morphisms are the pushforwards D 
  �.

Definition 2 A locally covariant quantum field � is
a natural transformation between the functors d

and a, that is, for any object M in obj(Loc) there
exists a morphism �M :D(M)!a(M) such that for
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any pair of objects M1 and M2 and any morphism  
between them, the following diagram commutes:

DðM1Þ �!
�M1 AðM1Þ

 �# # � 

DðM2Þ �!
�M2

AðM2Þ

The commutativity of the diagram means, expli-
citly, that

� � �M1
¼ �M2

�  �
which is the requirement sought for the covariance
of fields. It contains, in particular, the standard
covariance condition for spacetime isometries.

Fields in the above sense are not necessarily linear.
Examples for fields which are also linear are the scalar
massive free Klein–Gordon fields on all globally
hyperbolic spacetimes and its locally covariant Wick
polynomials. In particular, the energy–momentum
tensors can be constructed as locally covariant fields,
and they provide a crucial tool for discussing the back-
reaction problem for matter fields.

An example for the more general notion of a field
are the local S-matrices in the Stückelberg–Bogolubov–
Epstein–Glaser sense. These are unitaries SM(�) with
M 2 obj(Loc) and � 2 D(M) which satisfy the
conditions

SMð0Þ ¼ 1

SMð�þ 
þ �Þ ¼ SMð�þ 
ÞSMð
Þ�1SMð
þ �Þ

for �,
, � 2 D(M) such that the supports of � and �
can be separated by a Cauchy surface of M with
supp � in the future of the surface.

The importance of these S-matrices relies on the
fact that they can be used to define a new quantum
field theory. The new theory is locally covariant if the
original theory is and if the local S-matrices satisfy
the condition of the locally covariant field above. A
perturbative construction of interacting quantum
field theory on globally hyperbolic spacetimes was
completed in this way by Hollands and Wald, based
on previous work by Brunetti and Fredenhagen.
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Dixmier J (1964) Les C�-algèbres et leurs représentations. Paris:

Gauthier-Villars.

Doplicher S, Haag R, and Roberts JE (1971) Local observables

and particle statistics I. Communications in Mathematical
Physics 23: 199–230.

Doplicher S, Haag R, and Roberts JE (1974) Local observables

and particle statistics II. Communications in Mathematical
Physics 35: 49–85.

Evans DE and Kawahigashi Y (1998) Quantum Symmetries on
Operator Algebras. New York: Clarendon Press.

Haag R (1996) Local Quantum Physics, 2nd edn. Berlin: Springer.

Haag R and Kastler D (1964) An algebraic approach to quantum
field theory. Journal of Mathematical Physics 5: 848–861.

Hollands S and Wald RM (2001) Local Wick polynomials and time

ordered products of quantum fields in curved spacetime. Commu-
nications in Mathematical Physics 223: 289–326.

Hollands S and Wald RM (2002) Existence of local covariant

time ordered products of quantum field in curved spacetime.

Communications in Mathematical Physics 231: 309–345.
Kastler D (ed.) (1990) The Algebraic Theory of Superselection Sectors.

Introductions and Recent Results. Singapore: World Scientific.

Kawahigashi Y and Longo R (2004) Classification of local

conformal nets. Case c< 1. Annals of Mathematics 160: 1–30.
Takesaki M (2003) Theory of Operator Algebras I, II, III,

Encyclopedia of Mathematical Sciences, vols. 124, 125, 127.

Berlin: Springer.
Wald RM (1994) Quantum Field Theory in Curved Spacetime

and Black Hole Thermodynamics. Chicago: University of

Chicago Press.

204 Algebraic Approach to Quantum Field Theory



Anderson Localization see Localization for Quasi-Periodic Potentials

Anomalies
S L Adler, Institute for Advanced Study, Princeton, NJ,
USA

ª 2006 Elsevier Ltd. All rights reserved.

Synopsis

Anomalies are the breaking of classical symmetries by
quantum mechanical radiative corrections, which arise
when the regularizations needed to evaluate small
fermion loop Feynman diagrams conflict with a
classical symmetry of the theory. They have important
implications for a wide range of issues in quantum
field theory, mathematical physics, and string theory.

Chiral Anomalies, Abelian
and Nonabelian

Consider quantum electrodynamics, with the fer-
mionic Lagrangian density

L ¼ � ði��@� � e0�
�B� �m0Þ ½1a�

where � = y�0, e0 and m0 are the bare charge and
mass, and B� is the electromagnetic gauge potential.
(We reserve the notation A for axial-vector quan-
tities.) Under a chiral transformation

 ! ei��5 ½1b�

with constant �, the kinetic term in eqn [1a] is
invariant (because �5 commutes with �0��), whereas
the mass term is not invariant. Therefore, naive
application of Noether’s theorem would lead one to
expect that the axial-vector current

j5� ¼ � ���5 ½1c�

obtained from the Lagrangian density by applying a

@ j�ðxÞ ¼ 2im0j ðxÞ þ
16�2

F ðxÞF ðxÞ
���	 ½2�

with F��(x) = @�B�(x)� @ �B�(x) the electromagnetic
field strength tensor. The second term in eqn [2],
which would be unexpected from the application of
the classical Noether theorem, is the abelian axial-
vector anomaly (often called the Adler–Bell–Jackiw
(or ABJ) anomaly after the seminal papers on the
subject). Since vector current conservation, together
with the axial-vector current anomaly, implies that
the left- and right-handed chiral currents j� � j5� are
also anomalous, the axial-vector anomaly is fre-
quently called the ‘‘chiral anomaly,’’ and we shall
use the terms interchangeably in this article.

There are a number of different ways to understand
why the extra term in eqn [2] appears. (1) Working
through the formal Feynman diagrammatic Ward
identity proof of the Noether theorem, one finds that
there is a step where the closed fermion loop contribu-
tions are eliminated by a shift of the loop-integration
variable. For Feynman diagrams that are convergent,
this is not a problem, but the AVV diagram is linearly
divergent. The linear divergence vanishes under sym-
metric integration, but the shift then produces a finite
residue, which gives the anomaly. (2) If one defines the
AVV diagram by Pauli–Villars regularization with
regulator mass M0 that is allowed to approach infinity
at the end of the calculation, one finds a classical
Noether theorem in the regulated theory,

@�j5�jm0
� @�j5�jM0

¼ 2im0j5jm0
� 2iM0j5jM0

½3a�

with the subscripts m0 and M0 indicating that
fermion loops are to be calculated with fermion
mass m0 and M0, respectively. Taking the vacuum
to two-photon matrix element of eqn [3a], one finds
that the matrix element h0jj5jM0

j��i, which is
unambiguously computable after imposing vector-
current conservation, falls off only as M�1

0 as the
regulator mass approaches infinity. Thus, the
product of 2iM0 with this matrix element has a
finite limit, which gives the anomaly. (3) If the

V V 

A

Figure 1 The AVV triangle diagram responsible for the abelian

chiral anomaly.
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chiral transformation with spatially varying �, should
have a divergence given by the change under chiral
transformation of the mass term in eqn [1a]. Up to
tree approximation, this is indeed true, but when one
computes the AVV Feynman diagram with one axial-
vector and two vector vertices (see Figure 1), and
insists on conservation of the vector current
j� = � �� , one finds that to order e2

0, the classical
Noether theorem is modified to read

� 5 5 e2
0 �� �	



gauge-invariant axial-vector current is defined by
point-splitting

j5�ðxÞ ¼ � ðxþ 
=2Þ���5 ðx� 
=2Þe�ie0

�B�ðxÞ ½3b�

with 
 ! 0 at the end of the calculation, one
observes that the divergence of eqn [3b] contains
an extra term with a factor of 
. On careful
evaluation, one finds that the coefficient of this
factor is an expression that behaves as 
�1, which
gives the anomaly in the limit of vanishing 
. (4)
Finally, if the field theory is defined by a functional
integral over the classical action, the standard
Noether analysis shows that the classical action is
invariant under the chiral transformation of eqn
[1b], apart from the contribution of the mass term,
which gives the naive axial-vector divergence. How-
ever, as pointed out by Fujikawa, the chiral
transformation must also be applied to the func-
tional integration measure, and since the measure is
an infinite product, it must be regularized to be well
defined. Careful calculation shows that the regular-
ized measure is not chiral invariant, but contributes
an extra term to the axial-vector Ward identity that
is precisely the chiral anomaly.

A key feature of the anomaly is that it is
irreducible: a local polynomial counter term cannot
be added to the AVV diagram that preserves
vector-current conservation and eliminates the
anomaly. More generally, one can show that there
is no way of modifying quantum electrodynamics
so as to eliminate the chiral anomaly, without
spoiling either vector-current conservation (i.e.,
electromagnetic gauge invariance), renormalizabil-
ity, or unitarity. Thus, the chiral anomaly is a new
physical effect in renormalizable quantum field
theory, which is not present in the prequantization
classical theory.

The abelian chiral anomaly is the simplest case of
the anomaly phenomenon. It was extended to
nonabelian gauge theories by Bardeen using a
point-splitting method to compute the divergence,
followed by adding polynomial counter terms to
remove as many of the residual terms as possible.
The resulting irreducible divergence is the nonabe-
lian chiral anomaly, which in terms of Yang–Mills
field strengths for vector and axial-vector gauge
potentials V� and A�,

F��V ðxÞ ¼ @�V�ðxÞ � @�V�ðxÞ � i½V�ðxÞ;V�ðxÞ�
� i½A�ðxÞ;A�ðxÞ�

F��A ðxÞ ¼ @
�A�ðxÞ � @�A�ðxÞ � i½V�ðxÞ;A�ðxÞ�
� i½A�ðxÞ;V�ðxÞ�

½4a�

is given by

@�ja5�ðxÞ ¼ normal divergence term

þ ð1=4�2Þ
���� tr�a
A½ð1=4ÞF

��
V ðxÞF

��
V ðxÞ

þ ð1=12ÞF��A ðxÞF
��
A ðxÞ

þ ð2=3ÞiA�ðxÞA�ðxÞF��V ðxÞ
þ ð2=3ÞiF��V ðxÞA�ðxÞA� ðxÞ
þ ð2=3ÞiA�ðxÞF��V ðxÞA� ðxÞ
� ð8=3ÞA�ðxÞA�ðxÞA�ðxÞA�ðxÞ� ½4b�

In eqn [4b], ‘‘tr’’ denotes a trace over internal
degrees of freedom, and �a

A is the internal symmetry
matrix associated with the axial-vector external
field. In the abelian case, where there is no internal
symmetry structure, the terms involving two or four
factors of A�, A�, . . . vanish by antisymmetry of

���� , and one recovers the AVV triangle anomaly,
as well as a kinematically related anomaly in the
AAA triangle diagram. In the nonabelian case, with
nontrivial internal symmetry structure, there are also
box- and pentagon-diagram anomalies.

In addition to coupling to spin-1 gauge fields,
fermions can also couple to spin-2 gauge fields,
associated with the graviton. When the coupling of
fermions to gravitation is taken into account, the
axial-vector current � T���5 , with T an internal
symmetry matrix, has an additional anomalous
contribution to its divergence proportional to

tr T
���	R
���
R�	

�
 ½4c�

where R���	 is the Riemann curvature tensor of the
gravitational field.

Chiral Anomaly Nonrenormalization

A salient feature of the chiral anomaly is the fact
that it is not renormalized by higher-order radia-
tive corrections. In other words, the one-loop
expressions of eqns [2] and [4b] give the exact
anomaly coefficient without modification in higher
orders of perturbation theory. In gauge theories
such as quantum electrodynamics and quantum
chromodynamics, this result (the Adler–Bardeen
theorem) can be understood heuristically as fol-
lows. Write down a modified Lagrangian, in
which regulators are included for all gauge-boson
fields. Since the gauge-boson regulators do not
influence the chiral-symmetry properties of the
theory, the divergences of the chiral currents are
not affected by their inclusion, and so the only
sources of anomalies in the regularized theory are
small single-fermion loops, giving the anomaly
expressions of eqns [2] and [4b]. Since the
renormalized theory is obtained as the limit of

206 Anomalies



the regularized theory as the regulator masses
approach infinity, this result applies to the
renormalized theory as well.

The above argument can be made precise, and
extends to nongauge theories such as the �-model as
well. For both gauge theories and the �-model,
cancellation of radiative corrections to the anomaly
coefficient has been explicitly demonstrated in
fourth-order calculations. Nonperturbative demon-
strations of anomaly renormalization have also been
given using the Callan–Symanzik equations. For
example, in quantum electrodynamics, Zee, and
Lowenstein and Schroer, showed that a factor f
that gives the ratio of the true anomaly to its one-
loop value obeys the differential equation

m
@

@m
þ �
ð�Þ @

@�

� �
f ¼ 0 ½5�

Since f is dimensionless, it can have no dependence
on the mass m, and since 
(�) is nonzero this implies
@f=@�= 0. Thus, f has no dependence on �, and so
f = 1.

Applications of Chiral Anomalies

Chiral anomalies have numerous applications in the
standard model of particle physics and its exten-
sions, and we describe here a few of the most
important ones.

Neutral Pion Decay p0! g g

As a result of the abelian chiral anomaly, the
partially conserved axial-vector current (PCAC)
equation relevant to neutral pion decay is modified
to read

@�F 5
3�ðxÞ

¼ f��
2
�=

ffiffiffi
2
p� �

��ðxÞ þ S
�0

4�
F��ðxÞF�	ðxÞ
���	 ½6a�

with �� the pion mass, f� ’ 131 MeV the charged-
pion decay constant, and S a constant determined
by the constituent fermion charges and axial-vector
couplings. Taking the matrix element of eqn [6a]
between the vacuum state and a two-photon state,
and using the fact that the left-hand side has a
kinematic zero (the Sutherland–Veltman theorem),
one sees that the �0 ! �� amplitude F is comple-
tely determined by the anomaly term, giving the
formula

F ¼ �ð�=�Þ2S
ffiffiffi
2
p

=f� ½6b�

For a single set of fractionally charged quarks, the
amplitude F is a factor of three too small to agree
with experiment; for three fractionally charged

quarks (or an equivalent Han–Nambu triplet), eqn
[6b] gives the correct neutral pion decay rate. This
calculation was one of the first pieces of evidence for
the color degree of freedom of quarks.

Anomaly Cancellation in Gauge Theories

In quantum electrodynamics, the gauge particle (the
photon) couples to the vector current, and so the
anomalous conservation properties of the axial-
vector current have no effect. The same statement
holds for the gauge gluons in quantum chromody-
namics, when treated in isolation from the other
interactions. However, in the electroweak theory
that embeds quantum electrodynamics in a theory of
the weak force, the gauge particles (the W� and Z
intermediate bosons) couple to chiral currents,
which are left- or right-handed linear combinations
of the vector and axial-vector currents. In this case,
the chiral anomaly leads to problems with the
renormalizability of the theory, unless the anomalies
cancel between different fermion species. Writing all
fermions as left-handed, the condition for anomaly
cancellation is

trfT�;T
gT� ¼ trðT�T
 þ T
T�ÞT� ¼ 0

for all �; 
; � ½7�

with T� the coupling matrices of gauge bosons to
left-handed fermions. These conditions are obeyed
in the standard model, by virtue of three nontrivial
sum rules on the fermion gauge couplings being
satisfied (four sum rules, if one includes the
gravitational contribution to the chiral anomaly
given in eqn [4c], which also cancels in the standard
model). Note that anomaly cancellation in the
locally gauged currents of the standard model does
not imply anomaly cancellation in global-flavor
currents. Thus, the flavor axial-vector current
anomaly that gives the �0 ! �� matrix element
remains anomalous in the full electroweak theory.
Anomaly cancellation imposes important constraints
on the construction of grand unified models that
combine the electroweak theory with quantum
chromodynamics. For instance, in SU(5) the fer-
mions are put into a �5 and 10 representation, which
together, but not individually, are anomaly free. The
larger unification groups SO(10) and E6 satisfy eqn
[7] for all representations, and so are automatically
anomaly free.

Instanton Physics and the Theta Vacuum

The theory of anomalies is intimately tied to the
physics associated with instanton classical Yang–
Mills theory solutions. Since the instanton field
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strength is self-dual, the nonvanishing instanton
Euclidean action

SE ¼
Z

d4x
1

4
F��F

�� ¼ 8�2 ½8a�

implies that the integral of the pseudoscalar density
F��F��


���� over the instanton is also nonzero,Z
d4xF��F��


���� ¼ 64�2 ½8b�

Referring back to eqn [4b], this means that the
integral of the nonabelian chiral anomaly for
fermions in the background field of an instanton is
an integer, which in the Minkowski space continua-
tion has the interpretation of a topological winding
number change produced by the instanton tunneling
solution. This fact has a number of profound
consequences. Since a vacuum with a definite wind-
ing number j�i is unstable under instanton tunnel-
ing, careful analysis shows that the nonabelian
vacuum that has correct clustering properties is a
Fourier superposition

j�i ¼
X
�

ei��j�i ½8c�

giving rise to the �-vacuum of quantum chromody-
namics, and a host of issues associated with (the lack
of) strong CP violation, the Peccei–Quinn mecha-
nism, and axion physics. Also, the fact that the
integral of eqn [8b] is nonzero means that the U(1)
chiral symmetry of quantum chromodynamics is
broken by instantons, which as shown by ’t Hooft
resolves the longstanding ‘‘U(1) problem’’ of strong
interactions, that of explaining why the flavor
singlet pseudoscalar meson �0 is not light, unlike its
flavor octet partners.

Anomaly Matching Conditions

The anomaly structure of a theory, as shown by ’t
Hooft, leads to important constraints on the forma-
tion of massless composite bound states. Consider a
theory with a set of left-handed fermions  if , with i a
‘‘color’’ index acted on by a nonabelian gauge force,
and f an ungauged family or ‘‘flavor’’ index. Suppose
that the family multiplet structure is such that the
global chiral symmetries associated with the flavor
index have nonvanishing anomalies tr{T�, T
}T�.
Then the ’t Hooft condition asserts that if the color
forces result in the formation of composite massless
bound states of the original completely confined
fermions, and if there is no spontaneous breaking of
the original global flavor symmetries, then these
bound states must contain left-handed spin-1/2
composites with a representation structure S that

has the same anomaly coefficient as that in the
underlying theory. In other words, we must have

trfS�; S
gS� ¼ trfT�;T
gT� ½9�

To prove this, one adjoins to the theory a set of
right-handed spectator fermions  f with the same
flavor structure as the original set, but which are not
acted on by the color force. These right-handed
fermions cancel the original anomaly, making the
underlying theory anomaly free at zero color
coupling; since dynamics cannot spontaneously
generate anomalies, the theory, when the color
dynamics is turned on, must also have no global
chiral anomalies. This implies that the bound-state
spectrum must conspire to cancel the anomalies
associated with the right-handed spectators; in other
words, the bound-state anomaly structure must
match that of the original fermions. This anomaly
matching condition has found applications in the
study of the possible compositeness of quarks and
leptons. It has also been applied to the derivation of
nonperturbative dynamical results in whole classes
of supersymmetric theories, where the combined
tools of holomorphicity, instanton physics, and
anomaly matching have given incisive results.

Global Structure of Anomalies

We noted earlier that chiral anomalies are irreduci-
ble, in that they cannot be eliminated by adding a
local polynomial counter-term to the action. How-
ever, anomalies can be described by a nonlocal
effective action, obtained by integrating out the
fermion field dynamics, and this point of view proves
very useful in the nonabelian case. Starting with the
abelian case for orientation, we note that if A� is an
external axial-vector field, and we write an effective
action �[A], then the axial-vector current j5� asso-
ciated with A� is given (up to an overall constant) by
the variational derivative expression

j5�ðxÞ ¼
��½A�
�A�ðxÞ ½10a�

and the abelian anomaly appears as the fact that the
expression

@�j5� ¼ X�½A� ¼ G 6¼ 0; X ¼ @� �

�A�ðxÞ ½10b�

is nonvanishing even when the theory is classically
chiral invariant. Turning now to the nonabelian
case, the variational derivative appearing in eqns
[10a] and [10b] must be replaced by an appropriate
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covariant derivative. In terms of the internal-
symmetry component fields Aa

� and Va
� of the

Yang–Mills potentials of eqn [4a], one introduces
operators

�XaðxÞ ¼ @� �

�Aa
�ðxÞ

þ fabcV
b
�

�

�Ac
�ðxÞ

þ fabcA
b
�

�

�Vc
�ðxÞ

�YaðxÞ ¼ @� �

�Va
�ðxÞ

þ fabcV
b
�

�

�Vc
�ðxÞ

þ fabcA
b
�

�

�Ac
�ðxÞ

½11a�

with fabc the antisymmetric nonabelian group struc-
ture constants. The operators Xa and Ya are easily
seen to obey the commutation relations

½XaðxÞ;XbðyÞ� ¼ fabc�ðx� yÞYcðxÞ
½XaðxÞ;YbðyÞ� ¼ fabc�ðx� yÞXcðxÞ
½YaðxÞ;YbðyÞ� ¼ fabc�ðx� yÞYcðxÞ

½11b�

Let �[V, A] be the effective action as a functional of
the fields V�, A�, constructed so that the vector
currents are covariantly conserved, as expressed
formally by

Ya�½V;A� ¼ 0 ½12a�

Then the nonabelian axial-vector current anomaly is
given by

Xa�½V;A� ¼ Ga ½12b�

From eqns [12a] and [12b] and the first line of
eqn [11b], we have

XbGa �XaGb ¼ðXbXa �XaXbÞ�½V;A�
/ fabcY

c�½V;A� ¼ 0 ½12c�

which is the Wess–Zumino consistency condition on
the structure of the anomaly Ga. It can be shown
that this condition uniquely fixes the form of the
nonabelian anomaly to be that of eqn [4b], up to an
overall constant, which can be determined by
comparison with the simplest anomalous AVV
triangle graph. A physical consequence of the
consistency condition is that the �0 ! �� decay
amplitude determines uniquely certain other anom-
alous amplitudes, such as 2� ! 3�, � ! 3�, and a
five pseudoscalar vertex.

Although the action �[V, A] is necessarily non-
local, Wess and Zumino were able to write down a
local action, involving an auxiliary pseudoscalar
field, that obeys the anomalous Ward identities and

the consistency conditions. Subsequently, Witten
gave a new construction of this local action, in
terms of the integral of a fifth-rank antisymmetric
tensor over a five-dimensional disk which has a
four-dimensional space as its boundary. He also
showed that requiring ei� to be independent of the
choice of the spanning disk requires, in analogy with
Dirac’s quantization condition for monopole charge,
the condition that the overall coefficient in the
nonabelian anomaly be quantized in integer multi-
ples. Comparison with the lowest-order triangle
diagram shows that in the case of SU(Nc) gauge
theory, this integer is just the number of colors Nc.
Thus, global considerations tightly constrain the
nonabelian chiral anomaly structure, and dictate
that up to an integer-proportionality constant, it
must have the form given in eqns [4a] and [4b].

Trace Anomalies

The discovery of chiral anomalies inspired the search
for other examples of anomalous behavior. First
indications of a perturbative trace anomaly obtained
in a study of broken scale invariance by Coleman and
Jackiw were shown by Crewther, and by Chanowitz
and Ellis, to correspond to an anomaly in the three-
point function ���V�V�, where ��� is the energy–
momentum tensor. Letting ���(p) be the momentum
space expression for this three-point function, and ���

the corresponding V�V� two-point function, the trace
anomaly equation in quantum electrodynamics reads

���ðpÞ ¼ 2� p�
@

@p�

� �
���ðpÞ

� R

6�2
ðp�p� � ���p2Þ ½13a�

with the first term on the right-hand side the naive
divergence, and the second term the trace anomaly,
with anomaly coefficient R given by

R ¼
X

i;spin 1
2

Q2
i þ

1

4

X
i;spin 0

Q2
i ½13b�

The fact that there should be a trace anomaly can
readily be inferred from a trace analog of the Pauli–
Villars regulator argument for the chiral anomaly
given in eqn [3a]. Letting j = �  be the scalar
current in abelian electrodynamics, one has

���jm0
� ���jM0

¼ m0jjm0
�M0jjM0

½13c�

Taking the vacuum to two-photon matrix element
of this equation, and imposing vector-current con-
servation, one finds that the matrix element
h0jjjM0

j��i is proportional to M�1
0 h0jF��F��j��iM0

for a large regulator mass, and so makes a
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nonvanishing contribution to the right-hand side of
eqn [13c], giving the lowest-order trace anomaly.

Unlike the chiral anomaly, the trace anomaly is
renormalized in higher orders of perturbation
theory; heuristically, the reason is that whereas
boson field regulators do not affect the chiral
symmetry properties of a gauge theory (which are
determined just by the fermionic terms in the
Lagrangian), they do alter the energy–momentum
tensor, since gravitation couples to all fields, includ-
ing regulator fields. An analysis using the Callan–
Symanzik equations shows, however, that the trace
anomaly is computable to all orders in terms of
various renormalization group functions of the
coupling. For example, in abelian electrodynamics,
defining 
(�) and �(�) by 
(�) = (m=�)@�=@m and
1þ �(�) = (m=m0)@m0=@m, the trace of the energy–
momentum tensor is given to all orders by

��� ¼ ½1þ �ð�Þ�m0
�  þ 1

4
ð�ÞN½F��F
��� þ � � � ½14�

with N[ ] specifying conditions that make the division
into two terms in eqn [14] unique, and with the
ellipsis � � � indicating terms that vanish by the equa-
tions of motion. A similar relation holds in the
nonabelian case, again with the 
 function appearing
as the coefficient of the anomalous tr N[F��F

��] term.
Just as in the chiral anomaly case, when spin-0,

spin-1/2, or spin-1 fields propagate on a background
spacetime, there are curvature-dependent contribu-
tions to the trace anomaly, in other words, gravita-
tional anomalies. These typically take the form of
complicated linear combinations of terms of the
form R2, R��R

��, R����R
����, R,�

;�, with coefficients
depending on the matter fields involved.

In supersymmetric theories, the axial-vector current
and the energy–momentum tensor are both
components of the supercurrent, and so their anoma-
lies imply the existence of corresponding supercurrent
anomalies. The issue of how the nonrenormalization
of chiral anomalies (which have a supercurrent
generalization given by the Konishi anomaly), and
the renormalization of trace anomalies, can coexist in
supersymmetric theories originally engendered con-
siderable confusion. This apparent puzzle is now
understood in the context of a perturbatively exact
expression for the 
 function in supersymmetric field
theories (the so-called NSVZ, for Novikov, Shifman,
Vainshtein, and Zakharov, 
 function). Supersymme-
try anomalies can be used to infer the structure of
effective actions in supersymmetric theories, and these
in turn have important implications for possibilities
for dynamical supersymmetry breaking. Anomalies
may also play a role, through anomaly mediation, in
communicating supersymmetry breaking in ‘‘hidden

sectors’’ of a theory, which do not contain the physical
fields that we directly observe, to the ‘‘physical sector’’
containing the observed fields.

Further Anomaly Topics

The above discussion has focused on some of the
principal features and applications of anomalies.
There are further topics of interest in the physics and
mathematics of anomalies that are discussed in
detail in the referenc es cited in the ‘‘Further reading’’
section. We briefly describe a few of them here.

Anomalies in Other Spacetime Dimensions
and in String Theory

The focus above has been on anomalies in four-
dimensional spacetime, but anomalies of various
types occur both in lower-dimensional quantum
field theories (such as theories in two- and three-
dimensional spacetimes) and in quantum field the-
ories in higher-dimensional spacetimes (such as N = 1
supergravity in ten-dimensional spacetime). Anoma-
lies also play an important role in the formulation
and consistency of string theory. The bosonic string is
consistent only in 26-dimensional spacetime, and the
analogous supersymmetric string only in ten-dimen-
sional spacetime, because in other dimensions both
these theories violate Lorentz invariance after quanti-
zation. In the Polyakov path-integral formulation of
these string theories, these special dimensions are
associated with the cancellation of the Weyl anomaly,
which is the relevant form of the trace anomaly
discussed above. Yang–Mills, gravitational, and
mixed Yang–Mills gravitational anomalies make an
appearance both in N = 1 ten-dimensional super-
gravity and in superstring theory, and again special
dimensions play a role. In these theories, only when
the associated internal symmetry groups are either
SO(32) or E8 � E8 is elimination of all anomalies
possible, by cancellation of hexagon-diagram anoma-
lies with anomalous tree diagrams involving
exchange of a massless antisymmetric two-form
field. This mechanism, due to Green and Schwarz,
requires the factorization of a sixth-order trace
invariant that appears in the hexagon anomaly in
terms of lower-order invariants, as well as two
numerical conditions on the adjoint representation
generator structure, restricting the allowed gauge
groups to the two noted above.

Covariant versus Consistent Anomalies;
Descent Equations

The nonabelian anomaly of eqns [4a] and [4b] is
called the ‘‘consistent anomaly,’’ because it obeys the
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Wess–Zumino consistency conditions of eqn [12c].
This anomaly, however, is not gauge covariant, as can
be seen from the fact that it involves not only the
Yang–Mills field strengths F��V, A, but the potentials
V�, A� as well. It turns out to be possible, by adding
appropriate polynomials to the currents, to transform
the consistent anomaly to a form, called the ‘‘covariant
anomaly,’’ which is gauge covariant under gauge
transformations of the potentials V�, A�. This anom-
aly, however, does not obey the Wess–Zumino
consistency conditions, and cannot be obtained from
variation of an effective action functional.

The consistent anomalies (but not the covariant
anomalies) obey a remarkable set of relations, called
the Stora–Zumino descent equations, which relate
the abelian anomaly in 2nþ 2 spacetime dimensions
to the nonabelian anomaly in 2n spacetime dimen-
sions. This set of equations has been interpreted
physically by Callan and Harvey as reflecting the
fact that the Dirac equation has chiral zero modes in
the presence of strings in 2nþ 2 dimensions and of
domain walls in 2nþ 1 dimensions.

Anomalies and Fermion Doubling in Lattice
Gauge Theories

A longstanding problem in lattice formulations of
gauge field theories is that when fermions are
introduced on the lattice, the process of discretization
introduces an undesirable doubling of the fermion
particle modes. In particular, when an attempt is made
to put chiral gauge theories, such as the electroweak
theory, on the lattice, one finds that the doublers
eliminate the chiral anomalies, by cancellation between
modes with positive and negative axial-vector charge.
Thus, for a long time, it appeared doubtful whether
chiral gauge theories could be simulated on the lattice.
However, recent work has led to formulations of lattice
fermions that use a mathematical analog of a domain
wall to successfully incorporate chiral fermions and the
chiral anomaly into lattice gauge theory calculations.

Relation of Anomalies to the Atiyah–Singer
Index Theorem

The singlet (�a
A = 1) anomaly of eqn [4b] is closely

related to the Atiyah–Singer index theorem. Specifi-
cally, the Euclidean spacetime integral of the singlet
anomaly constructed from a gauge field can be
shown to give the index of the related Dirac
operator for a fermion moving in that background
gauge field, where the index is defined as the
difference between the numbers of right- and left-
handed zero-eigenvalue normalizable solutions of
the Dirac equation. Since the index is a topological
invariant, this again implies that the Euclidean

spacetime integral of the anomaly is a topological
invariant, as noted above in our discussion of
instanton-related applications of anomalies.

Retrospect

The wide range of implications of anomalies has
surprised – even astonished – the founders of the
subject. New anomaly applications have appeared
within the last few years, and very likely the future
will see continued growth of the area of quantum
field theory concerned with the physics and mathe-
matics of anomalies.
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Introduction

The central objective in the study of quantum chaos
is to characterize universal properties of quantum
systems that reflect the regular or chaotic features of
the underlying classical dynamics. Most develop-
ments of the past 25 years have been influenced by
the pioneering models on statistical properties of
eigenstates (Berry 1977) and energy levels (Berry
and Tabor 1977, Bohigas et al. 1984). Arithmetic
quantum chaos (AQC) refers to the investigation of
quantum systems with additional arithmetic struc-
tures that allow a significantly more extensive
analysis than is generally possible. On the other
hand, the special number-theoretic features also
render these systems nongeneric, and thus some of
the expected universal phenomena fail to emerge.
Important examples of such systems include the
modular surface and linear automorphisms of tori
(‘‘cat maps’’) which will be described below.

The geodesic motion of a point particle on a
compact Riemannian surface M of constant nega-
tive curvature is the prime example of an Anosov
flow, one of the strongest characterizations of
dynamical chaos. The corresponding quantum
eigenstates ’j and energy levels �j are given by the
solution of the eigenvalue problem for the Laplace–
Beltrami operator � (or Laplacian for short)

ð�þ �Þ’ ¼ 0; k’kL2ðMÞ ¼ 1 ½1�

where the eigenvalues

�0 ¼ 0 < �1 � �2 � � � � ! 1 ½2�

form a discrete spectrum with an asymptotic density
governed by Weyl’s law

#fj : �j � �g �
Areað�nHÞ

4�
�; �!1 ½3�

We rescale the sequence by setting

Xj ¼
Areað�nHÞ

4�
�j ½4�

which yields a sequence of asymptotic density 1.
One of the central conjectures in AQC says that, if
M is an arithmetic hyperbolic surface (see the next
section for examples of this very special class of
surfaces of constant negative curvature), the eigen-
values of the Laplacian have the same local
statistical properties as independent random vari-
ables from a Poisson process (see, e.g., the surveys by
Sarnak (1995) and Bogomolny et al. (1997)). This
means that the probability of finding k eigenvalues Xj

in randomly shifted interval [X, Xþ L] of fixed
length L is distributed according to the Poisson law
Lke�L=k!. The gaps between eigenvalues have an
exponential distribution,

1

N
#fj � N : Xjþ1 �Xj 2 ½a; b�g!

Z b

a

e�s ds ½5�

as N!1, and thus eigenvalues are likely to appear
in clusters. This is in contrast to the general
expectation that the energy level statistics of generic
chaotic systems follow the distributions of random
matrix ensembles; Poisson statistics are usually
associated with quantized integrable systems.
Although we are at present far from a proof of [5],
the deviation from random matrix theory is well
understood (see the section ‘‘Eigenvalue statistics
and Selberg trace formula’’).

Highly excited quantum eigenstates ’j(j!1)
(cf. Figure 1) of chaotic systems are conjectured to
behave locally like random wave solutions of [1],
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where boundary conditions are ignored. This
hypothesis was put forward by Berry in 1977 and
tested numerically, for example, in the case of
certain arithmetic and nonarithmetic surfaces of
constant negative curvature (Hejhal and Rackner
1992, Aurich and Steiner 1993). One of the
implications is that eigenstates should have uniform
mass on the surface M, that is, for any bounded
continuous function g :M!RZ

M
j’jj2 g dA!

Z
M

g dA; j!1 ½6�

where dA is the Riemannian area element on M.
This phenomenon, referred to as quantum unique
ergodicity (QUE), is expected to hold for general
surfaces of negative curvature, according to a
conjecture by Rudnick and Sarnak (1994). In the
case of arithmetic hyperbolic surfaces, there has
been substantial progress on this conjecture in the
works of Lindenstrauss, Watson, and Luo–Sarnak
(discussed later in this article; see also the review by
Sarnak (2003)). For general manifolds with ergodic
geodesic flow, the convergence in [6] is so far
established only for subsequences of eigenfunctions
of density 1 (Schnirelman–Zelditch–Colin de Verdière
theorem, see Quantum Ergodicity and Mixing of
Eigenfunctions), and it cannot be ruled out that
exceptional subsequences of eigenfunctions have
singular limit, for example, localized on closed
geodesics. Such ‘‘scarring’’ of eigenfunctions, at least
in some weak form, has been suggested by numerical
experiments in Euclidean domains, and the existence
of singular quantum limits is a matter of controversy

in the current physics and mathematics literature. A
first rigorous proof of the existence of scarred
eigenstates has recently been established in the case
of quantized toral automorphisms. Remarkably,
these quantum cat maps may also exhibit QUE. A
more detailed account of results for these maps is
given in the section ‘‘Quantum eigenstates of cat
maps’’; see also Rudnick (2001) and De Bièvre (to
appear).

There have been a number of other fruitful
interactions between quantum chaos and number
theory, in particular the connections of spectral
statistics of integrable quantum systems with the
value distribution properties of quadratic forms, and
analogies in the statistical behavior of energy levels
of chaotic systems and the zeros of the Riemann zeta
function. We refer the reader to Marklof (2006) and
Berry and Keating (1999), respectively, for informa-
tion on these topics.

Hyperbolic Surfaces

Let us begin with some basic notions of hyperbolic
geometry. The hyperbolic plane H may be abstractly
defined as the simply connected two-dimensional
Riemannian manifold with Gaussian curvature �1.
A convenient parametrization of H is provided by
the complex upper-half plane, H = {xþ iy: x 2
R, y > 0}, with Riemannian line and volume
elements

ds2 ¼ dx2 þ dy2

y2
; dA ¼ dx dy

y2
½7�

respectively. The group of orientation-preserving
isometries of H is given by fractional linear
transformations

H ! H ; z 7! azþ b

czþ d
a b

c d

� �
2 SLð2;RÞ

½8�

where SL(2, R) is the group of 2� 2 matrices with
unit determinant. Since the matrices 1 and �1
represent the same transformation, the group of
orientation-preserving isometries can be identified
with PSL(2, R):= SL(2, R)={�1}. A finite-volume
hyperbolic surface may now be represented as the
quotient �nH, where � 	 PSL(2, R) is a Fuchsian
group of the first kind. An arithmetic hyperbolic
surface (such as the modular surface) is obtained, if �
has, loosely speaking, some representation in n� n
matrices with integer coefficients, for some suitable n.

Figure 1 Image of the absolute-value-squared of an eigenfunc-

tion ’j (z) for a nonarithmetic surface of genus 2. The surface is

obtained by identifying opposite sides of the fundamental region.

Reproduced from Aurich and Steiner (1993) Statistical properties of

highly excited quantum eigenstates of a strongly chaotic system.

Physica D 64(1–3): 185–214, with permission from R Aurich.
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This is evident in the case of the modular surface,
where the fundamental group is the modular group

� ¼ PSLð2;ZÞ

¼
a b

c d

� �
2 PSLð2;RÞ: a; b; c; d 2 Z

� �
=f�1g

A fundamental domain for the action of the
modular group PSL(2, Z) on H is the set

F PSLð2;ZÞ ¼ z 2 H : jzj > 1;� 1
2 < Re z < 1

2

� �
½9�

(see Figure 2). The modular group is generated by
the translation

1 1
0 1

� �
: z 7! zþ 1

and the inversion

0 �1
1 0

� �
: z 7! �1=z

These generators identify sections of the boundary
of F PSL(2, Z). By gluing the fundamental domain
along identified edges, we obtain a realization of the
modular surface, a noncompact surface with one
cusp at z!1, and two conic singularities at z = i
and z = 1=2þ i

ffiffiffi
3
p

=2.
An interesting example of a compact arithmetic

surface is the ‘‘regular octagon,’’ a hyperbolic
surface of genus 2. Its fundamental domain is
shown in Figure 3 as a subset of the Poincaré disc
D = {z 2 C: jzj< 1}, which yields an alternative
parametrization of the hyperbolic plane H. In these
coordinates, the Riemannian line and volume
element read

ds2 ¼ 4ðdx2 þ dy2Þ
ð1� x2 � y2Þ2

; dA ¼ 4dx dy

ð1� x2 � y2Þ2
½10�

The group of orientation-preserving isometries is
now represented by PSU(1, 1) = SU(1, 1)={�1},
where

SUð1;1Þ ¼ � �
� �

� �
:�;� 2C; j�j2�j�j2 ¼ 1

� �
½11�

acting on D as above via fractional linear transfor-
mations. The fundamental group of the regular
octagon surface is the subgroup of all elements in
PSU(1,1) with coefficients of the form

� ¼ kþ l
ffiffiffi
2
p

; � ¼ ðmþ n
ffiffiffi
2
p
Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

ffiffiffi
2
pq

½12�

where k, l, m, n 2 Z[i], that is, Gaussian integers of
the form k1 þ ik2, k1, k2 2 Z. Note that not all
choices of k, l, m, n 2 Z[i] satisfy the condition
j�j2 � j�j2 = 1. Since all elements � 6¼ 1 of � act
fix-point free on H, the surface �nH is smooth
without conic singularities.

In the following, we will restrict our attention to a
representative case, the modular surface with
� = PSL(2, Z).

Eigenvalue Statistics and Selberg
Trace Formula

The statistical properties of the rescaled eigenvalues
Xj (cf. [4]) of the Laplacian can be characterized by
their distribution in small intervals

Nðx;LÞ :¼ #fj : x � Xj � xþ Lg ½13�

where x is uniformly distributed, say, in the
interval [X, 2X], X large. Numerical experiments
by Bogomolny, Georgeot, Giannoni, and Schmit,
as well as Bolte, Steil, and Steiner (see references in

–1 0 1

y

x

Figure 2 Fundamental domain of the modular group PSL(2, Z )

in the complex upper-half plane.

Figure 3 Fundamental domain of the regular octagon in the

Poincaré disk.
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Bogomolny (1997)) suggest that the Xj are asymp-
totically Poisson distributed:

Conjecture 1 For any bounded function g : Z
0!C
we have

1

X

Z 2X

X

g Nðx;LÞð Þ dx!
X1
k¼0

gðkÞL
ke�L

k!
½14�

as T!1.

One may also consider larger intervals, where
L!1 as X!1. In this case, the assumption on
the independence of the Xj predicts a central-limit
theorem. Weyl’s law [3] implies that the expectation
value is asymptotically, for T!1,

1

X

Z 2X

X

Nðx;LÞ dx � L ½15�

This asymptotics holds for any sequence of L
bounded away from zero (e.g., L constant, or
L!1).

Define the variance by

�2ðX;LÞ ¼ 1

X

Z 2X

X

Nðx;LÞ � Lð Þ2 dx ½16�

In view of the above conjecture, one expects
�2(X, L) � L in the limit X!1, L=

ffiffiffiffi
X
p
! 0 (the

variance exhibits a less universal behavior in the
range L�

ffiffiffiffi
X
p

(the notation A� B means there is a
constant c > 0 such that A � cB), cf. Sarnak (1995),
and a central-limit theorem for the fluctuations
around the mean:

Conjecture 2 For any bounded function g : R!C
we have

1

X

Z 2X

X

g
Nðx;LÞ � Lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2ðx;LÞ
p !

dx

! 1ffiffiffiffiffiffi
2�
p

Z 1
�1

gðtÞ e�ð1=2Þt2

dt ½17�

as X, L!1, L� X.

The main tool in the attempts to prove the above
conjectures has been the Selberg trace formula. It
relates sums over eigenvalues of the Laplacians to
sums over lengths of closed geodesics on the
hyperbolic surface. The trace formula is in its
simplest form in the case of compact hyperbolic
surfaces; we haveX1

j¼0

hð�jÞ ¼
AreaðMÞ

4�

Z 1
�1

hð�Þ tanhð��Þ� d�

þ
X
�2H


X1
n¼1

‘� gðn‘�Þ
2 sinhðn‘�=2Þ

½18�

where H
 is the set of all primitive oriented closed
geodesics �, and ‘� their lengths. The quantity �j is
related to the eigenvalue �j by the equation �j = �2

j þ
1=4. The trace formula [18] holds for a large class of
even test functions h. For example, it is sufficient to
assume that h is infinitely differentiable, and that the
Fourier transform of h,

gðtÞ ¼ 1

2�

Z
R

hð�Þ e�i�t d� ½19�

has compact support. The trace formula for non-
compact surfaces has additional terms from the
parabolic elements in the corresponding group, and
includes also sums over the resonances of the
continuous part of the spectrum. The noncompact
modular surface behaves in many ways like a
compact surface. In particular, Selberg showed that
the number of eigenvalues embedded in the con-
tinuous spectrum satisfies the same Weyl law as in
the compact case (Sarnak 2003).

Setting

hð�Þ ¼ �½X;XþL�
AreaðMÞ

4�
�2þ 1

4

� �� �
½20�

where �[X, XþL] is the characteristic function of the
interval [X, Xþ L], we may thus view N (X, L) as
the left-hand side of the trace formula. The above
test function h is, however, not admissible, and
requires appropriate smoothing. Luo and Sarnak (cf.
Sarnak (2003)) developed an argument of this type
to obtain a lower bound on the average number
variance,

1

L

Z L

0

�2ðX;L0Þ dL0 �
ffiffiffiffi
X
p

ðlog XÞ2
½21�

in the regime
ffiffiffiffi
X
p

= log X� L�
ffiffiffiffi
X
p

, which is
consistent with the Poisson conjecture �2(X, L) � L.
Bogomolny, Levyraz, and Schmit suggested a remark-
able limiting formula for the two-point correlation
function for the modular surface (cf. Bogomolny
et al. (1997) and Bogomolny (2006)), based on an
analysis of the correlations between multiplicities of
lengths of closed geodesics. A rigorous analysis of the
fluctuations of multiplicities is given by Peter (cf.
Bogomolny (2006)). Rudnick (2005) has recently
established a smoothed version of Conjecture 2 in the
regime ffiffiffiffi

X
p

L
!1;

ffiffiffiffi
X
p

L log X
! 0 ½22�

where the characteristic function in [20] is replaced
by a certain class of smooth test functions.

All of the above approaches use the Selberg trace
formula, exploiting the particular properties of the
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distribution of lengths of closed geodesics in
arithmetic hyperbolic surfaces. These will be dis-
cussed in more detail in the next section, following
the work of Bogomolny, Georgeot, Giannoni and
Schmit, Bolte, and Luo and Sarnak (see Bogomolny
et al. (1997) and Sarnak (1995) for references).

Distribution of Lengths of Closed
Geodesics

The classical prime geodesic theorem asserts that the
number N(‘) of primitive closed geodesics of length
less than ‘ is asymptotically

Nð‘Þ � e‘

‘
½23�

One of the significant geometrical characteristics of
arithmetic hyperbolic surfaces is that the number of
closed geodesics with the same length ‘ grows
exponentially with ‘. This phenomenon is most
easily explained in the case of the modular surface,
where the set of lengths ‘ appearing in the lengths
spectrum is characterized by the condition

2 coshð‘=2Þ ¼ jtr �j ½24�

where � runs over all elements in SL(2, Z) with
jtr�j >2. It is not hard to see that any integer n > 2
appears in the set {jtr �j: � 2 SL(2, Z)}, and hence
the set of distinct lengths of closed geodesics is

L ¼ f2 arcoshðn=2Þ: n ¼ 3; 4; 5; . . .g ½25�

Therefore, the number of distinct lengths less than ‘
is asymptotically (for large ‘)

N0ð‘Þ ¼ #ðL \ ½0; ‘�Þ � e‘=2 ½26�

Equations [26] and [23] say that on average the
number of geodesics with the same lengths is at least

}e‘=2=‘.
The prime geodesic theorem [23] holds equally for

all hyperbolic surfaces with finite area, while [26] is
specific to the modular surface. For general arith-
metic surfaces, we have the upper bound

N0ð‘Þ � ce‘=2 ½27�

for some constant c > 0 that may depend on the
surface. Although one expects N0(‘) to be asympto-
tic to (1=2)N(‘) for generic surfaces (since most
geodesics have a time-reversal partner which thus
has the same length, and otherwise all lengths are
distinct), there are examples of nonarithmetic Hecke
triangles where numerical and heuristic arguments
suggest N0(‘) � c1ec2‘=‘ for suitable constants c1 > 0
and 0< c2 < 1=2 (cf. Bogomolny (2006)). Hence

exponential degeneracy in the length spectrum seems
to occur in a weaker form also for nonarithmetic
surfaces.

A further useful property of the length spectrum
of arithmetic surfaces is the bounded clustering
property: there is a constant C (again surface
dependent) such that

#ðL \ ½‘; ‘þ 1�Þ � C ½28�

for all ‘. This fact is evident in the case of the
modular surface; the general case is proved by Luo
and Sarnak (cf. Sarnak (1995)).

Quantum Unique Ergodicity

The unit tangent bundle of a hyperbolic surface �nH
describes the physical phase space on which the
classical dynamics takes place. A convenient para-
metrization of the unit tangent bundle is given by
the quotient �nPSL(2, R – this may be seen be means
of the Iwasawa decomposition for an element
g 2 PSL(2, R),

g ¼
1 x

0 1

 !
y1=2 0

0 y�1=2

 !

�
cos 	=2 sin 	=2

� sin 	=2 cos 	=2

 !
½29�

where xþ iy 2 H represents the position of the
particle in �nH in half-plane coordinates, and 	 2
[0, 2�) the direction of its velocity. Multiplying the
matrix [29] from the left by

	
a b
c d



and writing the

result again in the Iwasawa form [29], one obtains
the action

ðz; 
Þ 7! azþ b

czþ d
; 	� 2 argðczþ dÞ

� �
½30�

which represents precisely the geometric action of
isometries on the unit tangent bundle.

The geodesic flow �t on �nPSL(2, R) is repre-
sented by the right translation

�t : �g 7!�g
et=2 0
0 e�t=2

� �
½31�

The Haar measure � on PSL(2, R) is thus trivially
invariant under the geodesic flow. It is well known
that � is not the only invariant measure, that is, �t is
not uniquely ergodic, and that there is in fact an
abundance of invariant measures. The simplest
examples are those with uniform mass on one, or a
countable collection of, closed geodesics.

To test the distribution of an eigenfunction
’j in phase space, one associates with a function
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a 2 C1(�nPSL(2, R)) the quantum observable
Op(a), a zeroth order pseudodifferential operator
with principal symbol a. Using semiclassical tech-
niques based on Friedrich’s symmetrization, one
can show that the matrix element

�jðaÞ ¼ hOpðaÞ’j; ’ji ½32�

is asymptotic (as j!1) to a positive functional
that defines a probability measure on
�nPSL(2, R). Therefore, if M is compact, any
weak limit of �j represents a probability measure
on �nPSL(2, R). Egorov’s theorem (see Quantum
Ergodicity and Mixing of Eigenfunctions) in turn
implies that any such limit must be invariant
under the geodesic flow, and the main challenge
in proving QUE is to rule out all invariant
measures apart from Haar.

Conjecture 3 (Rudnick and Sarnak (1994); see
Sarnak (1995, 2003)). For every compact hyperbolic
surface �nH, the sequence �j converges weakly to �.

Lindenstrauss has proved this conjecture for
compact arithmetic hyperbolic surfaces of congru-
ence type (such as the second example in the section
‘‘Hyperbolic surfaces’’) for special bases of eigen-
functions, using ergodic-theoretic methods. These
will be discussed in more detail in the next section.
His results extend to the noncompact case, that is, to
the modular surface where � = PSL(2, Z). Here he
shows that any weak limit of subsequences of �j is
of the form c�, where c is a constant with values in
[0, 1]. One believes that c = 1, but with present
techniques it cannot be ruled out that a proportion
of the mass of the eigenfunction escapes into the
noncompact cusp of the surface. For the modular
surface, c = 1 can be proved under the assumption of
the generalized Riemann hypothesis (see the section
‘‘Eigenfunctions and L-functions’’ and Sarnak
(2003)). QUE also holds for the continuous part of
the spectrum, which is furnished by the Eisenstein
series E(z, s), where s = 1=2þ ir is the spectral
parameter. Note that the measures associated with
the matrix elements

�rðaÞ ¼ hOpðaÞEð�; 1=2þ irÞ;Eð�; 1=2þ irÞi ½33�

are not probability measures but only Radon
measures, since E(z, s) is not square-integrable. Luo
and Sarnak, and Jakobson have shown that

lim
r!1

�rðaÞ
�rðbÞ

¼ �ðaÞ
�ðbÞ ½34�

for suitable test functions a, b 2 C1(�nPSL(2, R))
(cf. Sarnak (2003)).

Hecke Operators, Entropy
and Measure Rigidity

For compact surfaces, the sequence of probability
measures approaching the matrix elements �j is
relatively compact. That is, every infinite sequence
contains a convergent subsequence. Lindenstrauss’
central idea in the proof of QUE is to exploit the
presence of Hecke operators to understand the
invariance properties of possible quantum limits.
We will sketch his argument in the case of the
modular surface (ignoring issues related to the non-
compactness of the surface), where it is most
transparent.

For every positive integer n, the Hecke operator
Tn acting on continuous functions on �nH with
� = SL(2, Z) is defined by

Tnf ðzÞ ¼ 1ffiffiffi
n
p

Xn

a;d¼1
ad¼n

Xd�1

b¼0

f
azþ b

d

� �
½35�

The set Mn of matrices with integer coefficients and
determinant n can be expressed as the disjoint union

Mn ¼
[n

a;d¼1
ad¼n

[d�1

b¼0

�
a b
0 d

� �
½36�

and hence the sum in [35] can be viewed as a sum
over the cosets in this decomposition. We note the
product formula

TmTn ¼
X

djgcdðm;nÞ
Tmn=d2 ½37�

The Hecke operators are normal, form a com-
muting family, and in addition they commute with
the Laplacian �. In the following, we consider an
orthonormal basis of eigenfunctions ’j of � that
are simultaneously eigenfunctions of all Hecke
operators. We will refer to such eigenfunctions as
Hecke eigenfunctions. The above assumption is
automatically satisfied, if the spectrum of � is
simple (i.e., no eigenvalues coincide), a property
conjectured by Cartier and supported by numerical
computations. Lindenstrauss’ work is based on the
following two observations. Firstly, all quantum
limits of Hecke eigenfunctions are geodesic-flow
invariant measures of positive entropy, and sec-
ondly, the only such measure of positive entropy
that is recurrent under Hecke correspondences is
the Lebesgue measure.

The first property is proved by Bourgain and
Lindenstrauss (2003) and refines arguments of
Rudnick and Sarnak (1994) and Wolpert (2001) on
the distribution of Hecke points (see Sarnak (2003) for
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references to these papers). For a given point z 2 H
the set of Hecke points is defined as

TnðzÞ :¼Mnz ½38�

For most primes, the set Tpk(z) comprises (pþ 1)
pk�1 distinct points on �nH. For each z, the Hecke
operator Tn may now be interpreted as the
adjacency matrix for a finite graph embedded in
�nH, whose vertices are the Hecke points Tn(z).
Hecke eigenfunctions ’j with

Tn’j ¼ �jðnÞ’j ½39�

give rise to eigenfunctions of the adjacency matrix.
Exploiting this fact, Bourgain and Lindenstrauss
show that for a large set of integers n

j’jðzÞj2 �
X

w2TnðzÞ
j’jðwÞj2 ½40�

that is, pointwise values of j’jj2 cannot be substan-
tially larger than its sum over Hecke points. This,
and the observation that Hecke points for a large set
of integers n are sufficiently uniformly distributed
on �nH as n!1, yields the estimate of positive
entropy with a quantitative lower bound.

Lindenstrauss’ proof of the second property,
which shows that Lebesgue measure is the only
quantum limit of Hecke eigenfunctions, is a result of
a currently very active branch of ergodic theory:
measure rigidity. Invariance under the geodesic flow
alone is not sufficient to rule out other possible limit
measures. In fact, there are uncountably many
measures with this property. As limits of Hecke
eigenfunctions, all quantum limits possess an addi-
tional property, namely recurrence under Hecke
correspondences. Since the explanation of these is
rather involved, let us recall an analogous result in a
simpler setup. The map �2 : x 7! 2x mod 1 defines a
hyperbolic dynamical system on the unit circle with
a wealth of invariant measures, similar to the case of
the geodesic flow on a surface of negative curvature.
Furstenberg conjectured that, up to trivial invariant
measures that are localized on finitely many rational
points, Lebesgue measure is the only �2-invariant
measure that is also invariant under action of
�3 : x 7! 3x mod 1. This fundamental problem is
still unsolved and one of the central conjectures in
measure rigidity. Rudolph, however, showed that
Furstenberg’s conjecture is true if one restricts the
statement to �2-invariant measures of positive
entropy (cf. Lindenstrauss (to appear)). In Linden-
strauss’ work, �2 plays the role of the geodesic
flow, and �3 the role of the Hecke correspondences.
Although here it might also be interesting to ask
whether an analog of Furstenberg’s conjecture

holds, it is inessential for the proof of QUE due to
the positive entropy of quantum limits discussed in
the previous paragraph.

Eigenfunctions and L-Functions

An even eigenfunction ’j(z) for � = SL(2, Z) has the
Fourier expansion

’jðzÞ ¼
X1
n¼1

ajðnÞy1=2Ki�j
ð2�nyÞ cosð2�nxÞ ½41�

We associate with ’j(z) the Dirichlet series

Lðs; ’jÞ ¼
X1
n¼1

ajðnÞn�s ½42�

which converges for Re s large enough. These series
have an analytic continuation to the entire complex
plane C and satisfy a functional equation,

�ðs; ’jÞ ¼ �ð1� s; ’jÞ ½43�

where

�ðs; ’jÞ ¼ ��s�
sþ i�j

2

� �
�

s� i�j

2

� �
Lðs; ’jÞ ½44�

If ’j(z) is in addition an eigenfunction of all Hecke
operators, then the Fourier coefficients in fact
coincide (up to a normalization constant) with the
eigenvalues of the Hecke operators

ajðmÞ ¼ �jðmÞajð1Þ ½45�

If we normalize aj(1) = 1, the Hecke relations [37]
result in an Euler product formula for the
L-function,

Lðs; ’jÞ ¼
Y

p prime

1� ajðpÞp�s þ p�1�2s
	 
�1 ½46�

These L-functions behave in many other ways like
the Riemann zeta or classical Dirichlet L-functions.
In particular, they are expected to satisfy a Riemann
hypothesis, that is, all nontrivial zeros are con-
strained to the critical line Ims = 1=2.

Questions on the distribution of Hecke eigenfunc-
tions, such as QUE or value distribution properties,
can now be translated to analytic properties of
L-functions. We will discuss two examples.

The asymptotics in [6] can be established
by proving [6] for the choices g =’k, k = 1, 2, . . . ,
that is, Z

M
j’jj2’k dA! 0 ½47�
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Watson discovered the remarkable relation (Sarnak
2003)Z
M
’j1’j2’j3 dA

���� ����2
¼

�4�ð12 ; ’j1 � ’j2 � ’j3Þ
�ð1; sym2’j1Þ�ð1; sym2’j2Þ�ð1; sym2’j3Þ

½48�

The L-functions �(s, g) in Watson’s formula are
more advanced cousins of those introduced earlier
(see Sarnak (2003) for details). The Riemann
hypothesis for such L-functions then implies, via
[48], a precise rate of convergence to QUE for the
modular surface,Z

M
j’jj2 g dA ¼

Z
M

g dAþOð��1=4þ

j Þ ½49�

for any 
 > 0, where the implied constant depends
on 
 and g.

A second example on the connection between
statistical properties of the matrix elements
�j(a) = hOp(a)’j,’ji (for fixed a and random j) and
values L-functions has appeared in the work of Luo
and Sarnak (cf. Sarnak (2003)). Define the variance

V�ðaÞ ¼
1

Nð�Þ
X
�j��

�jðaÞ � �ðaÞ
�� ��2 ½50�

with N(�) = #{j:�j � �}; cf. [3]. Following a conjec-
ture by Feingold–Peres and Eckhardt et al. (see Sarnak
(2003) for references) for ‘‘generic’’ quantum chaotic
systems, one expects a central-limit theorem for the
statistical fluctuations of the �j(a), where the normal-
ized variance N(�)1=2V�(a) is asymptotic to the
classical autocorrelation function C(a), see eqn [54].

Conjecture 4 For any bounded function g : R!C
we have

1

Nð�Þ
X
�j��

g
�jðaÞ � �ðaÞffiffiffiffiffiffiffiffiffiffiffiffi

V�ðaÞ
p !

! 1ffiffiffiffiffiffi
2�
p

Z 1
�1

gðtÞe�ð1=2Þt2

dt ½51�

as �!1.

Luo and Sarnak prove that in the case of the
modular surface the variance has the asymptotics

lim
�!1

Nð�Þ1=2V�ðaÞ ¼ hBa; ai ½52�

where B is a non-negative self-adjoint operator
which commutes with the Laplacian � and all
Hecke operators Tn. In particular, we have

B’j ¼ 1
2 L 1

2; ’j

	 

Cð’jÞ’j ½53�

where

CðaÞ :¼
Z

R

Z
�nPSLð2;RÞ

a �tðgÞð ÞaðgÞd�ðgÞ dt ½54�

is the classical autocorrelation function for the
geodesic flow with respect to the observable a
(Sarnak 2003). Up to the arithmetic factor
(1=2)L(1=2,’j), eqn [53] is consistent with the
Feingold–Peres prediction for the variance of generic
chaotic systems. Furthermore, recent estimates of
moments by Rudnick and Soundararajan (2005)
indicate that Conjecture 4 is not valid in the case of
the modular surface.

Quantum Eigenstates of Cat Maps

Cat maps are probably the simplest area-preserving
maps on a compact surface that are highly chaotic.
They are defined as linear automorphisms on the
torus T2 = R2=Z2,

�A : T2!T2 ½55�

where a point � 2 R2(mod Z2) is mapped to
A�(mod Z2); A is a fixed matrix in GL(2, Z) with
eigenvalues off the unit circle (this guarantees
hyperbolicity). We view the torus T2 as a symplectic
manifold, the phase space of the dynamical system.
Since T2 is compact, the Hilbert space of quantum
states is an N-dimensional vector space HN, N
integer. The semiclassical limit, or limit of small
wavelengths, corresponds here to N!1.

It is convenient to identify HN with L2(Z=NZ),
with the inner product

h 1;  2i ¼
1

N

X
Q mod N

 1ðQÞ 2ðQÞ ½56�

For any smooth function f 2 C1(T2), define a
quantum observable

OpNðf Þ ¼
X
n2Z2

bf ðnÞTNðnÞ

where bf (n) are the Fourier coefficients of f, and
TN(n) are translation operators

TNðnÞ ¼ e�in1n2=Ntn2

2 tn1

1 ½57�

½t1 �ðQÞ ¼  ðQþ 1Þ
½t2 �ðQÞ ¼ e2�iQ=N ðQÞ

½58�

The operators OpN(a) are the analogs of the
pseudodifferential operators discussed in the section
‘‘Quantum unique ergodicity.’’
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A quantization of �A is a unitary operator UN(A)
on L2(Z=NZ) satisfying the equation

UNðAÞ�1OpNðf ÞUNðAÞ ¼ OpNðf � �AÞ ½59�

for all f 2 C1(T2). There are explicit formulas for
UN(A) when A is in the group

�¼ a b
c d

� �
2 SLð2;ZÞ:ab� cd � 0mod2

� �
½60�

These may be viewed as analogs of the Shale–Weil
or metaplectic representation for SL(2). for example,
the quantization of

A ¼ 2 1
3 2

� �
½61�

yields

UNðAÞ ðQÞ ¼N�1=2
X

Q0mod N

exp

�
2�i

N
ðQ2

�QQ0 þQ0
2Þ


 ðQ0Þ ½62�

In analogy with [1], we are interested in the
statistical features of the eigenvalues and eigenfunc-
tions of UN(A), that is, the solutions to

UNðAÞ’ ¼ �’; k’kL2ðZ=NZÞ ¼ 1 ½63�

Unlike typical quantum-chaotic maps, the statistics
of the N eigenvalues

�N1; �N2; . . . ; �NN 2 S1 ½64�

do not follow the distributions of unitary random
matrices in the limit N!1, but are rather singular
(Keating 1991). In analogy with the Selberg trace
formula for hyperbolic surfaces [18], there is an
exact trace formula relating sums over eigenvalues
of UN(A) with sums over fixed points of the classical
map (Keating 1991).

As in the case of arithmetic surfaces, the eigenfunc-
tions of cat maps appear to behave more generically.
The analog of the Schnirelman–Zelditch–Colin de
Verdière theorem states that, for any orthonormal
basis of eigenfunctions {’Nj}

N
j = 1 we have, for all

f 2 C1(T2),

hOpðf Þ’Nj; ’Nji!
Z

T2
f ð�Þd� ½65�

as N!1, for all j in an index set JN of full density,
that is, #JN � N. Kurlberg and Rudnick (see
Rudnick (2001)) have characterized special bases of
eigenfunctions {’Nj}

N
j = 1 (termed Hecke eigenbases,

in analogy with arithmetic surfaces) for which QUE
holds, generalizing earlier work of Degli Esposti,

Graffi, and Isola (1995). That is, [65] holds for all
j = 1, . . . , N. Rudnick and Kurlberg, and more
recently Gurevich and Hadani, have established
results on the rate of convergence analogous to
[49]. These results are unconditional. Gurevich and
Hadani use methods from algebraic geometry based
on those developed by Deligne in his proof of the
Weil conjectures (an analog of the Riemann hypoth-
esis for finite fields).

In the case of quantum-cat maps, there are values
of N for which the number of coinciding eigenvalues
can be large, a major difference to what is expected
for the modular surface. Linear combinations of
eigenstates with the same eigenvalue are as well
eigenstates, and may lead to different quantum
limits. Indeed, Faure, Nonnenmacher, and De Bièvre
(see De Bièvre (to appear)) have shown that there
are subsequences of values of N, so that, for all
f 2 C1(T2),

hOpðf Þ’Nj; ’Nji!
1

2

Z
T2

f ð�Þd� þ 1

2
f ð0Þ ½66�

that is, half of the mass of the quantum limit
localizes on the hyperbolic fixed point of the map.
This is the first, and to date the only, rigorous result
concerning the existence of scarred eigenfunctions in
systems with chaotic classical limit.
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Introduction

A major motivation for studying the asymptotic
structure of spacetimes has been the need for a
rigorous description of what should be understood by
an ‘‘isolated system’’ in Einstein’s theory of gravity.
As an example, consider a gravitating system some-
where in our universe (e.g., a galaxy, a cluster of
galaxies, a binary system, or a star) evolving accord-
ing to its own gravitational interaction, and possibly
reacting to gravitational radiation impinging on it
from the outside. Thereby it will emit gravitational
radiation. We are interested in describing these waves
because they provide us with important information
about the physics governing the system.

To adequately describe this situation, we need to
idealize the real situation in an appropriate way, since
it is hopeless to try to analyze the behavior of the
system in its interaction with the rest of the universe.
We are mainly interested in the behavior of the
system, and not so much in other processes taking
place at large distances from the system. Since we
would like to ignore those regions, we need a way to
isolate the system from their influence.

The notion of an isolated system allows us to
select individual subsystems of the universe and
describe their properties regardless of the rest of the
universe so that we can assign to each subsystem
such physical attributes as its energy–momentum,
angular momentum, or its emitted radiation field.
Without this notion, we would always have to take
into account the interaction of the system with its
environment in full detail.

In general relativity (GR) it turns out to be a rather
difficult task to describe an isolated system and the
reason is – as always in Einstein’s theory – the fact
that the metric acts both as the physical field and as

the background. In other theories, like electrody-
namics, the physical field, such as the Maxwell field,
is very different from the background field, the flat
metric of Minkowski space. The fact that the metric
in GR plays a dual role makes it difficult to extract
physical meaning from the metric because there is no
nondynamical reference point.

Imagine a system alone in the universe. As we
recede from the system we would expect its influence
to decrease. So we expect that the spacetime which
models this situation mathematically will resemble
the flat Minkowski spacetime and it will approximate
it even better the farther away we go. This implies
that one needs to impose fall-off conditions for the
curvature and that the manifold will be asymptoti-
cally flat in an appropriate sense. However, there is
the problem that fall-off conditions necessarily imply
the use of coordinates and it is awkward to decide
which coordinates should be ‘‘good ones.’’ Thus, it is
not clear whether the notion of an asymptotically flat
spacetime is an invariant concept.

What is needed, therefore, is an invariant defini-
tion of asymptotically flat spacetimes. The key
observation in this context is that ‘‘infinity’’ is far
away with respect to the spacetime metric. This
means that geodesics heading away from the system
should be able to ‘‘run forever,’’ that is, be defined
for arbitrary values of their affine parameter s.
‘‘Infinity’’ will be reached for s!1. However,
suppose we do not use the spacetime metric g but a
metric ĝ which is scaled down with respect to g, that
is, in such a way that ĝ = �2g for some function �.
Then it might be possible to arrange � in such a way
that geodesics for the metric ĝ cover the same events
(strictly speaking, this holds only for null geodesics,
but this is irrelevant for the present plausibility
argument) as those for the metric g yet that their
affine parameter ŝ (which is also scaled down with
respect to s) approaches a finite value ŝ0 for s!1.
Then we could attach a boundary to the spacetime
manifold consisting of all the limit points corre-
sponding to the events with ŝ = ŝ0 on the ĝ-geodesics.
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This boundary would have to be interpreted as
‘‘infinity’’ for the spacetime because it takes infinitely
long for the g-geodesics to get there.

We arrived at this idea of attaching a boundary by
considering the metric structure only ‘‘up to arbi-
trary scaling,’’ that is, by looking at metrics which
differ only by a factor. This is the conformal
structure of the spacetime manifold in question. By
considering the spacetime only from the point of
view of its conformal structure we obtain a picture
of the spacetime which is essentially finite but which
leaves its causal properties unchanged, and hence in
particular the properties of wave propagation. This
is exactly what is needed for a rigorous treatment of
radiation emitted by the system.

Infinity for Minkowski Spacetime

The above discussion suggests that we should consider
the spacetime metric only up to scale, that is,
to focus on the conformal structure of the spacetime
in question. Since we are interested in systems which
approach Minkowski spacetime at large distances
from the source, it is illuminating to study Minkowski
spacetime as a preliminary example. So consider the
manifold M = R4 equipped with the flat metric

g ¼ dt2 � dr2 � r2d�2 ½1�

where r is the standard radial coordinate defined by
r2 = x2 þ y2 þ z2 and

d�2 ¼ d�2 þ sin2 �d�2

is the standard metric on the unit sphere S2. We now
introduce retarded and advanced time coordinates,
which are adapted to the null cone and hence to the
conformal structure of g by the definition

u ¼ t � r; v ¼ t þ r

and obtain the metric in the form

g ¼ du dv� 1
4 ðv� uÞ2d�2

The coordinates u and v both take arbitrary real values
but they are restricted by the relation v� u = 2r � 0.
In order to see what happens ‘‘at infinity,’’ we introduce
the coordinates U and V by the relations

u ¼ tan U; v ¼ tan V

Then U and V both take values in the open interval
(��=2, �=2) with V � U and the metric is trans-
formed to

g ¼ 1

4 cos2 U cos2 V
4dU dV � sin2ðV �UÞd�2
� �

½2�

Clearly, the metric is undefined at events with
cos U = 0 or cos V = 0. These would correspond to
events with u = �1 or v = �1 which do not lie in
M. However, by defining the function

� ¼ 2 cos U cos V

we find that the metric ĝ = �2g with

ĝ ¼ 4dU dV � sin2ðV �UÞ d�2 ½3�

is conformally equivalent to g and is regular for all
values of U and V (keeping V � U). In fact, by
defining the coordinates

T ¼ V þU; R ¼ V �U

this metric takes the form

ĝ ¼ dT2 � dR2 � sin2 R d�2 ½4�

the metric of the static Einstein universe E. Thus, we
may regard the Minkowski spacetime as the part of
the Einstein cylinder defined by restricting the
coordinates T and R to the region jTj þ R < � as
illustrated in Figure 1. Although M can be considered
as being diffeomorphic to the shaded part in Figure 1,
these two manifolds are not isometric. This is obvious
from considering the properties of the events lying on

i 
+

i 
0

I   
+

I   
–

i 
–

Figure 1 The embedding of Minkowski spacetime into the

Einstein cylinder.
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the boundary @M of M in E. Fix a point P inside M
and follow a null geodesic with respect to the metric ĝ
from P toward the future. It will intersect @M after a
finite amount of its affine parameter has elapsed.
When we follow a null geodesic with respect to g
from P in the same direction, we find that it does not
reach @M for any value of its affine parameter. Thus,
the boundary is at infinity for the metric g but at a
finite location with respect to the metric ĝ. When we
consider all possible kinds of geodesics for the metric g
we find that @M consists of five qualitatively different
pieces. The future pointing timelike geodesics all
approach the point iþ given by (T, R) = (�, 0), while
the past-pointing geodesics approach i� with coordi-
nates (��, 0). All spacelike geodesics come arbitrarily
close to a point i0 with coordinates (0, �) (located on
the front of the cylinder in Figure 1). Null geodesics,
however, are different. For any point (T, �� jTj) with
T 6¼ 0, �� on @M there are g-null-geodesics which
come arbitrarily close.

In this sense, we may regard @M as consisting of
limit points obtained by tracing-geodesics for infi-
nite values of their affine parameters. According to
the causal character of the geodesics the set of their
respective limit points is called future/past timelike
infinity i�, spacelike infinity i0 or future/past null-
infinity, denoted by I

�. These two parts of null-
infinity are three-dimensional regular submanifolds
of the embedding manifold E, while the points i�, i0

are regular points in E in the sense that the metric ĝ
is regular there. This is not automatic, considering
the fact that infinitely many geodesics converge to a
single point. However, the flatness of Minkowski
spacetime guarantees that the geodesics approach at
just the appropriate rate for the limit points to be
regular.

This example shows that the structure of the
boundary is determined entirely by the metric g of
Minkowski spacetime. If we had chosen a different
function �0=!� with ! > 0 then we would not
have obtained the Einstein cylinder but some
different Lorentzian manifold (M0, g0). Yet, the
boundary of M in M0 would have had the same
properties.

Asymptotically Flat Spacetimes

The physical idea of an isolated system is captured
mathematically by an asymptotically flat space-
time. Since such a spacetime M is expected to
approach Minkowski spacetime asymptotically,
the asymptotic structure of M is also expected to
be similar to that of M. This expectation is
expressed in

Definition 1 A spacetime (M, gab) is called ‘‘asymp-
totically simple’’ if there exists a manifold-with-
boundary cM with metric ĝab and scalar field � oncM and boundary I = @M such that the following
conditions hold:

1. M is the interior of cM:M= int cM;
2. ĝab = �2gab on M;
3. � and ĝab are smooth on all of �M;
4. � > 0 on M; � = 0,ra� 6¼ 0 on I ; and
5. each null geodesic acquires both future and past

endpoints on I .

This definition formalizes the construction which
was explicitly performed above, by which one
attaches a regular (nonempty) boundary to a space-
time after suitably rescaling its metric. Asymptoti-
cally simple spacetimes are exactly those for which
this process of conformal compactification is possi-
ble. The purpose of condition 5 is to exclude
pathological cases. There are spacetimes which do
not satisfy this condition (e.g., the Schwarzschild
spacetime, where some of the null geodesics enter
the event horizon and cannot escape to infinity).
Yet, one would like to include them as being
asymptotically simple in a sense, because they
clearly describe isolated systems. For these cases,
there exists the notion of weakly asymptotically
simple spacetimes.

In order to arrive at asymptotically flat space-
times, one needs to make certain assumptions about
the behavior of the curvature near the boundary,
thus:

Definition 2 An asymptotically simple spacetime is
called ‘‘asymptotically flat’’ if its Ricci tensor Ric[g]
vanishes in a neighborhood of I .

Note that this definition imposes a rather strong
restriction on the Ricci curvature; less restrictive
assumptions are possible. This condition applies
only near I . Thus, it is possible to consider
spacetimes which contain matter fields as long as
these fields do not extend to infinity.

Other asymptotically simple spacetimes which are
not asymptotically flat are the de Sitter and anti-de
Sitter spacetimes which are solutions of the Einstein
equations with nonvanishing cosmological constant �.
It is a simple consequence of the definition that
the boundary I is a regular three-dimensional
hypersurface of the embedding spacetime cM which
is timelike, spacelike, or null depending on the sign
of �. In particular, for the Minkowski spacetime
(�= 0) the boundary is necessarily a null hypersur-
face, as noted above.

The requirement that the vacuum Einstein
equations hold near I has several important
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consequences. First, I is a null hypersurface with
the special property of being shear-free. This means
that any cross section of a bundle of its null
generators does not suffer any distortions when
moved along the generators. Only expansion or
contraction can occur. The global structure of I

is the same as the one from the example above.
Null infinity consists of two connected components,
I
�, each of which is diffeomorphic to S2 � R. Thus,

topologically, I
� are cylinders. The cone-like

appearance as seen in Figure 1 is artificial. It
depends on the particular conformal factor � chosen
for the conformal compactification. Furthermore, it
is only in very exceptional cases that the metric ĝ is
regular at i0 or i�.

The most important consequence, however, con-
cerns the conformal Weyl tensor Ca

bcd. This is the
part of the full Riemann curvature tensor Ra

bcd which
is trace-free. It is invariant under conformal rescal-
ings of the metric. Thus, on M, Ca

bcd = Ĉa
bcd. When

the vanishing of the Ricci tensor near I is assumed
then it turns out that the Weyl tensor necessarily
vanishes on I . This is the ultimate justification for
calling such manifolds asymptotically flat because the
entire curvature vanishes on I .

Some Consequences

There are several consequences of the existence of
the conformal boundary I . They all can be traced
back to the fact that this boundary can be used to
separate the geometric fields into a universal back-
ground field and dynamical fields which propagate
on it. The background is given by the boundary
points attached to an asymptotically flat spacetime
which always form a three-dimensional null hyper-
surface I with two connected components (in the
sequel, we restrict our attention to I

þ only; I
� is

treated similarly), each with the topology of a
cylinder. And in each case, I is shear-free.

The BMS Group

Since the structure of null-infinity is universal over
all asymptotically flat spacetimes, it is obvious that
its symmetry group should also possess a universal
meaning. This group, the so-called Bondi–Metzner–
Sachs (BMS) group is in many respects similar to the
Poincaré group, the symmetry group of M. It is the
semidirect product of the Lorentz group with an
abelian group which, however, is not the four-
dimensional translation group but an infinite-dimen-
sional group of supertranslations. This group is a
normal subgroup, so the factor group is isomorphic
to the Lorentz group.

In physical terms, the supertranslations arise
because there are infinitely many directions from
which observers at infinity (whose world lines coincide
with the null generators of I in a certain limit) can
observe the system and because each observer is free to
choose its own origin of proper time u. The observers
surrounding the system are not synchronized, because
under the assumptions made there is no natural way to
fix a unique common origin. Hence, a supertranslation
is a shift of the parameter along each null generator of
I
þ corresponding to a change of origin for each

individual observer. It can be given as a map S2 ! R.
A choice of origin on each null generator of I

þ is
referred to as a ‘‘cut’’ of I

þ. It is a two-dimensional
surface of spherical topology which intersects each null
generator exactly once. It is an open question whether
one can always synchronize the observers by imposing
canonical conditions at i0 or i�, thereby reducing the
BMS group to the smaller Poincaré group.

The supertranslations contain a unique four-
dimensional normal subgroup. In M these special
supertranslations are the ones which are induced by
the translations of Minkowski spacetime in the
following way. Take the future light cone of some
event P and follow it out to I

þ, where its intersection
defines an origin for each observer located there.
Now consider the light cone of another event Q
obtained from P by a translation in a spatial
direction. Then the light emitted from Q will arrive
at I

þ earlier than that from P for observers in the
direction of the translation, while it will be delayed
for observers in the opposite direction. This change
in arrival time defines a specific supertranslation.
Similarly, for a translation in a temporal direction,
the light from Q will arrive later than that from P
for all observers. Thus, every translation in M
defines a particular supertranslation on I

þ. These
can be characterized in a different way, which is
intrinsic to I

þ and which can be used in the general
case even though there will be no Killing vectors
present in a general asymptotically flat spacetime. In
an appropriate coordinate system, the asymptotic
translations are given as linear combinations of the
first four spherical harmonics Y00, Y10, Y1�1. The
space of asymptotic translations T is in a natural
way isometric to M.

The Peeling Property

Now consider the Weyl tensor Ca
bcd on cM. Since it

vanishes on I where � = 0 we may form the
quotient

Ka
bcd ¼ ��1Ca

bcd
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which can be shown to be smooth on I
þ. The

physical interpretation of this tensor field is based
on the following properties. In source-free regions
the field satisfies the spin-2 zero-rest-mass equationbraK

a
bcd ¼ 0

which is very similar to the Maxwell equations for
the electromagnetic (spin-1) Faraday tensor. Thus,
Ka

bcd is interpreted as the gravitational field, which
describes the gravitational waves contained inside
the system. The zero-rest-mass equation for Ka

bcd

and the fact that the field is smooth on I implies that
the Weyl tensor satisfies the ‘‘peeling’’ property. This
is a characteristic conspiracy between the fall-off
behavior of certain components of the Weyl tensor
along outgoing g-null-geodesics approaching I

þ in
M with respect to an affine parameter s for s!1
and their algebraic type. Symbolically, the Weyl
tensor has the following behavior as s!1 along
the null geodesic:

C ¼ ½4�
s
þ ½31�

s2
þ ½211�

s3
þ ½1111�

s4
þOðs�5Þ ½5�

where the numerator of each component indicates
its Petrov type. The repeated principal null direction
(PND) in the first three components and one of the
PNDs in the fourth component are aligned with the
tangent vector of the geodesic. This implies that
the farthest reaching component of the Weyl tensor,
which is O(1=s), has the Petrov type of a radiation
field. It is customary to combine the components
which are O(1=si) into one complex function and
denote it by  5�i. When expressed in terms of the
field Ka

bcd on cM, this fall-off behavior implies that
of all components of Ka

bcd only  4 does not
necessarily vanish on I

þ.
In special cases like the Minkowski, Schwarzs-

child, Kerr, and more generally in all asymptotically
flat stationary spacetimes, even  4 vanishes on I

þ.
For these reasons,  4 is called the radiation field of
the system, that is, that part of the gravitational field
which can be registered by the observers at infinity.
It describes the outgoing radiation which is being
emitted by the system during its evolution.

The Bondi–Sachs Mass-Loss Formula

Gravitational waves carry away energy from the
system. This is a consequence of the Bondi–Sachs
mass-loss formula. The Bondi–Sachs energy–
momentum is related to a weighted integral over a
cut C,

PC½W� ¼ �
1

4�G

Z
C

W  2 þ � _��½ � d2S ½6�

The quantity in brackets, the mass aspect, is a
combination of the scalar  2 which in a sense
measures the strength of the Coulomb-like part of
the gravitational field on I

þ and the complex
quantity �. In a so-called Bondi coordinate system,
this quantity is related to the radiation field  4 by
the relation

 4 ¼ �€��

the dot indicating differentiation with respect to the
affine parameter along the null generators. Thus, �
is essentially the second time integral of the
radiation field. The mass aspect is integrated against
a function W which is an asymptotic translation,
that is, a linear combination of the first four
spherical harmonics. Thus, one can view the
expression [6] as defining a linear map T ! R.
Since T and M are isometric this defines a covector
Pa on M, which can always be shown to be timelike,
PaPa � 0. This positivity property together with the
fact that in the special cases of Schwarzschild and
Kerr spacetimes the integral yields the mass para-
meters when evaluated for a time translation
(W = 1) motivates the interpretation of PC as the
energy–momentum 4-vector of the spacetime at the
instant defined by the cut C. In particular, for W = 1
the integral gives the time component of PC, the
Bondi–Sachs energy E.

The interpretation of [6] as energy–momentum is
strengthened by the fact that PC arises as dual to the
translations which is familiar from Lagrangian field
theories where energy and momentum appear as
generators for time and space translations. In fact,
one can set up a Hamiltonian framework where the
role of the Bondi–Sachs energy–momentum as
generator of asymptotic translations is made
explicit.

This point of view suggests that one should also
be able to define a notion of angular momentum for
asymptotically flat spacetimes because angular
momentum arises as the generator of rotations,
which can also be defined asymptotically. However,
while there is a unique notion of translation on I

þ,
this is not the case for rotations (and boosts). The
reason is hidden in the structure of the BMS group
where the Lorentz group appears naturally as a
factor group but not as a unique subgroup. In
physical terms, the angular momentum depends on
an origin but there is no natural way to choose an
origin on I

þ. This ambiguity in the choice of origin
leads to several nonequivalent expressions for
angular momentum in the literature.

Consider now two cuts C and C0, with C0 later than
C. Then we may compute the difference �E = E� E0

of the Bondi–Sachs energies with respect to the two
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cuts. It turns out that this difference can be
expressed as an integral over the (three-dimensional)
piece � of I

þ which is bounded by the two cuts
(i.e., @� = C0 � C):

E0 � E ¼ � 1

4�G

Z
�

_� _�� d3V ½7�

This result means that the Bondi–Sachs energy of the
system decreases, since E0 < E and the rate of
decrease is given by the (positive-definite) amount
of gravitational radiation which leaves the system
during the period defined by the two cuts.

It is necessary to point out that in this article the
structure of null infinity has been postulated based
on physical reasonings. The Einstein equations have
been used only in a very weak sense, namely only in
a neighborhood of I . It is an entirely different
question whether the field equations are compatible
with this postulated structure. To answer it, one
needs to show that there are global solutions of the
Einstein equations which exhibit the postulated
behavior in the asymptotic region. This question
has been settled recently in the affirmative: there are
many global spacetimes which are asymptotically
flat in the sense described here.

This article discussed has the notion of null
infinity, that is, of spacetimes which are asymptoti-
cally flat in lightlike directions. Spacetimes which
are asymptotically flat in spacelike directions have
not been covered. The latter is a notion which has
been developed largely independently of null infinity
since it is essentially a property of an initial data set
and not of the entire four-dimensional spacetime.
Ultimately, these two notions should coincide, in the
sense that if one has an initial data set which is
asymptotically flat in spatial directions in an appro-
priate sense then its Cauchy development will be an
asymptotically flat spacetime. However, as of yet, it
is not clear what the appropriate conditions should
be because the structure of the gravitational field in

the neighborhood of spacelike infinity i0 is not
sufficiently well understood so far.

See also: Black Hole Mechanics; Boundaries for
Spacetimes; Canonical General Relativity; Einstein
Equations: Exact Solutions; Einstein Equations: Initial
Value Formulation; General Relativity: Overview;
Gravitational Waves; Quantum Entropy; Spacetime
Topology, Causal Structure and Singularities; Stability of
Minkowski Space; Stationary Black Holes.
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Introduction

Averaging methods are the methods of perturbation
theory that are based on the averaging principle and
the idea of dividing the dynamics into slow drift and

fast oscillations. The most common field of applica-
tions of averaging methods is the analysis of the
behavior of dynamical systems that differ from
integrable systems by small perturbations.

Averaging Principle

Equations of motion of a system that differ from an
integrable system by small perturbations often can
be written in the form
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_I ¼ "gðI; ’; "Þ; _’ ¼ !ðIÞ þ "f ðI; ’; "Þ
I ¼ ðI1; . . . ; InÞ 2 Rn

’ ¼ ð’1; . . . ; ’mÞ 2 Tm modd 2�; 0 < "� 1

½1�

The small parameter " characterizes the amplitude
of the perturbation. For "= 0 one gets the
unperturbed system. The equation I = const. sin-
gles out an invariant m-dimensional torus of the
unperturbed system. The motion on this torus is
quasiperiodic with frequency vector !(I); compo-
nents of vector I are called ‘‘slow variables’’
whereas components of vector ’ are called ‘‘fast
variables’’ or ‘‘phases.’’ The right-hand sides of
system [1] are 2�-periodic with respect to all ’j. It
is assumed that they are smooth enough functions
of all arguments. It is also assumed that compo-
nents of the frequency vector are not linearly
dependent over the ring of integer numbers
identically with respect to I. System [1] is called
a ‘‘system with rotating phases.’’

In applications, one is often interested mainly in
the behavior of slow variables. The ‘‘averaging
principle’’ (or method) consists in replacing the
system of perturbed equations [1] by the ‘‘averaged
system’’

_J ¼ "Gð JÞ; Gð JÞ ¼ ð2�Þ�m
I

Tm
gð J; ’;0Þ d’ ½2�

for the purpose of providing an approximate
description of the evolution of the slow variables
over time intervals of order 1=" or longer. Here,
d’= d’1 � � � d’m. System [2] contains only slow
variables and, therefore, is much simpler for
investigation than system [1]. When passing from
system [1] to system [2], one ignores the terms
g(I,’, 0)�G(I) on the right-hand side of [1]. The
averaging principle is based on the idea that these
terms oscillate and lead only to small oscillations
which are superimposed on the drift described by
the averaged system. To justify the averaging
principle, one should establish a relation between
the behavior of the solutions of systems [1] and [2].
This problem is still far from being completely
solved.

Another version of the averaging principles is
used in the case when frequencies are approxi-
mately in resonance. This means that one or
several relations of the form (k,!) = 0 approxi-
mately are valid with irreducible integer coefficient
vectors k 6¼ 0; here, (k,!) is the standard scalar
product in Rm. Let � be a sublattice of the integer
lattice Zm generated by these vectors. Let
r = rank � and k(1), k(2), . . . , k(m) be a basis in Zm,

the first r vectors of which belong to �. Instead of
’, one can introduce new variables:

# ¼ ð#1; . . . ; #rÞ 2 T r modd 2�

� ¼ ð�1; . . . ; �m�rÞ 2 T m�r modd 2�

#i ¼ ðkðiÞ; ’Þ; �j ¼ ðkðrþjÞ; ’Þ

Let R be an r�m matrix whose rows are vectors
k(i), 1 � i � r. For an approximate description of the
behavior of variables I,#, the averaging principle
prescribes replacing system [1] by the system

_J ¼ "G�ð J; �Þ; _� ¼ R!ð JÞ þ "RF�ð J; �Þ

G�ð J; #Þ ¼ ð2�Þ�ðm�rÞ
I

T m�r

gð J; ’;0Þd�

F�ð J; #Þ ¼ ð2�Þ�ðm�rÞ
I

T m�r

f ð J; ’;0Þd�

½3�

(one should express g, f through #,� and then
integrate over �, d�= d�1 � � �d�m�r). System [3] is
called ‘‘partially averaged system’’ for resonances in
�. Functions G�,F� can be obtained from Fourier
series expansions of functions g, f for "= 0
by throwing away harmonics exp (i(k,’)), k=2�
(nonresonant harmonics). Passing from system [1]
to system [3] is based on the idea that the ignored
nonresonant harmonics oscillate fast and do not
affect essentially the evolution of the slow variables.

Now let system [1] be a Hamiltonian system close
to an integrable one. The Hamiltonian function has
the form

H ¼ H0ðpÞ þ "H1ðp; ’; y; x; "Þ

where ’, x are coordinates and p, y are conjugated
to them. The equations of motion have the same
form as [1], with I = (p, y, x):

_p ¼ �" @H1

@’
; _y ¼ �" @H1

@x

_x ¼ " @H1

@y
; _’ ¼ @H0

@I
þ " @H1

@I

½4�

The averaging principle in the case when there are
no resonant relations leads to the system

_p ¼ 0; _y ¼ �" @H1

@x
; _x ¼ " @H1

@y

H1 ¼ ð2�Þ�m
I

Tm
H1ðp; ’; y; x; 0Þ d’

½5�

Therefore, in this case there is no drift in p, and the
behavior of y, x is described by the Hamiltonian
system, which contains p as a parameter. Equations
of motion of planets around the Sun can be reduced
to the form [4]. The issue of the absence of the
evolution of momenta p is known in this problem as
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the Lagrange–Laplace theorem, about the absence of
the evolution of semimajor axes of planetary orbits.

Elimination of Fast Variables, Decoupling
of Slow and Fast Motions

The basic role in the averaging method is played by
the idea that the exact system can be in the principal
approximation transformed into the averaged sys-
tem by means of a transformation of variables close
to the identical one. The extension of this idea is the
idea that similar transformation of variables allows
one to eliminate, up to an arbitrary degree of
accuracy, the fast phases from the right-hand sides
of the equations of perturbed motion and in this
way decouple the slow motion from the fast one.
For system [1], provided there are no resonant
relations between frequencies, the elimination of fast
variables is performed as follows. The desirable
transformation of variables (I,’) 7! (J, ) is sought
as a formal series

I ¼ J þ "u1ð J;  Þ þ "2u2ð J;  Þ þ � � �
’ ¼  þ "v1ð J;  Þ þ "2v2ð J;  Þ þ � � �

½6�

where functions uj, vj are 2�-periodic in  . The
transformation [6] should be chosen in such a way
that in the new variables the right-hand sides of
equations of motion do not contain fast variables,
that is, the equations of motion should have the
form

_J ¼ "G0ð JÞ þ "2G1ð JÞ þ � � �
_ ¼ !ð JÞ þ "F0ð JÞ þ "2F1ð JÞ þ � � �

½7�

Substituting [6] into [7], taking into account [1], and
equating the terms of the same order in ", we obtain
the following set of relations:

G0ð JÞ ¼ gð J;  ; 0Þ � @u1

@ 
!

F0ð JÞ ¼ f ð J;  ; 0Þ þ @!
@J

u1 �
@v1

@ 
!

Gið JÞ ¼ Xið J;  Þ �
@uiþ1

@ 
!

Fið JÞ ¼ Yið J;  Þ þ
@!

@J
uiþ1 �

@viþ1

@ 
!; i � 1

½8�

The functions Xi, Yi are uniquely determined by the
terms u1, v1, . . . , ui, vi in expansion [6]. The first
equation in [8] implies that

G0ð JÞ ¼ g0ð JÞ ¼ Gð JÞ

u1ð J;  Þ ¼
X
k 6¼0

gk

iðk; !Þ expðiðk;  ÞÞ þ u0
1ð JÞ

½9�

where gk, k 2 Zm, are Fourier coefficients of func-
tion g at "= 0, and u0

1 is an arbitrary function of J. It
is assumed that the denominators in [9] do not
vanish, and that the series in [9] converges and
determines a smooth function. In the same way,
from the other equations in [8] one can sequentially
determine F0, v1, . . . , Gi, u iþ1, Fi, v iþ1, i � 1.

On truncating the series in [6] and [7] at the terms
of order " l, we obtain a truncated system of the lth
approximation. The equation for J is decoupled
from the other equations and can be solved
separately. Then the behavior of  is determined
by means of quadrature. The behavior of original
variable I in this approximation is a slow drift
(described by the equation for J), on which small
oscillations (described by transformation of variables)
are superimposed. The behavior of ’ can be repre-
sented as a rotation with slowly varying frequency,
on which oscillations are also superimposed. For l = 1,
the truncated system coincides with the averaged
system [2].

If the sublattice � 	 Zm specifying possible
resonant relations is given, then in an analogous
manner one can construct a formal transformation
of variables (I,’) 7! (J, ) such that, in the new
variables, the fast phase  will appear on the right-
hand sides of the differential equations for the new
variables only in combinations (k, ), with k 2 �
(see, e.g., Arnol’d et al. (1988)). Again, on truncat-
ing the series on the right-hand sides of the
differential equations for the new variables at the
terms of order " l, we obtain a truncated system of
the lth approximation. At l = 1, this truncated
system coincides with the partially averaged system
[3] (for some special choice of arbitrary functions
that are contained in the formulas for transformation
of variables). If the original system is a Hamiltonian
system of the form [4], then the transformation of
variables eliminating the fast phases from the right-
hand sides of the differential equations can be
chosen to be symplectic. The corresponding
procedures are called ‘‘Lindstedt method’’ and
‘‘Newcomb method’’ (nonresonant case for n = m),
‘‘Delaunay method’’ (resonant case for n = m), and
‘‘von Zeipel method’’ (resonant case for n � m) (see
Poincaré (1957) and Arnol’d et al. (1988)).

The calculation of high-order terms in the
procedures of elimination of fast variables is rather
cumbersome. There are versions of these procedures
which are convenient for symbolic processors
(especially for Hamiltonian systems, e.g., the
Deprit–Hori method; Giacaglia 1972).

The averaging method consists in using the
averaged system for the description of motion in
the first approximation and the truncated systems
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obtained by means of the procedures of elimination
of fast variables in the higher approximations,
together with the corresponding transformations of
variables.

Justification of the Averaging Method

To justify the averaging method, one should estab-
lish conditions under which the deviation of the
slow variables along the solutions of the exact
system from the solutions of the averaged system
with appropriate initial data on time intervals of
order 1=" or longer tends to 0 as "! 0. It is
desirable to have estimates from the above for these
deviations. The estimates of deviations of the
solutions of the exact system from the solutions of
the truncated systems obtained by means of the
procedure of elimination of fast phases are impor-
tant as well. It can happen that there are ‘‘bad’’
initial data for which the slow component of the
solution of the exact system deviates from the
solution of the averaged system by a value of order
1 over time of order 1=". In this case, one should
have estimates from above for the measure of the set
of such ‘‘bad’’ initial data; on the complementary set
of initial data, one should have estimates from
above for the deviation of slow variables along the
solutions of the exact system from the solution of
the averaged system. These problems are currently
far from being completely solved. Some general
results are described in the following.

Let functions !, f , g on the right-hand side of
system [1] be defined and bounded together with a
sufficient number of derivatives in the domain D{I}�
T m{’}� [0, "0]. Let J(t) be the solution of the
averaged system [2] with initial condition I0 2 D.
Let (I(t),’(t)) be the solution of the exact system [1]
with initial conditions (I0,’0). So, I(0) = J(0). It is
assumed that the solution J(t) is defined and stays at
a positive distance from the boundary of D on the
time interval 0 � t � K=", K = const > 0.

If system [1] is a one-frequency system (m = 1),
and the frequency ! does not vanish in D, then for
0 � t � K=" the solution (I(t),’(t)) is well defined,
and jI(t)� J(t)j < C", C = const. > 0. For != 1, this
assertion was proved by P Fatou (1928) and, by a
different method, by L I Mandel’shtam and L D
Papaleksi (1934). This was historically the
first result on the justification of the averaging
method (Mintropol’skii 1971). There is a proof
based on the elimination of fast variables (see, e.g.,
Arnol’d (1983)). For a one-frequency system, higher
approximations of the procedure of elimination of
fast variables allow the description of the dynamics
with an accuracy of the order of any power in " on

time intervals of order 1=" (Bogolyubov and
Mitropol’skii 1961).

If system [1] is a multifrequency system (m � 2), but
the vector of frequencies is constant and nonresonant,
then for any � > 0 and small enough " < "0(�) it holds
that jI(t)� J(t)j < � for 0 � t � K=" (Bogolyubov
1945, Bogolyubov and Mitropol’skii 1961). If, in
addition, the frequencies satisfy the Diophantine
condition j(k,!)j > const jkj�� for all k 2 Zmn{0}
and some � > 0, then one can choose �= O("). In
this case, higher approximations of the procedure of
elimination of fast variables allow one to describe
the dynamics with an accuracy of the order of any
power in " on time intervals of order 1=" (see, e.g.,
Arnol’d et al. (1988)).

If the system is a multifrequency system, and
frequencies are not constant (but depend on the slow
variables I), then due to the evolution of slow
variables the frequencies themselves are evolving
slowly. At certain time moments, they can satisfy
certain resonant relations. One of the phenomena
that can take place here is a capture into a
resonance; this capture leads to a large deviation of
the solutions of the exact and averaged systems.
However, the general Anosov averaging theorem
(Anosov 1960) implies that if the frequencies ! are
nonresonant for almost all I, then for any � > 0, the
inequality jI(t)� J(t)j < � is satisfied for 0 � t � K="
for all initial data outside a set E(�, ") whose
measure tends to 0 as "! 0. In many cases, it
turns out that mes E(�, ") = O(

ffiffiffi
"
p
=�) (in particular,

the sufficient condition for the last estimate is that
rank(@!=@I) = m) (Arnol’d et al. (1988)).

The knowledge about averaging in two-
frequency systems (m = 2) on time intervals, of order
of 1=", is relatively more complete (see Arnol’d
(1983), Arnol’d et al. (1988), and Lochak and
Meunier (1988)). For Hamiltonian and reversible
systems, the justification of the averaging method is
a by-product of Kolmogorov–Arnold–Moser (KAM)
theory. The KAM theory provides estimates of the
difference between the solutions of the exact and
averaged systems for majority of initial data on
infinite time interval �1 < t < þ1. For remaining
data this difference can grow because of Arnol’d
diffusion, but, in general, very slowly. According to
the Nekhoroshev theorem, this difference is small on
time intervals whose length grows exponentially when
the perturbation decays linearly (for an analytic
Hamiltonian if the unperturbed Hamiltonian is a
generic function, the so-called steep function).

Another aspect of justification of the averaging
method is establishing relations between invariant
manifolds of the exact and averaged systems.
Consider, in particular, the case of a one-frequency

Averaging Methods 229



system and a multifrequency system with constant
Diophantine frequencies. Suppose that the averaged
system has an equilibrium such that real parts of all
its eigenvalues are different from 0, or a limit cycle
such that the absolute values of all but one of its
multipliers are different from 1. Then the exact
system has an invariant torus, respectively, m- or
(mþ 1)-dimensional, whose projection onto the
space of the slow variables is O(")-close to the
equilibrium (cycle) of the averaged system. This
torus is stable or unstable together with the
equilibrium (cycle) of the averaged system. For
Hamiltonian and reversible systems, the problem of
invariant manifolds is considered in the framework
of the KAM theory.

Averaging in Bogolyubov’s Systems

Systems in the standard form of Bogolyubov (1945)
are of the form

_x ¼ "Xðt; x; "Þ; x 2 R p; 0 < "� 1 ½10�

It is assumed that the function X, besides the usual
smoothness conditions, satisfies the condition of
uniform average: the limit (time average)

X0ðxÞ ¼ lim
T!1

1

T

Z T

0

Xðt; x; 0Þ dt ½11�

exists uniformly in x. The averaging principle of
Bogolyubov consists of the replacement of the
original system in standard form by the averaged
system

_� ¼ "X0 ð�Þ ½12�

with a goal to provide an approximate description
of the behavior of x. This approach generalizes the
appro ach of the section ‘‘Averag ing principle’’ for
the case of constant frequencies (!= const). Upon
introducing in the given system with constant
frequencies the deviation from uniform rotation
	=’� !t and denoting x = (I,	), we obtain a
system in the standard form [10]. Here the condition
of uniform average is fulfilled because X(t, x, 0) is a
quasiperiodic function of time t. The averaged
system [12] for nonresonant frequencies coincides
with the averaged system [2]; for resonant frequen-
cies, it coincides with the partially averaged system
[3] (one should only supply systems [2] and [3] with
equations for some components of the vector ’� !t
that do not enter into the right-hand side of the
averaged system).

The averaging principle of Bogolyubov is justified
by three Bogolyubov theorems. According to the

first theorem, if �(t), 0 � t � K=", is a solution of
the averaged system, and x(t) is a solution of the
exact system with initial condition x(0) = �(0), then
for any � > 0 there exists "0(�) > 0 such that
jx(t)� �(t)j < � for 0 � t � K=" and 0 < " < "0(�).
The second and the third Bogolyubov theorems
describe the motion in the neighborhoods of
equilibria and the limit cycles of the averaged
system. In particular, if for an equilibrium real
parts of all its eigenvalues are different from 0, or,
for a limit cycle, the absolute values of all but one
multipliers are different from 1, then the exact
system has a solution which eternally stays near
this equilibrium (cycle). The stability properties of
this solution are the same as the stability properties
of the corresponding equilibrium (cycle) of the
averaged system.

For systems of the form [10] a procedure exists
that, similarly to the procedure in the section
‘‘Elim ination of fast variab les, decoupl ing of slow
and fast motion s,’’ allows us to elimina te time t
from the right-hand side of the system with an
accuracy of the order of any power in " by means of
a transformation of variables. (To perform this
procedure, one should assume that the conditions
of uniform average are satisfied for functions
that arise in the process of constructing higher
approximations in this procedure (Bogolyubuv and
Mitropol’skii 1961).) In the first approximation,
such a transformation of variables transforms the
original system into the averaged one.

The condition of uniform average is very impor-
tant for theory. If the limit in [11] exists, but
convergence is nonuniform in x, then the time
average X0 could be, for example, a discontinuous
function of x, and the averaged system would not be
well defined.

Averaging in Slow–Fast Systems

Systems of the form [1] are particular cases of the
systems of the form

_x ¼ f ðx; y; "Þ; _y ¼ "gðx; y; "Þ ½13�

which are called ‘‘slow–fast systems’’ (or systems
with slow and fast motions, with slow and fast
variables). The generalization of the approach of the
section ‘‘Avera ging principl e’’ for these systems is
the following averaging principle of Anosov (1960).
In the system [6], let x 2M, y 2 Rn, where M is a
smooth compact m-dimensional manifold. At "= 0,
the system for fast variables x contains slow
variables y as parameters. Assume that this system
(which is called ‘‘fast system’’) has a finite smooth
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invariant measure 
y and is ergodic for almost all
values of y. Introduce the averaged system

_Y ¼ "GðYÞ; GðYÞ ¼ 1


YðMÞ

Z
M

gðx;Y; 0Þd
Y

According to the averaging principle, one should use
the solution Y(t) of the averaged system with initial
condition Y(0) = y(0) for approximate description of
slow motion y(t) in the original system. This
averaging principle is justified by the following
Anosov theorem [1]: for any positive � the measure
of the set E(�, ") of initial data (from a compact in
the phase space) such that

max
0� t� 1="

j yðtÞ � YðtÞj > �

tends to 0 as "! 0.
The particular case when the original system is

a Hamiltonian system depending on slowly vary-
ing parameter �= "t, and for almost all values of
� the motion of the system with �= const is
ergodic on almost all energy levels, is considered
in Kasuga (1961).

For the case when the has strong mixing proper-
ties, see Bakhtin (2004) and Kifer (2004).

For slow–fast systems, there is also a general-
ization of approach of the previous section that uses
time averaging and the condition of uniform average
(Volosov 1962).

Applications of the Averaging Method

The averaging method is one of the most productive
methods of perturbation theory, and its applications
are immense. It is widely used in celestial mechanics
and space flight dynamics for the description of the
evolution of motions of celestial bodies, in plasma
physics and theory of accelerators for description of
motion of charged particles, and in radio engineer-
ing for the description of nonlinear oscillatory
regimes. There are also applications in hydrody-
namics, physics of lasers, optics, acoustics, etc. (see
Arnol’d et al. (1988), Bogolyubov and Mitropol’skii
(1961), Lochak and Meunier (1988), Mitropol’skii
(1971), and Volosov (1962)).

See also: Central Manifolds, Normal Forms;
Diagrammatic Techniques in Perturbation Theory;
Hamiltonian Systems: Stability and Instability Theory;
KAM Theory and Celestial Mechanics; Multiscale
Approaches; Random Walks in Random Environments;
Separatrix Splitting; Stability Problems in Celestial
Mechanics; Stability Theory and KAM.
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Introduction

The idea of topological invariants defined via path
integrals was introduced by A S Schwartz (1977) in a
special case and by E Witten (1988) in its full
power. To formalize this idea, Witten (1988)
introduced a notion of a topological quantum field
theory (TQFT). Such theories, independent of
Riemannian metrics, are rather rare in quantum
physics. On the other hand, they admit a simple
axiomatic description first suggested by M Atiyah
(1989). This description was inspired by G Segal’s
(1988) axioms for a two-dimensional conformal
field theory. The axiomatic formulation of TQFTs
makes them suitable for a purely mathematical
research combining methods of topology, algebra,
and mathematical physics. Several authors explored
axiomatic foundations of TQFTs (see Quinn (1995)
and Turaev (1994).

Axioms of a TQFT

An (nþ 1)-dimensional TQFT (V , �) over a scalar
field k assigns to every closed oriented n-dimen-
sional manifold X a finite-dimensional vector space
V(X) over k and assigns to every cobordism
(M, X, Y) a k-linear map

�ðMÞ ¼ �ðM;X;YÞ : VðXÞ!VðYÞ

Here a cobordism (M, X, Y) between X and Y is a
compact oriented (nþ 1)-dimensional manifold M
endowed with a diffeomorphism @M � Xq Y (the
overline indicates the orientation reversal). All
manifolds and cobordisms are supposed to be
smooth. A TQFT must satisfy the following axioms.

1. Naturality Any orientation-preserving diffeo-
morphism of closed oriented n-dimensional mani-
folds f : X!X0 induces an isomorphism f] : V
(X)!V(X0). For a diffeomorphism g between the
cobordisms (M, X, Y) and (M0, X0, Y 0), the follow-
ing diagram is commutative:

VðXÞ �!
ðgjXÞ]

VðX0Þ

�ðMÞ# #�ðM0Þ
VðYÞ �!

ðgjY Þ]
VðY 0Þ

2. Functoriality If a cobordism (W, X, Z) is
obtained by gluing two cobordisms (M, X, Y) and
(M0, Y 0, Z) along a diffeomorphism f : Y!Y 0, then
the following diagram is commutative:

VðXÞ �!
�ðWÞ

VðZÞ

�ðMÞ# #�ðM0Þ
VðYÞ �!

f]
VðY 0Þ

3. Normalization For any n-dimensional manifold
X, the linear map

�ð½0; 1� �XÞ : VðXÞ ! VðXÞ

is identity.
4. Multiplicativity There are functorial

isomorphisms

VðXq YÞ � VðXÞ � VðYÞ
Vð;Þ � k

such that the following diagrams are commutative:

VððX q YÞ q ZÞ � VðXÞ � VðYÞð Þ � VðZÞ
# #

VðX q ðY q ZÞÞ � VðXÞ � VðYÞ � VðZÞð Þ

VðX q ;Þ � VðXÞ � k
# #

VðXÞ ¼ VðXÞ

Here �=�k is the tensor product over k. The
vertical maps are respectively the ones induced
by the obvious diffeomorphisms, and the stan-
dard isomorphisms of vector spaces.

5. Symmetry The isomorphism

VðX q YÞ � VðY qXÞ

induced by the obvious diffeomorphism corre-
sponds to the standard isomorphism of vector
spaces

VðXÞ � VðYÞ � VðYÞ � VðXÞ

Given a TQFT (V , �), we obtain an action of the
group of diffeomorphisms of a closed oriented
n-dimensional manifold X on the vector space
V(X). This action can be used to study this group.

An important feature of a TQFT (V , �) is that it
provides numerical invariants of compact oriented
(nþ 1)-dimensional manifolds without boundary.
Indeed, such a manifold M can be considered as a
cobordism between two copies of ; so that �(M) 2
Homk(k, k) = k. Any compact oriented (nþ 1)-
dimensional manifold M can be considered as a
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cobordism between ; and @M; the TQFT assigns to
this cobordism a vector �(M) in Homk(k,
V(@M)) = V(@M) called the vacuum vector.

The manifold [0, 1]�X, considered as a cobord-
ism from XqX to ; induces a nonsingular pairing

VðXÞ � VðXÞ! k

We obtain a functorial isomorphism V(X) =
V(X)�= Homk(V(X), k).

We now outline definitions of several important
classes of TQFTs.

If the scalar field k has a conjugation and all the
vector spaces V(X) are equipped with natural
nondegenerate Hermitian forms, then the TQFT
(V , �) is Hermitian. If k = C is the field of complex
numbers and the Hermitian forms are positive
definite, then the TQFT is unitary.

A TQFT (V , �) is nondegenerate or cobordism
generated if for any closed oriented n-dimensional
manifold X, the vector space V(X) is generated by
the vacuum vectors derived as above from the
manifolds bounded by X.

Fix a Dedekind domain D � C. A TQFT (V , �)
over C is almost D-integral if it is nondegenerate and
there is d 2 C such that d�(M) 2 D for all M with
@M = ;. Given an almost integral TQFT (V , �) and a
closed oriented n-dimensional manifold X, we define
S(X) to be the D-submodule of V(X) generated by all
the vacuum vectors. This module is preserved under
the action of self-diffeomorphisms of X and yields a
finer ‘‘arithmetic’’ version of V(X).

The notion of an (nþ 1)-dimensional TQFT over
k can be reformulated in the categorical language as
a symmetric monoidal functor from the category of
n-manifolds and (nþ 1)-cobordisms to the category
of finite-dimensional vector spaces over k. The
source category is called the (nþ 1)-dimensional
cobordism category. Its objects are closed oriented
n-dimensional manifolds. Its morphisms are cobord-
isms considered up to the following equivalence:
cobordisms (M, X, Y) and (M0, X, Y) are equivalent
if there is a diffeomorphism M!M0 compatible
with the diffeomorphisms @M � X q Y � @M0.

TQFTs in Low Dimensions

TQFTs in dimension 0þ 1 = 1 are in one-to-one
correspondence with finite-dimensional vector
spaces. The correspondence goes by associating
with a one-dimensional TQFT (V , �) the vector
space V(pt) where pt is a point with positive
orientation.

Let (V , �) be a two-dimensional TQFT. The linear
map � associated with a pair of pants (a 2-disk with
two holes considered as a cobordism between two

circles S1 q S1 and one circle S1) defines a commu-
tative multiplication on the vector space A= V(S1).
The 2-disk, considered as a cobordism between S1

and ;, induces a nondegenerate trace on the algebra
A. This makes A into a commutative Frobenius
algebra (also called a symmetric algebra). This
algebra completely determines the TQFT (V , �).
Moreover, this construction defines a one-to-one
correspondence between equivalence classes of two-
dimensional TQFTs and isomorphism classes of
finite dimensional commutative Frobenius algebras
(Kock 2003).

The formalism of TQFTs was to a great extent
motivated by the three-dimensional case, specifi-
cally, Witten’s Chern–Simons TQFTs. A mathema-
tical definition of these TQFTs was first given
by Reshetikhin and Turaev using the theory of
quantum groups. The Witten–Reshetikhin–Turaev
three-dimensional TQFTs do not satisfy exactly the
definition above: the naturality and the functoriality
axioms only hold up to invertible scalar factors
called framing anomalies. Such TQFTs are said to
be projective. In order to get rid of the framing
anomalies, one has to add extra structures on the
three-dimensional cobordism category. Usually one
endows surfaces X with Lagrangians (maximal
isotropic subspaces in H1(X; R)). For 3-cobordisms,
several competing – but essentially equivalent –
additional structures are considered in the literature:
2-framings (Atiyah 1989), p1-structures (Blanchet
et al. 1995), numerical weights (K Walker, V Turaev).

Large families of three-dimensional TQFTs are
obtained from the so-called modular categories.
The latter are constructed from quantum groups at
roots of unity or from the skein theory of links.
See Quantum 3-Manifold Invariants.

Additional Structures

The axiomatic definition of a TQFT extends in
various directions. In dimension 2 it is interesting to
consider the so-called open–closed theories involving
1-manifolds formed by circles and intervals and
two-dimensional cobordisms with boundary
(G Moore, G Segal). In dimension 3 one often
considers cobordisms including framed links and
graphs whose components (resp. edges) are labeled
with objects of a certain fixed category C. In such a
theory, surfaces are endowed with finite sets of
points labeled with objects of C and enriched with
tangent directions. In all dimensions one can study
manifolds and cobordisms endowed with homotopy
classes of mappings to a fixed space (homotopy
quantum field theory, in the sense of Turaev).
Additional structures on the tangent bundles – spin
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structures, framings, etc. – may be also considered
provided the gluing is well defined.

See also: Braided and Modular Tensor Categories; Hopf
Algebras and q-Deformation Quantum Groups; Indefinite
Metric; Quantum 3-Manifold Invariants; Topological
Gravity, Two-Dimensional; Topological Quantum Field
Theory: Overview.
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tions Mathématiques de l’Ihés 68: 175–186.

Bakalov B and Kirillov A Jr. (2001) Lectures on Tensor

Categories and Modular Functors. University Lecture Series
vol. 21. Providence, RI: American Mathematical Society.

Blanchet C, Habegger N, Masbaum G, and Vogel P (1995)

Topological quantum field theories derived from the Kauff-
man bracket. Topology 34: 883–927.

Kock J (2003) Frobenius Algebras and 2D Topological Quantum

Field Theories. LMS Student Texts, vol. 59. Cambridge:

Cambridge University Press.
Quinn F (1995) Lectures on axiomatic topological quantum field

Freed DS and Uhlenbeck KK (eds.) Geometry and Quantum
Field Theory, pp. 325–453. IAS/Park City Mathematical Series,
University of Texas, Austin: American Mathematical Society.

Segal G (1988) Two-dimensional conformal field theories and

modular functors. In: Simon B, Truman A, and Davies IM

(eds.) IXth International Congress on Mathematical Physics,
pp. 22–37. Bristol: Adam Hilger Ltd.

Turaev V (1994) Quantum Invariants of Knots and 3-Manifolds.

de Gruyter Studies in Mathematics, vol. 18. Berlin: Walter de

Gruyter.
Witten E (1988) Topological quantum field theory. Communica-

tion in Mathematical Physics 117(3): 353–386.

Axiomatic Quantum Field Theory
B Kuckert, Universität Hamburg, Hamburg, Germany

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

The term ‘‘axiomatic quantum field theory’’ sub-
sumes a collection of research branches of quantum
field theory analyzing the general principles of
relativistic quantum physics. The content of the
results typically is structural and retrospective rather
than quantitative and predictive.

The first axiomatic activities in quantum field theory
date back to the 1950s, when several groups started
investigating the notion of scattering and S-matrix in
detail (Lehmann, Symanzik, and Zimmermann 1955
(LSZ-approach), Bogoliubov and Parasiuk 1957, Hepp
and Zimmermann (BPHZ-approach), Haag 1957–59
and Ruelle 1962 (Haag–Ruelle theory) (see Scattering,
Asymptotic Completeness and Bound States and
Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools).

Wightman (1956) analyzed the properties of the
vacuum expectation values used in these approaches
and formulated a system of axioms that the vacuum
expectation values ought to satisfy in general. Together
with Gårding (1965), he later formulated a system of
axioms in order to characterize general quantum fields
in terms of operator-valued functionals, and the two
systems have been found to be equivalent.

A couple of spectacular theorems such as the PCT
theorem and the spin–statistics theorem have been
obtained in this setting, but no interacting quantum
fields satisfying the axioms have been found so far

(in 1þ 3 spacetime dimensions). So, the develop-
ment of alternatives and modifications of the setting
got into the focus of the theory, and the axioms
themselves became the objects of research. Their
role as axioms – understood in the common sense –
turned into the role of mere properties of quantum
fields. Today, the term ‘‘axiomatic quantum field
theory’’ is widely avoided for this reason.

In a long list of publications spread over the
1960s, Araki, Borchers, Haag, Kastler, and others
worked out an algebraic approach to quantum field
theory in the spirit of Segal’s ‘‘postulates for general
quantum Mechanics’’ (1947) (see Algebraic Approach
to Quantum Field Theory).

The Wightman setting was the basis of a frame-
work into which the causal construction of the
S-matrix developed by Stückelberg (1951) and
Bogoliubov and Shirkov (1959) has been fitted by
Epstein and Glaser (1973). The causality principle
fixes the time-ordered products up to a finite
number of parameters at each order, which are to
be put in as the renormalization constants.

Already in 1949, Dyson had seen that problems in
the formulation of quantum electrodynamics (QED)
could be avoided by ‘‘just’’ multiplying the time
variable and, correspondingly, the energy variable by
the imaginary unit constant (‘‘Wick rotation’’). Schwin-
ger then investigated time-ordered Green functions of
QED in this Euclidean setting. This approach was
formulated in terms of axioms by Osterwalder and
Schrader (1973, 1975) (see Euclidean Field
Theory).

Other extensions of the aforementioned settings
are objects of current research (see Indefinite Metric,
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Quantum Field Theory in Curved Spacetime,
Symmetries in Quantum Field Theory of Lower
Spacetime Dimensions, and Thermal Quantum Field
Theory).

Quantum Fields

Gårding and Wightman characterized operator-
valued quantum fields on the Minkowski spacetime
R1þ3 by a couple of axioms. Given additional
assumptions concerning the high-energy behavior,
the Gårding–Wightman fields are in one–one corre-
spondence with algebraic field theories.

Without specifying or presupposing these addi-
tional assumptions, the axioms will now be for-
mulated and discussed in detail and compared to the
corresponding conditions in the algebraic setting.
Adjoint operators are marked by an asterisk, and
Einstein’s summation convention is used.

Operator-valued functionals The components of a
field F are an n-tuple F1 � � � Fn of linear maps that
assign to each test function ’2C10 (R1þ3) linear
operators F1(’) � � � Fn(’) in a Hilbert space H with
domains of definition D(F1(’)) � � �D(Fn(’)). There
exists a dense subspace D of H with
D�D(F�(’))\D(F�(’)�) and F�(’)D[F�(’)�D�D
for all indices �. Consider m such fields F1� � �Fm

with components Fa
�, 1� a�m, 1� �� na. Assume

there to be an involution � : (1 � � �m)! (1 � � �m) such
that Fa�

� (’) = Fa
�(’)�, where ’(x) :¼’(x).

Quantum fields cannot be operator-valued func-
tions on R1þ3 if one wants them to exhibit (part of)
the properties to follow. But point fields can be
quadratic forms; typically this is the case for fields in
a Fock space.

For each component Fa
� and each open region

O�R1þ3, the field operators Fa
�(’) with supp’�O

generate a �-algebra F a
�(O) of operators defined on

D. These operators typically are unbounded, which
is one of the differences with the traditional setting
of the algebraic approach. There a C�-algebra A (O)
is assigned to each open region O in such a way
that O�P implies A (O)� A (P). Each C�-algebra
is a �-algebra, but in contrast to a C�-algebra,
a�-algebra does not need to be endowed with a
norm. The fundamental observables in quantum
theory are bounded positive operators (typically, but
not always, projections), and these generate a C�-
algebra.

There is no fundamental physical motivation for
confining the setting to fields with a finite number of
components, except that it includes most of the
fields known from ‘‘daily life.’’

Continuity as a distribution For all �, �2D, the
linear functionals T�, �, � on C10 (R1þ3) defined by

Ta
�;�;�ð’Þ :¼h�; Fa

�ð’Þ�i

are distributions. They can be extended to tempered
distributions.

The Fourier transform of a tempered distribution
is well defined as a tempered distribution. It is
mainly due to the importance of Fourier transforma-
tions that the preceding assumption is convenient.
Bogoliubov et al. (1975) remark that the assumption
is not a mere technicality, since it rules out
nonrenormalizable quantum fields.

Microcausality (Bose–Fermi alternative) If ’ and  
are test functions with spacelike separated support,
then

Fa
�ð’ÞFb

�ð ÞjD ¼ � Fb
�ð ÞFa

�ð’ÞjD:

The sign depends on the statistics of the fields, it
is ‘‘�’’ if and only if both Fa and Fb are fermion
fields.

Microcausality is closely related to Einstein
causality. Einstein causality requires that any two
observables located in spacelike separated regions
commute in the strong sense, that is, their spectral
measures commute. But fields with Fermi–Dirac
statistics are not observables, and not even for Bose–
Einstein fields with self-adjoint field operators does
the above condition imply that the spectral projec-
tions commute, which is the criterion for commen-
surability. The sign on the right-hand side does,
however, specify the statistics of the field.

This is a crucial difference with the algebraic
approach. If O and P are spacelike separated open
regions and if A2 A (O) and B2 A (P), then one
assumes, like in the above case, that AB = BA
(locality). But being elements of C�-algebras, A and
B are bounded operators (or can be represented
accordingly), so if A and B are self-adjoint, they are,
indeed, commensurable.

Doplicher, Haag, and Roberts (1974) and Buch-
holz and Fredenhagen (1984) have derived from this
input of observables a field structure of localized
particle states, and they showed that the statistics of
these fields is Bose–Einstein, Fermi–Dirac, or some
corresponding parastatistics (which is, a priori,
forbidden if one assumes microcausality).

Recall that the unimodular group SL(2, C) is
isomorphic to the universal covering group of
the restricted Lorentz group L"þ (the connected
component containing the unit element). Denote by
� : SL(2, C)!L"þ a covering map.
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Covariance There exist strongly continuous uni-
tary representations U and T of SL(2, C) and
(R1þ3,þ), respectively, and representations
D1 � � �Dm of SL(2, C) in Cn1 � � �Cnm , respectively,
such that

UðgÞFa
�ð’ÞUðgÞ

�¼ Daðg�1Þ��Fa
�ð’ð�ðgÞ

�1�ÞÞ

and

TðyÞFa
�ð’ÞTðyÞ

�¼ Fa
�ð’ð� � yÞÞ;

where Da(g�1)�� are the elements of the matrix
Da(g�1). Dropping coordinate indices, this reads

UðgÞFað’ÞUðgÞ� ¼ Daðg�1ÞFað’ð�ðgÞ�1�ÞÞ

and

TðyÞFað’ÞTðyÞ� ¼ Fað’ð� � yÞÞ:

The representations U and T generate a representa-
tion of the universal covering of the restricted
Poincaré group.

As it stands, this assumption is a very strong one,
since it manifestly fixes the action of the representa-
tion on the field operators. In the algebraic
approach, the covariance assumption is more mod-
estly formulated. Namely, it is assumed that
U(g)A (O)U(g)�= A (�(g)O) and T(y)A (O)T(y)�=
A (Oþ y), leaving open how the representation acts
on the single local observables.

Vacuum vector There exists a unique (up to a
multiple) vector �2D that is invariant under the
representations U and T and cyclic with respect to
the algebra F (R1þ3) generated by all field operators

Fa
�(’), that is, F (R1þ3)� =H.

Spectrum condition The joint spectrum of the
components of the 4-momentum, i.e., of the gen-
erators of the spacetime translations, has support in
the closed forward light cone Vþ, that is, the set
{k2 � 0, k0 � 0}.

The existence of an invariant ground state called
the vacuum is standard in algebraic quantum field
theory as well.

N-Point Functions

Consider the above fields F1 � � �Fm. For each N 2N
and each N-tuple (a1 � � � aN) of natural numbers �m
(labeling fields), define families (Fa1 ��� aN ) :¼
(Fa1 ��� aN
�1 ��� �N

)�i �nai
and wa1 ��� aN :¼ (wa1 ��� aN

�1 ��� �N
)�i �nai

of dis-
tributions on (R1þ3)N by

Fa1 ��� aN
�1 ��� �N

ð’1	 � � � 	’NÞ :¼ Fa1
�1
ð’1Þ � � � FaN

�N
ð’NÞ

(using the nuclear theorem) and

wa1 ��� aN
�1 ��� �N

ð Þ :¼h�; Fa1 ��� aN
�1 ��� �N

ð Þ�i: ½1


These distributions are called the ‘‘N-point func-
tions’’ of the fields F1 � � �Fm and yield the vacuum
expectation values of the theory. It is straightfor-
ward to deduce the following properties from the
Gårding–Wightman axioms.

Microcausality (Bose–Fermi alternative) If ’i and
’iþ1 have spacelike separated supports, then

wa1 ���aiaiþ1 ���aN
�1 ����i�iþ1 ����N

ð’1	 � � � 	’i	’iþ1	 � � � 	’NÞ

¼ �wa1 ���aiþ1ai ���aN
�1 ����iþ1�i ����N

ð’1	 � � � 	’iþ1	’i	 � � � 	’NÞ:

or dropping coordinate indices,

wa1 ���aiaiþ1 ���aN ð’1	 � � � 	’i	’iþ1	 � � � 	’NÞ
¼ �wa1 ���aiþ1ai ���aN ð’1	 � � � 	’iþ1	’i	 � � � 	’NÞ:

Invariance For all g2 SL(2, C) and y2R1þ3, one has

wa1 ��� aN
�1 ����N

ð’1 	 � � � 	 ’NÞ
¼ Da1ðg�1Þ�1

�1
� � �DaNðg�1Þ�N

�N

�wa1 ��� aN
�1 ��� �N

ð�ðgÞ’1 	 � � � 	 �ðgÞ’NÞ
¼ wa1 ��� aN

�1 ����N
ð’1ð� � yÞ 	 � � � 	 ’Nð� � yÞÞ

or dropping coordinate indices,

wa1 ��� aNð’1 	 � � � 	 ’NÞ

¼ Da1ðg�1Þ 	 � � � 	DaNðg�1Þ
� �
�wa1 ��� aNð�ðgÞ’1 	 � � � 	 �ðgÞ’NÞ

¼ wa1 ��� aNð’1ð� � yÞ 	 � � � 	 ’Nð� � yÞÞ:

By translation invariance, the N-point functions
wa1���aN
�1����N

ðx1 � � � xNÞ only depend on the N � 1 relative-
position vectors �1 :¼ x1 � x2, �2 :¼ x2 � x3; . . . ,
�N�1 :¼ xN1

� xN. This means that there are distribu-
tions Wa1����N

�1����N
on ðR1þ3ÞN�1 related to the N-point

functions by the symbolic condition

wa1���aN
�1����N

ðx1 � � � xNÞ ¼Wa1���aN
�1����N

ð�1 � � � �N�1Þ:

In precise notation, this reads

wa1���aN
�1����N

ð’Þ ¼
Z

1þ3

Wa1���aN
�1����N

ð’xÞ dx;

where

’xð�1 � � � �N�1Þ :¼’ðx; x� �1; x� �1 � �2; . . . ; x� �1

� � � � � �N�1Þ:

The functions Wa1���aN
�1����N

are called the Wightman
functions, and they have the following property
because of the spectrum condition of the field.
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Spectrum condition The support of the Fourier
transform of each Wa1 ��� aN

�1 ��� �N
is contained in (Vþ)N�1.

The uniqueness of the vacuum vector (up to a
phase) is equivalent to the following condition.

Cluster property For N � 2, let x be a spacelike
vector in R1þ3, let L be a natural number <N, and
let ’ and  be tempered test functions on (R1þ3)L

and (R1þ3)N�L, respectively. then

lim
0<�!1

wa1 ��� aN
�1...�N

ð’	  ð� � �xÞÞ

¼ wa1 ��� aL
�1 ��� �L

ð’ÞwaLþ1 ��� aN
�Lþ1 ��� �N

ð Þ:

On the one hand, these properties have been
deduced from the Gårding–Wightman axioms via
eqn [1]. Conversely, a family of distributions
labeled in the above fashion and satisfying the
above properties may be used to construct a
Gårding–Wightman field theory provided that two
more conditions – which hold for all systems of
N-point functions – are satisfied. This requires
some elementary notation.

Define the index sets

IN :¼
�

a1 � � � aN

�1 � � � �N

� �
: 1� ai�m; 1� �i� nai

for all 1� i�N

�
; N 2N

I0 :¼ {;}, and I :¼
S

N 2N0
IN. On I a concatena-

tion � is defined by

a1 � � � aN

�1 � � � �N

� �
� b1 � � � bM

�1 � � ��M

� �
:¼ a1 � � � aN b1 � � � bM

�1 � � � �N �1 � � ��M

� �
and

; � � :¼� � ; :¼�

and an involution � by

a1 � � � aN

�1 � � � �N

� ��
:¼ a�N � � � a�1

�N � � � �1

� �
and ;� :¼;:

Define an antilinear involution � on SN :¼
S((R1þ3)N) by

 ðx1 � � � xNÞ :¼ ðxN � � � x1Þ

for each N 2N. Put S0 :¼C and z� :¼ z for all
z 2 C.

Define SIN :¼SN � IN, and SI :¼
S

N SIN . For
each �2IN, the set S� :¼S((R1þ3)N)� {�} is a
linear space. On the direct sum BI :¼

L
�2I S�

define an associative product by

ð ; �Þð�; �Þ :¼ð 	 �; � � �Þ

and an antilinear involution � by ( ,�)� :¼ ( �,��).
This endows BI with the structure of a nonabelian
�-algebra with unit element 1 = (1, ;) (Borchers
algebra).

If one defines F;(z) :¼ z1, then w;(z) = z, and the
Wightman functions induce a C-linear functional !
on BI by

!ð ; �Þ :¼w�ð Þ ½2


! exhibits the following two properties, which are
the announced additional conditions required for
reconstructing the fields from the N-point functions.

Hermiticity !(��) = !(�):

Positivity !(���) � 0:

To see Hermiticity, compute

!ð �; ��Þ ¼ h�; F�� ð �Þ�i
¼ hF�ð Þ�;�i ¼ !ð ; �Þ

and use C-linearity to prove the statement for
arbitrary �2B. For positivity, write any � as a finite
sum �= ( 1,�1)þ � � � þ ( M,�M), and compute

!ð���Þ ¼ !
XM
i;j¼1

ð i; �iÞ�ð j; �jÞ
 !

¼ !
X

ij

 �i 	  j; �
�
i � �j

� � !
¼
X

ij

w��
i
��j

 �i 	  j

� �
¼
X

ij

h�; F��
i
��j

 �i 	  j

� �
�i

¼
X

ij

h�; F��
i
 �i
� �

F�j
ð jÞ�i

¼
X

ij

hF�i
ð iÞ�; F�j

ð jÞ�i

¼
����X

i

F�i
ð iÞ�

����2

� 0:

Theorem 1 (Wightman’s reconstruction theorem).
Let m and n1 � � � nm be natural numbers, let
I0, I1, I2, . . . , and I be the above index sets, and
let BI be the above Borchers algebra. Let D1 � � �Dm

be matrix representations of SL(2, C) in Cn1 � � �Cnm ,
respectively.

For each natural number N, let (w�)�2IN
be a

family of distributions on (R1þ3)N. Suppose the
family (w�)�2I defined this way satisfies microcaus-
ality, covariance, spectrum condition, and the
cluster property. If the linear functional ! defined
on BI by eqn [2] is Hermitian and positive, then
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there is (up to unitary equivalence) a unique family
F1 � � �Fm of Gårding–Wightman fields with n1 � � � nm

components such that eqn [1] holds.

The proof uses the GNS construction known from
the theory of operator algebras. The Borchers
algebra plays several roles. On the one hand, it is a
linear space with an inner product. The Hilbert
space H and the invariant space D of the field theory
are constructed from this structure. On the other
hand, the Borchers algebra acts on itself as an
algebra of linear operators by its own algebra
multiplication. This is the structure the �-algebra of
field operators is constructed from.

Results

The mathematical and structural analysis of quan-
tum fields has improved the understanding of
scattering theory in the different approaches men-
tioned above; see Bogoliubov et al. (1975) and the
relevant articles in this encyclopedia. Apart from
this, the following results deserve to be mentioned.
Evidently, many others have to be omitted for
practical reasons.

PCT Symmetry

An early famous result was Lüders’s proof (1957)
that all fields in the above setting exhibit PCT
symmetry, that is, the symmetry under reflections in
all space and time variables combined with a charge
conjugation. This symmetry is exhibited by all
particle reactions observed so far. The proof, like
several of the main results, made extensive use of the
fact that the N-point functions are boundary values
of analytic functions due to the spectrum condition,
and that a fundamental theorem by Bargmann, Hall,
and Wightman (1957) yields invariant analytic
extensions.

Reeh–Schlieder Theorem

For each field Fa
� and each bounded open region

O�R1þ3, the vacuum vector is cyclic with respect
to F a

�(O) (Reeh and Schlieder 1961). So excitations
of the vacuum vector by field operators located in O
are not to be considered as state vectors of a particle
localized in O, since they are not perpendicular to
the excitations by field operators located outside O.

Unruh Effect and Modular P1CT Symmetry

In the 1970s, Bisognano and Wichmann (1975, 1976)
discovered a surprising link of symmetries to the
intrinsic algebraic structure of quantum fields, which is
established by the Tomita–Takesaki modular theory
(see Tomita–Takesaki Modular Theory). Namely, the

unitary operators implementing the Lorentz boosts on
the fields are elements of modular groups. This means
that a uniformly accelerated observer perceives the
vacuum as a thermal state with a temperature
proportional to its acceleration, corresponding to the
famous Unruh effect.

In addition, it was shown that P1CT symmetries
(i.e., PCT combined with rotations by the angle �) are
implemented by modular conjugations (modular P1CT
symmetry). Modular P1CT symmetry is a consequence
of the Unruh effect (Guido and Longo 1995).

Spin and Statistics

Immediately following Lüders’s PCT theorem, the
spin–statistics theorem was proved for the N-point
functions of the Wightman setting (Lüders and
Zumino 1958, Burgoyne 1958, Dell’Antonio 1961).
This was a remarkable and widely acknowledged
progress. But as remarked earlier, the confinement to
finite-component fields, which is used in the proof,
cannot be motivated by physical first principles (i.e., in
a truly axiomatic fashion). The representation D of
SL(2, C) acting on the components, however, is forced
to be finite dimensional by this assumption, and since
the representations Da are objects of investigation, a
considerable part of the result is assumed this way
from the outset. Even more so, there are examples of
fields with a ‘‘wrong’’ spin–statistics connection and
infinitely many components.

This was one reason to continue working on the
subject. At the beginning of the 1990s, it was found
that the spin–statistics theorem can be derived from
the symmetries discovered by Bisognano and Wich-
mann, and Unruh. Two approaches not referring to
the number of internal degrees of freedom have been
worked out: one assumes the Unruh effect (Guido
and Longo 1995), the other modular P1CT symme-
try (Kuckert 1995, 2005, Kuckert and Lorenzen
2005). The first approach has been generalized to
conformal fields, the second to the case that the
symmetry group’s homogeneous part is not SL(2, C),
but only SU(2).

Both approaches can be applied to infinite-
component fields. They yield existence theorems; a
distinguished representation is constructed from the
modular symmetries, and this representation exhib-
its Pauli’s spin–statistics connection. As mentioned
before, nothing more can be expected at this level of
generality. The line of argument works in both the
algebraic and the Wightman setting.

A Dynamical Property of the Vacuum

One can derive the spectrum condition, the Bisog-
nano–Wichmann symmetries/the Unruh effect, and
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covariance from the condition that no (inertial or)
uniformly accelerated observer can extract mechan-
ical energy from the field in vacuo by means of a
cyclic process (Kuckert 2002).

Interacting Fields

The examples of interacting quantum fields that fit
into the above settings live in one or two spatial
dimensions only, and their relevance for physics
mainly consists in being such examples. This
has contributed to some frustration and to doubts
on whether one is not, in fact, proving theorems on
pretty empty sets, or in other words, working on
‘‘the most sophisticated theory of the free field.’’

The computations in quantum field theory are, like
most of the computations in physics, perturbative. In
order to be successful, they need to yield good
agreement with experiment with reasonable compu-
tational efforts, that is, by evolution up to the second
or third order. This asymptotic convergence is more
important than convergence of the series as a whole.
There are low-dimensional examples of interacting
Wightman fields (e.g., (’4)2; cf. the monograph by
Glimm and Jaffe (1987)), and time will tell whether
four-dimensional interacting Wightman fields exist.
But there is no reason to expect convergence for
general interacting fields; for example, QED does not
fit into the Wightman framework.

The appropriate extension of the Wightman
setting has been formulated by Epstein and Glaser
(1973). It defines the S-matrix rather than the field
itself as a (in general divergent) formal power series
of operator-valued distributions.

The above results apply to this somewhat more
modest setting as well, so the ‘‘axiomatic’’
approaches do help in understanding the known
high-energy physics interactions. This even includes
gauge theories (see Perturbative Renormalization
Theory and BRST). The high-precision results of
QED can be reproduced within this setting, and
there occur no UV singularities: renormalization
amounts to the need to extend distributions by
fixing some parameters, that is, the renormalization
constants. The infrared problem is circumvented by
considering the S-matrix as a (position-dependent)
distribution taking values in the unitary formal
power series of distributions rather than as a single
(global) unitary operator (or unitary power series).

Quantum Energy Inequalities

Energy densities of Wightman fields admit negative
expectation values (Epstein, Glaser, and Jaffe 1965).
This is in contrast to the positivity conditions that
the energy–momentum tensors of classical general

(and, hence, also special) relativity have to satisfy to
ensure causality. But the conflict can be solved by
smearing the densities out in space or time, as has
first been realized by Ford (1991). The extent to
which the energy density can become negative
depends on the extent to which it is smeared out:
‘‘more smearing means less violation of positivity,’’
so the classical positivity conditions are restored at
medium and large scales. There are many ways to
make this principle concrete. Quantum energy
inequalities hold for thermodynamically well-
behaved quantum fields on causally well-behaved
classical spacetime backgrounds.
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The reference original articles on the Euclidean
axioms are those of Osterwalder and Schrader (1973,
1975). Note that the first one contains an error. (cf.
also Zinoviev (1995)). A monograph on Euclidean
field theory and its relations to the other axiomatic
settings of quantum field theory and to statistical
mechanics is that by Glimm and Jaffe (1987).

A recent review on quantum energy inequalities is
due to Fewster (2003).
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Introduction

Bäcklund transformations appeared for the first time
in the work of the geometers of the end of the
nineteenth century, for instance, Bianchi, Lie,
Bäcklund, and Darboux, when studying surfaces
of constant curvature. If on a surface in three-
dimensional Euclidean space, the asymptotic direc-
tions are taken as coordinate directions, then the
surface metric may be written as

ds2 ¼ dx2 þ 2 cosðwÞ dx dyþ dy2 ½1�

where w(x, y) is a function of the surface coordi-
nates x, y. A necessary and sufficient condition for
the surface to be of constant curvature is that w
satisfies the nonlinear partial differential equation

w;xy ¼ sinðwÞ ½2�

where the subscript denotes partial derivative.
Equation [2] is nowadays called the sine Gordon
(sG) equation. Bianchi (1879), Lie (1888, 1890,
1893), and Bäcklund (1874) introduced a transfor-
mation which allows one to pass from a solution of
eqn [2] to a new solution, that is, from a surface of
constant curvature to a new one. Starting from the
work of Clarin (1903), this transformation has been
referred to as Bäcklund transformation (BT). The
BT for eqn [2] reads

~w;x ¼ w;x þ 2a sin
~wþw

2

� �
½3a�

~w;y ¼ �w;y þ
2

a
sin

~w�w

2

� �
½3b�

where a is a nonzero constant parameter and w̃ is a
different solution of eqn [2]. It is immediate to prove
by appropriate differentiation of eqns [3] with
respect to y and x that both w and w̃ must satisfy
eqn [2]. The BT [3] provides a denumerable set of
exact solutions once a solution w is known. Bianchi

showed that four such solutions can be related in an
algebraic way:

tan
~w0 �w

4

� �
¼ a1 þ a2

a1 � a2
tan

w0 � ~w

4

� �
½4�

Equation [4] is derived using the permutability
theorem proved by Bianchi in his Ph.D. thesis in
1879:

a1 a2

a1a2

w

w′

w~

w′~ ½5�

whereby the diagram

w w′
a

we mean a BT from w to w0 with parameter a.
For sG equation [2] a trivial solution is given, for

example, by w(x, y) = �. Then, from eqn [3a] we get

~wðx; yÞ ¼ 2 arcsin
1� e�2½axþ�ðyÞ�

1þ e�2½axþ�ðyÞ�

� �
Introducing this result in eqn [3b], we get �,y =�1=a.
So, the application of the BT [3] to sG equation gives
the nontrivial solution

w = π w~ = 4 arctan                   

1     e–[ax–y/a]

1 + e–[ax–y/a]
− ½6�

Clarin (1903) extended the results of Bäcklund to
the case of a generic partial differential equation of
second order,

Fðx; y;w;w;x;w;y;w;xx;w;xy;w;yyÞ ¼ 0 ½7�

by assuming that

w;x ¼ f ðw; ~w; ~w;x; ~w;yÞ
w;y ¼ gðw; ~w; ~w;x; ~w;yÞ

½8�



If the compatibility of eqns [8]

f;y � g;x ¼ 0 ½9�

is identically satisfied by eqn [7] for the variable
w̃(x, y), then we say that eqns [8] are an
auto-Bäcklund transformation for eqn [7]. In this
case, eqns [8] transform a solution of eqn [7] into a
new solution of the same equation. Thus, eqns [8]
simplify the problem of finding solutions of eqn [7].
Given one solution w(x, y) of eqn [7], the existence
of a BT reduces the problem of integrating eqn [7]
into that of solving two first-order ordinary differ-
ential equations. From this point of view, the
Cauchy–Riemann relations

w;x ¼ ~w;y; w;y ¼ �~w;x ½10�

for the Laplace equation

w;xx þw;yy ¼ 0 ½11�

are a BT ante litteram (however, without a free
parameter).

Consider the case when w̃(x, y) satisfies a different
partial differential equation,

Gðx; y; ~w; ~w;x; ~w;y; ~w;xx; ~w;xy; ~w;yyÞ ¼ 0 ½12�

In this case, one still has a BT, but not an auto-BT.
The best-known cases are when F1 = w,y þw,xxx þ
ww,x and G1 = w̃,y þ w̃,xxx þ w̃2w̃,x, and F2 = w,xy �
ew and G2 = w̃,xy (Lamb 1976). In the first case, the
BT relates the Korteweg–de Vries (KdV) equation to
the modified KdV equation and this transformation
paved the way to the discovery of the complete
integrability of the KdV equation by Gardner et al.
(1967). In the second case, the BT relates the
Liouville equation to the wave equation, and can
be used to solve it completely. Due to the first
example, often a non-auto-BT is denoted as Miura
transformation.

One can now state an operative definition of BT,
extending the results of Bäcklund and Clarin to
more general equations.

Definition 1 Consider two partial differential
equations of order m1 and m2:

F1ðx;u; u
ð1Þ
; u
ð2Þ
; . . . ; u

ðm1Þ
Þ ¼ 0 ½13a�

F2ðx; ~u; ~u
ð1Þ
; ~u
ð2Þ
; . . . ; ~u

ðm2Þ
Þ ¼ 0 ½13b�

where x 2 Rn and (u, ~u) 2 Cp, and u
(k)

is the set of

k-order derivative of u. The set of n equations

Gjðx;u; u
ð1Þ
; . . . ; u

ðs1Þ
; ~u; ~u

ð1Þ
; . . . ; ~u

ðs2Þ
Þ ¼ 0

j ¼ 1; 2; . . . ; n ½14�

with s1< m1 and s2< m2, represents the BT of
eqns [13] iff the compatibility of eqns [14] is
identically satisfied on the solutions of eqns [13]
and Gj depends on a set of essential arbitrary
constant parameters.

The Clarin formulation [8] and the classical BT
for the sG [3] are clearly special subcases of this
definition. When a solution of F1 = 0 is known, a
solution of F2 = 0 is obtained by solving a set of
lower-order partial differential equations. By a
proper choice of the BT parameters, once a new
solution is obtained by solving the BT [14], one can
use the obtained solution as a starting point to
construct another one, and so on. In this way, one
can construct a whole ladder of solutions, a priori a
denumerable set of solutions. This same construc-
tion has been applied also to the case of functional
equations. In particular, it has been considered for
the case of differential–difference and difference–
difference equations both for finite (dynamical
systems (Wojciechowski 1982)) and infinite lattices
(Toda 1989).

In the case when F1 and F2 represent the same
equation, s1 = s2 = 1 and the BTs Gj = 0 are linear in
u
(1)

, then Definition 1 is strictly related to the notion
of nonclassical symmetry or conditional symmetry
(Levi and Winternitz 1989, Olver 1993), an exten-
sion of the concept of Lie symmetry used to reduce
and integrate a differential equation. In the case of
the nonclassical symmetries, the known solution ~u is
included in the arbitrary x-dependent coefficients of
the transformation. In this case, the BT is just a way
to construct an explicit solution of the differential
equation [7].

Definition 1 is often too general to be able to get
explicit results. It is constructive for any partial
differential equation, linear or nonlinear, but if one
is not able to get a nontrivial BT this does not
mean that a BT does not exist. As noted later, the
existence of an auto-BT is associated to the
existence of an infinity of symmetries, and this is
a condition for the exact integrability of eqn [13]
(Fokas 1980, Ibragimov and Shabat 1980). So, the
existence of a BT is closely related to the integr-
ability of eqn [13].

Bäcklund via Integrability

One can derive the BT from the integrability
properties of eqn [13a]. Equation [13a] is said to
be integrable if it can be written as the compatibility
condition of an overdetermined system of linear
partial differential equations for an auxiliary func-
tion depending on a free parameter belonging to the
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complex C plane. The prototype of such a situation
is given by the Lax pair for the KdV equation

u;t þ u;xxx � 6uu;x ¼ 0 ½15�

introduced by Lax (1968):

L ¼ k2 ; L ¼ �@2
x þ uðx; tÞ ½16a�

 ;t ¼ �M ; M ¼ 4@xxx � 3ðu@x þ @xuÞ ½16b�

where k is a free parameter and  = (x, t; k). As eqn
[16a] is nothing else but the stationary Schrödinger
equation, the function  can be interpreted as a
wave function, and k2 is the spectral parameter
corresponding to the potential u(x, t). The condition
for the existence of a solution  of the over-
determined system of eqns [16] is given by the
operator equation

L;t ¼ ½L;M� ½17�

the so-called Lax equation. In the case of
asymptotically bounded potentials, eqn [16a]
defines the spectrum unique. Introducing the
following asymptotic boundary conditions for the
wave function  ,

 ðx; t; kÞ �!
x!�1

Tðk; tÞe�ikx

 ðx; t; kÞ �!
x!þ1

e�ikx þ Rðk; tÞeikx
½18�

where R(k, t) and T(k, t) are, respectively, the
reflection and the transmission coefficient, the
spectrum is defined in the complex plane of
the variable k by

S½u� � fRðk; tÞ; �1 < k <1; pn; cnðtÞ;
j ¼ 1; 2; . . . ;Ng ½19�

where pn are the bound state parameters corre-
sponding to isolated singularities of the reflection
coefficients on the imaginary positive k-axis corre-
sponding to a solution �n(x, t; pn) of the spectral
problem vanishing for x!�1 and such that

lim
x!þ1

½epnx�nðx; t; pnÞ� ¼ 1 ½20�

and cn are some functions of t related to the residues
of R(k, t) at the poles pn. There is a one-to-one
correspondence between the evolution of the poten-
tial u(x, t) in eqn [15] and that of the spectrum S[u]
of the Schrödinger spectral problem [16a]. In parti-
cular, for the KdV, taking into account eqn [16b],
the evolution of the reflection coefficient R(k, t) is
given by

dRðk; tÞ
dt

¼ 8ik3Rðk; tÞ ½21�

In eqn [21] and henceforth, d=dt denotes the total
derivative with respect to t.

In the following, for the sake of the simplicity
of exposition and for the concreteness of the
presentation, all the results presented on the BT
will be derived for the KdV equation. Similar
results can be obtained and have been obtained in
the literature for many classes of integrable
partial differential equations in two and three
dimensions and for differential–difference and
difference–difference equations. For a partial
review of the available recent literature on
the subject, see Rogers and Shadwick (1982) and
Coley et al. (2001)

A more general form of introducing the non-
linear partial differential equation as a compat-
ibility of an overdetermined system of linear
equations has been provided by Zaharov and
Shabat (1979) with the dressing method (DM). In
the DM, the differential equations [16] are
substituted by a matrix system of linear equations

�;x ¼ Uðuðx; tÞ; kÞ� ½22a�
�;t ¼ Vðuðx; tÞ; kÞ� ½22b�

where � = �(x, t; k) and U and V are matrix
functions. The existence of a nonsingular solution
of the system of linear equations [22] requires
that the matrix functions U and V satisfy the
equation

U;t � V;x þ ½U;V� ¼ 0 ½23�

often called zero-curvature condition. The KdV
equation [15] in the DM is obtained by choosing

Uðuðx; tÞ;kÞ ¼
ik uðx; tÞ
1 �ik

� �
Vðuðx; tÞ;kÞ

¼ 2uþ 4k2 �ux� 2iku� 4ik3

uxþ 2ikuþ 4ik3 2uðuþ 2k2Þ � 2ikux� uxx

 !
½24�

The existence of an auto-BT implies the existence
of a differential equation (see Definition 1) which
relates two solutions of the same nonlinear equa-
tion. The new solution ũ(x, t) of eqn [15] will be
associated to a different Lax operator and a
different spectral problem (but of the same opera-
tional form)

~L ¼ �@xx þ ~uðx; tÞ ½25a�

~L ~ ¼ k2 ~ ½25b�
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The existence of a relation between the potentials
u(x, t) and ũ(x, t) thus implies that there must be a
(u, ũ; k)-dependent operator D such that

~ ¼ D ½26�

The compatibility of eqns [16a], [25b], and [26]
implies that L̃D = Dk2 , that is,

~LD ¼ DL ½27�

Equation [27] is the auto-BT in the Lax formalism.
If L̃ and L are two different spectral problems
related to two different nonlinear partial differential
equations, then eqn [27] will provide a Miura
transformation. In the DM, the requirement of the
existence of a BT is given again by eqn [26] with  
and  ̃ substituted by � and �̃ and the operator D
substituted by a matrix function D. The BT in the
DM is given by

D;x ¼ Uð~uðx; tÞ; kÞD � DUðuðx; tÞ; kÞ ½28a�

D;t ¼ Vð~uðx; tÞ; kÞD � DVðuðx; tÞ; kÞ ½28b�

In the particular case of the Hilbert–Riemann
problem with zeros, providing the soliton solutions,
the matrix D can be expressed as a function of �. In
this way, one derives the Moutard or Darboux
transformation (DT) (Moutard 1878, Levi et al.
1984), the most efficient way to get soliton solutions
of the nonlinear partial differential equation.

Given a linear ordinary differential equation for
the unknown  , depending on a set of arbitrary
functions u(x) and parameters k, the DT provides a
discrete transformation which leaves the equation
invariant. In the particular case of the KdV equation
associated with the stationary Schrödinger spectral
problem [16a], we have

~uðx; tÞ ¼ uðx; tÞ � 2ðlog Fðx; tÞÞ;xx ½29a�

~ ðx; t; kÞ ¼ � i

kþ ip
 ;xðx; t; kÞ

� Fxðx; tÞ
Fðx; tÞ  ðx; t; kÞ ½29b�

where the intermediate wave function

Fðx; tÞ ¼  ðx; t; k ¼ ipÞ þ a ðx; t; k ¼ �ipÞ

is a linear combination of the Jost solution of the
Schrödinger spectral problem with p a real para-
meter and a an arbitrary constant. If one looks for
an equation involving only the potentials u and ũ,
from eqns [29], one gets the BT for the KdV
equation. Given a trivial solution of the KdV
equation, together with the corresponding solution

of the spectral problem, eqn [29a] provides a new
solution of the KdV, while eqn [29b] gives a new
solution of the spectral problem. This procedure can
be carried out recursively and gives a ladder of
explicit solutions for the KdV equation.

The DM is a particularly simple setting in which
one can derive DTs. In fact, expressing the matrix
D in terms of �, eqn [28a] gives a relation between
the potentials of the type given by eqn [29a], while
eqn [26] gives eqn [29b]. Depending on the form of
the matrix D in terms of k, one can introduce more
parameters in the DT. The classical DT [29]
depends on just one parameter; however, in the
case of the Schrödinger spectral problem [16a], one
can also have DTs depending on two parameters, a
TDT.

A more general DT, which can provide solutions
even when the initial solution is not bounded
asymptotically, can be obtained for many equations
and, in particular, also for the KdV equation. This is
obtained in a particular limit of the TDT when the
parameters coincide (Levi 1988) and it is often
referred to as binary DT (Matveev and Salle 1991).
The binary DT for the KdV is given by

~uðx; tÞ ¼ uðx; tÞ � 2ðlog Fðx; tÞÞ;xx ½30a�

~ ðx; t;kÞ¼ 1

k2��2
k2��2�

Fðx; tÞ;xx

2Fðx; tÞ

� �
 ;xðx; t;kÞ

�
�Fxðx; tÞ

Fðx; tÞ  ðx; t;kÞ
�

½30b�

where � is a value of k for which the function
 (x, t;k) is asymptotically bounded at þ1 and the
function F(x, t) is given by

Fðx; tÞ ¼ 1þ �
Z þ1

x

 ðy; t;�Þ2 dy ½31�

with � an arbitrary constant. The corresponding BT
obtained eliminating the function F from eqns [30]
reads

~q;xx � q;xx ¼�
1

8
ð~q� qÞ3

� ½~qx þ qx � 2gðxÞ þ 2��ð~q� qÞ

þ 1

2

ð~qx � qxÞ2

~q� q
½32�

where q =
R1

x u0(y, t) dy with u0(x, t) = u(x, t)�
g(x), the asymptotically bounded part of u(x, t),
and g(x) its asymptotic behavior, and
q̃ =

R1
x ũ0(y, t) dy with ũ0(x, t) = ũ(x, t)� g(x).

Once the Lax operator L is given, we can obtain
in a constructive way the operators M which
give the admissible nonlinear partial differential
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equations and the operators D which give the
admissible BT. A technique to do so is provided by
the so-called Lax technique introduced by Bruschi
and Ragnisco (1980a–c). Using the Lax technique,
we can easily obtain the nonlinear partial differ-
ential equations and BT associated with the Lax
operator [16a] both in the isospectral and non-
isospectral case (when k,t = 0 and when k,t 6¼ 0)
and the corresponding evolution of the spectrum.
We have

u;t ¼ f ðL; tÞux þ gðL; tÞ½xux þ 2u� ½33a�

k;t ¼ kgð�4k2; tÞ
dRðk; tÞ

dt
¼ 2ikf ð�4k2; tÞRðk; tÞ

½33b�

Fð�Þð~u� uÞ þGð�Þ� 1 ¼ 0 ½33c�

~Rðk; tÞ ¼ Fð�4k2Þ � 2ikGð�4k2Þ
Fð�4k2Þ þ 2ikGð�4k2ÞRðk; tÞ ½33d�

where the functions f, g, F, and G are entire
functions of their first argument and the recursive
operators L and � are given by

Lf ðxÞ ¼ f;xxðxÞ � 4uðx; tÞf ðxÞ

þ 2u;xðx; tÞ
Z þ1

x

f ðyÞ dy ½34a�

�f ðxÞ ¼ f;xxðxÞ � 2½~uðx; tÞ þ uðx; tÞ�f ðxÞ

þ �

Z þ1
x

f ðyÞ dy ½34b�

�f ðxÞ ¼ ½~u;xðx; tÞ þ u;xðx; tÞ�f ðxÞ þ ½~uðx; tÞ � uðx; tÞ�

�
Z þ1

x

½~uðy; tÞ � uðy; tÞ�f ðyÞ dy ½34c�

In the limit when ũ ! u the operator � ! L. A BT
is obtained by choosing the functions F and G in
eqn [33c]. The simplest BT is obtained by setting
F = � and G = 1:

~v;x þ v;x þ ð~v� vÞ �� 1
2ð~v� vÞ

� �
¼ 0 ½35�

with u(x, t) = �v,x(x, t) and � is the Bäcklund
parameter. By combining together BT of the form
[35] with different parameters as in eqn [5], we get
the permutability theorem for the KdV BTs:

~v0 ¼ v� ð�1 þ �2Þ½v0 � ~v�
�1 � �2 þ ð1/2Þðv0 � ~vÞ ½36�

Its proof is immediate from the point of view of the
spectrum.

Bäcklund and Symmetries

A symmetry of the nonlinear equation [15] is given
by a flow commuting with it, that is, by an
equation

u;� ¼ f ðu; ux; ut; . . .Þ ½37�

where � is the group parameter, u = u(x, t; �), and the
� derivative of [15] is zero on its set of solutions.
A group transformation is obtained by integrating it.
Usually this is possible only when eqn [37] is a
quasilinear partial differential equation of the first
order. Taking into account the evolution of the
spectrum of the KdV equation [15], it is easy to
prove that its symmetries are given by

u;� ¼
Xþ1
n¼0

�nLn � 3
Xþ1
n¼0

	ntLn

( )
u;x

þ
Xþ1
n¼0

	nLn

( )
½xu;x þ 2u� ½38�

where �n and 	n are a set of constant parameters.
For each choice of the parameters �n and 	n,
one gets a symmetry of the KdV equation [15].
With eqn [38] one can associate the following
evolution of the reflection coefficient R(k, t; �):

dR

d�
¼ 2ik

Xþ1
n¼0

�nð�4k2Þn
(

�3
Xþ1
n¼0

	ntð�4k2Þnþ1

)
R ½39�

and of the spectral parameter k

k;� ¼
Xþ1
n¼0

	nð�4k2Þnk ½40�

As �(1/2)L 1 = xu,x þ 2u, one can add to the
symmetries [38] the exceptional one (which has no
spectral counterpart as u is not bounded
asymptotically):

u;� ¼ 1þ 6tu;x ½41�

By a proper natural choice of the constant para-
meters �n and 	n, one can define two infinite series
of symmetries. The first one is obtained by choosing
	n = 0 and �n = 
n, m with m = 1, 2, . . . ,1 and can
be denoted as the isospectral series as k,� = 0. This is
formed by commuting symmetries. The second one
is given by �n = 0 and 	n = 
n, m with m = 1, 2, . . . ,1
and can be denoted as the nonisospectral series as
k,� 6¼ 0. The nonisospectral symmetries have a
nonzero commutation relation among themselves
and with the isospectral ones.
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Except for a few Lie point symmetries (given by
eqn [41] and by choosing inside the series [38] those
with different from zero only 	0 or �0 or �1) they
are all generalized symmetries (Olver 1993). By
analyzing their spectrum, it is easy to prove that the
choice [38] is such that they are all independent. For
the isospectral class, the evolution of the spectrum is
simple and can be integrated to provide the group
transformation of the spectrum

Rðk; t; �Þ ¼Rðk; tÞ

� exp 2ik
Xþ1
n¼0

�nð�4k2Þn
( )

�

" #
½42�

Let us now consider the simplest BT obtained by
choosing, in eqn [33c], F(�) = � and G(�) = 1, where
� is an arbitrary parameter. In the spectral space, this
corresponds to the following change of the spectrum:

~Rðk; tÞ ¼ �� 2ik

�þ 2ik
Rðk; tÞ ½43�

Defining R̃(k, t) = R(k, t; �), eqn [42] is equal to
eqn [43] iff

�n ¼ �
2

��2nþ1ð2nþ 1Þ ; n ¼ 0; 1; . . . ;1 ½44�

So we need an infinite number of symmetries to
be able to reconstruct the change of the spectrum
given by the BT. This shows that the existence of a BT
is strictly connected to the existence of an infinity of
symmetries which is a condition for the exact
integrability of the nonlinear partial differential
equation (Fokas 1980, Ibragimov and Shabat 1980).

Discretization via Bäcklund

BTs, apart from providing classes of exact solutions
to nonlinear equations, play a very important role in
the discretization of partial differential equations. As
noted earlier, an auto-BT is a differential relation
between two different solutions of the same non-
linear partial differential equation. If it is assumed
that the new solution ũ is just the old solution u
computed in a different point of a lattice, then the
BT becomes just a differential–difference equation
(Chiu and Ladik 1977, Levi and Benguria 1980).
This can be carried out also at the level of the
associated compatibility condition and in such a
way one is able to also obtain its Lax pair. This
demonstrates the integrability of the differential–
difference equation

vðnþ 1; tÞ;t þ vðn; tÞ;t þ ½vðnþ 1; tÞ � vðn; tÞ�
� �� 1

2½vðnþ 1; tÞ � vðn; tÞ�
� 	

¼ 0 ½45�

which is an integrable differential–difference
approximation to the KdV equation or

wðnþ 1; tÞ;t ¼ wðn; tÞ;t
þ 2a sin

wðnþ 1; tÞ þwðn; tÞ
2


 �
½46�

a discrete integrable differential–difference approxima-
tion to the sG equation (Hirota 1977, Orfanidis 1978).

As the nonlinear superposition formulas are
purely algebraic relations involving potentials asso-
ciated with integrable nonlinear partial differential
equations, one can interpret them as difference–
difference equations. In the case of the sG equation
from eqn [7], we have

wnþ1;mþ1 �wn;m

¼ 4 arctan�1 a1 þ a2

a1 � a2
tan

wn;mþ1 �wnþ1;m

4

� �
½47�

where w(x, t) = wn, m, w̃(x, t) = wnþ1, m, w0(x, t) =
wn, mþ1, and w̃0(x, t) = wnþ1, mþ1. In a similar manner,
from [36], one gets

vnþ1;mþ1 ¼ vn;m �
ð�1 þ �2Þ½vnþ1;m � vn;mþ1�
�1 � �2 þ 1

2 ½vnþ1;m � vn;mþ1�
½48�

The continuous limit of eqn [47], obtained by setting
x = �1n and y = �2m and choosing

a1

a2
¼ �1�2

4

gives back eqn [2] (Rogers and Schief 1997). It is
worth mentioning that one can also use known
nonlinear lattice equations to construct BT for
nonlinear partial differential equations (Levi 1981).

See also: Integrable Systems and Discrete Geometry;
Integrable Systems: Overview; Painlevé Equations;
Solitons and Kac–Moody Lie Algebras; Toda Lattices.
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Introduction

The Batalin–Vilkovisky formalism for quantizing
gauge theories has a long history of development. It
begins with the Faddeev–Popov procedure for
quantizing Yang–Mills theory, involving the Faddeev–
Popov ghost fields (Faddeev and Popov 1967). It
continued with the discovery of BRST symmetry by
Becchi et al. (1976). Then Zinn-Justin (1975)
introduced sources for these transformations, and
a symmetric structure in the space of fields and
sources in his study of renormalizability of these
theories. Finally, Batalin and Vilkovisky (1981)
systematized and generalized these developments.
A more detailed account of this history can be
found in Gomis et al. (1994), where many worked

examples of the Batalin–Vilkovisky formalism are
given. At the present time, it is the most general
treatment available. Alexandrov, Kontsevich, Schwarz,
and Zabaronsky (AKSZ 1997) have presented a
geometric interpretation for the case in which the
action is topologically invariant.

Structure of the Set of Gauge
Transformations

Consider a system whose dynamics is governed by
a classical action S[�i] which depends on the
fields �i(x), i = 1, . . . , n. We employ a compact
notation in which the multi-index i may denote
the various fields involved, the discrete indices on
which they depend, and the dependence on the
spacetime variables as well. The generalized
summation convention then means that a
repeated index may denote not only a sum over
discrete variables, but also integration over
the spacetime variables. �i = �(�i) denotes the
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Grassmann parity of the fields. Fields with �i = 0
are called bosonic, with �i = 1 fermionic. The
graded commutation rule is

�iðxÞ�jðyÞ ¼ ð�1Þ�i�j�jðyÞ�iðxÞ ½1�

For a gauge theory the action is invariant under a set
of gauge transformations with infinitesimal form

��i ¼ Ri
�"

�; � ¼ 1 or 2 or . . . m ½2�

The "� are the infinitesimal gauge parameters and
Ri
� the generators of the gauge transformations.

When �� = �("�) = 0 we have an ordinary symmetry,
when �� = 1 the equation is characteristic of a
supersymmetry. The Grassmann parity of Ri

� is
�(Ri

�) = �i þ �� (mod 2).
A subscript after a comma denotes the right

derivative with respect to the corresponding field,
that is, the field is to be commutated to the far right
and then dropped. The field equations may then be
written as

S0;i ¼ 0 ½3�

where S0 is the classical action. Let � denote the
surface in the space of solutions where the field
equations are satisfied:

S0;ij� ¼ 0 ½4�

If the gauge transformations are ‘‘independent’’
on-shell, that is,

rank Ri
�j� ¼ m ½5�

the gauge theory is said to be ‘‘irreducible.’’ We
assume here that this is the case. When it is not, the
theory is ‘‘reducible.’’ For details of the treatment in
that case, see Gomis, Paris, and Samuel. The
classical solutions are �0 2 �.

The Noether identities are

S0;iR
i
� ¼ 0 ½6�

The general solution to the Noether identity is

�i ¼ Ri
�T� þ S0;jE

ji ½7�

The commutator of two gauge transformations is

½�1; �2��i ¼ Ri
�;jR

j
� � ð�1Þ����Ri

�;jR
j
�

� �
"�1"

�
2 ½8�

Since this commutator is a symmetry of the action, it
satisfies the Noether identity

S0;i Ri
�;jR

j
� � ð�1Þ����Ri

�;jR
j
�

� �
¼ 0 ½9�

which by eqn [7] implies that

Ri
�;jR

j
� � ð�1Þ����Ri

�;jR
j
� ¼ Ri

�T
�
�� þ S0;jE

ji
�� ½10�

Equations [8] and [10] lead to the following
condition:

½�1; �2��i ¼ Ri
�T

�
�� � S0;jE

ji
��

� �
"�1"

�
2 ½11�

The tensors T�
�� are called the structure constants of the

gauge algebra, although they depend, in general, on
the fields of the theory. When Eij

�� = 0, the gauge
algebra is said to be ‘‘closed,’’ otherwise it is ‘‘open.’’
Equation [11] defines a Lie algebra if the algebra is
closed and the T�

�� are independent of the fields.
The gauge tensors have the following graded

symmetry properties:

T�
�� ¼ �ð�1Þ����T�

��

Eij
�� ¼ �ð�1Þ����Eji

�� ¼ �ð�1Þ����Eij
��

½12�

The Grassmann parities are

�ðT�
��Þ ¼ �� þ �� þ �� ðmod 2Þ ½13�

and

�ðEij
��Þ ¼ �i þ �j þ �� þ �� ðmod 2Þ ½14�

Various restrictions are imposed by the Jacobi
identity X

cyclicð123Þ
½�1; ½�2; �3�� ¼ 0 ½15�

These restrictions areX
cyclicð123Þ

Ri
�A

�
��� � S0;jB

ji
���

� �
"�"�"� ¼ 0 ½16�

where

3A�
��� � T�

��kRk
� � T�

�	T
	
��

� �
þ ð�1Þ��ð��þ��Þ

� T�
��kRk

� � T�
�	T

	
��

� �
þ ð�1Þ��ð��þ��Þ T�

��kRk
� � T�

�	T
	
��

� �
and

3Bji
��� � Eji

��kRk
� � Eji

��T
�
�� � ð�1Þ�i��

�
�Rj

�;kEki
�� þ ð�1Þ�jð�iþ��ÞRi

�;kEkj
��

�
þ ð�1Þ��ð��þ��Þð�! � ! �Þ þ ð�1Þ��ð��þ��Þ

� ð�! � ! �Þ

As in the familiar Faddeev–Popov procedure, it is
useful to introduce ghost fields C� with opposite
Grassmann parities to the gauge parameters "�:

�ðC�Þ ¼ �� þ 1 ðmod 2Þ ½17�
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and to replace the gauge parameters by ghost fields.
One must then modify the graded symmetry proper-
ties of the gauge structure tensors according to

T�1�2�3�4... ! ð�1Þ��2þ�4þ���T�1�2�3�4... ½18�

The Noether identities then take the form

S0;iR
i
�C� ¼ 0 ½19�

and the structure relations [10] become

ð2Ri
�;jR

j
� � Ri

�T
�
�� þ S0;jE

ji
��ÞC�C� ¼ 0 ½20�
Introducing the Antifields

We incorporate the ghost fields into the field set
�A = {�i, C�}, where i = 1, . . . , n and �= 1, . . . , m.
Clearly A = 1, . . . , N, where N = nþm. One then
further increases the set by introducing an antifield
��A for each field �A. The Grassmann parity of the
antifields is

� ��A
� �

¼ �ð�AÞ þ 1 ðmod 2Þ ½21�

Each field is assigned a ghost number, with

gh½�i� ¼ 0

gh½C�� ¼ 1

gh ��A
� �

¼ �gh½�A� � 1

½22�

In the space of fields and antifields, the antibracket
is defined by

ðX;YÞ ¼ @rX

@�A

@lY

@��A
� @rX

@��A

@lY

@�A
½23�

where @r denotes the right, @l the left derivative. The
antibracket is graded antisymmetric:

ðX;YÞ ¼ �ð�1Þð�Xþ1Þð�Yþ1ÞðY;XÞ ½24�

It satisfies a graded Jacobi identity

ððX;YÞ; ZÞþ ð�1Þð�Xþ1Þð�Yþ1Þ

�ððY;ZÞ;XÞþ ð�1Þð�Zþ1Þð�Xþ�Y ÞððZ;XÞ;YÞ ¼ 0 ½25�

It is a graded derivation

ðX;YZÞ ¼ ðX;YÞZþ ð�1Þ�X�Y ðX;ZÞY
ðXY;ZÞ ¼ XðY;ZÞ þ ð�1Þ�X�Y YðX;ZÞ

½26�

It has ghost number

gh½ðX;YÞ� ¼ gh½X� þ gh½Y� þ 1 ½27�

and Grassmann parity

�ððX;YÞÞ ¼ �ðXÞ þ �ðYÞ þ 1 ðmod 2Þ ½28�
For bosonic fields

ðB;BÞ ¼ 2
@B

@�A

@B

@��A
½29�

for fermionic fields

ðF; FÞ ¼ 0 ½30�

and for any X

ððX;XÞ;XÞ ¼ 0 ½31�

If one groups the fields and the antifields together
into the set

za ¼ f�A;��Ag; a ¼ 1; . . . ; 2N ½32�

then the antibracket is seen to define a symplectic
structure on the space of fields and antifields

ðX;YÞ ¼ @rX

@za
!ab @lY

@zb
½33�

with

!ab ¼ 0 �A
B

��A
B 0

� 	
½34�

The antifields can be thought of as conjugate
variables to the fields, since

�A;��B
� �

¼ �A
B ½35�

The Classical Master Equation

Let S[�A, ��A] be a functional of the fields and
antifields with the dimension of an action, vanishing
ghost number and even Grassmann parity. The
equation

ðS; SÞ ¼ 2
@S

@�A

@S

@��A
¼ 0 ½36�

is the classical master equation. Solutions of the
classical master equation with suitable boundary
conditions turn out to be generating functionals for
the gauge structure of the theory. S is also the
starting point for the quantization. One denotes by
� the subspace of stationary points of the action in
the space of fields and antifields:

� ¼ za @S

@za





 ¼ 0

� �
½37�

Given a classical solution �0 of S0 one stationary
point is

�i ¼ �i
0; Ca ¼ 0; ��A ¼ 0 ½38�
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An action which satisfies the classical master
equation has its own set of invariances:

@S

@za
Ra

b ¼ 0 ½39�

with

Ra
b ¼ !ac @l@rS

@zc@zb
½40�

This equation implies

Ra
cR

a
b




�
¼ 0 ½41�

One says that Ra
b is invariant on-shell. A nilpotent

2N � 2N matrix has rank �N. Let r be the rank of
the hessian of S at the stationary point:

r ¼ rank
@l@rS

@za@zb






�

½42�

We then have r � N. The relevant solutions of the
classical master equation are those for which r = N.
In this case the number of independent gauge
invariances of the type in eqn [39] equals the number
of antifields. When at a later stage the gauge is fixed,
the nonphysical antifields are eliminated.

To ensure the correct classical limit, the proper
solution must contain the classical action S0 in the
sense that

S �A;��A
� �



��
A
¼0
¼ S0½�i� ½43�

The action S[�A, ��A] can be expanded in a series in
the antifields, while maintaining vanishing ghost
number and even Grassmann parity:

S½�;��� ¼ S0 þ ��i Ri
�C� þ C�a

1
2 T�

��ð�1Þ��C�C�

þ ��i ��j ð�1Þ�i 1
4 Eji

��ð�1Þ��C�C� þ � � � ½44�

When this is inserted into the classical master
equation, one finds that this equation implies the
gauge structure of the classical theory.
Gauge Fixing and Quantization

Equation [39] shows that the action S still possesses
gauge invariances, and hence is not yet suitable for
quantization via the path integral approach: a
gauge-fixing procedure is necessary. In the Batalin–
Vilkovisky approach the gauge is fixed, and the
antifields eliminated, by use of a gauge-fixing
fermion � which has Grassmann parity �(�) = 1
and gh[�] = �1. It is a functional of the fields �A

only; its relation to the antifields is

��A ¼
@�

@�A
½45�
We define a surface in functional space

�� ¼ �A;��A
� �

j��A ¼
@�

@�A

� �
½46�

so that for any functional X[�, ��]

Xj��
¼ X �;

@�

@�


 �
½47�

To construct a gauge-fixing fermion � of ghost
number �1, one must again introduce additional
fields. The simplest choice utilizes a trivial pair
�C�, �
� with

�ð�C�Þ ¼ �� þ 1; �ð�
�Þ ¼ ��
gh½�C�� ¼ �1; gh½�
�� ¼ 0

½48�

The fields �C� are the Faddeev–Popov antighosts.
Along with these fields we include the corresponding
antifields �C��, �
��. Adding the term �
� �C�� to the
action S does not spoil its properties as a proper
solution to the classical master equation, and one
gets the nonminimal action

Snon ¼ Sþ �
� �C�� ½49�

The simplest possibility for � is

� ¼ �C��
�ð�Þ ½50�

where �� are the gauge-fixing conditions for the
fields  . The gauge-fixed action is denoted by

S� ¼ Snonj� 
½51�

Quantization is performed using the path integral
to calculate a correlation function X, with the
constraint [45] implemented by a �-function:

I�ðXÞ ¼
Z

D�D��� ��A �
@�

@�A

� 	
�exp

i

�h
W½�;���

� 	
X½�;��� ½52�

Here W is the quantum action, which reduces to S in
the limit �h! 0. An admissible � leads to well-
defined propagators when the path integral is
expressed as a perturbation series expansion.

The results of a calculation should be independent
of the gauge fixing. Consider the integrand in eqn
[52],

I½�;��� ¼ exp
i

�h
W½�;���

� 	
X½�;��� ½53�

Under an infinitesimal change in �

I�þ��ðXÞ � I�ðXÞ 	
Z

D� � I�� ½54�
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where the Laplacian � is

� ¼ ð�1Þ�Aþ1 @

@�A

@

@��A
½55�

Obviously, the integral I�(X) is independent of � if
�I = 0. For X = 1 one gets the requirement

� exp
i

�h
W

� 	
¼ exp

i

�h
W

� 	
� i

�h
�W � 1

2�h2
ðW;WÞ

� 	
¼ 0 ½56�

The formula

1
2 ðW;WÞ ¼ i�h�W ½57�

is the quantum master equation. A gauge-invariant
correlation function satisfies

ðX;WÞ ¼ i�h�X ½58�

The terms of higher order in �h by which the
quantum action W may differ from the solution of
the classical master equation S correspond to the
counter-terms of the renormalizable gauge theory if

�S ¼ 0 ½59�

One must, of course, use a regularization scheme
which respects the symmetries of the theory. For
W = SþO(�h) the quantum master equation [57]
reduces in this case to the classical master equation

ðS; SÞ ¼ 0 ½60�

Hence, up to possible counter-terms, one may
simply choose W = S.

To implement the gauge fixing, one uses for the
action W = Snon. For the path integral Z = I�(X = 1),
the integration over the antifields in eqn [52] is
performed by using the �-function. The result is

Z ¼
Z

D� exp
i

�h
S�

� 	
½61�
Geometrical Interpretation of Topological
Field Theories

The Batalin–Vilkovisky formalism for topological
field theories has been given a geometrical inter-
pretation by AKSZ (1997).

A supermanifold equipped with an odd vector
field satisfying Q2 = 0 is called a Q-manifold. A
Q-manifold provided with an odd symplectic struc-
ture ! (P-structure) is called a QP-manifold if the
odd symplectic structure is Q-invariant, that is,
LQ!= 0. Every solution to the classical master
equation determines a QP-structure on M and vice
versa. The geometric object corresponding to a
classical mechanical system in the Batalin–Vilkovisky
formalism is a QP-manifold.

The nondegenerate closed 2-form ! is written as

! ¼ dza�abdzb ½62�

where za are local coordinates in the supermanifold
M. For functions on M, an (odd) Poisson bracket is
defined as in eqn [33], where !ab stands for the
inverse matrix of !ab. An even function S on M
satisfies the classical master equation if (S, S) = 0.
The correspondence between vector fields and
functions on M is given by KFG = (G, F), where KF

is the vector field, F the given function, and G an
arbitrary function. The function F is called the
Hamiltonian of the vector field KF.

Geometrically, equivalent QP-manifolds describe
the same physics. In particular, one can consider
an even Hamiltonian vector field KF corresponding
to an odd function F. This vector field determines
an infinitesimal transformation preserving P-structure.
It transforms a solution S to the classical master
equation into the physically equivalent solution
Sþ �(S, F), where � is an infinitesimally small
parameter.

A submanifold L of a P-manifold M is called a
Lagrangian submanifold if the restriction of the
form ! to L vanishes. In the particular case when
M = �T�N (the cotangent bundle to N with reversed
parity of fibres) with standard P-structure, one can
construct many examples of Lagrangian submani-
folds in the following way. Fix an odd function � on
N, the gauge fermion. The submanifold L� 2M
determined by the equation


a ¼ @�

@xa
½63�

where {xa, 
a} are coordinates corresponding to the
identification of M, will be a Lagrangian submani-
fold of M.

The P-manifold M in the neighborhood of L can
be identified with �T�L. In other words, one can
find such a neighborhood U of L in M and a
neighborhood V of L in �T�L that there exists an
isomorphism of P-manifolds U and V leaving L
intact. Using this isomorphism a function � defined
on a Lagrangian submanifold L 
M determines
another Lagrangian submanifold L� 
M.

Consider a solution S to the classical master
equation on M. In the Batalin–Vilkovisky formalism
we have to restrict S to a Lagrangian submanifold
L 2M, then the quantization of S can be performed
by integration of exp (iS=�h) over L. One may
construct an odd vector field Q on L in such a
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way that the functional S restricted to L is
Q-invariant. This invariance is BRST invariance.

AKSZ apply these geometric constructions to obtain
in a natural way the action functionals of two-
dimensional sigma-models (Witten 1998) and to
show that the Chern–Simons theory (Axelrod and
Singer 1991) in Batalin–Vilkovisky formalism arises as
a sigma-model with target space �G, where G stands
for a Lie algebra and � denotes parity inversion.
The Poisson-Sigma Model

The quantization of the Poisson-sigma model was
performed by Hirshfeld and Schwarzweller (2000)
and by Cattaneo and Felder (2001). The Poisson-
sigma model is the simplest topological field theory
in two dimensions. It is a field theory on a two-
dimensional world sheet without boundary (Schaller
and Strobl 1994). It involves a set of bosonic scalar
fields, which can be seen as a set of maps
Xi : M!N, where N is a Poisson manifold. In
addition, one has a 1-form A on the world sheet M
which takes values in T�(N), for x coordinates on M
we have A = A�idxi ^ dXi. Its action is

S0½X;A� ¼
Z

M

� ���ðA�i@�X
i þ PijðXÞA�iA�j

� �
½64�

where ��� is the antisymmetric tensor and � is the
volume form on M. The gauge transformations of
the model are

�Xi ¼ PijðXÞ"j; �A�i ¼ Dj
�i"j ½65�

where Dj
�i = @��

j
i þ Pkj

,iA�k. The equations of motion
are

���Dj
�iA�j ¼ 0 ½66�

and

���ð@�Xi þ PijA�jÞ ¼ ���D�X
i ¼ 0 ½67�

The gauge algebra is given by

�ð"1Þ; �ð"2Þ½ �Xi ¼ PjiðPmn
;j"1n"2mÞ

�ð"1Þ; �ð"2Þ½ �A�i ¼ Dj
�iðPmn

;j"1n"2mÞ
� ð���D�X

jÞ���Pmn
;ji"1n"2m

½68�

In our general notation the generators of the gauge
transformations R are here Pij and Dj

�i. The gauge
tensors T and E are Pij

,k and ���Pmn
,ji. The higher-

order gauge tensors A and B vanish.
The ghost fields are again denoted by Ci. The

Noether identities are thenZ
M

� ���Dj
�iA�jP

ki þ ð���D�X
iÞDk

�i

� �
Ck ¼ 0 ½69�
Considering the commutator of two gauge transfor-
mations leads to (see eqns [8]–[11])Z

M

� 2Pmi
;jP

nj � PjiPmn
;j

� �
CmCn ¼ 0Z

M

� 2ðPjk
iD

l
�j þ Pmk

;ijA�mPjlÞ
�

�Dm
�iP

kl
;m þ ð���D�X

jÞ���Pkl
;ji

�
ClCk ¼ 0

½70�

The Jacobi identity is

Pij
;mPmkCiCjCk ¼ 0 ½71�

The fields and antifields of the model are

�A ¼ fA�i;Xi;Cig and ��A ¼ A�i�;X�i ;C
i�� �
½72�

The extended action is

S ¼
Z

M

�

�
���ðA�i@�X

i þ PijðXÞA�iA�jÞ

þ A�i�Dj
�iCj þX�i P

jiðXÞCj þ
1

2
Ci�Pjk

;iðXÞCjCk

þ 1

4
A�i�A�j����P

kl
;ijðXÞCkCl

	
½73�

The gauge-fixing conditions are taken to be of the
form �i(A, X), so that the gauge fermion [50] becomes
� = �Ci�i(A, X). The antifields are then fixed to be

A��i ¼ �Cj
@�jðA;XÞ
@A�i

X�i ¼ �Cj
@�jðA;XÞ
@Xi

C�i ¼ 0

�C�i ¼ �iðA;XÞ

½74�

The gauge-fixed action is

S� ¼
Z

M

�
�
���ðA�i@�X

i þ PijðXÞA�iA�jÞ

þ �Ck @�kðA;XÞ
@A�i

Dj
�iCj þ �Ck @�kðA;XÞ

@Xi
PijCj

þ 1

4
�Cm @�mðA;XÞ

@A�i

�Cn @�nðA;XÞ
@A�j

���P
kl
;ijðXÞ

�CkCl þ �
i�iðA;XÞ
	

½75�

Now consider different gauge conditions:

1. First, the Landau gauge for the gauge potential
�i = @�A�i, so that the gauge fermion becomes
� = �Ci@�A�i. The antifields are fixed to be

A��i ¼ @� �Ci

X�i ¼ C�i ¼ 0

�C�i ¼ @�A�i

½76�



for this gauge choice the gauge-fixed action is

S� ¼
Z

M

�

�
���ðA�i@�X

i þ PijðXÞA�iA�jÞ þ �Ci@�Dj
�iCj

þ 1

4
ð@� �CiÞð@� �CjÞ���Pkl

;ijðXÞ

� CkCl � ��ið@�A�iÞ
�

½77�

Translating this action into the notation of Cattaneo
and Felder, one sees that it is exactly the expression
they use to derive the perturbation series.

2. Now consider the temporal gauge �i = A0i. The
gauge fermion is given by � = �CiA0i. The anti-
fields are fixed to

A�0i ¼ �Ci

A�1i ¼ 0

X�i ¼ C�i ¼ 0

�C�i ¼ A0i

½78�

The gauge-fixed action is

S� ¼
Z

M

�
�
���ðA�i@�X

i þ PijðXÞA�iA�jÞ

þ �CiDj
0iCj � ��iðA0iÞ

�
½79�

3. Finally consider the Schwinger–Fock gauge
�i = x�A�i. Then the antifields are fixed to be

A��i ¼ x� �Ci

X�i ¼ C�i ¼ 0

�C�i ¼ x�A�i

½80�

for this gauge choice the gauge-fixed action is

S� ¼
Z

M

�
�
���ðA�i@�X

i þ PijðXÞA�iA�jÞ

þ �Cix�Dj
�iCj � ��ið@�A�iÞ

�
½81�

Notice that in the noncovariant gauges 2 and 3 the
action simplifies, in that the term which arose
because of the nonclosed nature of the gauge algebra
vanishes.

See also: BF Theories; BRST Quantization; Constrained
Systems; Graded Poisson Algebras; Operads;
Perturbative Renormalization Theory and BRST;
Supermanifolds; Topological Sigma Models.
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Introduction

The Bethe ansatz is a particular form of wave function
introduced in the diagonalization of the Heisenberg
spin chain. It underpins the majority of exactly solved
models in statistical mechanics and quantum field

theory. At the heart of the Bethe ansatz is the way in
which multibody interactions factor into two-body
interactions. The Bethe ansatz is thus intimately
entwined with the theory of integrability.

The way in which the Bethe ansatz works is best
understood by working through an explicit hands-on
example. The canonical example is the isotropic
antiferromagnetic Heisenberg Hamiltonian

H ¼
XL�1

i¼1

hi;iþ1 þ hL;1; hij ¼ 1
2 ðs i � s j þ 1Þ ½1�
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where s = (� x, �y,�z) are Pauli matrices and L is the
length of the chain. Periodic boundary conditions are
imposed. However, open boundary conditions may
also be treated, along with the addition of magnetic
bulk and boundary fields. The z-components of each
of the spins are either up or down. Since the
z-component of the total spin commutes with the
Hamiltonian, the total number n of up spins serves as a
good quantum number. A state of the system can
therefore be conveniently described in terms of the
coordinates of all the up spins. Denote these coordi-
nates by xi, with 1 � xi � L. The quantum number n
ensures that the Hamiltonian decomposes into Lþ 1
sectors, each of size L choose n. The antiferromagnetic
ground state occurs in the largest sector.

The normalization of the Hamiltonian [1] is such
that its action is that of the permutation operator:

hj��i ¼ j��i; hjþþi ¼ jþþi

hjþ�i ¼ j�þi; hj�þi ¼ jþ�i
½2�

Diagonalization of Sectors

One can address the diagonalization of the sectors
for various cases.

Case 1: n = 0

Consider the case with all spins down. The
eigenstate is � = j� � � � �i, with H� = L� and,
thus, E = L is the trivial solution.

Case 2: n = 1

There are L states, with

� ¼
XL

x¼1

aðxÞj ðxÞi ½3�

where j (x)i is the state with an up spin at site x.
The aim is to find the amplitudes a(x). It is clear
that

Hj ðxÞi ¼ ðL� 2Þj ðxÞi þ j ðx� 1Þi
þ j ðxþ 1Þi ½4�

in the bulk (away from either boundary). Insertion
of [3] into H� = E� gives

EaðxÞ ¼ ðL� 2ÞaðxÞ þ aðx� 1Þ þ aðxþ 1Þ ½5�

Substitution of spin waves a(x) = eikx gives

E ¼ L� 2þ 2 cos k ½6�

The boundary conditions are such that a(0) = a(L)
and a(Lþ 1) = a(1); either gives eikL = 1, from which
the L values of k follow.

Case 3: n = 2

Here the wave function can be written in terms of
the two flipped spins as

� ¼
X
x<y

aðx; yÞj ðx; yÞi ½7�

It is to be emphasized that one is working in the
region with x < y. There are two cases to consider:
(1) y > xþ 1 and (2) y = xþ 1. Consider the
interactions in the bulk. For (1) the action of the
Hamiltonian implies

Eaðx; yÞ ¼ ðL� 4Þaðx; yÞ þ aðx� 1; yÞ þ aðxþ 1; yÞ

þ aðx; y� 1Þ þ aðx; yþ 1Þ ½8�

and for (2)

Eaðx; xþ 1Þ ¼ ðL� 2Þaðx; xþ 1Þ
þ aðx� 1; xþ 1Þ þ aðx; xþ 2Þ ½9�

The compatibility of these two equations requires that

2aðx; xþ 1Þ ¼ aðx; xÞ þ aðxþ 1; xþ 1Þ ½10�

which is known as the ‘‘collision’’ or ‘‘meeting’’
condition.

Some adjustments need to be made for spins
which get flipped at the boundaries. Looking at
[8] and [9] with x = 1 and x = L, it is evident that
one can take

aðy; xþ LÞ ¼ aðx; yÞ ½11�

to restore the original ordering. The terms which
arise involve up spins at sites 0 and Lþ 1. This
illustrates the periodic boundary condition.

We now assume (the Bethe ansatz) that

aðx; yÞ ¼ A12eik1xeik2y þ A21eik2xeik1y ½12�

Substitution of the ansatz [12] into [8] gives

E ¼ L� 4þ 2 cos k1 þ 2 cos k2 ½13�

Substitution of [12] into [10] gives

A12

A21
¼ � 1� 2 eik1 þ eiðk1þk2Þ

1� 2 eik2 þ eiðk1þk2Þ
½14�

The three relations [11], [12], and [14] give the
Bethe equations

eik1L ¼ A12

A21
and eik2L ¼ A21

A12
½15�
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which are to be solved for k1 and k2. Note that
ei(k1þk2)L = 1.

Case 4: n = 3

The full power of the Bethe ansatz method becomes
evident for three particles. Here

� ¼
X

x<y<z

aðx; y; zÞj ðx; y; zÞi ½16�

There are several cases to consider:

1. y > xþ 1 and z > yþ 1, where

Eaðx; y; zÞ ¼ ðL� 6Þaðx; y; zÞ þ aðx� 1; y; zÞ
þ aðx; y� 1; zÞ þ aðx; y; z� 1Þ ½17�

By a(x� 1, y, z), we mean a(xþ 1, y,z)þ
a(x� 1, y, z), etc.

2. y = xþ 1 and z > yþ 1, with

Eaðx; xþ 1; zÞ
¼ ðL� 4Þaðx; xþ 1; zÞ þ aðx� 1; xþ 1; zÞ
þ aðx; xþ 2; zÞ þ aðx; xþ 1; z� 1Þ ½18�

3. y > xþ 1 and z = yþ 1, where

Eaðx;y;yþ1Þ
¼ ðL�4Þaðx;y;yþ1Þþ aðx�1;y;yþ1Þ
þ aðx;y�1;yþ1Þþ aðx;y;yþ2Þ ½19�

4. y = xþ 1 and z = yþ 1, for which

Eaðx; xþ 1; xþ 2Þ ¼ ðL� 2Þaðx� 1; xþ 1; xþ 2Þ
þ aðx; xþ 1; xþ 3Þ ½20�

Again, we must ensure that these equations are
compatible. This involves comparison of the last
three equations with [17]. The three equations to be
satisfied are

2aðx; xþ 1; zÞ ¼ aðx; x; zÞ þ aðxþ 1; xþ 1; zÞ ½21�

2aðx; y; yþ 1Þ ¼ aðx; y; yÞ þ aðx; yþ 1; yþ 1Þ ½22�

4aðx;xþ 1;xþ 2Þ ¼ aðx;x;xþ 2Þ þ aðx;xþ 1;xþ 1Þ
þ aðx;xþ 2;xþ 2Þ
þ aðxþ 1;xþ 1;xþ 2Þ ½23�

But note that setting z = xþ 2 in [21] and y = xþ 1
in [22] leads to [23] being automatically satisfied.
We are thus left with only two equations [21] and
[22]. Note the similarity between these two equa-
tions and the meeting condition [10] for the n = 2
case.

In this case the Bethe ansatz is

aðx; y; zÞ ¼A123zx
1zy

2zz
3 þ A132zx

1zy
3zz

2

þ A213zx
2zy

1zz
3 þ A231zx

2zy
3zz

1

þ A321zx
3zy

2zz
1 þ A312zx

3zy
1zz

2 ½24�

in which zj = eikj . This is a sum over the 3!
permutations of the integers 1, 2, 3. Inserting this
ansatz into [17] gives

E ¼ L� 6þ 2ðcos k1 þ cos k2 þ cos k3Þ ½25�

To determine the kj, it is convenient to define

sij ¼ 1� 2zj þ zizj ½26�

Substitution of [24] into the meeting conditions [21]
and [22] then gives

s12A123 þ s21A213 þ s13A132 þ s31A312

þ s23A231 þ s32A321 ¼ 0 ½27�

s23A123 þ s32A132 þ s13A213 þ s31A231

þ s21A321 þ s12A312 ¼ 0 ½28�

These equations are assumed to be satisfied in
permutation pairs, that is,

s12A123 þ s21A213 ¼ 0

s23A123 þ s32A132 ¼ 0; etc:
½29�

Up to an overall constant, the relations [27] and [28]
are satisfied by

A123 ¼ s21s31s32; A132 ¼�s31s21s23

A312 ¼ s13s23s21; A321 ¼�s23s13s12

A231 ¼ s32s12s13; A213 ¼�s12s32s31

½30�

The boundary condition, a(y, z, xþ L) = a(x, y, z),
gives

zL
1 A321 �A132

� �
zx

1 zy
3 zx

2 þ zL
2 A312 �A231

� �
zx

2 zy
3 zx

1

þ zL
1 A231 �A123

� �
zx

1 zy
2zx

3 þ zL
3 A213 �A321

� �
zx

3 zy
2 zx

1

þ zL
2 A132 �A213

� �
zx

2 zy
1zx

3 þ zL
3 A123 �A312

� �
zx

3 zy
1 zx

2

¼ 0 ½31�

This leads to the equations

zL
1 ¼

A123

A231
¼ A132

A321
¼ s21s31

s12s13

zL
2 ¼

A213

A132
¼ A231

A312
¼ s12s32

s21s23

zL
3 ¼

A321

A213
¼ A312

A123
¼ s13s23

s31s32

½32�

which can be solved for the Bethe roots kj.
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General n

The general Bethe ansatz is

aðx1; . . . ; xnÞ ¼
X

P

Ap1;...;pn
zx1

p1
. . . zxn

pn
½33�

where the sum is over all n! permutations
P = {p1, . . . , pn} of the integers 1, . . . , n. The boundary
condition is

aðx2; x3; . . . ; xn; x1 þ LÞ ¼ aðx1; x2; . . . ; xnÞ ½34�

leading to the Bethe equations

zL
p1
¼ Ap1;...;pn

Ap2;...;pn;p1

½35�

for all permutations, with

Ap1;...;pn ¼ �P
Y

1�i<j�n

spj;pi ½36�

where �P is the signature of the permutation. Finally,

zL
p1
¼ ð�Þn�1

Yn

‘¼2

sp‘;p1

sp1;p‘

or zL
j ¼ ð�Þ

n�1
Yn

‘¼1
6¼j

s‘;j
sj;‘

½37�

for j = 1, . . . , n. The eigenvalues are given by

E ¼ Lþ
Xn

j¼1

2 cos kj � 2
� �

½38�

Another form of the Bethe equations is obtained
by defining

eikj ¼ uj � ð1/2Þi
uj þ ð1/2Þi ½39�

which gives

E ¼ L�
Xn

j¼1

1

u2
j þ 1/4

½40�

with uj satisfying

uj � ð1/2Þi
uj þ ð1/2Þi

� �L

¼ �
Yn
‘¼1

uj � u‘ � i

uj � u‘ þ i
½41�

for j = 1, . . . , n.
All eigenvalues of the Heisenberg spin chain may

be obtained in terms of the Bethe ansatz solution.
For example, the distribution of roots uj for the
ground state are real and symmetric about the
origin. Excitations may involve complex roots.
Although obtained exactly in terms of the Bethe
roots, the Bethe ansatz wave function is
cumbersome.

We have thus seen how the Bethe ansatz works
for the Heisenberg spin chain. The underlying
mechanism is the way in which the collision or

meeting conditions can be handled in terms of two-
body interactions. To see this more clearly, the six
permutation pair equations [29] can be written in
the general form Aabc = YabAbac and Aabc = YbcAacb,
where Yab =�sba=sab. Now there are two possible
paths to get from Aabc to Acba, namely

Acba ¼ YabYacYbcAabc

Acba ¼ YbcYacYabAabc

½42�

Both paths must be equivalent, with

YabYba ¼ 1 and YabYacYbc ¼ YbcYacYab ½43�

The latter is a condition of nondiffraction or
equivalently a manifestation of the Yang–Baxter
equation.

Historically, the next model to be exactly solved in
terms of the Bethe ansatz was the one-dimensional
model of N interacting bosons on a line of length L
defined by the Hamiltonian

H ¼ �
XN
i¼1

@2

@x2
i

þ 2c
X

1�i<j�N

�ðxi � xjÞ ½44�

where c is a measure of the interaction strength. For
this model the Bethe ansatz wave function is of the
same form as [33] with the two-body interaction
term given by

sab ¼ ka � kb þ ic ½45�

The Bethe equations are given by

expðikjLÞ ¼�
YN
‘¼1

kj � k‘ þ ic

kj � k‘ � ic

for j ¼ 1; . . . ;N ½46�

The energy eigenvalue is

E ¼
XN
j¼1

k2
j ½47�

For repulsive (c > 0) interactions, one can prove that
all Bethe roots are real.

The Bethe ansatz has been applied to a number of
other and more general models, both for discrete
spins and in the continuum. These include the
anisotropic Heisenberg (XXZ) spin chain, for
which the above working readily generalizes to
trigonometric functions. The underlying ansatz [33]
remains the same. One key generalization is the
nested Bethe ansatz, which arises, for example, in
the solution of the general N-state permutator
model, the Hubbard model, and the Gaudin–Yang
model of interacting fermions. For such models the
nested Bethe ansatz involves an additional level of
work to determine the amplitudes appearing in the
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wave function [33] due to higher symmetries. This
results in Bethe equations involving different types
or colors of roots.

The exactly solved one-dimensional quantum spin
chains may also be obtained from their two-dimen-
sional classical counterparts – the vertex models. For
example, the six-vertex model shares the same Bethe
ansatz wave function and Bethe equations as the
XXZ spin chain. The more general permutator
Hamiltonians are related to multistate vertex models.
One may also consider other spin-S models.

The discussion in this article has centered on what is
known as the coordinate Bethe ansatz. Another
formulation is the algebraic Bethe ansatz, which was
developed for the systematic treatment of the higher-
spin models. In this formulation, operators create the
Bethe states by acting on a vacuum. The algebraic
Bethe ansatz goes hand-in-hand with the quantum
inverse-scattering method. In all of the exactly solved
Bethe ansatz models, it is possible to derive quantities
like the ground-state energy per site via the root density
method, which assumes that the Bethe roots form a
uniform distribution in the infinite-size limit. The
thermodynamics of the Bethe ansatz solvable models
may also be calculated in a systematic fashion.

Despite Bethe’s early optimism, the Bethe ansatz
has not been extended to higher-dimensional
systems.

See also: Affine Quantum Groups; Eight Vertex and Hard
Hexagon Models; Integrability and Quantum Field

Theory; Integrable Systems: Overview; Quantum Spin
Systems; Yang–Baxter Equations.
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Introduction

BF theories are a class of gauge theories with a
nontrivial metric-independent classical action. As
such these theories are candidate topological field
theories akin to the Chern–Simons theory in three
dimensions, but in contrast to the Chern–Simons
theory these exist and are well defined in arbitrary
dimensions.

The name ‘‘BF theories’’ derives from the fact
that, roughly (see [1] below and the subsequent
discussion for a more precise description), the action
of the BF theory takes the form

R
B ^ FA with FA the

curvature of a connection A and B a Lagrange
multiplier. The classical equations of motion imply

that A is flat, FA = 0, and thus BF theories are
topological gauge theories of flat connections.

Abelian BF theories and their relation to topolo-
gical invariants (the Ray–Singer torsion) were
originally discussed by Schwarz (1978, 1979). In
the context of the topological field theory, non-
abelian BF theories were introduced in Horowitz
(1989) and Blau and Thompson (1989, 1991).

Since then, BF theories have attracted a lot of
attention as simple toy-models of (topological)
gauge theories, and also because of their relation-
ships with the Chern–Simons theory, the Yang–Mills
theory, and gauge-theory formulations of gravity, as
well as because of the rather rich and intricate
structure of their quantum theories.

The purpose of this article is to provide an
overview of these various features of BF theories.
The standard reference for the basic classical and
quantum properties of BF theories is Birmingham
et al. (1991).
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Basic Classical Properties of BF Theories

Nonabelian BF Theories

The classical action and equations of motion Typi-
Typically, the classical action of the BF theory takes
the form

SBFðA;BÞ ¼
Z

M

trG B ^ FA ½1�

where FA is the curvature of a connection A on a
principal G-bundle P ! M over an n-dimensional
manifold M, B is an ad-equivariant horizontal
(n� 2)-form on P, and trG (a trace) denotes an
ad-invariant nondegenerate scalar product on the
Lie algebra g of the Lie group G. Generalizations of
this are possible, in particular, for G abelian or for
n = 3 and are mentioned below.

We consider FA and B as forms on M taking
values in the bundle of Lie algebras ad P = P�ad g
and refer to such objects as elements of ��(M, g).
Then tr B ^ FA 2 �n(M, R) is a volume form on M.
In order to simplify the exposition, in the following
we will mostly assume that G is compact semisimple
and that M is compact without a boundary (even
though relaxing any one of these conditions is
possible and also of interest in its own right).

Varying the action [1] with respect to A and B,
one obtains the classical equations of motion

FA ¼ 0; dAB ¼ 0 ½2�

where

dAB ¼ dBþ ½A;B� ½3�

is the covariant exterior derivative. In particular,
therefore, the equations of motion imply that the
connection A is flat.

Gauge invariance For any n, the action [1] is
invariant under G gauge transformations (vertical
automorphisms of P) acting on A and B as

A! g�1Agþ g�1dg; B! g�1Bg ½4�

(the latter is what is meant by the fact that B takes
values in ad P), because FA is also ad-equivariant,
FA ! g�1FAg, and trG is ad-invariant. The infinitesi-
mal version of this statement is that the action is
invariant under the variations

�A ¼ dA�; �B ¼ ½B; �� ½5�

where � 2 �0(M, g) can (formally) be thought of as
an element of the Lie algebra of the group of gauge
transformations.

Gauge-fixing this symmetry can proceed in the
usual way (via the Faddeev–Popov or Becchi–Rouet–

Stora–Tyupkin procedure), a typical gauge choice
being dA0

? (A� A0) = 0 where A0 is a reference
connection, and ? is the Hodge duality operator
corresponding to a choice of metric on M.

Local p-form symmetries For n = 2, the only local
symmetries of the BF action are the above G gauge
transformations. For n > 2, however, there are other
local symmetries associated with shifts of Bp 2
�p(M, g) with p = n� 2 > 0. Indeed, integration by
parts using Stokes’ theorem and @M = 0 shows that [1]
is invariant under

A!A; Bp! Bpþ dA�p�1; �p�1 2�p�1ðM;gÞ ½6�

For p=1, � is a 0-form and the invariance follows.
For p> 1, however, the gauge parameter has, in
some sense, its own gauge invariance. Namely,
under the shift

�p�1 ! �p�1 þ dA�p�2 ½7�

one has

dA�p�1 ! dA�p�1 þ ½FA; �p�2� ½8�

Thus for FA = 0, the shift [7] has no effect on the
local symmetry [6]. Likewise, for p > 2 the parameter
�p�2 itself has a similar invariance, etc. Since FA = 0
is one of the classical equations of motion, the shift
symmetry [6] is what is called an ‘‘on-shell reducible
symmetry.’’ Gauge-fixing such symmetries is not
straightforward, and one generally appeals to the
Batalin–Vilkovisky formalism to accomplish this.

Diffeomorphisms and local symmetries One mani-
festation of the general covariance of the BF action
[1] is the on-shell equivalence of (infinitesimal)
diffeomorphisms and (infinitesimal) local symme-
tries. Diffeomorphisms are generated by the Lie
derivative LX along a vector field X. The action of
LX on differential forms is given by the Cartan
formula LX = diX þ iX d, where i(.) is the operation
of contraction. The action of the Lie derivative on
A and B can be written in gauge covariant form as

LXA ¼ iXFA þ dA�ðXÞ;
LXB ¼ iX dABþ ½B; �ðXÞ� þ dA�

0ðXÞ
½9�

where �(X) = iXA and �0(X) = iXB. This shows that
on-shell diffeomorphisms are equivalent to field-
dependent gauge and p-form symmetries of the
BF action.

The classical moduli space The classical moduli
space C= C(P, M, G) is the space of solutions to the
classical equations of motion modulo the local
symmetries of the action. Since the field content
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and the nature of the local symmetries of the BF
theory depend strongly on the dimension n of M, the
structure and interpretation of the classical moduli
space also depend on n.

For n = 2, by [5] the equation of motion [2] for
B 2 �0(M, g) says that A is invariant under the
infinitesimal gauge transformation generated by B.
Thus if A is ‘‘irreducible,’’ there are no nontrivial
solutions for B and, away from reducible flat
connections, the classical moduli space is just the
moduli space of flat connections on P!M over the
surface M:

Cn¼2 ¼MflatðP;GÞ ½10�

This space may or may not be empty, depending on
whether P admits flat connections or not.

For n = 3, the equation of motion [2] for
B 2 �1(M, g) says that B is a tangent vector to the
space of flat connections at the flat connection A, in
the sense that under the variation �A = B, one has

�FA ¼ dAB ¼ 0 ½11�

The local G gauge symmetry and the 1-form symmetry
[6] now imply that the moduli space of classical
solutions can be identified with the (co-)tangent bundle
of the moduli space of flat connections on P!M
over the 3-manifold M:

Cn¼3 ¼ TMflatðP;GÞ ½12�

In higher dimensions there appears to be less
geometrical structure associated with BF theories,
and all that can be said in general is that the tangent
space to Cn at a solution (A, B) of the equations of
motion [2] is the vector space:

TðA;BÞCn ¼ H1
AðM; gÞ �Hn�2

A ðM; gÞ ½13�

where Hk
A(M, g) are the cohomology groups of the

deformation complex

dA : ��ðM; gÞ ! ��þ1ðM;gÞ ½14�

associated with the flat connection A, FA = (dA)2 = 0.
When M is topologically of the form M = �� R

(where one can think of R as time), one has

TðA;BÞCn ¼ H1
Að�; gÞ �Hn�2

A ð�; gÞ ½15�

This is naturally a symplectic vector space (necessary
for a phase space), the nondegenerate antisymmetric
pairing being given by Poincaré duality:

!ð½a1�; ½b1�; ½a2�; ½b2�Þ ¼
Z

�

trGða1 ^b2� a2 ^b1Þ ½16�

Metric independence Perhaps the most important
property of the action [1] is that, in contrast to,

for example, the usual Yang–Mills action for
nonabelian gauge fields

SYM ¼
1

4g2

Z
M

trG FA ^ ?FA ½17�

it does not require a metric (or the corresponding
Hodge duality operator ?) for its formulation. This
makes it a candidate action for a ‘‘topological field
theory,’’ this term loosely referring to field theories
which, in a suitable sense, do not depend on
additional structures imposed on the underlying
space(-time) manifold M, in this case a Riemannian
structure.

To establish that BF theories are ‘‘topological
quantum field theories,’’ one needs to show that
the partition function (and correlation functions)
of the quantized BF theory are also metric
independent. This is not completely automatic as
typically the metric enters in the gauge fixing of
the local symmetries of the action which is
required to make the quantum theory well defined.
The usual lore is that since the metric only enters
through the gauge fixing and since the quantum
theory should be independent of the choice of
gauge, it should also be metric independent. In the
case of nonabelian BF theories, the complexity of
their local symmetries complicates the analysis
somewhat, but it can nevertheless be shown that
BF theories indeed define topological field theories
also at the quantum level.

Special Features of Abelian BF Theories

All the features of nonabelian BF theories discussed
above are, of course, also valid when G is abelian
(with some obvious modifications and simplifica-
tions). However, when G is abelian, a more general
action than [1] is possible. Indeed, although there is
no obvious higher p-form analog of nonabelian
gauge fields, in the abelian case G = U(1) or G = R,
and the condition FA 2 �2(M, R) can be relaxed. In
particular, one can consider the actions

Sðn; pÞ � SðBp;Cn�p�1Þ ¼
Z

M

Bp ^ dCn�p�1 ½18�

with Bp 2 �p(M, R), Cn�p�1 2 �n�p�1(M, R), and
FC = dC; its (n� p)-form field strength. More gen-
erally, one can also consider the hybrid action

SAðn; pÞ ¼
Z

M

Bp ^ dACn�p�1 ½19�

where A is a fixed (nondynamical) flat G-connection,
d 2

A = 0, and B and C take values in the corresponding
adjoint bundle. This action can be considered as the
linearization of the nonabelian BF action [1] around
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the flat connection A, and it reduces to the abelian BF
action [18] for g = R.

The action is invariant under the (reducible) local
symmetries

Bp ! Bp þ dA�p�1

Cn�p�1 ! Cn�p�1 þ dA�
0
n�p�2

½20�

The space of solutions to the equations of motion
dAC = dAB = 0 modulo gauge symmetries is (cf. [13])
the finite-dimensional vector space

Cn; p ¼ Hp
AðM; gÞ �Hn�p�1

A ðM; gÞ ½21�

which is naturally symplectic for M = �� R.

Uses and Applications of Quantum
Abelian BF Theories

Quantization of Abelian BF Theories and the
Ray–Singer Torsion

We will now show that the partition function of
the abelian BF theory (actually more generally that
of the linearized nonabelian BF action [19]) is
related to the Ray–Singer torsion of M. This
requires some preparatory material on Gaussian
path integrals, determinants, and gauge fixing that
we present first.

In order to simplify the exposition, we assume
that there are no harmonic modes, either because
they have been gauged away or because the
cohomology groups of dA are trivial, Hk

A(M, g) = 0,
that is, the deformation complex [14] is ‘‘acyclic.’’

Laplacians, determinants, and the Ray–Singer
torsion Choosing a Riemannian metric g (and
Hodge duality operator ?) on M, the twisted
Laplacian on p-forms is

�
ðpÞ
A ¼ ðdA þ d?AÞ

2 ¼ dAd?A þ d?A dA ½22�

where d?A = � ? dA ? is the adjoint of d with respect to
the scalar product on p-forms defined by ?. This is an
elliptic operator whose determinant can be defined, for
example, by a �-function regularization. Denoting the
(nonzero) eigenvalues of � (p)

A by � (p)
k , its �-function is

�ðpÞðsÞ ¼
X

k

�
ðpÞ
k

� ��s
½23�

This converges for Re(s) sufficiently large and can be
analytically continued to a meromorphic function of
s analytic at s = 0, so that

det �
ðpÞ
A :¼ e��

ðpÞ0ð0Þ ½24�

is well defined. The Ray–Singer torsion of (M, g)
(with respect to the flat connection A) is then
defined by

TAðMÞ ¼
Yn
p¼0

det �
ðpÞ
A

� �ð�1Þpp=2
½25�

Even though this definition depends strongly on the
metric g on M, the Ray–Singer torsion has the
remarkable property of being independent of g. The
Ray–Singer torsion can be shown to be trivial
(essentially =1 modulo zero-mode contributions)
in even dimensions, but is a nontrivial topological
invariant in odd dimensions. Henceforth, we will
suppress the dependence on M and denote the
n-dimensional Ray–Singer torsion by TA(n).

Gaussian path integrals and determinants The path
integral for abelian BF theories is modeled on the
usual formula for a �-function

�nðxÞ ¼ 1

ð
ffiffiffiffiffiffi
2�
p
Þn
Z

Rn
dn� ei�x ½26�

from which one deduces the Gaussian integral
formula

1

ð
ffiffiffiffiffiffi
2�
p
Þn
Z

Rn�Rn
dn� dnx ei�DxþiKxþi�J

¼
Z

Rn
dnx�nðDxþ JÞ eiKx

¼ 1

det D
e�iK:D�1J ½27�

Here, we have assumed that the operator (matrix) D
is invertible. The model that one uses in the path
integral is thatZ

d½�� d½�� ei
R

M
�?D� ¼ ðdet DÞ	1 ½28�

where � is a set of fields and the � are a set of dual
fields with D again a nondegenerate operator. The
inverse determinant arises for Grassmann even fields
(as in [27]), while it is the determinant that appears
for Grassmann odd fields.

Gauge fixing – the Faddeev–Popov trick If the
action [19], SA(n, p) =

R
BpdACn�p�1, were non-

degenerate, its partition function could be defined
directly by [28]. However, because of gauge invariance
of the action, the kinetic term is degenerate and one
needs to eliminate the gauge freedom to obtain an (at
least formally) well-defined expression for the partition
function. Concretely, this degeneracy can be seen by
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recalling that, when there are no harmonic forms (as we
have assumed), there is a unique orthogonal Hodge
decomposition of a p-form Bp 2 �p(M, g) into a sum of
a dA-exact and a dA-coexact form:

Bp ¼ dA�p�1 þ d?A�pþ1 ½29�

(and likewise for C). Evidently, the exact (longitudinal)
parts dA� of B and C do not appear in the action, and
these are precisely the gauge-dependent parts of B and
C under the gauge transformation [20]. Gauge fixing
amounts to imposing a conditionF (Bp) = 0 on Bp that
determines the longitudinal part uniquely in terms of
the transversal part d?A� . A natural condition is

dA�p�1 ¼ 0, FðBpÞ ¼ d?ABp ¼ 0 ½30�

A gauge-fixing condition independent of the partition
function results from inserting ‘‘1’’ in the form of

1 ¼
Z
G

d½g��ðFðBgÞÞ�F ðBÞ ½31�

into the functional integral (the Faddeev–Popov
trick), where G is the gauge group. This defines the
Faddeev–Popov determinant �F , and the functional
properties of the delta functional imply that �F is
the determinant of the operator that one obtains
upon gauge variation of F (B).

In the general case of reducible gauge symmetries,
the nature of the gauge group is complicated and
requires some more thought. In the irreducible case,
however, that is, for p = 1, the Lie algebra of the
gauge group can be identified with �0(M, g), and
�F is the determinant of the operator:

�F
�B

dA : �0ðM; gÞ ! �0ðM; gÞ ½32�

For [30], this is simply the Laplacian on 0-forms,
and thus

�F ¼ det �
ð0Þ
A ½33�

The partition function Following the finite-dimen-
sional model, both the �-function implementing the
gauge-fixing condition and the Faddeev–Popov
determinant can be lifted into the exponential, the
former by a Lagrange multiplier � [26], a Grassmann
even 0-form, and the latter by a pair of Grassmann
odd 0-forms c and c̄ [28], the ghost and antighost
fields, respectively. The sum of the classical action
and these gauge-fixing and ghost terms defines the
(BRST-invariant) ‘‘quantum action’’ Sq

A(n, p), and the
partition function is

ZAðn; pÞ ¼
Z

d½��eiSq
A
ðn;pÞð�Þ ½34�

where � denotes collectively all the fields. Concre-
tely, when n = 2 and p = 0 (or, equivalently, p = 1),
the quantum action is

Sq
Að2; 0Þ ¼

Z
B0dAC1 þ �dA ? C1 þ �c ?�

ð0Þ
A c ½35�

Likewise, for n = 3 and p = 1 (the only other case
when the gauge symmetry is indeed irreducible),
both B1 and C1 require separate gauge fixing, and
the quantum action is

Sq
Að3; 1Þ ¼

Z
B1dAC1 þ �dA ? C1 þ �c ?�

ð0Þ
A c

þ �0dA ? B1 þ �c0 ?�
ð0Þ
A c0 ½36�

Formally, therefore, the two-dimensional partition
function is

ZAð2; 0Þ ¼
det �ð0Þ

det DA
½37�

where DA is the operator:

DA ¼
?dA

?dA?

� �
: �1ðM; gÞ

! �0ðM; gÞ � �0ðM; gÞ ½38�

One can define the determinant of this operator as
the square root of the determinant of the operator
D?

ADA = �(1)
A , and therefore the partition function

ZAð2; 0Þ ¼ det �ð0Þðdet �ð1ÞÞ�1=2 ¼ TAð2Þ ½39�

is equal to the two-dimensional Ray–Singer torsion
[25]. In this case, it is easy to see directly that the
even-dimensional Ray–Singer torsion is trivial, as
one could have equally well defined the determinant
of DA as the square root of the operator
DAD?

A = �(0)
A ��(0)

A , which implies ZA(2, 0) = 1.
In three dimensions, the two pairs of ghosts each

contribute a det �(0)
A , and thus

ZAð3; 1Þ ¼
ðdet �ð0ÞÞ2

det DA
½40�

where

DA ¼
?dA dA

dA? 0

 !
: �0ðM; gÞ � �1ðM; gÞ

! �0ðM; gÞ � �1ðM; gÞ ½41�

is the operator acting on the fields (B1, C1, �, �0). As
before, this operator can be diagonalized by squar-
ing it, D�ADA = �(0) ��(1), and thus

ZAð3; 1Þ ¼ ðdet �
ð0Þ
A Þ

3=2ðdet �
ð1Þ
A Þ
�1=2

¼ TAð3Þ�1 ½42�
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is again related to the (this time genuinely nontrivial)
Ray–Singer torsion.

In spite of the complications caused by reducible
gauge symmetries, it can be shown that all of the
above generalizes to arbitrary n and p, with the
result that (for n odd)

ZAðn; pÞ ¼ TAðnÞð�1Þp ½43�

confirming the topological nature of BF theories.
In the nonabelian case, the situation is significantly

more complicated because of the complexity of the
classical moduli space, the (higher cohomology) zero
modes, and the on-shell reducibility of the gauge
symmetries. Nevertheless, ignoring all the zero modes
except those of A, that is, except the moduli m of flat
connections A(m), the result is similar to that in the
abelian case, in that the partition function reduces to an
integral over the moduli space of flat connections, with
measure determined by the Ray–Singer torsion TA(m).

Linking Numbers as Observables of Abelian
BF Theories

With the exception of p = 0, there are no interesting
‘‘local’’ observables (gauge-invariant functionals of the
fields C and B) in the abelian BF theory, since the gauge-
invariant field strengths dC and dB vanish by the
equations of motion. (For p = 0, B is a gauge-invariant
0-form and hence B(x) is a good local observable.)
However, as in the Chern–Simons and Yang–Mills
theories, certain (weakly) nonlocal observables such as
Wilson loops are also of interest. In the case at hand (eqn
[18]), we have abelian Wilson surface operators

WS½B� ¼
Z

S

B; WS0 ½C� ¼
Z

S0
C ½44�

associated with p- and (n� p� 1)-dimensional sub-
manifolds S and S0 of M, respectively. These operators
are gauge invariant, that is, invariant under the local
symmetries [20] provided that @S = @S0= 0, so that S
and S0 represent homology cycles of M.

For M = Rn, correlation functions of these opera-
tors are related to the topological linking number of
S and S0. We choose S = @� and S0= @�0 to be
disjoint compact-oriented boundaries of oriented
submanifolds � and �0 of Rn. We also introduce
de Rham currents �� and �S (essentially distribu-
tional differential forms with �-function support on
� or S, respectively), characterized by the propertiesZ

S

!p ¼
Z

M

�S ^ !pZ
�

!pþ1 ¼
Z

M

�� ^ !pþ1

½45�

for all !k 2 �k(M, R) (and likewise for S0 and �0).

Since the dimension of � is equal to the codimen-
sion of S0= @�0, � and S0 will generically intersect
transversally at isolated points, and we define the
‘‘linking number’’ of S and S0 to be the intersection
number of � and S0, expressed in terms of de Rham
currents as

LðS; S0Þ ¼
Z

�

�S0 ¼
Z

M

���S0 ½46�

In terms of de Rham currents, the Wilson surface
operators can be written as WS[B] =

R
M �S ^ B, etc.

Thus, the generating functional for correlation
functions of Wilson surface operators

hei	WS½B�ei
WS0 ½C�i

¼
Z

D½C�D½B�ei
R

M
ðB dCþ
�S0Cþ	�SBÞ ½47�

is simply a Gaussian path integral. Using the
defining properties of de Rham currents, this can
be formally evaluated (using [27]) to give

hei	WS½B�ei
WS0 ½C�i ¼ e�i
	LðS;S0Þ ½48�

As expected, correlation functions of these topolog-
ical field theories encode topological information.

Uses and Applications of Classical
Nonabelian BF Theories

Low-dimensional BF theories are closely related to
other theories of interest, for example, the Yang–
Mills theory, the Chern–Simons theory, and gravity.
Here, we briefly review some of these relationships.
In order to avoid the complexities of quantum
nonabelian BF theories, we focus on their classical
features . Brie f sugges tions for further reading are
provided at the end of each subsection.

Relation with Yang–Mills Theory

In any dimension, the nonabelian BF action can be
regarded as the zero-coupling limit g2 ! 0 of the
Yang–Mills theory since the Yang–Mills action [17]
can be written in first-order form as

1

4g2

Z
M

trG FA ^ ?FA

�
Z

M

trG½iBn�2 ^ FA þ g2Bn�2 ^ ?Bn�2� ½49�

However, whereas for n 
 3 the B2-term breaks the
p-form gauge invariance of the BF action (and thus
liberates the physical Yang–Mills degrees of free-
dom), this limit is nonsingular in two dimensions
where this p-form symmetry is absent and, indeed,
both theories have zero physical degrees of freedom.
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A nonsingular BF-like zero coupling limit of
the Yang–Mills theory for n 
 3 can be obtained
by introducing an auxiliary (Stückelberg) field
� 2 �n�3(M, g) which restores the p-form gauge
invariance. The resulting BF Yang–Mills action is

SBFYM ¼
Z

M

trG

�
iBn�2 ^ FA

þ g2 Bn�2 �
1ffiffiffi
2
p

g
dA�

� �
^ � Bn�2 �

1ffiffiffi
2
p

g
dA�

� ��
½50�

This action is not only invariant under ordinary G
gauge transformations, but also under the p-form
gauge symmetry B! Bþ dA� [6] provided that �
transforms as �! � þ

ffiffiffi
2
p

g�. Thus, this shift can be
used to set � to zero, upon which one recovers the
first-order form of the Yang–Mills action. More-
over, in the zero-coupling limit all that survives is a
standard (and nontopological) minimal coupling of
� to the BF action:

lim
g2!0

SBFYM

¼
Z

M

trG iBn�2 ^ FA þ 1
2 dA� ^ �dA�

	 

½51�

accounting for the correct number of degrees of
freedom of the Yang–Mills theory (the (n� 3)-form
� being absent for n = 2).

Two-dimensional quantum BF and Yang–Mills
theories have a variety of interesting topological
properties. An account of some of them can be found
in Blau and Thompson (1994) and Witten (1991). For
a detailed discussion of the gauge symmetries and gauge
fixing of the BFYM action, see Cattaneo et al. (1998).

Chern–Simons Theory, Gravity, and (Deformed)
BF Theory

The Chern–Simons theory is a three-dimensional
gauge theory. The Chern–Simons action for an
H-connection C, H the gauge group, is

SCSðCÞ ¼
Z

M

trH C ^ dCþ 2
3 C ^ C ^ C

� �
½52�

It is invariant under the infinitesimal gauge transforma-
tions �C = dC�, � 2 �0(M, h), and the gauge-invariant
equation of motion is the flatness condition FC = 0.
Now let H = TG be the tangent bundle group
TG � G�s g. This is a semidirect product group
with G acting on g via the adjoint and g regarded
as an abelian Lie algebra of translations. Thus, in
terms of generators (Ja, Pa), where the Ja are
generators of G, the commutation relations are

[Ja, Jb] = f c
abJc, [Ja, Pb] = f c

abPc and [Pa, Pb] = 0, and
the curvature of the TG-connection C = JaAa þ PaB

a is

FC ¼ JaFa
A þ PadABa ½53�

Thus, the equations of motion of the TG Chern–
Simons theory are equivalent to the equations of
motion [2] of the BF theory with gauge group G.
This equivalence also holds at the level of the action:

1
2 SCSðCÞ ¼ SBFðA;BÞ ½54�

provided that one chooses the nondegenerate invar-
iant scalar product to be

trTGðJaPbÞ ¼ trGðJaJbÞ
trTGðJaJbÞ ¼ trTGðPaPbÞ ¼ 0

½55�

For G = SO(3), TG is the Euclidean group of
isometries of R3 and for G = SO(2, 1), TG is the
Poincaré group of isometries of the three-dimensional
Minkowski space R2, 1. For these gauge groups, the BF
action takes the form of the three-dimensional
(Euclidean or Lorentzian) Einstein–Hilbert action,
with the interpretation of B = e as the dreibein and
A =! as the spin connection. The equations of motion
for e and ! express the vanishing of the torsion
and the Riemann tensor (equivalent to the vanishing
of the Ricci tensor for n = 3), respectively. This
Chern–Simons interpretation of three-dimensional
gravity extends to gravity with a cosmological
constant, with H the appropriate de Sitter or anti-de
Sitter isometry group (SO(4), SO(3, 1), or SO(2, 2),
depending on the signature and the sign of the
cosmological constant). In terms of the BF interpreta-
tion, this corresponds to the simple topological
deformation

S�BFðA;BÞ ¼
Z

M

trG B ^ FA þ 1
3�B ^ B ^ B

� �
½56�

of the BF action, which has the deformed local
symmetries (cf. [5] and [6])

�A ¼ dA�þ �½B; �0�; �B ¼ ½B; �� þ dA�
0 ½57�

A simple way to understand these symmetries is to
note that the action can be written as the difference
of two Chern–Simons actions:

SCSðAþ
ffiffiffi
�
p

BÞ � SCSðA�
ffiffiffi
�
p

BÞ
¼ 4

ffiffiffi
�
p

S�BFðA;BÞ ½58�

whose evident standard local gauge symmetries
�(A� ffiffiffi

�
p

B) = dA� ffiffi�p B�
� are equivalent to [57] for

��=�� ffiffiffi
�
p

�0.
A detailed account of three-dimensional classical

and quantum gravity can be found in Carlip
(1998).
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Relation with Gravity

Theories of two-dimensional gravity and topological
gravity also have a BF formulation (Blau and
Thompson 1991, Birmingham et al. 1991) which
resembles the Chern–Simons BF formulation of
three-dimensional gravity described above, the nat-
ural gauge group now being SO(2, 1) or SO(3) or
one of its contractions.

In the first-order (Palatini) formulation, the
Einstein–Hilbert action for four-dimensional gravity
can be written as

SEH ¼
Z

trðe ^ e ^ F!Þ ½59�

where e is the vierbein and ! is the spin
connection. This action has the general form of a
BF action with a constraint that B = e ^ e be a
simple bi(co-)vector. Thus, four-dimensional
general relativity can be regarded as a constrained
BF theory. Although this constraint drastically
changes the number of physical degrees of freedom
(BF theory has zero degrees of freedom, while
four-dimensional gravity has two), this is never-
theless a fruitful analogy which also lies at the
heart of the spin-foam quantization approach to
quantum gravity. This constrained BF description
of gravity is also available for higher-dimensional
gravity theories.

For further details, and references, see Freidel et al.
(1999) and the review article (Baez 2000).

Knot and Generalized Knot Invariants

The known relationship between Wilson loop
observables of the Chern–Simons theory with
a compact gauge group and knot invariants
(Witten 1989), and the interpretation of the three-
dimensional BF theory as a Chern–Simons theory
with a noncompact gauge group raise the question of
the relation of observables of an n = 3 BF theory to
knot invariants, and suggest the possibility of using
an n 
 4 BF theory to define higher-dimensional
analogs of knot invariants. It turns out that an
appropriate observable of n = 3 BF theory for
G = SU(2) is related to the Alexander–Conway
polynomial. The analysis of higher-dimensional BF
theories requires the full power of the Batalin–
Vilkovisky (BV) formalism. BV observables general-
izing Wilson loops have been shown to give rise to
cohomology classes on the space of imbedded curves.

For a detailed discussion of these issues, see
Cattaneo and Rossi (2001) and references therein.
A relation between the algebra of generalized

Wilson loops and string topology has been investi-
gated in Cattaneo et al. (2003).

See also: Batalin–Vilkovisky Quantization; BRST
Quantization; Chern–Simons Models: Rigorous Results;
Gauge Theories From Strings; Knot Invariants and
Quantum Gravity; Loop Quantum Gravity; Moduli
Spaces: An Introduction; Nonperturbative and
Topological Aspects of Gauge Theory; Schwarz-Type
Topological Quantum Field Theory; Spin Foams;
Topological Quantum Field Theory: Overview.
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Figure 1 Noncommutative spacetime means curvature in

momentum space. The equations are for illustration.
Introduction

One of the sources of quantum groups is a
bicrossproduct construction coming in the case of
Lie groups from considerations of Planck-scale
physics in the 1980s. This article describes these
objects and their currently known applications. See
also the overview of Hopf algebras which provides
the algebraic context (see Hopf Algebras and
q-Deformation Quantum Groups).

The construction of quantum groups here is
viewed as a microcosm of the problem of quantiza-
tion in a manner compatible with geometry. Here
quantization enters in the noncommutativity of the
algebra of observables and ‘‘curvature’’ enters as a
quantum nonabelian group structure on phase
space. Among the main features of the resulting
bicrossproduct models (Majid 1988) are

1. Compatibility takes the form of nonlinear ‘‘matched
pair equations’’ generically leading to singular
accumulation regions (event horizons or a max-
imum value of momentum depending on context).

2. The equations are solved in an ‘‘equal and
opposite’’ form from local factorization of a
larger object.

3. Different classical limits are related by observer–
observed symmetry and Hopf algebra duality.

4. Nonabelian Born reciprocity re-emerges and is
linked to T-duality.

It has also been argued that noncommutative
geometry should emerge as an effective theory of the
first corrections to geometry coming from any
unknown theory of quantum gravity. Concrete
models of noncommutative spacetime currently
provide the first framework for the experimental
verification of such effects. The most basic of these
possible effects is curvature in momentum space or
‘‘cogravity.’’ We start with this.
Cogravity

We recall that curvature in space or spacetime
means by definition noncommutativity among the
covariant derivatives Di. Here the natural momenta
are pi =�i�hDi and the situation is typified by the
top line in Figure 1. There are also mixed relations
between the Di and position functions as indicated
for flat space in the bottom line, which is quantum
mechanics (there is a similar story for quantum
mechanics on a curved space). We see however a
third and dual possibility – noncommutativity in
position space which should be interpreted as
curvature in momentum space, that is, the dual of
gravity. This is an independent physical effect and
comes therefore with its own length scale which we
denote �. These ideas were made precise in the mid
1990s using the quantum group Fourier transform;
see Majid (2000). Here we show what is involved on
three illustrative examples.

1. We consider the ‘‘spin space’’ algebra

R3
� : ½xi; xj� ¼ i2��ij

kxk

where �12
3 = 1 and where it is convenient to insert a

factor 2. This is the enveloping algebra U(su2), that
is, just angular momentum space but now regarded
‘‘upside down’’ as a coordinate algebra (see Hopf
Algebras and q-Deformation Quantum Groups).
Then a plane wave is of the form

 p ¼ eip�x; p 2 R3

where we set �h = 1 for this discussion. The momenta
pi are nothing but local coordinates for the
corresponding point ei� p�� 2 SU2 where �� is the
representation by Pauli matrices. It is really elements
of this curved space SU2 where momenta live. Here
R3
� = U(su2) has dual C[SU2] and Hopf algebra

Fourier transform (after suitable completion) takes
one between these spaces. Thus, in one direction

Fðf Þ ¼
Z

SU2

duf ðuÞu �
Z

d3pJðpÞf ðpÞ eip�x

for f a function on SU2. We use the Haar measure on
SU2. The local result on the right has J the Jacobian
for the change to the local p coordinates and f is
written in terms of these. Note that the coproduct in
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C[SU2] in terms of the pi generators is an infinite
series given by the Campbell–Baker–Hausdorff series,
and not the usual linear one (this is why the measure
is not the Lebesgue one). The physical content here is
in the plane waves themselves, one can use any other
momentum coordinates to parametrize them with the
corresponding measure and coproduct. Differential
operators on R3

� are given by the action of elements of
C[SU2] and are diagonal on these plane waves,

f : p ¼ f ðpÞ p

which corresponds under Fourier transform simply
to pointwise multiplication in C[SU2]. For example,
the function ��2(tr� 2) as a function on SU2 will
give a rotationally invariant wave operator which is
also invariant under inversion in the group. Its value
on plane waves is

1

�2
trðei�p��� 1Þ ¼ 2

�2
ðcosð�jpjÞ � 1Þ

In the limit �! 0 this gives the usual wave operator
on R3.

It is also possible to put a differential graded
algebra (DGA) structure of differential forms on this
algebra, the natural one being

dxi ¼ ��i; xi�� �xi ¼ i
�2

�
dxi

ðdxiÞxj � xjdxi ¼ i��ij
kdxk þ i��ij�

where � is the 2� 2 identity matrix which, together
with the Pauli matrices �i, completes the basis of
left-invariant 1-forms. The 1-form � provides a
natural time direction, even though there is no time
coordinate, and the new parameter � 6¼ 0 appears as
the freedom to change its normalization. The partial
derivatives @i are defined by

d ðxÞ ¼ ð@i Þdxi þ ð@0 Þ�

and act diagonally on plane waves as

@i ¼ i

2�
trð�ið ÞÞ ¼ i

pi

�jpj sinð�jpjÞ

while @0 = i�(tr� 2)=2�2 is computed as above.
Note that � cannot be taken to be zero due to an

anomaly for translation invariance of the DGA. It is
in fact a typical feature of noncommutative differ-
ential geometry that there is a 1-form � generating d
by commutator which can be required as an extra
cotangent direction with its associated partial
derivative an induced Hamiltonian. In the present
model we have

@0 ¼ i
�

2

X
i

ð@iÞ2 þOð�2Þ
which is of the form of Schrödinger’s equation with
respect to an auxiliary time variable and for a
particle with mass 1=�.

The reader may ask what happens to the
Euclidean group of translations and rotations in
this context. From the above we find that
U�(poinc3) = C[SU2] U(su2), the semidirect pro-
duct generated by translations @i and usual rota-
tions. This in turn is the quantum double D(U(su2))
of the classical enveloping algebra, and as such a
quantum group with braiding etc. (see Hopf
Algebras and q-Deformation Quantum Groups).
This quantum double has been identified as part
of an effective theory in 2þ 1 quantum gravity in a
Euclidean version based on Chern–Simons theory
with Lie algebra poinc3 and the spin space algebra
proposed as an effective theory for this. The
quotient of R3

� by an allowed value of the quadratic
Casimir x2 (which then makes it a matrix algebra)
is called a ‘‘fuzzy sphere’’ and appears as a ‘‘world-
volume algebra’’ in certain string theories and
reduced matrix models. The noncommutative dif-
ferential geometry that we have described is due to
Batista and the author.

2. We take the same type of construction to
obtain the ‘‘bicrossproduct model’’ spacetime
algebra

R1;3
� : ½t; xi� ¼ i�xi; ½xi; xj� ¼ 0

These are the relations of a Lie algebra bþ (say) but
again regarded as coordinates on a noncommutative
spacetime. Here � is a timescale which can be
written as a mass scale �= 1=� instead. We
parametrize the plane waves as

 p;p0 ¼ eip�xeip0t;  p;p0 p0;p00 ¼  
pþe��p0

p0;p0þp00

which identifies the p� as the coordinates of the
nonabelian group Bþ= R �R

3 with Lie algebra
bþ. The group law in these coordinates is read off
as usual from the product of plane waves, which
also gives the coproduct of C[Bþ] on the p�. We
have parametrized plane waves in this way
(rather than the canonical way by the Lie algebra
as before) in order to have a more manage-
able form for this. We do pay a price that in these
coordinates group inversion is not simply �p�,
but

ðp; p0Þ�1 ¼ ð�e�p0

p;�p0Þ

which is also the action of the antipode S on the
abstract p� generators.

In particular, the right-invariant Haar measure on
Bþ in these coordinates is the usual d4p so the
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quantum group Fourier transform reduces to the
usual one but normal ordered,

Fðf Þ ¼
Z

R4
d4p f ðpÞeip�xeip0t

(one can also Fourier transform with respect to the left-
invariant measure d4p e3�p0

on Bþ). The inverse is again
given in terms of the usual inverse transform if we
specify general fields  in R1, 3

� by normal ordering of
usual functions, which we shall do. As before, the action
of elements of C[Bþ] defines differential operators on
R1, 3
� and these act diagonally on plane waves.
We also have a natural DGA with

ðdxjÞx� ¼ x�dxj; ðdtÞx� � x�dt ¼ i�dx�

which leads to the partial derivatives

@i ¼:
@

@xi
 ðx; tÞ :¼ ipi: 

@0 ¼:
 ðx; t þ i�Þ �  ðx; tÞ

i�
:¼ i

�
ð1� e��p0Þ: 

for normal-ordered polynomial functions  or in
terms of the action of the coordinates p� in C[Bþ].
These @� do respect our implicit �-structure
(unitarity) on R1, 3

� but in a Hopf algebra sense
which is not the usual sense, since the action of the
antipode S is not just �p�. This can be remedied by
using adjusted derivatives L�(1=2)@� where

L ¼: ðx; t þ i�Þ :¼ e��p0

: 

In this case the natural 4D Laplacian is L�1((@0)2 �P
i (@i)2), which acts on plane waves as

� 2

�2
ðcoshð�p0Þ � 1Þ þ p2e�p0

where

p2 =
X3

i¼1

pi2

This deforms the usual Laplacian in such a way as to
remain invariant under the Lorentz group (which now
acts nonlinearly on Bþ in this model) and under group
inversion.

This model may provide the first experimental test
for noncommutative spacetime and cogravity. For the
analysis of an experiment, we assume the identification
of noncommutative waves in the above normal-ordered
form with classical ones that a detector might register.
In that case one may argue (Amelino-Camelia and
Majid 2000) that the dispersion relation for such waves
has the classical derivation as @p0=@pi which now
computes as propagation speed for a massless particle:

@p0

@p

���� ���� ¼ e�p0
in units where 1 is the usual speed of light. So
the prediction is that the speed of light depends
on energy. What is remarkable is that even if
� � 10�44 s (the Planck timescale), this prediction
could in principle be tested, for example using 	-ray
bursts. These are known in some cases to travel
cosmological distances before arriving on Earth, and
have a spread of energies from 0.1–100 MeV.
According to the above, the relative time delay �t

on traveling distance L for frequencies correspond-
ing to p0, p0 þ�p0 is

�t � ��p0

L

c
� 10�44s� 100 MeV� 1010y � 1 ms

which is in principle observable by statistical
analysis of a large number of bursts correlated
with distance (determined, e.g., by using the Hubble
telescope to lock in on the host galaxy of each
burst). Although the above is only one of a class of
predictions, it is striking that even Planck-scale
effects are now in principle within experimental
reach.

We now explain what happens to the full
Poincaré symmetry here. The nonlinear action of
the Lorentz group on Bþ Fourier transforms to an
action on the generators of R1, 3

� , which combines
with the above action of the p� to generate an entire
Poincaré quantum group U(so1, 3 ) C[Bþ]. We will
say more about its ‘‘bicrossproduct’’ structure in a
later section. The above wave operator in momen-
tum space is the natural Casimir in these momentum
coordinates. A common mistake in the literature for
this model is to suppose that the Casimir relation
alone amounts to a physical prediction, whereas in
fact the momentum coordinates are arbitrary and
have meaning only in conjunction with the plane
waves that they parametrize. The deformed Poincaré
as an algebra alone is actually isomorphic to the
undeformed one by a different choice of generators,
so by itself has no physical content; one needs rather
the noncommutative spacetime as well. Prior work
on the relevant deformed Poincaré algebra either did
not consider it acting on spacetime or took it acting
on classical (commutative) Minkowski spacetime
with inconsistent results (there is no such action as a
quantum group).

The above model was introduced by Majid
and Ruegg (1994) and later tied up with a dual
approach of Woronowicz. There is also a previous
‘‘�-Poincaré’’ version of the Hopf algebra alone
obtained (Lukierski et al. 1991) in another context
(by contraction of Uq(so2, 3)) but with fundamentally
different generators and relations and hence
different physical content (e.g., the Lorentz
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generators there do not close among themselves but
mix with momentum).

3. The usual Heisenberg algebra of quantum
mechanics is another possible noncommutative
(phase) space; one may also take the same algebra
and view it as a noncommutative spacetime, so:

R1;3
� : ½x�; x
� ¼ i��


for any antisymmetric tensor ��
. This is not a
Hopf algebra but it turns out that this model can
also be completely solved by Hopf algebra meth-
ods, namely the theory of covariant twists. Twist
models also include versions of the noncommuta-
tive torus studied by Connes, and related �-spaces,
which are nontrivial at the level of C�-algebras.
However, at an algebraic level, all covariant
structures are automatically provided by applying
the twisting functor T to the desired classical
construction (see Hopf Algebras and q-Deformation
Quantum Groups). This is not usually appreciated in
the physics literature on such models, but see Oeckl
(2000).

Thus, consider H = U(R1, 3) with generators p� =
�i@� acting as usual on functions on Minkowski
space. It has a cocycle

F ¼ eði=2Þp
�	p
��


which induces a new product 
 on functions by
� 
  = �(F�1(�	  )). This is just the standard
Moyal product, in the present case on R1, 3, viewed
as a covariant twist using Hopf algebra methods.
The Hopf algebra U(R1, 3) in principle has a twisted
coproduct given by �F = F(�( ))F�1 but this does
not change as the algebra is commutative.

Next, H also acts covariantly on �(R1, 3), the
usual algebra of differential forms, and twisting this
in the same way gives

 ðxÞ 
 dx� ¼  dx� ¼ ðdx�Þ ¼ ðdx�Þ 
  

unchanged. This is because no terms higher than
p� 	 p
��
 contribute and then d(1) = 0. The asso-
ciated partial derivatives defined by d are likewise
unchanged and act in the usual way as derivations
with respect to both the 
 product and the
undeformed product. The result may look different
when the same  (x) is expressed as a function of the
variables with the 
 product. In other words, the
only deformation comes from the Moyal product
itself, with the rest being automatic. Moreover, the
plane waves themselves are unchanged because
(x � k)
n = (x � k)n due to � being antisymmetric.
Hence,

 kðxÞ ¼ eix�k

 ¼ eix:k; p� kðxÞ ¼ k� kðxÞ
where p� =�i@�. The wave operator �@�@� is
therefore given by the action of p�p� and has value
k�k� as usual on plane waves. On the other hand,

 k 
  k0 ¼ eði=2Þk
�k0
��
 kþk0

or in algebraic terms the twist functor T applied
to the Fourier transform implies also a twisted
coproduct or coaddition law for the abstract k�

generators, now different from the linear one for the
covariance momentum operators p�. This leads to
some of the more interesting features of the model.

One immediately also has a Poincaré quantum
group here, U�(poinc1, 3), obtained by similarly
twisting the classical U(poinc1, 3). We just view
F as living here rather than in the original H. The
translation sector is unchanged as before but if M�


are the usual Lorentz generators, then

�FM�
 ¼M�
 	 1þ 1	M�


þ 1
2 ðp� 	 �
�p� � �
�p� 	 p�Þ
� 1

2 ðp
 	 ���p� � ���p� 	 p
Þ

using the metric ��
 to raise or lower indices. The
antipode is also modified according to the theory
in Majid (1995). The relations in the Poincaré
algebra are not modified (so, e.g., p�p� will
remain central). Any construction originally Poin-
caré covariant becomes covariant under this
twisted one after application of the twisting
functor. As with the differentials above, the
action on R1, 3

� is not actually modified but may
appear so when functions are expressed in terms
of the 
 product.

The above model is popular at the time of
writing in connection with string theory. Here, an
effective description of the endpoints of open
strings landing on a fixed 4-brane has been
modeled conveniently in terms of the 
 product
above (Seiberg and Witten 1999). It should be
borne in mind, however, that this fixed 4-brane
lives in some of the higher dimensions of the string
spacetime, so this is not necessarily a prediction of
noncommutative spacetime R1, 3.

In fact, a proposal superficially similar to R1, 3
�

above was already proposed in Snyder (1947).
Here

½x�; x
� ¼ i�2M�


where � is our length scale and the M�
 are now
operators with the usual commutation rules for the
Lorentz algebra with themselves and with x� and the
momenta p�. The latter obey

½p�; x
� ¼ ið��
 � �2p�p
Þ; ½p�; p
� ¼ 0
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so the entire Poincaré algebra is undeformed but the
phase-space relations are deformed. Snyder also
constructed the orbital angular momentum realiza-
tion M�
 = x�p
 � x
p�. This model is not a propo-
sal for a noncommutative spacetime because the
algebra does not even close among the x�. Rather it
is a proposal for ‘‘mixing’’ of position and Lorentz
generators. On the other hand (which was the point
of view in Snyder (1947)), in any representation of
the Poincaré algebra, the M�
 become operators and
in some sense numerical. The rotational sector has
discrete eigenvalues as usual, so to this extent the
spacetime has been discretized. Although not fitting
into the methods in this article, it is also of interest
that the relations above were motivated by con-
sidering p� as coordinates projected from a 5D flat
space to de Sitter space and x� as the 5-component
of orbital angular momentum in the flat space.

To conclude this section, let us note that there are
further models that we have not included for lack of
space. One of them is a much-studied R1, 3

q in which
t is central but the xi enjoy complicated q-relations
best understood as q-deformed Hermitian matrices.
One of the motivations in the theory was the result
in Majid (1990) that q-deformation could be used to
regularize infinities in quantum field theory as poles
at q = 1. Another entire class is to use noncommu-
tative geometry and quantum group methods on
finite or discrete spaces. Unlike lattice theory where
a finite lattice is viewed as approximation, these
models are not approximations but exact noncom-
mutative geometries valid even on a few points. The
noncommutativity enters into the fact that finite
differences are bilocal and hence naturally have
different left and right multiplications by functions.
Both aspects are mentioned briefly in the overview
article (see Hopf Algebras and q-Deformation
Quantum Groups). Also, on the experimental
front, another large area that we have not had
room to cover is the prediction of modified
uncertainty relations both in spacetime and phase
space (Kempf et al. 1995).

Moreover, for all of the models above, once one
has a noncommutative differential calculus one may
proceed to gauge theory etc., on noncommutative
spacetimes, at least at the level where a connection
is a noncommutative (anti-Hermitian) 1-form �.
Gauge transformations are invertible (unitary)
elements u of the noncommutative ‘‘coordinate
algebra’’ and the connection and curvature trans-
form as

�! u�1�uþ u�1 du

Fð�Þ ¼ d�þ � ^ �! u�1Fð�Þu
The full extent of quantum bundles and gravity
(see Quantum Group Differentials, Bundles and
Gauge Theory) and quantum field theory is not
always possible, although both have been done for
covariant twist examples (for functorial reasons)
and for small finite sets. For the first two models
above, for example, it is not clear at the time of
writing how to interpret scattering when the addi-
tion of momenta is nonabelian.
Matched Pair Equations

Although we have presented noncommutative space-
time first, the first actual application of quantum
group methods to Planck-scale physics was the
Planck-scale Hopf algebra obtained by a theory of
bicrossproducts. Like the Snyder model, the inten-
tion here was to deform phase space itself, but since
then bicrossproducts have had many further appli-
cations. The main ingredient here is the notion of a
pair of groups (G, M), say, acting on each other as
we explain now. The mathematics here goes back to
the early 1910s in group theory, but also arose in
mathematical physics as a toy version of Einstein’s
equation in the sense of compatibility between
quantization and curvature (see the next section).

By definition, (G, M) are a matched pair of
groups if there are left and right actions

M �3 M�G!" G

of each group on the set of the other, such that

s3e ¼ s; e"u ¼ u; s"e ¼ e; e3u ¼ e

ðs3uÞ3v ¼ s3ðuvÞ; s"ðt"uÞ ¼ ðstÞ"u

s"ðuvÞ ¼ ðs"uÞððs3uÞ"vÞ
ðstÞ3u ¼ ðs3ðt"uÞÞðt3uÞ

for all u, v 2 G, s, t 2M. Here e denotes the relevant
group unit element. As a first application of such
data, one may make a ‘‘double cross product group’’
G fflM with product

ðu; sÞ:ðv; tÞ ¼ ðuðs"vÞ; ðs3vÞtÞ

and with G, M as subgroups. Since it is built on the
direct product space, the bigger group factorizes into
these subgroups. Conversely, if X is a group
factorization such that the product G�M!X is
bijective, each group acts on the other by actions
",3 defined by su = (s"u)(s3u) for u 2 G and s 2
M, where s, u are multiplied in X and the product is
factorized as something in G and something in M.
So finite group matched pairs are equivalent to
group factorizations. In the Lie group context, the
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corresponding system of differential equations is
equivalent to a local factorization.

There is a nice graphical representation of the
matched pair conditions which relates to ‘‘surface
integration.’’ Thus, consider squares

u

s

u s

s u

labeled by elements of M on the left edge and
elements of G on the bottom edge. We can fill in the
other two edges by thinking of an edge transformed
by the other edge as it goes through the square either
horizontally or vertically, the two together is the
surface transport ) across the square. The matched
pair equations have the meaning that a square can
be subdivided either vertically or horizontally as
shown in Figure 2, where the labeling on vertical
edges is to be read from top down. The transport
operation here is nothing other than normal order-
ing in the factorizing group. In the Lie setting, it
means that the equations can be solved from
infinitesimal solutions (a matched pair of Lie
algebras) by a simultaneous double integration over
the group (i.e., building up a large box from many
small ones). If one considers solving the quantum
Yang–Baxter equations on groups, they appear in
this notation as an equality of surface transport
going two ways around a cube, and the classical
Yang–Baxter equations as curvature of the under-
lying higher-order connection.

Also in this notation there is a bicrossproduct
quantum group defined in Figure 3, at least when M
is finite. The expressions are considered zero unless
the juxtaposed edges have the same group labels. In
that case, the product is a semidirect product
algebra C(M) CG of functions on M by the
group algebra of G. The coproduct is the adjoint of
s
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Figure 2 Matched pair condition as a subdivision property.
this, so is a semidirect coalgebra C(M) CG. Hence
the two together are denoted C(M) CG. The dual
needs G finite and has the same form but with
vertical and horizontal compositions interchanged,
that is, a bicrossproduct CM C(G). Both Hopf
algebras have the above labeled squares as basis.

It is possible to generalize both bicrossproducts
and double cross products associated to matched
pairs to general Hopf algebras H1 H2 and
H1 H2, respectively, where H1, H2 are Hopf
algebras (see Majid 1990) and to relate the two in
general by dualization of one factor. Another
general result (Majid 1995) is that H1 H2 acts
covariantly on the algebra H�1 from the right, or
H1 H2 acts covariantly on H�2 from the left. A
third general result is that bicrossproducts solve the
extension problem

H1!H!H2

meaning that such a Hopf algebra H subject to some
technical requirements (such as an algebra splitting
map H2!H) is of the form H ffi H1 H2. The
theory was also extended to include cocycle bicros-
sproducts at the end of the 1980s (by the author).
The finite group case, however, was first found by
Kac and Paljutkin (1966) in the Russian literature
and later rediscovered independently in Takeuchi
(1981) and in the course of Majid (1988).
The Planck-Scale Hopf Algebra

We consider a quantum algebra of observables H
and ask when it is a Hopf algebra extending some
classical position coordinate algebra C[M] and some
possibly noncommutative momentum coordinate
algebra U(g ) in the form of a strict extension

C½M�!H!UðgÞ

From the theory above this problem is governed by local
solutions of the matched pair equations on (G, M). It
requires that H ffi C[M] U(g ) as an algebra, that is,
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the quantization of a particle moving on orbits in M
under some action of G (in an algebraic setting, or
one can use von Neumann or C�-algebras etc.). And
it requires the classical phase space to be a
nonabelian or ‘‘curved’’ group M g �. This extends
to a coproduct on H which becomes the bicross-
product Hopf algebra C[M] U(g ). In this way, the
problem which was open at the start of the 1980s of
finding true examples of Hopf algebras was given a
physical interpretation as being equivalent to finding
quantum-mechanical systems reconciled with curva-
ture, and the equations that governed this were the
matched pair ones (Majid 1988).

We still have to solve these equations. In the
Lie case, they mean a pair of cross-coupled first-
order equations on G�M. These can be solved
locally as a double-holonomy construction in line
with the surface transport point of view, but are
nonlinear typically with singularities in the non-
compact case. The equations are also symmetric
under interchange of G, M so Born reciprocity
between position and momentum is extended to
the quantum system with generally ‘‘curved’’
position and momentum spaces. Moreover, in so
far as Einstein’s equation G�
 = 8�T�
 is also a
compatibility between a quantity in position
space and a quantity originating (ultimately) in
momentum space, the matched pair equations can
be viewed as a toy version of these.

Let us note that the reason to look for H a Hopf
algebra in the first place, aside from the reasons
already given, is for observer–observed symmetry
(this was put forward as a postulate for Planck-scale
physics). Thus, H� is also an algebra of observables
of some dual system, in our case U(m) C[G] or
particles in G moving on orbits under M. Thus,
Born reciprocity is truly implemented in the
quantum/curved system by Hopf algebra duality.
Put another way, Hopf algebras are the simplest
objects after abelian groups that admit Fourier
transform (see Hopf Algebras and q-Deformation
Quantum Groups) and we require this on phase
space if Born reciprocity is to be extended to the
quantum/curved system.

The Planck-scale Hopf algebra is the simplest
example of these ideas (Majid 1988). Here G =
M = R and the matched pair equations can be solved
completely. The general solution is

p̂ ¼ i�hð1� e�	xÞ @
@x

; x̂ ¼ i

�h
ð1� e��h	pÞ @

@p

for the action of one group with generator p on
functions of x in the other group and vice-versa. It
has two parameters which we have denoted as �h and
a background curvature scale 	, and the correspond-
ing bicrossproduct C[p] C[x] is

½p; x�¼ i�hð1� e�	xÞ; �x ¼ x	 1þ 1	 x

�p¼ p	 e�	x þ 1	 p; �x ¼ �p ¼ 0

Sx ¼�x; Sp ¼ �pe	x

where we should allow power series or take e	x as
an invertible generator.

It is important to note that the matched pair
equations here have only this solution and it is
necessarily singular at p = 0 or x = 0. The inter-
pretation in position space is as follows. Consider an
infalling particle of mass m with fixed momentum
p = mv1 (in terms of the velocity at infinity). By
definition, p is the free-particle momentum and acts
on R as above. This corresponds to a free-particle
Hamiltonian p̂2=2m and induces

_p ¼ 0

_x ¼ p

m
ð1� e�	xÞ ¼ v1 1� 1

1þ 	xþ � � �

� �
at the classical level. We see that the particle takes
an infinite time to reach the origin, which is an
accumulation point. This can be compared with the
formula in standard radial infalling coordinates

_x ¼ v1 1� 1

1þ c2x
2GM

 !

for distance x from the event horizon of a black hole
of mass M (here G is Newton’s constant and c the
speed of light). So 	 � c2=GM and for the sake of
further discussion we will use this value. With a
little more work, one can then see that

mM
 m2
P

C½x� C½p��!�!

mM� m2
P

C½x�C½p�usual qu. mech.

CðXÞusual curved geometry

where mP is the Planck mass of the order of 10�5 g
and X = R R is a nonabelian group. In the first
limit, the particle motion is not detectably different
from usual flat space quantum mechanics outside
the Compton wavelength from the origin. In the
second limit, the estimate is such that noncommu-
tativity would not show up for length scales much
larger than the background curvature scale.

This Hopf algebra is also the simplest way to
extend classical position C[x] and momentum C[p]
in the sense above. In other words, requiring to
maintain observer–observed symmetry or Born
reciprocity throws up both quantum mechanics (in
the form of �h) and something with the flavor of
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gravity (in the form of 	) and both are required for a
nontrivial Hopf algebra. Moreover, the construction
necessarily has a self-dual form and indeed the
dually paired Hopf algebra is C[p] C[x] with new
parameters �h0= 1=�h and 	0= �h	 if we take the
standard pairing x, p across the two algebras. Hopf
algebra duality realized by the quantum group
Fourier transform F takes one between the two
models.
Bicrossproduct Poincaré
Quantum Groups

Another example from the 1980s in the same family
as the Planck-scale Hopf algebra is G = SU2 and
M = Bþ, a nonabelian version of R3 with Lie algebra
bþ of the form

½x3; xi� ¼ i�xi; ½xi; xj� ¼ 0

for i = 1, 2. The required solution of the matched
pair equations was found in Majid (1990) and has a
nonlinear action of rotations on Bþ. The interpreta-
tion of C[Bþ] U(su2) is of particles moving along
orbits which are deformed spheres in Bþ, and there
is a dual model where particles move instead on
orbits in SU2 under the action of bþ. Moreover,
from the general theory of bicrossproducts, we
automatically have a covariant action of C[Bþ]
U(su2) on the auxiliary noncommutative space
R3
� = U(bþ) with relations as above.
The quantum group here was actually obtained as a

Hopf–von Neumann algebra but we limit ourselves to
the underlying algebraic version. Also, there is of
course nothing stopping one considering this Hopf
algebra equally well as U�(poinc3), that is, a deforma-
tion of the group of motions on R3, rather than as an
algebra of observables. The only difference is to denote
the generators of C[Bþ] by the symbols pi, reserving xi

instead for the auxiliary noncommutative space. We
lower i, j, k indices using the Euclidean metric. Then
the bicrossproduct has the form

½pi; pj� ¼ 0; ½Mi;Mj� ¼ i�ij
kMk

½M3; pj� ¼ i�3j
kpk; ½Mi; p3� ¼ i�i3

kpk

as usual, for i, j = 1, 2, 3, and the modified relations

½Mi; pj� ¼
i

2
�ij

3 1� e�2�p3

�
� �p2

� �
þ i��i

k3pjpk

for i, j = 1, 2 and p2 = p2
1 þ p2

2. The coproducts are

�Mi ¼Mi 	 e��p3 þ �M3 	 pi þ 1	Mi

�pi ¼ pi 	 e��p3 þ 1	 pi
for i = 1, 2 and the usual additive ones for p3, M3.
There is also an appropriate counit and antipode.
The deformed spheres under the nonlinear rotation
in Majid (1990) are constant values of the Casimir
for the above algebra. This is

2

�2
ðcoshð�p3Þ � 1Þ þ p2e�p3

which from the group of motions point of view
generates the noncommutative Laplacian when
acting on R3

�. The model here is a Euclidean
inhomogeneous one.

The four-dimensional (4D) version U(so1, 3)
C[Bþ] of this construction (Majid and Ruegg
1994) is again linked to Planck-scale predictions,
this time as a generalized symmetry. In terms of
translation generators p�, rotations Mi and boosts
Ni we have

½p�; p
� ¼ 0; ½Mi;Mj� ¼ i�ij
kMk

½Ni;Nj� ¼ �i�ij
kMk; ½Mi;Nj� ¼ i�ij

kNk

½p0;Mi� ¼ 0; ½pi;Mj� ¼ i�ijkpk; ½p0;Ni� ¼ �ipi

as usual, and the modified relations and coproduct

½pi;Nj� ¼ �
i

2
�i

j

1� e�2�p0

�
þ �p2

 !
þ i�pipj

�Ni ¼Ni 	 1þ e��p0 	Ni þ ��ijkpj 	Mk

�pi ¼ pi 	 1þ e��p0 	 pi

and the usual additive coproducts on p0, Mi. This
time the Lorentz group orbits in Bþ are deformed
hyperboloids rather than deformed spheres, and the
Casimir that controls this has the same form as
above but with � in the cosh term, that is, the
model is a Lorentzian one. We know from the
general theory of bicrossproducts that this Hopf
algebra acts on U(bþ) = R1, 3

� the spacetime in the
section ‘‘Cogravity,’’ and the Casimir induces the
wave operator as we have seen there.

Let us look a bit more closely at the deformed
hyperboloids. Because neither group here is com-
pact, one expects from the general theory of
bicrossproducts to have limiting accumulation
regions. This is visible in the contour plot of p0

against jpj in Figure 4, where the p0 > 0 mass shells
are now cups with almost vertical walls, compressed
into the vertical tube

jpj < ��1

In other words, the 3-momentum is bounded above
by the Planck momentum scale (if � is the Planck
time). Indeed, the light-cone equation (setting the
Casimir to zero) reads �jpj= 1� e��p3 so this is
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immediate. Nevertheless, this observation is so
striking that the bicrossproduct model has been
dubbed ‘‘doubly special’’ and spawned the search for
other such models. Such accumulation regions are a
main discovery of the noncompact bicrossproduct
theory visible already in the Planck-scale Hopf
algebra. The model further confirms the role of
the matched pair equations as a toy version of
Einstein’s.
Poisson–Lie T-Duality

We have explained in Section 3 that the matched
pair equations are equivalent to a local factorization
of Lie groups, with the action and back-reaction
created ‘‘equally and oppositely’’ from this. For the
two models in the last section, these are SL2(C)
factorizing as SU2 and a 3D Bþ, and SO2, 3 locally as
SO1, 3 and a 4D Bþ. The first of these examples is in
fact one of a general family based on the Iwasawa
decomposition GC = G G� where G is a compact
Lie group with complexification GC and G� a
certain solvable group. From this, one may construct
a solution (G, G�) of the matched pair equations and
bicrossproduct quantum group

C½G�� Uðg Þ

associated to all complex simple Lie algebras. This is
again part of the bicrossproduct theory from the
1980s. On the other hand, the Lie algebra g � here
can be identified with the dual of g in which case its
Lie algebra corresponds to a Lie coproduct
� : g ! g 	 g and makes (g , �) into a Lie bialgebra in
the sense of Drinfeld. This � exponentiates to a
Poisson bracket on G making it a ‘‘Poisson–Lie
group’’ and the quantization of this is provided
by the quantum group coordinate algebras Cq[G]
(see Hopf Algebras and q-Deformation Quantum
Groups and Classical r-matrices, Lie Bialgebras, and
Poisson Lie Groups). The bicrossproduct quantum
groups are nevertheless unrelated to the latter even
though they spring form related classical data.

As already discussed, one interpretation here is
of quantized particles in G� moving on orbits
under G and in vice versa in the dual model. The
dual model is equivalent in the sense that the
states of one (in the sense of positive-linear
functionals) lie in the algebra of observables of
the other and we also saw in the Planck-scale
example inversion of structure constants reminis-
cent of T-duality in string theory. Motivated in
part by this duality Klimcik (1996) along with
Severa in the mid 1990s showed that indeed a
�-model on G could be constructed in such a way
that there was a matching dual �-model on G� in
some sense equivalent in terms of solutions to the
equations of motion. The Lagrangians here have
the usual form

L ¼ Euðu�1@þu; u�1@�uÞ;
L̂ ¼ Êsðs�1@þs; s�1@�sÞ

where u : R1, 1!G and s : R1, 1!G� are the dyna-
mical fields, except that the inner products E, Ê
are not constant. Rather they are obtained by
solving nonlinear differential equations on the
groups defined through the structure constants
of g , g � and the Drinfeld double D(g ). At the time,
T-duality here was well understood in the case of
abelian groups while these Poisson–Lie T-duality
models provided the first convincing nonabelian
models.

This construction was extended by Beggs and
Majid (2001) to a general matched pair (G, M), that
is, a �-model on G dual to one on M. The Poisson–
Lie case is the special case where the actions are
coadjoint actions and the Lie algebra of G M is
D(g ). The solutions of the equations of motion for
the two systems are created ‘‘equally and oppo-
sitely’’ from one on the factorizing group. It could
be expected that T-duality ideas again play a role in
Planck-scale physics.
Other Bicrossproducts

There are also infinite-dimensional factorizations
such as the Riemann–Hilbert problem (see
Riemann–Hilbert Problem) in the theory of
integrable systems and hence infinite-dimensional
matched pairs and bicrossproducts linked to



274 Bicrossproduct Hopf Algebras and Noncommutative Spacetime
them. Here we mention just one partly infinite
example of current interest.

Thus, the diffeomorphisms on the line R may be
factorized into transformations of the form axþ b
and diffeomorphisms that fix the origin and have
unit differential there. After a (logarithmic) change
of generators to arrive at an algebraic picture, one
has a bicrossproduct

Hð1Þ ¼ UðbþÞ H1

where bþ is now the two-dimensional (2D) Lie
algebra with relations [x, y] = x and H1 is the algebra
of polynomials in generators �n and a certain
coalgebra as a model of the coordinate algebra of
the group of diffeomorphisms that fix the origin with
unit differential. The Hopf algebra H(1) was intro-
duced by Connes and Moscovici (1998) although not
actually as a bicrossproduct (but motivated by the
bicrossproduct theory) as part of a family H(n) useful
in cyclic cohomology computations. It has cross
relations and coproduct determined by

½�n; x� ¼ �nþ1; ½�n; y� ¼ n�n;

��1 ¼ �1 	 1þ 1	 �1

�x ¼ x	 1þ 1	 xþ �1 	 y;

�y ¼ y	 1þ 1	 y

which we see has a semidirect product form where
�n3x = �nþ1, �n3y = n�n. The coalgebra is also a
semidirect coproduct by means of a back-reaction of
H1 in Bþ (expressed as a coaction). From the
bicrossproduct theory, we also have a dual model

C½Bþ� Uðdiff0Þ

where diff0 is the Lie algebra of the group of
diffeomorphisms fixing the origin. As such it could be
viewed as in the family of examples in the section
‘‘Bicrossproduct Poincaré quantum groups’’ but
now with a 2D Bþ. We also conclude from
the bicrossproduct theory that this acts covariantly on
R2
� = U(bþ) after introducing the scaling parameter �.
Finally, the Hopf algebra H(1) is also part of a

family of bicrossproduct Hopf algebras built on rooted
trees and related to bookkeeping of overlapping
divergences in renormalizable quantum field theories
(see Hopf Algebra Structure of Renormalizable Quan-
tum Field Theory). While we have not had room to
cover all bicrossproduct quantum groups of interest, it
would appear that bicrossproducts are indeed inti-
mately tied up with actual quantum physics.
See also: Classical r-Matrices, Lie Bialgebras, and
Poisson Lie Groups; Hopf Algebra Structure of
Renormalizable Quantum Field Theory; Hopf Algebras
and q-Deformation Quantum Groups; Quantum Group
Differentials, Bundles and Gauge Theory;
Riemann–Hilbert Problem; von Neumann Algebras:
Introduction, Modular Theory, and Classification Theory.
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q-Deformation of Poincaré algebra. Physics Letters B
268: 331–338.

Majid S (1988) Hopf algebras for physics at the Planck scale.
Journal of Classical and Quantum Gravity 5: 1587–1606.

Majid S (1990) Physics for algebraists: non-commutative and

non-cocommutative Hopf algebras by a bicrossproduct
construction. Journal of Algebra 130: 17–64.

Majid S (1990) Matched pairs of Lie groups associated to

solutions of the Yang–Baxter equations. Pacific Journal of
Mathematics 141: 311–332.

Majid S (1990) On q-regularization. International Journal of
Modern Physics A 5: 4689–4696.

Majid S (1995) Foundations of Quantum Group Theory.
Cambridge: Cambridge University Press.

Majid S (2000) Meaning of noncommutative geometry and the

Planck-scale quantum group. Springer Lecture Notes in
Physics 541: 227–276.

Majid S and Ruegg H (1994) Bicrossproduct structure of the
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Introduction

Consider the following equation:

FðX; �Þ ¼ 0 ½1�

where X is the variable, � is a parameter, and X,�, F
belong to appropriate (finite- or infinite-dimensional)
spaces. The problem of bifurcation theory is to
describe the singularities of the set of solutions

S�¼fX; ðX; �Þ satisfies FðX; �Þ ¼ 0g

The word ‘‘bifurcation’’ was introduced by H
Poincaré (1885) in his study of equilibria of rotating
liquid masses.

The simplest example is the study of the real roots
x of a quadratic polynomial

x2 þ bxþ c ¼ 0 ½2�

where � is represented by the pair of parameters
(b, c) 2 R2. As it is well known, real roots are
determined by the sign of

� ¼def
b2 � 4c

For � < 0, there is no real solution of [2], while
there are two solutions x� in the region � > 0,
which merge when the distance between the point
(b, c) and the parabola � = 0 tends towards 0. It is
then clear that a singularity occurs in the structure
of the set of solutions of [2] at the crossing of the
parabola � = 0 or, in other words, a bifurcation
occurs in the parameter space (b, c) on the parabola
� = 0. A point (�0, x0) 2 R3 is then called a
bifurcation point if �0 = (b, c) satisfies � = 0, and
x0 =�b=2.

In the theory of differential equations, F(X,�)
often represents a vector field. This study is then
concerned with the existence of equilibrium solu-
tions to the differential equation

dX

dt
¼ FðX; �Þ ½3�

and is therefore referred to as static bifurcation
theory. In addition, dynamic bifurcation theory is
concerned here with ‘‘changes’’ in the dynamic
properties of the solutions of the differential

equation as � varies. A widely used way to
characterize these ‘‘changes’’ is to say that the vector
field F( � ,�0) is structurally stable if the sets of orbits
of the differential equation are homeomorphic for �
close to �0, with homeomorphisms which preserve
the orientation of the orbits in time t. Then a
bifurcation occurs at �=�0 if F( � ,�0) is not
structurally stable. It turns out that there is a close
link between the stability properties of equilibrium
solutions of the differential equation and the type of
the bifurcation in static theory.

The tools developed in bifurcation theory are
extensively used to solve concrete problems arising
in physics and natural sciences. These problems may
be modeled by ordinary or partial differential
equations, integral equations, but also delay equa-
tions or iteration maps, and in all these cases the
presence of parameters naturally leads to bifurcation
phenomena. They can be regarded as problems of
the form [1] or [3], in suitable function spaces, and
bifurcation theory allows to detect solutions and to
describe their qualitative properties. During the last
decades, a class of problems in which the use of
bifurcation theory led to significant progress is
concerned with nonlinear waves in partial differen-
tial equations, including hydrodynamic problems,
nonlinear water waves, elasticity, but also pattern
formation, front propagation, or spiral waves in
reaction–diffusion type systems.

Examples in One and Two Dimensions

The most complete results in bifurcation theory are
available in one and two dimensions. The study of
static bifurcations in one dimension is concerned
with scalar equations

f ðx; �Þ ¼ 0 ½4�

where x 2 R,� 2 R, and the function f is supposed to
be regular enough with respect to (x,�). When
f (x0,�0) = 0 and the derivative of f with respect to x
satisfies @xf (x0,�0) 6¼ 0, the implicit function theorem
gives a unique branch of solutions x(�) for � close to
�0, and shows the absence of bifurcation points near
(�0, x0). Bifurcation theory intervenes when

@xf ðx0; �0Þ ¼ 0 ½5�

and one cannot apply the implicit function theorem
for solving with respect to x near x0. A complete
description of the set of solutions near (x0,�0) can
be obtained by looking at the partial derivatives of f
with respect to x and �.
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For example, if

@�f ðx0; �0Þ 6¼ 0;

it is possible to solve with respect to � and obtain a
regular solution �(x) such that �(x0) =�0 and
f (x,�(x)) � 0. In addition, if the second order
derivative

@2
xf ðx0; �0Þ 6¼ 0

the picture of the solution set in the plane (�, x), also
called bifurcation diagram, shows a turning point
with a fold opened to the left or to the right
depending upon the sign of the product @�f (x0,�0)�
@2

xf (x0,�0); see Figure 1. Notice that here the
bifurcation point (�0, x0) 2 R2 corresponds to the
appearance of a pair of solutions of [4] ‘‘from
nowhere’’. This is the simplest example of a one-
sided bifurcation in which the bifurcating solutions
exist for either � > �0 or � < �0.

A particularly interesting situation arises when the
equation possesses a symmetry. For example, assume
that in [4] the function f is odd with respect to x. This
implies that we always have the solution x = 0, for any
value of the parameter �. Assume now that f satisfies

@xf ð0; �0Þ ¼ 0 ½6�

and that

@2
x�f ð0; �0Þ 6¼ 0; @3

xf ð0; �0Þ 6¼ 0 ½7�

Then the point (�0, 0) is a pitchfork bifurcation
point, this denomination being related with the
bifurcation diagram in the plane (�, x); see Figure 2.
Notice that here, the bifurcation point (�0, x0) 2 R2

corresponds to the bifurcation from the origin of a pair
of solutions exchanged by the symmetry x!�x, in
addition to the persistent ‘‘trivial’’ solution x = 0
which is invariant under the above symmetry. Such a
bifurcation is also referred to as a symmetry-breaking
bifurcation. Similar bifurcation diagrams are found
when the equation [4] has a ‘‘known’’ branch of

solutions x(�) for � close to �0. This situation arises
often in applications where usually this branch consists
of trivial solutions x(�) = 0. Then at a bifurcation
point (�0, x0) a second branch of solutions appears
forming either a one-sided bifurcation, or a two-sided
bifurcation; see Figure 3.

We can now view f as a vector field in the
ordinary differential equation

dx

dt
¼ f ðx; �Þ ½8�

and the study above corresponds to looking for
equilibrium solutions of [8]. The stability of such a
solution is determined by the sign of the derivative
@xf (x,�) of f at this equilibrium, and it is closely
related to the type of the static bifurcation.

In the case of a turning point bifurcation, when
@2

xf (x0,�0) 6¼ 0, the sign of @xf (x,�) is different for
the two bifurcating solutions. This means that one
solution is attracting (i.e., stable), the other one
being repelling (i.e., unstable); see Figure 1. In the
case of a pitchfork bifurcation as above, the stability
of the trivial solution x = 0 changes when � crosses
�0, and the stability of both bifurcating nonzero
solutions is the opposite from the stability of the
origin on the side of the bifurcation. The bifurcation

(µ 0, x 0) µ

x

Figure 1 Turning point bifurcation in the case @�f (x0,�0) > 0

and @2
x f (x0,�0) < 0. The solid (dashed) line indicates the branch

of stable (unstable) solutions in the differential equation.

(µ 0, 0) µ

x

Figure 2 Supercritical pitchfork bifurcation in the case

@2
x�f (0,�0) > 0 and @3

x f (0,�0) < 0.. The solid (dashed) lines

indicate the branch of stable (unstable) solutions in the

differential equation.

(a) (b) (c)

Figure 3 Typical bifurcation diagrams in the case of a branch

of trivial solutions. One-sided bifurcations: (a) supercritical,

(b) subcritical; two-sided bifurcation: (c) transcritical. The solid

(dashed) lines indicate the branch of stable (unstable) solutions

in the differential equation.
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Figure 4 Supercritical Hopf bifurcation.
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is called supercritical if the bifurcating solutions lie
on the side of the bifurcation point where the basic
solution x = 0 is unstable and subcritical otherwise;
see Figure 2. The situation is the same in the case of
one-sided bifurcations for an equation which has a
‘‘known’’ branch of solutions. In the case of a two-
sided bifurcation, there is an exchange of stability at
the bifurcation point (�0, x0), solutions on the two
branches having opposite stability for � > �0 and
� < �0, which changes at (�0, x0). Such a bifurcation
is also referred to as transcritical; see Figure 3.

Notice that the study of fixed points or periodic
points for maps enter in the above frame. Specifi-
cally, the period-doubling process occurring in
successive bifurcations of one-dimensional maps is
a common phenomenon in physics.

The analysis of bifurcations in two dimensions
leads to more complicated scenarios. Consider the
differential equation [8] in which now x 2 R2 and
f (x,�) 2 R2, and assume that f (x0,�0) = 0. The
behavior of solutions near (x0,�0) is determined by
the differential Dxf (x0,�0)=: L of f with respect to
x, which can be identified with a 2� 2 matrix. For
steady solutions, the implicit function theorem
insures the existence of a unique branch of solutions
x(�) provided L is invertible or, in other words, zero
does not belong to the spectrum of L. Consequently,
the study of bifurcations of steady solutions is
concerned with the case when zero belongs to the
spectrum of L, and can be performed following
the strategy described for one dimension, provided
that the zero eigenvalue of L is simple. For example,
assuming that the second eigenvalue is negative
leads in general to a saddle–node bifurcation, where
an additional dimension is added to the previous
picture of a turning point bifurcation, in which one
of the two bifurcating steady solutions is a stable
node, while the other one is a saddle. If, in addition,
there is a symmetry S commuting with f, that is,
such that f (Sx,�) = Sf (x,�), and if, for example, x0

is invariant under S, Sx0 = x0, and the eigenvector �0

associated to the zero eigenvalue of L is antisym-
metric, L�0 =��0, then there is again a pitchfork
bifurcation. The equation possesses a branch of
symmetric steady solutions the stability of which
changes when crossing the value �0 of the para-
meter, node on one side and saddle on the other,
and a pair of solutions is created in a one-sided
bifurcation which are exchanged by the symmetry S
and have stability opposite to the one of the
symmetric solution, just as in the one-dimensional
pitchfork bifurcation above.

A new type of bifurcation that arises for vector
fields in two dimensions is the so-called Hopf
bifurcation. This bifurcation was first understood
by Poincaré, and then proved in two dimensions by
Andronov (1937) using a Poincaré map, and later in
n dimensions by Hopf (1948) by means of a
Liapunov–Schmidt-type method. For the differential
equation, the absence of the zero eigenvalue in the
spectrum of L is not enough to ensure that the
vector field f ( � ,�0) is structurally stable in a
neighborhood of x0. This only holds when the
spectrum of L does not contain purely imaginary
eigenvalues, as asserted by the Hartman–Grobman
theorem. We are then left with the case when L has
a pair of purely imaginary eigenvalues �i!,! 2 R�.
Static bifurcation theory gives that the system has a
unique branch of equilibria (x(�),�) for � close to
�0, and typically their stability changes as � crosses
�0. For the differential equation a Hopf bifurcation
occurs in which a branch of periodic orbits
bifurcates on one side of �0, and their stability is
opposite to that of the steady solution on this side;
see Figure 4. A convenient way to study this
bifurcation is through ‘‘normal form theory,’’
which is briefly described below.
Local Bifurcation Theory

There are two aspects of bifurcation theory, local
and global theory. As this designation suggests, local
theory is concerned with (local) properties of the set
of solutions in a neighborhood of a ‘‘known’’
solution, while global theory investigates solutions
in the entire space.

An important class of tools in local bifurcation
theory consists of reduction methods, among which
the Liapunov–Schmidt reduction and the center
manifold reduction are often used to investigate
static and dynamic bifurcations, respectively. The
basic idea is to replace the bifurcation problem by
an equivalent problem in lower dimensions, for
example, a one- or a two-dimensional problem as
the ones above.

Consider again the equation [1] in which F :X �
M!Y is sufficiently regular, and X ,Y, and M are
Banach spaces. Assume, without loss of generality,
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that F(0, 0) = 0, or, in other words, that one solution
is known. The equation can be then written as

LXþGðX; �Þ ¼ 0

in which L = DXF(0, 0) represents the differential of
F with respect to X at (0, 0), and is assumed to have
a closed range. The implicit function theorem shows
absence of bifurcation if L has a bounded inverse, so
that bifurcations are related to the existence of a
nontrivial kernel of L. The Liapunov–Schmidt
reduction then goes as follows.

Let N(L) and R(L) denote the kernel and the range of
L, respectively, and consider continuous projections
P :X !N(L) and Q :Y!R(L). Then there exists a
bounded linear operator B : R(L)! (id� P)X , the right
inverse of L, satisfying LB = id on R(L) and BL = id� P
on X . For X 2 X one may write

X ¼ X0 þX1; X0 ¼ PX;X1 ¼ ðid� PÞX

and then by projecting with id�Q and Q the
equation becomes

ðid�QÞGðX0 þX1; �Þ ¼ 0

X1 þ BQGðX0 þX1; �Þ ¼ 0

The implicit function theorem allows to solve the
second equation for X1 = (X0,�) in a neighborhood
of the origin. Substitution into the first equation leads
to the equation in (id�Q)Y for X0 in PX ,

ðid�QÞGðX0 þ  ðX0; �Þ; �Þ ¼ 0

also called bifurcation equation. This equation
completely describes the set of solutions to [1] in a
neighborhood of (0, 0), and this problem is then
posed in a space of dimension much smaller than the
dimension of X .

The basic principle of the Liapunov–Schmidt method
has been discovered and used independently by different
authors. E Schmidt (1908) used this method for integral
equations, while Liapunov used it to study the stability
of the zero solution of nonlinear partial differential
equations when the linear part has zero eigenvalues
(1947), and later in 1960 for the bifurcation problem
studied by Poincaré (1885). In working in a Banach
space of t-periodic functions, the Liapunov–Schmidt
method may be used to solve the Hopf bifurcation
problem, as did Hopf himself in 1948.

The analog of this reduction procedure for the
differential equation [3] is the center manifold
reduction. Assuming that F(0, 0) = 0, we obtain the
differential equation

dX

dt
¼ LXþGðX; �Þ
Since dynamic bifurcations are related to the existence
of purely imaginary spectral values of L, the kernel of L
alone is not enough to describe this situation. One has to
consider the spectral space Yc of L associated to the
purely imaginary spectrum of L. A spectral gap is
needed between this part of the spectrum and the rest
(always true in finite dimensions), so that the spectral
projection P onto Yc is well defined. One writes

X ¼ Xc þXh; Xc ¼ PX; Xh ¼ ðid� PÞX

and obtains the decomposed system

dXc

dt
¼LXc þ PGðXc þXh; �Þ

dXh

dt
¼LXh þ ðid� PÞGðXc þXh; �Þ

The reduction procedure works provided the non-
homogeneous linear equation

dXh

dt
¼LXh þ f ðtÞ

possesses a unique solution in suitably chosen
function spaces with weak exponential growth,
such that one can then solve the second equation
for Xh = �(Xc) in a neighborhood of the origin in
these function spaces. This property is always true in
finite dimensions, but it has to be checked in infinite
dimensions. Different results showing the solvability
of this equation are available in both Banach and
Hilbert spaces, relying upon additional conditions
on the spectrum of L, decaying properties of the
resolvent of L on the imaginary axis, and regularity
properties of the nonlinearity G. The map � is then
used to construct a map  : PX �M! (id� P)X ,
defined in a neighborhood of the origin, which
parametrizes a local center manifold invariant under
the flow of the equation. The flow on this center
manifold is governed by the reduced equation in Yc,

dXc

dt
¼LXc þ PGðXc þ  ðXc; �Þ; �Þ

which completely describes the bifurcation problem.
The first proofs of this result were given in finite

dimensions by Pliss (1964) and Kelley (1967). Center
manifolds in infinite dimensions have been studied in
different settings determined by assumptions on the
linear part L and the nonlinear part G. One typical
assumption in infinite dimensions is that the spectrum
of L contains only a finite number of purely imaginary
eigenvalues, so that the reduced equation above is a
differential equation in a finite-dimensional space.

These reduction methods work for a large class of
problems and the advantage of such an approach is
that one is left with a bifurcation problem in a
lower-dimensional space. The methods involved in
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solving this reduced bifurcation problem can be very
different from one problem to another, and often
make use of some additional structure in the problem,
such as a gradient-like structure, Hamiltonian
structure, or the presence of symmetries, which
are preserved by the reduction procedure.

A powerful tool for the analysis of these reduced
differential equations is provided by the normal
form theory, which goes back to works of Poincaré
(1885) and Birkhoff (1927). The idea is to use
coordinate transformations to make the expression
of the vector field as simple as possible. The
transformed vector field is called normal form.
There is an extensive literature on normal forms
for vector fields in many different contexts, in both
finite- and infinite-dimensional cases. Typically the
classes of normal forms are characterized in terms of
the linear part of the differential equation.

For differential equations of the form

dx

dt
¼Lxþ gðx; �Þ ½9�

in which L is a matrix and g a sufficiently regular
map such that g(0, 0) = 0, Dxg(0, 0) = 0, as encoun-
tered in bifurcation theory, one possible character-
ization of normal forms makes use of the adjoint
matrix L�. Fixing any order k 	 2, there exist
polynomials � and N of degree k in x with
coefficients which are regular functions of �,
and �(0, 0) = N(0, 0) = 0, Dx�(0, 0) = DxN(0, 0) = 0,
such that by the change of variables

x ¼ yþ �ðy; �Þ

the equation [9] is transformed into the normal form

dy

dt
¼LyþNðy; �Þ þ oðkykkÞ ½10�

in which the polynomial N is characterized through

NðetL�y; �Þ ¼ etL�Nðy; �Þ

for all y,�, and t, or, equivalently,

DyNðy; �ÞL�y ¼ L�Nðy; �Þ

for all y and�. This characterization allows to determine
the classes of possible normal forms for a given matrix L,
and also provides an efficient way to compute the
normal form for a given vector field g. As for the
reduction methods, normal form transformations can be
made to preserve the additional structure of the
problem, such as Hamiltonian structure or symmetries.

As an example, consider a differential equation of
the form [9] with x 2 Rn and � 2 R, which supports a
Hopf bifurcation so that L has simple eigenvalues
�i!,! > 0, and no other eigenvalues with zero real
part. The center manifold reduction provides a
two-dimensional reduced system with linear part
having the simple eigenvalues �i!, for which it is
convenient to write the normal form in complex
variables

dA

dt
¼ i!Aþ AQ

���A��2; ��þ o
���A��2kþ2�

for A(t) 2 C, where Q is a complex polynomial of
degree k in jAj2 with Q(0, 0) = 0, or, equivalently, in
polar coordinates A = rei�,

dr

dt
¼ rQr

�
r 2; �

�
þ o
�
r 2kþ2

�
d�

dt
¼ !þQ�

�
r 2; �

�
þ o
�
r 2kþ1

�
Qr and Q� being the real and imaginary part of Q,
respectively. The radial equation for r truncated at
order 2kþ 1 decouples and admits a pitchfork bifurca-
tion. The bifurcating steady solutions of this equation
then lead first to periodic solutions for the truncated
system, which are then shown to persist for the full
equation by a standard perturbation analysis.

A situation that occurs in a large class of problems
is when the problem possesses a reversibility
symmetry, which often comes from some reflection
invariance in the physical space, that is, when the
vector field F( � ,�) anticommutes with a symmetry
operator S. One of the simplest examples is the case
of a differential equation [9] when the matrix L has
a double eigenvalue in 0, no other eigenvalues with
zero real part, and a one-dimensional kernel which
is invariant by S. In this case, the center manifold
reduction provides a two-dimensional reduced rever-
sible system, which can be put in the normal form

da

dt
¼ b

db

dt
¼�� a2 þ oððjaj þ jbjÞ3Þ

which anticommutes with the symmetry
(a, b) 7! (a,�b). The above system undergoes a
reversible Takens–Bogdanov bifurcation and has
for � > 0 a phase portrait as in Figure 5. There are
two equilibria, one a saddle, the other a center, and
a family of periodic orbits with the zero-amplitude
limit at the center equilibrium, and the infinite-
period limit a homoclinic orbit, originating at the
saddle point. In concrete problems the bounded
orbits of such a reduced system determine the shape
of physically interesting solutions of the full system
of equations, such as, for example, in water-wave
theory where to homoclinic and periodic orbits
correspond solitary and periodic waves, respectively.



Figure 5 Phase portrait of the reduced system in a reversible

Takens–Bogdanov bifurcation (left) and sketch of the a-component

of solutions corresponding to homoclinic and periodic orbits (right).

Figure 6 Phase portrait of the reduced system in absence of

reversibility (left) and sketch of the a-component of the solution

corresponding to the bounded orbit (right).
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Notice that in the absence of the reversibility
symmetry, the same type of bifurcation may lead to
a completely different phase portrait for the reduced
system as, for example, the one in Figure 6 in which
the homoclinic and the periodic orbits disappear.
This situation often occurs in the presence of a small
dissipation in nearly reversible systems.
Global Bifurcation Theory

Most of the existing results in global bifurcation
theory concern the static problem [1]. The analysis
of global sets of solutions often relies upon
topological methods, degree theory, but also varia-
tional methods, or analytic function theory. Signifi-
cant progress in understanding global branches of
solutions has been made in the 1970s, in particular,
for nonlinear eigenvalue problems and the Hopf
bifurcation problem (see, e.g., works by Rabinowitz,
Crandall, Dancer, and Alexander, Yorke, Ize,
respectively).

A now-classical result in the topological theory of
global bifurcations is the following theorem by
Rabinowitz (1970), which gives a characterization
of global sets of solutions for eigenvalue problems of
the form

X ¼ FðX; �Þ ¼ �LXþHðX; �Þ

H(X,�)¼ o(kXk), posed for (X,�) 2 X � R,X being
a Banach space. In contrast to local theory where
the function F is usually k-times differentiable (with
a suitable k), in the global theory a typical
assumption is that F :X � R!X is compact. The
equation above possesses a ‘‘trivial’’ branch of
solutions (0,�) for any �. The bifurcation result
asserts that if for some real parameter value �0 zero
is an eigenvalue of odd multiplicity of the operator
id� �0L, then the set S of nontrivial solutions (X,�)
possesses a maximal subcontinuum which contains
(0,�0) and meets either infinity in X � R or another
trivial solution (0,�1),�1 6¼ �0. In particular, (�0, 0)
is a bifurcation point. A local version of this result is
often referred to as Krasnoselski’s theorem.

Different versions and extensions of these theo-
rems can be found in the literature, as, for example,
in the case of a simple eigenvalue, or if the field F is
real-analytic when the set of solutions is path-
connected. More recent works address the question
of lack of compactness, and a number of results are
now available for problems with additional struc-
ture (gradient-like or Hamiltonian structure), but
also for concrete problems, such as the water-wave
problem.

See also: Bifurcations in Fluid Dynamics; Bifurcations of
Periodic Orbits; Central Manifolds, Normal Forms;
Dynamical Systems in Mathematical Physics: An
Illustration from Water Waves; Ginzburg–Landau
Equation; Integrable Systems: Overview; Leray–
Schauder Theory and Mapping Degree; Singularity and
Bifurcation Theory; Stability Theory and KAM; Symmetry
and Symmetry Breaking in Dynamical Systems.
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Introduction

Almost all classical hydrodynamical stability problems
are experiments or gedankenexperiment which have
been designed to understand and to extract special
phenomena in more complicated situations. Examples
are the Taylor–Couette problem, Bénard’s problem,
Poiseuille flow, or Kolmogorov flow.

The Taylor–Couette problem consists in finding the
flow of a viscous incompressible fluid contained in
between two coaxial co- or counterrotating cylinders,
cf. Figure 1. If the rotational velocity of the inner
cylinder is below a certain threshold, the trivial
solution, called the Couette flow, is asymptotically
stable. At the threshold, this spatially homogenous
solution becomes unstable and bifurcates via a pitch-
fork bifurcation or a Hopf bifurcation into different
spatially periodic patterns, that is, depending on the
rotational velocity of the outer cylinder the basic
patterns are stationary (called the Taylor vortices) or

time-periodic. If the rotational velocity of the inner
cylinder is increased further, more complicated pat-
terns occur. The bifurcation scenario is well under-
stood from experiments and analytic investigations.

Bénard’s problem consists in finding the flow of a
viscous incompressible fluid contained in between two
plates, where the lower plate is heated and the upper
plate is kept at a constant temperature, cf. Figure 2. If
the temperature difference between the two plates is
below a certain threshold, the transport of energy from
below to above is made by pure conduction. At this
threshold, this spatially homogenous solution becomes
unstable, convection sets in, and spatially periodic
patterns as rolls or hexagons occur. Convection
problems play a big role in geophysical applications,
that is, in spherical domains, as the earth. The paradigm
for an anisotropic pattern-forming system is electro-
convection in nematic crystals.

Poiseuille flow consists in finding the flow of a
viscous incompressible fluid flowing through a pipe
driven by some pressure gradient, cf. Figure 3. In
noncircular pipes, the trivial laminar flow becomes
unstable at a critical pressure gradient. Experimen-
tally, a direct transition to turbulent flow with large
amplitudes is observed, according to the fact that in
general at the instability point of the trivial solution
a subcritical bifurcation occurs.

Figure 1 The Taylor–Couette problem with the Taylor vortices.

Figure 2 Bénard’s problem with rolls.

Figure 3 Poiseuille flow with the trivial solution.
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Kolmogorov flow consists in finding the flow of a
viscous incompressible fluid under the action of an
external force parallel to the flow direction x and
varying periodically in the perpendicular y-direction.
This gedankenexperiment has been designed by
Kolmogorov in 1958 as a simplified model for the
Poiseuille flow problem in order to study the nature
of turbulence. The trivial solution which is called
Kolmogorov flow can become unstable via a long-
wave instability along the flow direction.

The inclined-plane problem consists in finding the
flow of a viscous liquid running down an inclined
plane, cf. Figure 4. The trivial solution, the so-called
Nusselt solution, becomes sideband-unstable if the
inclination angle � is increased. Then the dynamics is
dominated by traveling pulse trains, although the
individual pulses are unstable due to the long-wave
instability of the flat surface. Time series taken from
the motion of the individual pulses indicates the
occurrence of chaos directly at the onset of instability.

There are other famous hydrodynamical stability
problems, with arbitrarily complicated bifurcation
scenarios.

Spectral Analysis of the Trivial Solution

All classical hydrodynamical stability problems are
described by the Navier–Stokes equations

@tU ¼
1

�
�U �rp� ðU � rÞU þ f

0 ¼ r �U
½1�

where U = U(x, t) 2 Rd with d = 2, 3 is the velocity
field, p = p(x, t) 2 R the pressure field, f some external
forcing, and � the dynamic viscosity. These equations
are completed with boundary conditions. In case of
Bénard’s problem, the Navier–Stokes equations are
coupled to a nonlinear heat equation.

By projecting U onto the space of divergence-free
vector fields and by taking the trivial solution as
new origin all problems from the previous section
can be written as evolutionary system

@tU ¼ �U þNðUÞ

where U = 0 corresponds to the trivial solution, where
� is a linear and N(U) =O(U2) for U! 0 a nonlinear
operator. Most of the examples from the previous
section are semilinear, that is, from a functional
analytic point of view, the nonlinear operator N can
be controlled in terms of the linear operator �.

Since the form of the bifurcating pattern is only
slightly influenced by far away boundaries, that is, for
instance, the upper and lower end of the rotating
cylinders in the Taylor–Couette problem, the problems
are considered from a theoretical point of view in
unbounded domains, � = Rd � �, with � � Rm the
bounded cross section that is, for instance, that the
Taylor–Couette problem is considered with two cylin-
ders of infinite length. Then the eigenfunctions of the
linear operator � are given by Fourier modes, that is,

�ðeik�x’k;nðzÞÞ ¼ �nðkÞeik�x’k;nðzÞ

with x 2 Rd, k 2 Rd, k � x =
Pd

j = 1 kjxj, z 2 �, n 2 N.
If an external control parameter is changed, inde-
pendent of the underlying physical problem, the
trivial solution becomes unstable, then the surface
k 7!Re�1(k) intersects the plane {Re�1(k) = 0}.
Generically, this happens first at a nonzero wave
vector kc 6¼ 0 (cf. Figure 5).

Examples for such an instability are the Taylor–
Couette problem, Bénard’s problem, or Poiseuille
flow. Very often, due to some conserved quantity in
the problem we have Re�1(0) = 0 for all values of
the bifurcation parameter. Then, a so-called side-
band instability can occur, cf. Figure 6.

Examples for such an instability are the Kolmo-
gorov flow problem or the inclined plane problem.

According to some symmetries in the problem, for
instance, reflection along the cylinders in the
Taylor–Couette problem or rotational symmetry in
Bénard’s problem, the curves in Figure 5 are double
or rotational symmetric.

In case of � being spherical symmetric, we have

�ðflðrÞ’l; nðzÞÞ ¼ �lflðrÞ’l; nðzÞ

φ

Figure 4 The inclined-plane problem. The trivial Nusselt

solution possesses a flat top surface and a parabolic flow profile.

k

Rest of spectrum 

Figure 5 Real part of the spectrum in case of an instability at a

wave number kc 6¼ 0. Definition of the small bifurcation parameter ".
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with r � 0, z 2 Sd,’l, n for l 2 N0 and m =� l,
l� 1, . . . , l þ 1, l being a spherical harmonic, that
is, if �l0 is the eigenvalue having first positive real
part, then by symmetry, simultaneously 2l0 þ 1
eigenvalues cross the imaginary axis.

Reduction of the Dimension

In order to understand the occurrence of the spatially
periodic Taylor vortices in the Taylor–Couette pro-
blem and of the roll solutions and hexagons in
Bénard’s problem, the problems are considered with
periodic boundary conditions along the unbounded
directions. Then the instability of the trivial solution
occurs when at least one eigenvalue crosses the
imaginary axis. Generically, this happens by a simple
real eigenvalue or a pair of complex-conjugate
eigenvalues crossing the imaginary axis (Figure 7).
Center manifold theory and the Lyapunov–Schmidt
reduction allow to reduce the a priori infinite-dimen-
sional bifurcation problem to a finite-dimensional one.

In case of a real eigenvalue �1 crossing the imaginary
axis, the solution u can be written as a sum of the
weakly unstable mode and the stable modes, that is,
u = c1’1 þ ur, (c1 2 R), where ur lives in the closure of
the span of the stable eigenfunctions {’2,’3, . . . }. For
the linearized system all solutions are attracted by the
one-dimensional set Ec = {u j ur = 0}, in which all
solutions diverge to infinity.

For the nonlinear system and small bifurcation
parameter this attracting structure survives, no
longer as a linear space, but as a manifold

Mc¼fu ¼ c1’1 þ hðc1Þj
hðc1Þ 2 spanf’2; ’3; . . .gg

the so-called center manifold which is tangential to Ec,
that is, kh(c1)k � Ckc1k2 (Figure 8). The dynamics on
Mc is no longer trivial due to the nonlinear terms.

Due to the fact that real problems are considered
Re�1(kc) = 0 implies Re�1(�kc) = 0, that is, in case
of 2�=kc-periodic boundary conditions always two
eigenvalues cross the imaginary axis simultaneously.
For Bénards’s problem in a strip or for the Taylor–
Couette problem in case of a bifurcation of fixed
points, the reduced system on the center manifold is
derived with the ansatz

U ¼ "Að"2tÞeikcx þ c:c:þOð"2Þ

where 0 < "	 1 is the small bifurcation parameter,
cf. Figure 5. Then due to eikcxeikcxe�ikcx = eikcx the
complex-valued amplitude A satisfies the so-called
Landau equation

@TA ¼ A� �AjAj2 þOð"2Þ

where the Landau coefficient � 2 R is obtained by
classical perturbation analysis (Figure 9). The
reduced system is symmetric under the S1-symmetry

k

Rest of spectrum 

Figure 6 Real part of the spectrum in case of a sideband

instability. Definition of the small bifurcation parameter ".

Rest of
spectrum

Rest of
spectrum

Figure 7 Generically, a simple real eigenvalue or a pair of

complex-conjugate eigenvalues cross the imaginary axis.

Ec

Mc

Es

Figure 8 The center manifold is invariant under the flow, is

tangential to the central subspace Ec , and attracts nearby

solutions with some exponential rate.

Im

Re

Figure 9 The dynamics of the Landau equation. Except of the

origin which corresponds to the Couette flow, all solutions

converge towards the circle of fixed points, which corresponds

to the family of Taylor vortices. The translation invariance of the

Taylor–Couette problem is reflected by the rotational symmetry of

the reduced system.
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A 7!Aei� with � 2 R which corresponds to the
translation invariance of the original systems.

This so-called equivariant bifurcation theory has
been applied successfully to convection problems in
the plane and on the sphere.

The stability of time-periodic flows can be
analyzed with Floquet multipliers. Bifurcations
from a time-periodic solution can lead to quasiper-
iodic motion in time. Ruelle and Takens (1971)
showed that already the next bifurcation leads to
chaotic dynamics. Since this time many classical
hydrodynamical stability problems have been ana-
lyzed with bifurcation theory up to turbulent flows.

It was observed that center manifold theory can
also be applied successfully to elliptic PDE problems
posed in spatially unbounded cylindrical domains.
A famous example is the construction of capillary-
gravity solitary waves for the so-called water-wave
problem.

Modulation Equations

The analysis of the last section is of no use in case of
a sideband instability occurring at the wave number
kc = 0, as it happens in the inclined-plane problem
or in the Kolmogorov flow problem. Moreover, in
case of an instability at a wave vector kc 6¼ 0, based
on the above analysis, front solutions cannot be
described. In such situations, the method of modula-
tion equations generalizes the role of the finite-
dimensional amplitude equations from the last
section.

The complex cubic Ginzburg–Landau equation in
normal form is given by

@TA ¼ ð1þ i�Þ@2
X Aþ A� ð1þ i�ÞAjAj2

where the coefficients �, � 2 R are real, and we have
X 2 R, T � 0, and A(X, T) 2 C. The Ginzburg–
Landau equation is a universal amplitude equation
that describes slowly varying modulations, in space
and time, of the amplitude of bifurcating spatially
periodic solutions in pattern-forming systems close
to the threshold of the first instability. Whenever the
instability drawn in Figure 5 occurs, that is, for the
Taylor–Couette problem and Bénard’s problem in a
strip, that is, d = 1, it can be derived by a multiple
scaling ansatz

uðx; tÞ 
 "Að"ðx� cgtÞ; "2tÞeiðkcx�!0tÞ þ c:c:

For instance, in case of �= �= 0, the Ginzburg–
Landau equation possesses front solutions connect-
ing the stable fixed point A = 1 with the unstable
fixed point A = 0. Such solutions correspond in the
Taylor–Couette problem to modulating fronts

connecting the stable Taylor vortices with the
unstable Couette flow, cf. Figure 10.

The diffusion operator in the Ginzburg–Landau
equation reflects the parabolic shape of Re�1 close
to k = kc in Figure 5. In case of the long-wave
instability, as drawn in Figure 6, the second-order
differential operator changes in a fourth-order
differential operator.

For Kolmogorov flow with T = "4t and X = "x and
the amplitude scaled with ", we obtain that in lowest
order A has to satisfy a Cahn–Hilliard equation

@TA ¼ �
ffiffiffi
2
p

@2
X A� 3@4

X Aþ �@2
XðA3Þ

where A(X, T) 2 R and � 2 R a constant (cf. Figure 6).
The Kuramoto–Shivashinsky (KS)-perturbed KdV

equation

@TA ¼ �@3
Xu� @XðA2Þ=2� "ð@2

x þ @4
xÞu

with A=A(X,T)2R,X 2R,T � 0, where 0< "	 1
is still a small parameter, can be derived for the
inclined problem with T = "3t and X = "x and the
amplitude scaled with "2.

The theory of modulation equations is nowadays a
well-established mathematical tool which allows us to
construct special solutions, global existence results for
the solutions of pattern-forming systems, or allows to
characterize the attractors in such systems. The
method is based on approximation results, showing
that solutions of the original systems can be approxi-
mated by the modulation equation and attractivity
results showing that every solution of the original
system develops in such a way that it can be described
by the modulation equation.

This method can also be applied to secondary
bifurcations describing instabilities of spatially per-
iodic wave trains. Then the so-called phase-diffusion
equations, conservation laws, Burgers equations,
and again the KS equations occur.

However, this method cannot be applied success-
fully in all situations. There are counterexamples
showing that not every formally derived modulation
equation describes the original system in a correct
way. Moreover, very often according to some
symmetries in the original problem no consistent

Figure 10 The front solution of the Ginzburg–Landau equation

modulates the underlying pattern in the original system.
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multiple scaling analysis is possible, that is, that the
modulation equations still depend on ".

Discussion

There is no satisfactory bifurcation analysis for situa-
tions where boundary layers play a role. The most
simple problem is the flow around some obstacle. The
difficulties are according to the fact that due to the
unbounded flow region there is always continuous
spectrum up to the imaginary axis. From the localized
obstacle discrete eigenvalues are created, (cf. Figure 11).

In such a situation, so far there is no mathematical
bifurcation theory available.

See also: Bifurcation Theory; Dynamical Systems in
Mathematical Physics: An Illustration from Water Waves;

Leray–Schauder Theory and Mapping Degree; Multiscale
Approaches; Newtonian Fluids and Thermohydraulics;
Symmetry and Symmetry Breaking in Dynamical Systems;
Turbulence Theories; Variational Methods in Turbulence.
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Introduction

Bifurcation theory of periodic orbits relates to
modeling of quite diverse subjects. It appeared
classically in the field of celestial mechanics with
the contributions of H Poincaré. Van der Pol (1926,
1927, 1928, 1931) observed the frequency-locking
phenomenon in electrical circuits. More recently,
Malkin’s theory (Malkin 1952, 1956, Roseau 1966)
was used to justify synchronization of weakly
coupled oscillators modeling the electrical activity
of the cells of the sinusal node in the heart. This
article provides the essential mathematical back-
ground necessary for existence of frequency locking.
Applications can be found, for instance, in Weakly
Coupled Oscillators.

The Asymptotic Phase of a Stable
Periodic Orbit

Let � be a periodic orbit of a vector field and let
S(�) denote the stable manifold of � (resp. U(�)
denotes the unstable manifold of �). The following
theorem can be found, for instance, in Hartman
(1964).

Theorem There exist � and K such that Re(�j) <��,
j = 1, . . . , k and Re(�j) > �, j = kþ 1, . . . , and for all
x 2 S(�), there is an asymptotic phase t0 such that for
all t � 0

j �tðxÞ � �ðt � t0Þ j< K e��ðt=TÞ

Similarly, for any x 2 U(�), there is a t0 such that t � 0,

j �tðxÞ � �ðt � t0Þ j< K e�ðt=TÞ

If the periodic orbit is stable, the local stable
manifold coincides with an open neighborhood of �.
In such a case, there is a foliation of this open set

Re

Im

Continuous spectrum

Discrete eigenvalues

Figure 11 Spectrum for the flow around an obstacle.
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whose leaves are the points with a given asympto-
tic phase. The asymptotic phase can be considered
as a coordinate function � defined on the
neighborhood S(�).

If we consider now the particular case of a plane
system, this function can be completed with the
square of the distance function to the orbit into a
coordinate system called the ‘‘amplitude–phase’’
system and denoted as (�,�).

Frequency Locking and Phase Locking

The term ‘‘oscillator’’ has two meanings. A con-
servative ‘‘oscillator’’ is a plane vector field which
displays an open set of periodic orbits. It is said to
be isochronous if all orbits have same period. A
dissipative ‘‘oscillator’’ is a planar vector field which
displays an attractive limit cycle (attractive periodic
orbit).

We consider N dissipative oscillators:

dxi

dt
¼ f ðxi; yiÞ

dyi

dt
¼ gðxi; yiÞ

½1�

where i = 1, . . . , m.
The dynamical system obtained by considering the

space of all the variables (xi, yi), i = 1, . . . , m, dis-
plays an invariant torus full of periodic orbits that
we denote by T m(0).

Assume now that the N oscillators are weakly
coupled:

dxi

dt
¼ f ðxi; yiÞ þ �Fiðx; y; �Þ

dyi

dt
¼ gðxi; yiÞ þ �Giðx; y; �Þ

½2�

where � can be considered as small as we wish.

Definition The system [2] has a frequency locking
if it displays a family of stable periodic orbits �� for
all values of � small enough which tends to (in the
sense of Hausdorff’s topology) a periodic orbit of [1]
contained in the periodic torus Tm(0).

Assume now that [2] has a frequency locking
associated with the periodic orbit �(t). Consider the
projections �i(t) of �(t) on the coordinates plane
(xi, yi), i = 1, . . . , m. Assume that � is small enough
so that the projection belongs to the open set Si on
which are defined the ‘‘amplitude–phase’’ coordi-
nates of the system [1]. We can write the system [2],
restricted to the open set S = �m

i=1Si, as

d�i

dt
¼ fið�; �; �Þ

d�i

dt
¼ Fið�; �; �Þ; i ¼ 1; . . . ;m

½3�

Definition The system [2] has a phase locking if
the system induced by [3] on �(t)

d�i

dt
¼ Fið0; �; �Þ ½4�

has an attractive singular point.

As the attractive singular points are structurally
stable, this is enough to assume that the system

d�i

dt
¼ Fið0; �; 0Þ ½5�

displays an attractive singular point.

Periodic Orbits of Linear Systems

Consider the linear system

dx

dt
¼ PðtÞ � xþ qðtÞ ½6�

where P is a continuous T-periodic matrix function
and q is a vector T-periodic continuous function,
x = (x1, . . . , xn). Consider also the two associated
homogeneous equations:

dx

dt
¼ PðtÞ � x ½7a�

dx

dt
¼ �P�ðtÞ � x ½7b�

where P� denotes the transposed of P.
The set of T-periodic solutions of [7b] is a vector

space. m denotes its dimension. Let Uj(t), j = 1, . . . , m,
be a basis of this vector space. This basis is completed
by adding n�m solutions Uj(t), j = mþ 1, . . . , n, to
obtain a basis of Rn. Let U(t) be the matrix whose
columns are these vectors; denote Uij(t) the elements of
this matrix.

With the change of variable x = U�(0)�1y, system
[6] gets transformed into

dy

dt
¼ QðtÞyþ rðtÞ ½8�

with Q(t) = U�(0)P(t)U�(0)�1 and r(t) = U�(0)q(t).
Matrix V(t) = U�1(0)U(t) is such that

dV

dt
þQ�ðtÞV ¼ 0; Vð0Þ ¼ I
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and the k first column vectors V(t), denoted as
Vj(t), j = 1, . . . , m, are T-periodic.

Let X(t) be the fundamental solution defined by

dX

dt
¼ QðtÞ �X; Xð0Þ ¼ I

then,

X�1ðtÞ ¼ V�ðtÞ

The solution of [8] can be written as

yðtÞ ¼ XðtÞ � yð0Þ þXðtÞ �
Z t

0

X�1ðuÞrðuÞ du ½9�

This yields that T-periodic solutions of [8] have
initial data y(0) given by

ðV�ðTÞ � IÞ � yð0Þ ¼
Z T

0

V�ðsÞrðsÞ ds ½10�

Conversely, given a solution y(0) of [10],
T-periodicity of P and q and uniqueness of solutions
of a differential equation imply that y(0) represents the
initial data of a T-periodic solution of [8]. Hence, the
T-periodic solutions of [8] are in one-to-one corre-
spondence with the affine space defined by the
solutions of [10]. The m first rows of V�(T)� I are
zero and its rank is exactly n�m. In the following,
assume that the determinant � formed by the (n�m)
last rows and last columns of (V�(T)� I) is not zero.

A necessary and sufficient condition so that [8]
displays a T-periodic solution isZ T

0

Xn

j¼1

VjkðuÞrjðuÞ du ¼ 0; k ¼ 1; . . . ;m ½11a�

Xn

j¼mþ1

ðVjkðTÞ � �jkÞyjð0Þ

¼
Xn

j¼1

Z T

0

VjkðsÞrjðsÞ ds; mþ 1 � s � n ½11b�

This yields the Fredholm alternative, if the m
conditions,Xn

j¼1

Z T

0

UjkðsÞqjðsÞ ds ¼ 0; k ¼ 1; . . . ;m ½12�

are satisfied, then [6] displays a family x�(t) of
T-periodic solutions depending of m parameters
(�1, . . . ,�m):

x�ðtÞ ¼ �1�1ðtÞ þ � � � þ �m�mðtÞ þ �xðtÞ ½13�

where �x(t) is a particular T-periodic solution and
�j(t) denote T-periodic independent solutions of

[7a]. To be more specific, one can choose �x(t) to
be the unique solution of [6] such that
y(0)k = 0, k = mþ 1, . . . , n, and �j(t) solutions of
[7a], such that y(0)k = �jk. With these notations,
x�(t) is such that

yð0Þk ¼ �k; k ¼ 1; . . . ;m

and its other initial conditions y(0)k = 	k, k = mþ
1, . . . , n, are fixed:

	k ¼ 	0
k

Malkin’s Theorem for Quasilinear
Systems

Consider now nonlinear systems with the
perturbation:

dx

dt
¼ PðtÞ � xþ qðtÞ þ �f ðx; t; �Þ ½14�

where f is C1 and T-periodic in t.
Assume that the solutions y(t, y(0), �) of [14] exist

for all values of t, 0 � t � T. The solutions define a
differential function of their initial data y(0). This is,
for instance, true for perturbations of linear systems
if � is small enough.

Assume that q satisfies la condition [12] and that
there is a solution

�0
1; . . . ; �0

m

� �
to the equations

 kð�Þ ¼
Xn

j¼1

Z T

0

UjkðuÞfjðx�ðuÞ; u; 0Þ du ¼ 0;

k ¼ 1; . . . ;m ½15a�

so that

@ kð�Þ
@�j

j�¼�0 ; k ¼ 1; . . . m; j ¼ 1; . . . ;m ½15b�

is invertible.
Proceed as in previous section with the coordinate

change x = U�(0)�1y. Equation [14] gets trans-
formed into

dy

dt
¼ QðtÞyþ rðtÞ þ �Fðy; t; �Þ ½16�

with F = U�(0)f (U�(0)�1 � y, t, �).
Solutions of [16] are uniquely determined by their

initial data. We can understand the parameters (�, 	)
as coordinates on the space of solutions. With this
viewpoint, for instance, the set of T-periodic
solutions of [6] is an affine space of dimension m
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given by the equations 	= 	0 and is parametrized by
the coordinates �. In this space, we pick up a point
(which corresponds to a particular T-periodic solu-
tion of [6]): (�=�0). T-periodic solutions of [16] are
in one-to-one correspondence with the solutions of

Ckð�; 	; �Þ ¼
Xn

j¼1

Z T

0

VjkðsÞFjðyðs; �; �; 	Þ; s; �Þds ¼ 0;

k ¼ 1; . . . ;m ½17a�

Ckð�; 	; �Þ ¼
X

j¼mþ1;...;n

ðVjkðTÞ � IÞ	j

�
Xn

j¼1

Z T

0

VjkðsÞrjðsÞ ds

��
Xn

j¼1

Z T

0

VjkðsÞFjðyðs; �; �; 	Þ; s;�Þds¼0;

k ¼ mþ 1; . . . ; n ½17b�

where �k, k = 1, . . . , m and 	k = yk(0), k = mþ
1, . . . , n parametrize the solutions y(t, �,�,	) of
[14] in this way:

yð0Þ¼U�ð0Þ � xð0Þ; xð0Þ ¼
Xm
j¼1

�j�jð0Þþ �xð0Þ ½18�

Consider the determinant of the Jacobian matrix
of the mapping

ð�; 	Þ 7!Cð�; 	; �Þ ½19�

for �=�0, 	k = 	0
k, k = m þ 1, . . . , n , �= 0. This is

equal to the product of � and the determinant of

@  kð�Þ
@�j

j�¼�0 ½20�

which is nonzero.
The implicit-function theorem shows that the

differential equation [14] (and thus [16] as well)
has, for � small enough, a unique T-periodic solution
which tends to x�0 when � tends to 0.

Generalization of Malkin’s Theorem

Finally, we consider the most general situation of
the perturbation of a general system (not necessarily
linear):

dx

dt
¼ f ðx; tÞ þ �gðx; t; �Þ ½21�

where we assume that

dx

dt
¼ f ðx; tÞ ½22�

displays an m-parameter family x�(t) of T-periodic
orbits.

Assume that the solutions y(t, y(0), �) exist for all
0 � t � T and define a differentiable mapping of the
initial data y(0). This is, for instance, the case if we
assume that the nonperturbed equation defines a
flow and if � is small enough.

Assume also that the different solutions x�(t) are
independent in the sense that the mapping

� 7! x�ðtÞ

is an immersion for any t. In other words, the m
vectors dx�(t)=d�j are independent.

We linearize the solution along the family of
periodic orbits:

x ¼ x�ðtÞ þ �
 ½23�

Equation [21] gets transformed into

d


dt
¼Dfxðx�ðtÞ; tÞ � 
þgðx�ðtÞ; t;0Þþ �Fð
;t; �Þ ½24�

Set, furthermore,

PðtÞ ¼ Dfxðx�ðtÞ; tÞ; rðtÞ ¼ gðx�ðtÞ; t; 0Þ

and denote U(t) the fundamental solution of [7b]
described earlier.

Theorem Assume that there is a solution

�0
1; . . . ; �0

m

� �
of the m equations:

�kð�Þ ¼
Xn

j¼1

Z T

0

UjkðuÞgjðx�ðuÞ; u; 0Þ du ¼ 0;

k ¼ 1; . . . ;m ½25a�

such that

@�kð�Þ
@�j

j�¼�0 ; k ¼ 1; . . . m; j ¼ 1; . . . ;m ½25b�

is invertible. Then, for all � sufficiently small, eqn
[21] has a unique T-periodic solution which tends to
x�0 when � tends to 0.

We show that under the hypothesis of the
theorem, we can apply the results proved in the
preceding section. Note that one can prove the
theorem for eqn [24] because it reduces to [21] with
the change of variables [23].
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Note first that the m conditions [25a] imply that
the m equations,

d


dt
¼ Dfxðx�0ðtÞ; tÞ � 
 þ gðx�0ðtÞ; t; 0Þ

display a family of T-periodic solutions which
depend on m parameters �= (�1, . . . ,�m). From
(13), one can write


�ðtÞ ¼ �1�1ðtÞ þ � � � þ �m�mðtÞ þ �
ðtÞ ½26�

where �
(t) is a particular T-periodic solution and
the �j(t) are independent T-periodic solutions
of (22a).

Lemma 1 A possible choice for the solutions �j(t)
is @x�(t)=@�j j�=�0 .

We have already assumed that these vectors are
independent. They are obviously T-periodic solu-
tions to (22a).

In the following, we will assume that all other periodic
solutions of (22a) are linear combinations of these.

As a consequence of what was proved in the
section on periodic orbits of linear systems, system
[24] displays a periodic solution (for � small enough)
if there exists a solution

�0
1 ; . . . ; �0

m

� �
to equations

�kð�Þ ¼
Xn

j¼1

Z T

0

UjkðsÞFjð
�ðsÞ; s; 0Þ ds ¼ 0;

k ¼ 1; . . . ;m

such that

@�kð�Þ
@�j

j�¼�0 ; k ¼ 1; . . . m; j ¼ 1; . . . ;m

is invertible.

Lemma 2 The quantities �k(�) depend linearly in �.

Proof Observe first that the quantities Fj(
, s, 0)
depend quadratically of 
:

Fjð
; s; 0Þ ¼
1

2

X
k;l

@2fj

@zk@zl
ðx�0ðsÞ; sÞ
k
l

þ
X

k

@gj

@zk
ðx�0ðsÞ; s; 0Þ

þ @gj

@�
ðx�0ðsÞ; s;0Þ ½27�

Then, the solutions 
(t) depend linearly on �. We thus
obtain that a priori �p(�) are quadratic functions of �:

�pð�1; . . . ; �mÞ

¼ 1

2

X
qrkl

�q�r

Z T

0

Ujp
@2fj

@zk@zl
� @zk

@�q
� @zl

@�r
ds

þ
X
qkl

�q

Z T

0

Ujp
1

2

@2fj

@zk@zl

 
@zk

@�q
� �
l þ

@zl

@�q

�
k

" !

þ @gj

@zk
� @zk

@�q

#
dsþ � � � ½28�

where the dots represent quantities independent of �.
We use then the expression

d

dt

@2zj

@�q@@r

� �
¼
X

kl

@2fj

@zk@zl
� @zk

@�q
� @zl

@�r
þ
X

k

@fj

@zk

@2zk

@�q@@r

This allows one to find the homogeneous quadratic
part as

X
jkl

Z T

0

Ujp
@2fj

@zk@zl
� @zk

@�q
� @zl

@�r
ds

¼
X

j

Z T

0

UjpðsÞ
d

ds

@2zj

@�q@@r

� �
ds

�
X

jk

Z T

0

UjpðsÞ
@fj

@zk

@2zk

@�q@�r
ds

Integration by parts yields

X
jkl

Z T

0

Ujp
@2fj

@zk@zl
� @zk

@�q
� @zl

@�r
ds

¼ �
X

j

Z T

0

dUjp

ds
þUjpðsÞ

@fj

@zk

� �
@2zk

@�q@�r
ds ¼ 0

because U� is solution to [7a]. This shows that [28]
is linear in �. Suffices to show that the determinant
of this system does not vanish to have existence and
uniqueness of the solution such that

@�1; . . . ; �m

@�1; . . . ; �m
6¼ 0

Consider now the coefficient of the linear part:X
kl

Z T

0

Ujp
@2fj

@zk@zl
� �
l þ

@gj

@zk

� �
� @zk

@�q
ds
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and the coefficient

�pð�Þ ¼
Xn

j¼1

Z T

0

UjpðuÞgjðx�ðuÞ; u; 0Þ du

We can write

d�p

d�q
¼
Z T

0

@Ujp

@�q
� gj þUjp

@gj

@zk
� @zk

@�q

� �
ds

Note that

d�
j

dt
¼
X

r

@fj

@zr

�
r þ gjðzðtÞ; �0; 0Þ

and we obtain

d�p

d�q
¼
Z T

0

@Ujp

@�q
� d�
j

ds
�
X

r

@fj

@zr

�
r

 ! 

þUjp
@gj

@zk
� @zk

@�q

�
ds

Integration by parts yields

d�p

d�q

����
�¼�0

¼�
Z T

0

d

ds

@Ujp

@�q

� �
� �
j þ

X
r

@fj

@zr

�
r

 !

þ
Z T

0

Ujp
@gj

@zk
� @zk

@�q

� �
ds

From the equation

dUjp

dt
þ
X

k

@fk

@zj
Ukp ¼ 0

we deduce that

d

dt

@Ujp

@�q

� �
¼ �

X
k

@fk

@zj

@Ujp

@�q
þ
X

k

@2fk

@zj@zr
Ukp

@zr

@�q

and thus this shows that

d�p

d�q

����
�¼�0

¼
X

kl

Z T

0

Ujp
@2fj

@zk@zl
� �
l þ

@gj

@zk

� �
� @zk

@�q
ds

This achieves the proof of the theorem. In the special
case of Hamiltonian systems, in the case of the
peturbations of an isochronous system, the method
explained is equivalent to Moser’s averaging theory.

The reader is referred to other articles in this
encyclopedia for a discussion of other aspects of
synchronization, frequency locking, and phase locking.

See also: Bifurcation Theory; Fractal Dimensions in
Dynamics; Integrable Systems: Overview; Isochronous
Systems; Leray–Schauder Theory and Mapping Degree;
Ljusternik–Schnirelman Theory; Singularity and
Bifurcation Theory; Symmetry and Symmetry Breaking in
Dynamical Systems; Synchronization of Chaos; Weakly
Coupled Oscillators.
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Introduction

At the end of the 1960s, the theory of integrable
systems received a great boost by the discovery
(made by Gardner, Green, Kruskal, and Miura) of
the inverse-scattering method (see Integrable
Systems: Overview). It allows one to reduce the

solution of the (nonlinear) Korteweg–de Vries
equation (henceforth simply the KdV equation)

ut ¼ 1
4ðuxxx � 6uuxÞ ½1�

to the solution of linear equations. After the KdV
equation, a lot of other nonlinear partial differential
equations, solvable by means of the inverse-scattering
method, were found out. A common feature of such
equations is the existence of soliton solutions, that
is, solutions in the shape of a solitary wave (with
additional interaction properties). For this reason
they are called ‘‘soliton equations.’’
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It was soon observed that the KdV equation can
be seen as an infinite-dimensional Hamiltonian
system with an infinite sequence of constants of
motion in involution; the corresponding (commut-
ing) vector fields are symmetries for the KdV
equation, and form the so-called KdV hierarchy. In
particular, Zakharov and Faddeev constructed
action-angle variables for the KdV equation. These
facts pointed out that the KdV equation is an
infinite-dimensional analog of a classical integrable
Hamiltonian system (Dubrovin et al. 2001), whose
theory has been developed during the nineteenth
century by Liouville, Jacobi, and many others.
Moreover, the infinite-dimensional case suggested
methods (such as the existence of a Lax pair) which
were applied successfully also to finite-dimensional
cases such as the Toda lattices and the Calogero
systems. More recently, after the discovery by
Witten and Kontsevich of remarkable relations
between the KdV hierarchy and matrix models of
two-dimensional (2D) quantum gravity, there has
been a renewed interest in the study of soliton
equations in the community of theoretical physicists.
We also mention that the classical versions of the
extended Wn-algebras of 2D conformal field theory
are the (second) Poisson structures of the Gelfand–
Dickey hierarchies.

In this article we describe the so-called
bi-Hamiltonian formulation of soliton equations.
This approach to integrable systems springs from the
observation, made by Magri at the end of the 1970s, that
the KdV equation can be seen as a Hamiltonian system
in two different ways. In the same circle of ideas, there
were important works by Adler, Dorfman, Gelfand,
Kupershmidt, Wilson, and many others. Thus, the
concept of bi-Hamiltonian manifold, which constitutes
the geometric setting for the study of bi-Hamiltonian
systems, emerged. This notion and its applications to the
theory of finite-dimensional integrable systems is
discussed in Multi-Hamiltonian Systems.

In the first section of this article, we discuss the
Hamiltonian form of soliton equations and, more
generally, we present an important class of infinite-
dimensional Poisson (also called Hamiltonian)
structures, namely those of hydrodynamic type.
Then we show how to use the bi-Hamiltonian
properties of the KdV equation in order to construct
its conserved quantities. We also recall that the KdV
equation can be seen as an Euler equation on the
dual of the Virasoro algebra. In the third section, we
deal with other examples of integrable evolution
equations admitting a bi-Hamiltonian representa-
tion, that is, the Boussinesq and the Camassa–Holm
equations, and we consider the bi-Hamiltonian
structures of hydrodynamic type.

Hamiltonian Methods in Soliton Theory

The most famous example of soliton equation is
the KdV equation [1], where u is usually a
periodic or rapidly decreasing real function. The
choice of the coefficients in the equation has no
special meaning, since they can be changed
arbitrarily by rescaling x, t, and u. Right after
the discovery of the inverse-scattering method for
solving the Cauchy problem for the KdV equation,
it was realized that this equation can be seen as an
infinite-dimensional Hamiltonian system. Indeed,
from a geometrical point of view, eqn [1] defines a
vector field X(u) = (1=4)(uxxx � 6uux) on M, the
infinite-dimensional vector space of C1 functions
from the unit circle S1 to R. (For the sake of
simplicity, we consider only the periodic case; the
integrals in this article are therefore understood to
be taken on S1.) The vector field X associated with
the KdV equation is Hamiltonian, that is, it can be
factorized as

XðuÞ ¼ ½�2@x� 1
8ð�uxx þ 3u2Þ
� �

where dH = (1/8)(�uxx þ 3u2) is the differential of
the functional

HðuÞ ¼ 1

8

Z
u3 þ 1

2
u2

x

� �
dx

that is, the variational derivative �h=�u of the density
h = (1=8)(u3 þ (1/2)u2

x), and P =�2@x is a Poisson
(or Hamiltonian) operator. This means that the
corresponding composition law

fF;Gg ¼
Z

dF PðdGÞ dx ¼ �2

Z
dF ðdGÞx dx ½2�

between functionals of u has the usual properties
of the Poisson bracket, that is, it is R-bilinear
and skew-symmetric, and it fulfills the Leibniz
rule and the Jacobi identity. In other words,
(M, P) is an infinite-dimensional Poisson mani-
fold. Using the Poisson bracket [2], eqn [1] can
be written as

ut ¼ fu;Hg ½3�

corresponding to the usual Hamilton equation in
R2n

_zi ¼ fzi;Hg; i ¼ 1; . . . ; 2n ½4�

up to the replacement of z with u, and of the
discrete index i with the continuous index x. More
precisely, in the expression ut = {u, H} the symbol u
should be replaced by ux (in analogy with zi), the
functional assigning to the generic function v 2 M
its value at a fixed point x, that is, ux : v 7! v(x). In

Bi-Hamiltonian Methods in Soliton Theory 291



these notations, the Poisson bracket [2] takes the
form

fux; uyg ¼ �2�0ðx� yÞ

where the �-function is as usual defined asZ
f ðyÞ�ðx� yÞ dx ¼ f ðxÞ

so that its derivatives are given byZ
f ðyÞ�ðkÞðx� yÞ dx ¼ f ðkÞðxÞ

Another important example is given by the
Boussinesq equation

utt ¼ 1
3 �uxxxx þ 4u2

x þ 4uuxx

	 

½5�

describing, like KdV, shallow water (soliton) waves
in a nonlinear approximation. It can be obtained by
the first-order (in time) system

u1
t ¼ 2

3u2u2
xþu1

xx� 2
3u2

xxx; u2
t¼ 2u1

x�u2
xx ½6�

by taking the derivative of its second equation with
respect to t, plugging the result in the first one, and
setting u=u2. The system [6] is Hamiltonian, since it
can be written as

u1
t ¼

�h

�u2

� �
x

; u2
t ¼

�h

�u1

� �
x

with h = (u1)2 þ (1=9)(u2)3 � u1u2
x þ (1=3)(u2

x)2, and

0 @x

@x 0

� �
½7�

is easily seen to be a Poisson operator. Thus, the
Poisson manifold associated with the Boussinesq
equation is the space of periodic C1 functions with
values in R2. More generally, one can consider the
space Mn of C1 functions from the unit circle S1 to
Rn. If Pij, for i, j = 1, . . . , n, are the entries of a
constant skew-symmetric matrix and ui, x assigns to
the generic function v 2 Mn the value of its ith
components at a fixed point x, then

fui; x; uj; yg ¼ Pij�ðx� yÞ

defines a Poisson bracket on Mn. One can also let
the Pij depend on the uk in such a way that they
form the components of a Poisson tensor on Rn. If
H =

R
h dx is a functional onMn with density h, the

associated Hamiltonian vector field gives rise to the
following system of partial differential equations:

ui
t ¼

Xn

j¼1

Pij �h

�u j
; i ¼ 1; . . . ; n

In particular, if n = 2N and

½Pij� ¼ 0 I
�I 0

� �
then we have the Hamiltonian formulation of the
field equations,

qi
t ¼

�h

�pi
; pi

t ¼ �
�h

�qi
; i ¼ 1; . . . ;N

Another important example of Poisson bracket on
Mn is given by

fui; x; uj; yg ¼ gij�0ðx� yÞ ½8�

where gij are the entries of a constant symmetric
matrix. In this case, the Hamiltonian vector field
associated with H =

R
h dx is given by

ui
t ¼

Xn

j¼1

gij@x
�h

�uj

� �
; i ¼ 1; . . . ; n ½9�

Notice that this vector field is zero if H =
R

uk dx,
with k = 1, . . . , n. This amounts to saying that such
an H is a Casimir function of the Poisson bracket
[8], that is, that {H, F} = 0 for all functionals F. A
simple example of this class (with n = 2) is given by
the Poisson structure of the Boussinesq equation,
corresponding to the choice g11 = g22 = 0 and
g12 = g21 = 1. Suppose now that the matrix with
entries gij is invertible. Then they can be interpreted
as the contravariant components of a flat pseudo-
Riemannian metric in Rn. A change of coordinates
(u1, . . . , un) 7! (�u1, . . . , �un) in Rn transforms the
Poisson bracket [9] in

f�ui;x; �uj; yg ¼ gijð�uÞ�0ðx� yÞ þ �ij
kð�uÞ�u

k
x�ðx� yÞ ½10�

where gij(�u) are the components of the metric in the
new coordinates and the �

ij
k are the contravariant

Christoffel symbols related to the usual Christoffel
symbols by

�
ij
k ¼ �gil�

j
lk ½11�

Conversely, the expression [10] gives a Poisson
bracket if the metric defined by gij is flat and its
Christoffel symbols are related to the �ij

k by [11].
These are the Poisson structures of hydrodynamic
type introduced by Dubrovin and Novikov. We will
consider them again later.

Bi-Hamiltonian Formulation
of the KdV Equation

The KdV equation [1] has a lot of remarkable
properties, such as the Lax representation and the
existence of a �-function. In this section, we recall a
geometrical feature of KdV, namely, the fact that it
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has a second Hamiltonian structure, and we show
that the integrability of KdV can be seen as a natural
consequence of its double Hamiltonian representa-
tion. We have already seen that the KdV vector field
X(u) = (1=4)(uxxx � 6uux) can be written as

XðuÞ ¼ P0 dH2

where P0 = �2@x and

H2 ¼
1

8

Z
u3 þ 1

2
u2

x

� �
dx

But X admits another Hamiltonian representation:

XðuÞ ¼ P1 dH1

where P1 = �(1=2)@xxx þ 2u@x þ ux and

H1 ¼ �
1

4

Z
u2 dx

The important point is that P1 is also a Poisson
operator. Moreover, it is compatible with P0, that is,
any linear combination of P0 and P1 is still a Poisson
operator. Thus, the KdV equation is a bi-Hamiltonian
system, that is, it can be seen in two different (but
compatible) ways as a Hamiltonian system. Next, we
will show how this property can be used to construct
an infinite sequence of conserved quantities for the
KdV equation, which are in involution with respect to
the Poisson brackets {� , �}0 and {� , �}1 associated with
P0 and P1. In particular, the phase space M of KdV
is a bi-Hamiltonian manifold, that is, it has two
different (but compatible) Poisson structures. Let us
rename X1 = X the KdV vector field. Since
X = P0 dH2 = P1 dH1, one is naturally led to con-
sider the vector fields

X0 ¼ P0 dH1; X2 ¼ P1 dH2

Explicitly, X0(u) = ux and X2(u) = (1=16)(uxxxxx �
10uuxxx � 20uxuxx þ 30u2ux). One can check that
these vector fields are also bi-Hamiltonian. Indeed,
X0(u) = P1 dH0, with H0 =

R
u dx, and

X2 ¼ P0 dH3 with

H3 ¼ �
1

64

Z �
u2

xx þ 5uu2
x þ

5

2
u4
�

dx

The functional H0 is a Casimir of P0, that is,
P0 dH0 = 0, so that the iteration ends on this side,
but it can be continued indefinitely from the other
side, as shown below. For the time being, let us take
for granted that there exists an infinite sequence
{Hk}k�0 of functionals such that P1 dHk = P0 dHkþ1;
in other words,

f�;Hkg1 ¼ f�;Hkþ1g0 ½12�

Such relations are often called Lenard–Magri rela-
tions. Then the functionals Hk are in involution with
respect to both Poisson brackets. Indeed, for k > j,
one has

fHj;Hkg0 ¼ fHj;Hk�1g1 ¼ fHjþ1;Hk�1g0

¼ � � � ¼ fHk;Hjg0

so that {Hj, Hk}0 = 0 for all j, k � 0, and therefore
{Hj, Hk}1 = 0 for all j, k � 0. Hence, these func-
tionals are constants of motion (in involution) for
the KdV equation. The Hamiltonian vector fields
associated with them are symmetries for the KdV
equation; the corresponding evolution equations are
called higher-order KdV equations. The set of such
equations is the well-known KdV hierarchy. We
remark that the existence of a sequence of func-
tionals {Hk}k�0, fulfilling the Lenard–Magri rela-
tions [12] and starting from a Casimir of P0, is
equivalent to the existence of a Casimir function
H(�) =

P
k�0 Hk�

�k for the Poisson pencil
P� = P1 � �P0, where � is a real parameter. A
straightforward way (due essentially to Miura,
Gardner, and Kruskal) to determine such a Casimir
function is to consider the (generalized) Miura map
h 7! u = hx þ h2 � �. As shown by Kupershmidt
and Wilson, it transforms the Poisson structure
(1=2)@x (in the variable h) into the Poisson pencil
P� =� (1=2)@xxx þ 2(uþ �)@x þ ux. Given u, the
Riccati equation

hx þ h2 ¼ uþ � ½13�

admits a unique solution with the asymptotic
expansion h = zþ

P
k�1 hkz�k, where z2 =�. More-

over, the coefficients hk are differential polynomials
in u (i.e., polynomials in u and its x-derivatives) that
can be computed by recurrence. Thus, the general-
ized Miura map can be seen as an invertible
transformation. Since the functional h 7!

R
h dx is a

Casimir of the Poisson structure (1=2)@x, it follows
that if h(u) is the solution of the Riccati equation
[13], then u 7!

R
h(u) dx is a Casimir of the Poisson

pencil P�. More precisely, one has to introduce the
functional H(�) = z

R
h(u) dx, that turns out to be a

Laurent series in �, because the even coefficients of
h(u) are x-derivatives. This is the Casimir function
we were looking for. Explicitly, one finds that the
first terms of h(u) are

h1 ¼ 1
2u; h2 ¼ �1

4ux; h3 ¼ 1
8ðuxx � u2Þ

h4 ¼ � 1
16ðuxxx � 4uuxÞ

h5 ¼ 1
32ðuxxxx � 6uuxx�5u2

x þ 2u3Þ

Obviously, h1 is the density of a Casimir function of
P0, while h3 and h5 are (one-half of) the densities of the
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two Hamiltonians H1 and H2 of the KdV equation.
We conclude this section showing that, as observed
by Khesin and Ovsienko (Arnol’d and Khesin 1998),
the bi-Hamiltonian structures of KdV have a clear
Lie-algebraic origin. Indeed, the second Hamiltonian
structure is the Lie–Poisson structure on the dual of
the Virasoro algebra, while the first one can be
obtained by ‘‘freezing’’ the second one at a suitable
point. Let X (S1) be the Lie algebra of vector fields
on S1. The Virasoro algebra is the vector space
g =X (S1)�R endowed with the Lie-algebra
structure

f ðxÞ @
@x

; a

� �
; gðxÞ @

@x
; b

� �� �
¼
�
ðf 0ðxÞgðxÞ � g0ðxÞf ðxÞÞ @

@x
;Z

f 0ðxÞg00ðxÞ dx
�

½14�

It is called a central extension of X (S1) since it is
obtained by considering the usual commutator
between vector fields (up to a sign) and by adding
a copy of R, which turns out to be the center of
the Virasoro algebra. Equation [14] gives rise
indeed to a Lie-algebra structure because the
expression

R
f 0(x)g00(x) dx defines a 2-cocycle of

X (S1). The dual space g� of g can be considered
as the space of the pairs (u dx� dx, c), where
u 2 C1(S1) and c 2 R. The pairing is obviously
given by

u dx� dx; cð Þ; f
@

@x
; a

� �
 �Z
uðxÞf ðxÞ dxþ ac

The Lie–Poisson structure on the dual g� of a Lie
algebra g is defined as

fF;GgðXÞ ¼ hX; ½dFðXÞ; dGðXÞ�i ½15�

where F, G 2 C1(g)� and their differentials at X 2 g�

are seen as elements of g. When g is the Virasoro algebra
and F(u, c) =

R
f (u, c) dx, G(u, c) =

R
g(u, c) dx are

two functionals on g� whose densities f and g are
differential polynomials in u, one has

fF;Ggðu; cÞ

¼ ðu dx� dx; cÞ; �f

�u

� �0 �g

�u

� ��

� �g

�u

� �0 �f

�u

� ��
@

@x
;

Z
�f

�u

� �0 �g

�u

� �00
dx

�
¼
Z

u
�f

�u

� �0
�g

�u

� �
� �g

�u

� �0
�f

�u

� �� �
dx

þ
Z

c
�f

�u

� �0
�g

�u

� �00
dx ½16�

This is (up to rescaling) the second Poisson
bracket of KdV. The KdV equation is therefore
an Euler equation, that is, it can be obtained from
the Euler equations for the rigid body by repla-
cing the Lie algebra of the rotation group with
the Virasoro algebra. To be more precise, the
Hamiltonian vector field associated with
H1(u, c) =�(1=2)(

R
u2 dxþ c) is

ut þ 3uux þ cuxxx ¼ 0; ct ¼ 0

If c 6¼ 0, this is (up to rescaling) the KdV equation
[1]. For c = 0, we have the Burgers equation (also
called dispersionless KdV equation), to be discussed
again later on. The first Poisson bracket for the KdV
hierarchy can be obtained by ‘‘freezing’’ the Lie–
Poisson bracket at the point ((1=2)dx� dx, 0) of the
dual of the Virasoro algebra. This means that
instead of [16] one has to consider

fF;Gg0ðu; cÞ

¼ 1

2
dx� dx; 0

� �
;

�f

�u

� �0
�g

�u

� ��

� �g

�u

� �0
�f

�u

� ��
@

@x
;

Z
�f

�u

� �0
�g

�u

� �00
dx

�
¼ 1

2

Z
�f

�u

� �0 �g

�u

� �
� �g

�u

� �0 �f

�u

� �� �
dx ½17�

The corresponding Hamiltonian is H2 = (1=2)R
(�u3 þ cu2

x) dx. From this (Lie algebraic) point of
view, the compatibility between the two Poisson
brackets follows from the fact that the pencil {� , �}� =
{� , �}� �{� , �}0 is obtained from the Lie–Poisson
bracket {� , �} by applying the translation

ðu dx� dx; cÞ 7! uþ �
2

� �
dx� dx; c

� �

Other Examples

In the previous section, we have presented the bi-
Hamiltonian structure of the KdV equation and
some of its properties. Now we give two more
examples of equations – the Boussinesq equation
and the Camassa–Holm equation – admitting a
bi-Hamiltonian formulation. We have seen in an
earlier section that the system [6] associated with
the Boussinesq equation [5] is Hamiltonian with
respect to the Poisson structure [7] and the
Hamiltonian

H1ðu1;u2Þ ¼
Z �
ðu1Þ2 þ 1

9 ðu
2Þ3 � u1u2

x þ 1
3 ðu

2
xÞ

2
�

dx
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A more complicated Poisson structure for this
system is

P ¼
A �3@4

x þ 3u2@2
x þ 9u1@x þ 3u1

x

B �6@3
x þ 6u2@x þ 3u2

x

 !
½18�

with

A ¼ 2@5
x � 4u2@3

x � 6u2
x@

2
x þ ð2ðu2Þ2 þ 6u1

x � 6u2
xxÞ@x

þ ð3u1
xx � 2u2

xxx þ 2u2u2
xÞ

and

B ¼ 3@4
x � 3u2@2

x þ ð9u1 � 6u2
xÞ@x þ ð6u1

x � 3u2
xxÞ

It can be obtained by means of the Drinfeld–
Sokolov reduction (or also by means of a
bi-Hamiltonian reduction) from the Lie–Poisson
structure (modified with the cocycle @x) on the
space of C1 maps from S1 to the Lie algebra of
3	 3 traceless matrices. This is the reason why it is
a Poisson structure, compatible with [7]. The system
[6] can be written as

u1
t

u2
t

0@ 1A¼ P
�h2/�u1
	 

�h2/�u2
	 
 !

where h2 = (1=3)u1 is the density of a Casimir of the
Poisson structure [7]. Thus, the Boussinesq equation
is a bi-Hamiltonian system and can be shown to
possess, like KdV, an infinite sequence of conserved
quantities and symmetries, forming the Boussinesq
hierarchy. The KdV and the Boussinesq hierarchy are
indeed particular examples of Gelfand–Dickey hier-
archies (Dickey 2003). They are hierarchies of
systems of n equations with n unknown functions
and they are related, via the Drinfeld–Sokolov
approach, to the Lie algebra sl(nþ 1). As shown by
Adler, Dickey, and Gelfand, these hierarchies have a
bi-Hamiltonian formulation. Also the generalized
KdV equations, associated by Drinfeld and Sokolov
with an arbitrary affine Kac–Moody Lie algebra, are
bi-Hamiltonian (or are obtained as suitable reduc-
tions of bi-Hamiltonian systems). Let us consider
now the (dispersionless) Camassa–Holm equation

ut � utxx ¼ �3uux þ 2uxuxx þ uuxxx ½19�

which also describes shallow water waves, and
possesses remarkable solutions called peakons, since
they represent traveling waves with discontinuous
first derivative. In order to supply this equation with a
(bi-)Hamiltonian structure, one has to perform the
change of variable m = u�uxx, whose inverse, in the
space of period-1 functions, turns out to be given by

uðxÞ ¼
Z x

0

mðyÞ sinhðy� xÞ dy

þ 1

2 sinhð1=2Þ

Z 1

0

mðyÞ cosh y� x� 1

2

� �
dy

The Camassa–Holm equation is then bi-Hamiltonian
with respect to the Poisson pair

P1 ¼ @xxx � @x; P2 ¼ 2m@x þmx

Indeed, it can be written as mt = P1 dH2 = P1 dH2,
where

H1 ¼ �
1

2

Z
ðu2 þ u2

xÞ dx

H2 ¼
1

2

Z
ðu3 þ uu2

xÞ dx

Notice that the Poisson pair of the Camassa–Holm
equation can be obtained from that of KdV by
moving the cocycle @xxx from the second Poisson
structure to the first one. Indeed,

Pða;b;cÞ ¼ a@xxx þ b@x þ cð2m@x þmxÞ
a; b; c 2 R ½20�

is a family of pairwise compatible Poisson operators.
Moreover, we mention that Misiołek has shown that
also the Camassa–Holm equation is an Euler equation
on the dual of the Virasoro algebra. We conclude this
article with a brief discussion concerning the so-called
bi-Hamiltonian structures of hydrodynamic type. They
play a relevant role in the theory of Frobenius
manifolds, that, in turn, have deep relations with
many important topics in contemporary mathematics
and physics, such as Gromov–Witten invariants and
isomonodromic deformations. As we have seen in the
earlier section, a Poisson structure of hydrodynamic
type is given, on the space of C1 maps from S1 to (an
open set of) Rn, by

fui;x; uj; yg ¼ gijðuÞ�0ðx� yÞ þ �ij
kðuÞu

k
x�ðx� yÞ ½21�

where gij(u) are the contravariant components of
a (pseudo-)Riemannian flat metric and the �ij

k are
the (contravariant) Christoffel symbols of the
metric. If two Poisson structures of hydrodynamic
type are given, it can be shown that they are
compatible if and only if the two corresponding
metrics form a flat pencil. This means that their
linear combinations (with constant coefficients)
are still flat (pseudo-)Riemannian metrics, and
that the contravariant Christoffel symbols of the
linear combinations are the linear combinations
of the contravariant Christoffel symbols of the
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two metrics. The simplest example is given by the
bi-Hamiltonian formulation of the Burgers (or
dispersionless KdV) equation,

ut þ 3uux ¼ 0

that we have already encountered. We know that
this equation is Hamiltonian with respect to the
(Lie–)Poisson operator 2u@x þ ux, with Hamiltonian
function H1 = �(1=2)

R
u2 dx, and with respect to

the Poisson operator @x, with Hamiltonian function
H2 = �(1=2)

R
u3 dx. This also means that the bi-

Hamiltonian structure of the Burgers equation
comes from the family [20]. The first Hamiltonian
structure corresponds to the standard metric on R,
that is, du� du, whereas the second one is given by
the metric (2u)�1 du� du.

See also: Classical r-Matrices, Lie Bialgebras, and
Poisson Lie Groups; Hamiltonian Fluid Dynamics;
Infinite-Dimensional Hamiltonian Systems; Integrable
Systems and Recursion Operators on Symplectic and
Jacobi Manifolds; Integrable Systems: Overview;
Korteweg–de Vries Equation and Other Modulation
Equations; Multi-Hamiltonian Systems; Recursion
Operators in Classical Mechanics; Solitons and
Kac–Moody Lie Algebras; Toda Lattices; WDVV
Equations and Frobenius Manifolds.
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Billiard Flow and Billiard Ball Map

The billiard system describes the motion of a free
particle inside a domain with elastic reflection off the
boundary. More precisely, a billiard table is a
Riemannian manifold M with a piecewise smooth
boundary, for example, a domain in the plane. The
point moves along a geodesic line with a constant speed
until it hits the boundary. At a smooth boundary point,
the billiard ball reflects so that the tangential compo-
nent of its velocity remains the same, while the normal
component changes its sign. This means that both
energy and momentum are conserved. In dimension 2,
this collision is described by a well-known law of
geometrical optics: the angle of incidence equals the
angle of reflection. Thus, the theory of billiards has
much in common with geometrical optics. If the billiard
ball hits a corner, its further motion is not defined.

The billiard reflection law satisfies a variational
principle. Let A and B be fixed points in the billiard

table and let AXB be a billiard trajectory from A to
B with reflection at a boundary point X. Then, the
position of a variable point X extremizes the length
AXB. This is the Fermat principle of geometrical
optics.

In this article, we discuss billiards in bounded
convex domains with smooth boundary, also called
Birkhoff billiards. A related article treats billiards in
polygons (see Polygonal Billiards).

The billiard flow is defined as a continuous-time
dynamical system. The time-t billiard transformation
acts on unit tangent vectors to M which constitute the
phase space of the billiard flow, and the manifold M is
its configuration space. Thus, the billiard flow is the
geodesic flow on a manifold with boundary.

It is useful to reduce the dimensions by one and to
replace continuous time by discrete one, that is, to
replace the billiard flow by a mapping, called the
billiard ball map and denoted by T. The phase space
of the billiard ball map consists of unit tangent
vectors (x, v) with the foot point x on the boundary
of M and the inward direction v. A vector (x, v)
moves along the geodesic through x in the direction
of v to the next point of its intersection x1 with the
boundary @M, and then v reflects in @M to the new
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inward vector v1. Then, one has: T(x, v) = (x1, v1).
For a convex M, the map T is continuous. If M is
n-dimensional, then the dimension of the phase
space of the billiard ball map is 2n� 2.

Equivalently, and more in the spirit of geometrical
optics, one considers L, the space of oriented
geodesics (rays of light) that intersect the billiard
table. This space of lines is in one-to-one correspon-
dence with the phase space of the billiard ball map:
to an inward unit vector (x, v) there corresponds the
oriented line through x in the direction v (Figure 1).

The space of rays L carries a canonical symplec-
tic structure, that is, a closed nondegenerate
differential 2-form. In the Euclidean case, this
symplectic structure ! is defined as follows. Given
an oriented line ‘ in Rn, let q be the unit vector
along ‘ and p be the vector obtained by dropping
the perpendicular from the origin to ‘. Then,
!= dp ^ dq =

P
dpi ^ dqi. This construction identi-

fies L with the cotangent bundle of the unit sphere:
q is a unit vector and p is a (co)tangent vector at q,
and ! identifies with the canonical symplectic
structure of T �Sn�1. In the general case of a
Riemannian manifold M, the symplectic structure
on the space of oriented geodesics is obtained from
that on T �M by symplectic reduction.

One has an important result: the billiard ball map
preserves the symplectic structure T�(!) =!. As a
consequence, T is also measure preserving. In the
planar case, one has the following explicit formula
for this measure. Let t be an arc length parameter
along the boundary of the billiard table and let
� 2 [0, �] be the angle made by the unit vector with
this boundary. Then, (�, t) are coordinates in the
phase space, identified with the cylinder, and the
invariant measure is sin� d� dt.

As a consequence, the total area of the phase
space equals 2L where L is the perimeter length of
the boundary of the billiard table, and the mean free
path equals �A=L, where A is the area of the billiard
table. In the general n-dimensional case, the mean
free path equals

volðSn�1Þ
volðBn�1Þ

volðMÞ
volð@MÞ

where Sn�1 and Bn�1 are the unit sphere and the unit
disk in Euclidean spaces.

Existence and Nonexistence of Caustics

Given a plane billiard table, a caustic is a curve
inside the table such that if a segment of a billiard
trajectory is tangent to this curve then so is each
reflected segment. Caustics correspond to invariant
circles of the billiard ball map (i.e., invariant curves
that go around the phase cylinder): such an invariant
circle is a one-parameter family of oriented lines,
and the respective caustic is their envelop. An
envelop may have cusp-like singularities but if the
boundary of the billiard table is a smooth curve with
positive curvature then a caustic, sufficiently close to
the boundary, is smooth and convex.

One can recover the table from a caustic by the
following string construction. Let � be a caustic.
Wrap a closed nonstretchable string around �, pull it
tight at a point and move this point around � to
obtain a new curve �. Then, � is a caustic for the
billiard inside �. Note that this construction has one
parameter, the length of the string.

The following useful ‘‘mirror equation’’ relates
various quantities depicted in Figure 2:

1

a
þ 1

b
¼ 2k

sin�

where k is the curvature of the boundary at the
impact point.

Do caustics exist for every convex billiard table?
This is important to know, in particular, because the
existence of a caustic implies that the billiard ball
map is not ergodic. The answer is given by a
theorem of Lazutkin: if the boundary of the billiard
table is sufficiently smooth and its curvature never
vanishes, then there exists a collection of smooth
caustics in the vicinity of the billiard curve whose
union has a positive area. Originally this theorem
asked for 553 continuous derivatives; later this was
reduced to six. This result uses the techniques of the
KAM (Kolmogorov–Arnol’d–Moser) theory. The

ββ

α

α

Figure 1 Billiard ball map.

k

α
a

α
b

Γ

γ

Figure 2 String construction and mirror equation.
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crucial fact is that, in appropriate coordinates, the
billiard ball map is approximated, near the bound-
ary of the phase cylinder, by the integrable map
(x, y) 7! (xþ y, y).

On the other hand, by a theorem of Mather, if the
curvature of a convex smooth billiard curve vanishes
at some point, then this billiard ball map has no
invariant circles. This result belongs to the well-
developed theory of area-preserving twist maps of
the cylinder, of which the billiard ball map is an
example.

Integrable Billiards

Let a plane billiard table be an ellipse with foci F1

and F2. It is known since antiquity that a billiard
ball shot from F1 reflects to F2. A generalization of
this optical property of the ellipse is the following
theorem: a billiard trajectory inside an ellipse
forever remains tangent to a fixed confocal conic.
More precisely, if a segment of a billiard trajectory
does not intersect the segment F1F2, then all the
segments of this trajectory do not intersect F1F2 and
are all tangent to the same ellipse with foci F1 and F2;
and if a segment of a trajectory intersects F1F2,
then all the segments of this trajectory intersect F1F2

and are all tangent to the same hyperbola with foci
F1 and F2.

It follows that confocal ellipses are the caustics of
the billiard inside an ellipse. In particular, a
neighborhood of the boundary of such a billiard
table is foliated by caustics. A long-standing
conjecture, attributed to Birkhoff, asserts that if a
neighborhood of a strictly convex smooth boundary
of a billiard table is foliated by caustics, then this
table is an ellipse. This conjecture remains open. The
best result in this direction is a theorem of Bialy: if
almost every phase point of the billiard ball map in a
strictly convex billiard table belongs to an invariant
circle, then the billiard table is a disk.

The multidimensional analogs of the optical
properties of an ellipse are as follows. Consider an
ellipsoid M in Rn given by the equation

x2
1

a2
1

þ x2
2

a2
2

þ � � � þ x2
n

a2
n

¼1 ½1�

and define the confocal family of quadrics M� by the
equation

x2
1

a2
1 þ �

þ x2
2

a2
2 þ �

þ � � � þ x2
n

a2
n þ �

¼ 1

where � is a real parameter. The topological type of
M� changes as � passes the values �a2

i .

One has the following theorem: a billiard
trajectory inside M remains tangent to fixed
(n� 1) confocal quadrics. A similar and closely
related result holds for the geodesic curves on M:
the tangent lines to a fixed geodesic on M are
tangent to (n� 2) other fixed quadrics, confocal
with M. For a triaxial ellipsoid, this theorem goes
back to Jacobi.

Explicit formulas for the integrals of the billiard
in an n-dimensional ellipsoid [1] are as follows. Let
(x, v) be a phase point, a unit inward tangent vector
whose foot point x lies on the boundary. The
following functions are invariant under the billiard
ball map:

Fiðx; vÞ ¼ v 2
i þ

X
j 6¼i

ðvixj � vjxiÞ2

a2
j � a2

i

; i ¼ 1; . . . ; n

these functions are not independent: F1 þ � � � þ Fn = 1.
In fact, the integrals Fi Poisson-commute (with

respect to the Poisson bracket associated with the
symplectic structure in the phase space of the
billiard ball map that was described above). Accord-
ing to the Arnol’d–Liouville theorem, this complete
integrability of the billiard inside an ellipsoid implies
that the phase space is foliated by invariant tori and,
in appropriate coordinates, the map on each torus is
a parallel translation.

Similar results on complete integrability hold
for billiards inside quadrics in spaces of constant
positive or negative curvature. The former is
the intersection of a quadratic cone with the
unit sphere, and the latter with the unit
pseudosphere.

Periodic Orbits

Periodic billiard trajectories inside a planar billiard
table correspond to inscribed polygons of extremal
perimeter length. When counting periodic trajec-
tories, one does not distinguish between polygons
obtained from each other by cyclic permutation or
reversing the order of the vertices. In other words,
one counts the orbits of the dihedral group Dn

acting on n-periodic billiard polygons.
An additional topological characteristic of a

periodic billiard trajectory is the rotation number
defined as follows. Assume that the boundary � of a
billiard table is parametrized by the unit circle and
consider a polygon (x1, x2, . . . , xn) inscribed in �.
For all i, one has xiþ1 = xi þ ti with ti 2 (0, 1). Since
the polygon is closed, t1 þ � � � þ tn 2 Z. This integer,
that takes values from 1 to n� 1, is called the
rotation number of the polygon and denoted by �.
Changing the orientation of a polygon replaces the
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rotation number � by n� �. The leftmost 5-periodic
trajectory in Figure 3 has �= 1 and the other three
�= 2.

The following theorem is due to Birkhoff: for
every n � 2 and � � b(n� 1)=2c, coprime with n,
there exist two geometrically distinct n-periodic
billiard trajectories with the rotation number �. For
example, there are at least two 2-periodic billiard
trajectories inside every smooth oval: one is the
diameter, the longest chord, and another one is of
minimax type, similar to the minor axis of an
ellipse.

In higher dimensions, lower bounds on the
number of periodic billiard trajectories inside strictly
convex domains with smooth boundaries were
obtained only recently by Farber and the present
author. Here is one of the results: for a generic
billiard table in Rm, the number of n-periodic
trajectories is not less than (n� 1)(m� 1). The
proof consists in using the Morse theory to estimate
below the number of critical points of the perimeter
length function on the space of inscribed n-gons and
its quotient space by the dihedral group Dn, and the
main difficulty is in describing the topology of these
spaces.

Returning to convex smooth planar billiards, the
following conjecture remains open for a long time:
the set of n-periodic points of the billiard ball map
has zero measure. This is easy for n = 2; for n = 3
this is a theorem by M Rychlik. The motivation for
this question comes from spectral geometry. In
particular, according to a theorem of Ivrii, the
above conjecture implies the Weyl conjecture on
the second term for the spectral asymptotics of the
Laplacian in a bounded domain with the Dirichlet
or Neumann boundary conditions.

Length Spectrum

The set of lengths of the closed trajectories in a
convex billiard M is called the length spectrum of M.
There is a remarkable relation between the length
spectrum and the spectrum of the Laplace operator
in M with the Dirichlet boundary condition:

�f =�f , f j@M = 0. From the physical point of view,
the eigenvalues � are the eigenfrequencies of the
membrane M with a fixed boundary. Roughly
speaking, one can recover the length spectrum from
that of the Laplacian. More precisely, the following
theorem of K Anderson and R Melrose holds:X

�i2spec �

cos t
ffiffiffiffiffiffiffiffi
��i

p� �
is a well-defined generalized function (distribution)
of t, smooth away from the length spectrum. That is,
if l > 0 belongs to the singular support of this
distribution, then there exists either a closed billiard
trajectory of length l, or a closed geodesic of length l
in the boundary of the billiard table.

This relation between the Laplacian and the
length spectrum is due to the fact that geometric
optics is not a very accurate description of light. In
wave optics, light is considered as electromagnetic
waves, and geometric optics gives a realistic approx-
imation only when the wave length is small. This
small-wave approximation is based on the assump-
tion that the waves are locally almost harmonic,
while their amplitudes change slowly from point to
point. The substitution of such a function into the
corresponding PDEs gives, in the first approxima-
tion, the equations of wave fronts, that is, of
geometric optics.

Here is another spectral result concerning a
smooth strictly convex plane domain, due to
S Marvizi and R Melrose. Let Ln be the supremum
and ln the infimum of the perimeters of simple
billiard n-gons. Then,

lim
n!1

nkðLn � lnÞ ¼ 0

for any positive k. Furthermore, Ln has an asymp-
totic expansion, as n!1,

Ln 	 l þ
X1
i¼1

ci

n2i

where l is the length of the boundary of billiard table
and ci are constants, depending on the curvature of
the boundary.
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Figure 3 Rotation numbers of periodic trajectories.
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Panoramas et Syntheses, No 1.

Tabachnikov S (2005) Geometry and Billiards. American Mathe-

matic Society (to appear).

Black Hole Mechanics
A Ashtekar, Pennsylvania State University,
University Park, PA, USA

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Over the last 30 years, black holes have been
shown to have a number of surprising properties.
These discoveries have revealed unforeseen relations
between the otherwise distinct areas of general
relativity, quantum physics, and statistical
mechanics. This interplay, in turn, led to a number
of deep puzzles at the very foundations of physics.
Some have been resolved while others continue to
baffle physicists. The starting point of these
fascinating developments was the discovery of
laws of black hole mechanics by Bardeen,
Bekenstein, Carter, and Hawking. They dictate the
behavior of black holes in equilibrium, under small
perturbations away from equilibrium, and in fully
dynamical situations. While they are consequences
of classical general relativity alone, they have a
close similarity with the laws of thermodynamics.
The origin of this seemingly strange coincidence lies
in quantum physics. For further discussion,
see Asymptotic Structure and Conformal Infinity;
Loop Quantum Gravity; Quantum Geometry and
Its Applications; Quantum Field Theory in Curved
Spacetime; Stationary Black Holes.

The focus of this article is just on black hole
mechanics. The discussion is divided into three parts.
In the first, we will introduce the notions of event
horizons and black hole regions and discuss properties

of globally stationary black holes. In the second, we
will consider black holes which are themselves in
equilibrium but in surroundings which may be time
dependent. Finally, in the third part, we summarize
what is known in the fully dynamical situations. For
simplicity, all manifolds and fields are assumed to be
smooth and, unless otherwise stated, spacetime is
assumed to be four dimensional, with a metric of
signature �, þ , þ , þ , and the cosmological con-
stant is assumed to be zero. An arrow under a
spacetime index denotes the pullback of that index to
the horizon.

Global Equilibrium

To capture the intuitive notion that black hole is a
region from which signals cannot escape to the
asymptotic part of spacetime, one needs a precise
definition of future infinity. The standard strategy is to
use Penrose’s conformal boundary Jþ. A black hole
region B of a spacetime (M, gab) is defined as B = Mn
I�(Jþ), where I� denotes ‘‘chronological past.’’ The
boundary @B of the black hole region is called the
‘‘event horizon’’ and denoted by E. Thus, E is the
boundary of the past of Jþ. It therefore follows that E is
a null 3-surface, ruled by future inextendible null
geodesics without caustics. If the spacetime is globally
hyperbolic, an ‘‘instant of time’’ is represented by a
Cauchy surface M. The intersection of B with M may
have several disjoint components, each representing a
black hole at that instant of time. If M0 is a Cauchy
surface to the future of M, the number of disjoint
components of M0 [ B in the causal future of M [ B
must be less than or equal to those of M [ B
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(see Hawking and Ellis (1973)). Thus, black holes can
merge but can not bifurcate. (By a time reversal, i.e., by
replacing Jþ with J� and I� with Iþ, one can define a
white hole regionW. However, here we will focus only
on black holes.)

A spacetime (M, gab) is said to be stationary (i.e., time
independent) if gab admits a Killing field t a that
represents an asymptotic time translation. By conven-
tion, t a is assumed to be unit at infinity. (M, gab) is said
to be axisymmetric if gab admits a Killing field �a

generating an SO(2) isometry. By convention �a is
normalized such that the affine length of its integral
curves is 2�. Stationary spacetimes with nontrivial Mn
I�(Jþ) represent black holes which are in global
equilibrium. In the Einstein–Maxwell theory in four
dimensions, there exists a unique three-parameter
family of stationary black hole solutions, generally
parametrized by mass m, angular momentum J, and
electric charge Q. This is the celebrated Kerr–Newman
family. Therefore, in general relativity a great deal of
work on black holes has focused on these solutions and
perturbations thereof. The Kerr–Newman family is
axisymmetric and furthermore, its metric has the
property that the 2-flats spanned by the Killing fields
t a and �a are orthogonal to a family of 2-surfaces. This
property is called ‘‘t–� orthogonality.’’ These features of
Kerr–Newman space-times are widely used in black
hole physics. Note however that uniqueness fails in
higher dimensions, and also in the presence of
nonabelian gauge fields or rings of perfect fluids around
black holes in four dimensions. In mathematical
physics, there is significant literature on the new
stationary black hole solutions in Einstein–Yang–
Mills–Higgs theories. These are called ‘‘hairy black
holes.’’ Research on stationary black hole solutions with
rings received a boost by a recent discovery that these
black holes can violate the Kerr inequality J � Gm2

between angular momentum J and mass m.
A null 3-manifold K in M is said to be a ‘‘Killing

horizon’’ if gab admits a Killing field Ka which is
everywhere normal to K. On a Killing horizon, one
can show that the acceleration of Ka is proportional
to Ka itself:

KaraK
b ¼ �Kb ½1�

The proportionality function � is called ‘‘surface
gravity.’’ We will show in the next section that if a
mild energy condition holds on K, then � must be
constant. Note that if we rescale Ka via Ka! cKa,
where c is a constant, surface gravity also rescales as
�! c�.

In the Kerr–Newman family, the event horizon is
a Killing horizon. More generally, if an axisym-
metric, stationary black hole spacetime (M, gab)

satisfies the t–� orthogonality property, its event
horizon E is a Killing horizon. (Although one can
envisage stationary black holes in which these
additional symmetry conditions are not met, this
possibility has been ignored in black hole mechanics
on stationary spacetimes. Quasilocal horizons, dis-
cussed below, do not require any spacetime symme-
tries.) In these cases, the normalization freedom in
Ka is fixed by requiring that Ka have the form

Ka ¼ ta þ ��a ½2�

on the horizon, where � is a constant, called the
‘‘angular velocity of the horizon.’’ The resulting � is
called the surface gravity of the black hole. It is
remarkable that � is constant for all such black
holes, even when their horizon is highly distorted
(i.e., far from being spherically symmetric) either
due to rotation or due to external matter fields. This
is analogous to the fact that the temperature of a
thermodynamical system in equilibrium is constant,
independently of the details of the system. In
analogy with thermodynamics, constancy of � is
referred to as the ‘‘zeroth law of black hole
mechanics.’’

Next, let us consider an infinitesimal perturbation
� within the three-parameter Kerr–Newman family.
A simple calculation shows that the changes in the
Arnowitt–Deser–Misner (ADM) mass m, angular
momentum J, and the total charge Q of the
spacetime and in the area a of the horizon are
constrained via

�m ¼ �

8�G
�aþ � � J þ ��Q ½3�

where the coefficients �, �, � are black hole para-
meters, � = AaKa being the electrostatic potential at
the horizon. The last two terms, ��J and ��Q, have
the interpretation of ‘‘work’’ required to spin the
black hole up by an amount �J or to increase its
charge by �Q. Therefore, [3] has a striking resem-
blance to the first law, �E = T�Sþ �W, of thermo-
dynamics if (as the zeroth law suggests) � is made
proportional to the temperature T, and the horizon
area a to the entropy S. Therefore, [3] and its
generalizations discussed below are referred to as
the ‘‘first law of black hole mechanics.’’

In Kerr–Newman spacetimes, the only contribu-
tion to the stress–energy tensor comes from the
Maxwell field. Bardeen et al. (1973) consider
stationary black holes with matter such as perfect
fluids in the exterior region and stationary perturba-
tions � thereof. Using Einstein’s equations, they
show that the form [3] of the first law does not
change; the only modification is addition of certain
matter terms on the right-hand side which can be
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interpreted as the work �W done on the total
system. A generalization in another direction was
made by Iyer and Wald (1994) using Noether
currents. They allow nonstationary perturbations
and, more importantly, drop the restriction to
general relativity. Instead, they consider a wide
class of diffeomorphism-invariant Lagrangian
densities L(gab, Rabcd,raRbcde, . . . , �..

..,ra�..
.., . . . )

which depend on the metric gab, matter fields �..
..,

and a finite number of derivatives of the Riemann
tensor and matter fields. Finally, they restrict
themselves to � 6¼ 0. In this case, on the maximal
analytic extension of the spacetime, the Killing field
Ka vanishes on a 2-sphere So called the bifurcate
horizon. Then, [3] is generalized to

�m ¼ �

2�
�Shor þ �W ½4�

Here �W again represents ‘‘work terms’’ and Shor is
given by

Shor ¼ �2�

I
So

�L

�Rabcd
nabncd ½5�

where nab is the binormal to So (with nabnab =�2),
and the functional derivative inside the integral is
evaluated by formally viewing the Riemann tensor
as a field independent of the metric. For the
Einstein–Hilbert action, this yields Shor = a=4G and
one recovers [3].

These results are striking. However, the under-
lying assumptions have certain unsatisfactory
aspects. First, although the laws are meant to refer
just to black holes, one assumes that the entire
spacetime is stationary. In thermodynamics, by
contrast, one only assumes that the system under
consideration is in equilibrium, not the whole
universe. Second, in the first law, quantities a, �, �
are evaluated at the horizon while M, J are
evaluated at infinity and include contributions from
possible matter fields outside the black hole. A more
satisfactory law of black hole mechanics would
involve attributes of the black hole alone. Finally,
the notion of the event horizon is extremely global
and teleological since it explicitly refers to Jþ. An
event horizon may well be developing in the very
room you are sitting today in anticipation of a
gravitational collapse in the center of our galaxy
which may occur a billion years hence. This feature
makes it impossible to generalize the first law to
fully dynamical situations and relate the change in
the event horizon area to the flux of energy and
angular momentum falling across it. Indeed, one can
construct explicit examples of dynamical black holes
in which an event horizon E forms and grows in the
flat part of a spacetime where nothing happens

physically. These considerations call for a replace-
ment of E by a quasilocal horizon which leads to a
first law involving only horizon attributes, and
which can grow only in response to the influx of
energy. Such horizons are discussed in the next two
sections.

Local Equilibrium

The key idea here is drop the requirement that
spacetime should admit a stationary Killing field and
ask only that the intrinsic horizon geometry be time
independent. Consider a null 3-surface � in a
spacetime (M, gab) with a future-pointing normal
field ‘a. The pullback qab := gab 

of the spacetime
metric to � is the intrinsic, degenerate ‘‘metric’’ of �
with signature 0, þ , þ . The first condition is that it
be ‘‘time independent,’’ that is, L‘qab = 0 on �.
Then by restriction, the spacetime derivative opera-
tor r induces a natural derivative operator D on �.
While D is compatible with qab, that is, Daqbc = 0, it
is not uniquely determined by this property because
qab is degenerate. Thus, D has extra information,
not contained in qab. The pair (qab, D) is said to
determine the intrinsic geometry of the null surface
�. This notion leads to a natural definition of a
horizon in local equilibrium. Let � be a null, three-
dimensional submanifold of (M, gab) with topology
S� R, where S is compact and without boundary.

Definition 1 � is said to be ‘‘isolated horizon’’ if it
admits a null normal ‘a such that:

(i) L‘ qab = 0 and [L‘, D] = 0 on � and
(ii) �Ta

b‘
b is a future pointing causal vector on �.

On can show that, generically, this null normal field
‘a is unique up to rescalings by positive constants.

Both conditions are local to �. In particular, (M, gab)
is not required to be asymptotically flat and there is no
longer any teleological feature. Since � is null and
L‘qab = 0, the area of any of its cross sections is the
same, denoted by a�. As one would expect, one can
show that there is no flux of gravitational radiation or
matter across �. This captures the idea that the black
hole itself is in equilibrium. Condition (ii) is a rather
weak ‘‘energy condition’’ which is satisfied by all
matter fields normally considered in classical general
relativity. The nontrivial condition is (i). It extracts
from the notion of a Killing horizon just a ‘‘tiny part’’
that refers only to the intrinsic geometry of �. As a
result, every Killing horizon K is, in particular, an
isolated horizon. However, a spacetime with an
isolated horizon � can admit gravitational radiation
and dynamical matter fields away from �. In fact, as a
family of Robinson–Trautman spacetimes illustrates,
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gravitational radiation could even be present arbitra-
rily close to �. Because of these possibilities, there are
many nontrivial examples and the transition from
event horizons of stationary spacetimes to isolated
horizons represents a significant generalization of
black hole mechanics. (In fact, the derivation of the
zeroth and the first law requires slightly weaker
assumptions, encoded in the notion of a ‘‘weakly
isolated horizon’’ (Ashtekar et al. 2000, 2001).)

An immediate consequence of the requirement
L‘qab = 0 is that there exists a 1-form !a on � such
that Da‘

b =!a‘
b. Following the definition of � on a

Killing horizon, the surface gravity �(‘) of (�, ‘) is
defined as �(‘) =!a‘

a. Again, under ‘a! c‘a, we have
�(c‘) = c�‘. Together with Einstein’s equations, the
two conditions of Definition 1 imply L‘!a = 0 and
‘aD[a!b] = 0. The Cartan identity relating the Lie
and exterior derivative now yields

Dað!b‘
bÞ � Da�ð‘Þ ¼ 0 ½6�

Thus, surface gravity is constant on every isolated
horizon. This is the zeroth law, extended to horizons
representing local equilibrium. In the presence of an
electromagnetic field, Definition 1 and the field
equations imply L‘ Fab 

= 0 and ‘aFab 
= 0. The first of

these equations implies that one can always choose a
gauge in which L‘Aa 

= 0. By Cartan identity it then
follows that the electrostatic potential �(‘):= Aa‘

a is
constant on the horizon. This is the Maxwell analog
of the zeroth law.

In this setting, the first law is derived using a
Hamiltonian framework (Ashtekar et al. 2000,
2001). For concreteness, let us assume that we are
in the asymptotically flat situation and the only
gauge field present is electromagnetic. One begins by
restricting oneself to horizon geometries such that �
admits a rotational vector field ’a satisfying
L’qab = 0. (In fact for black hole mechanics, it
suffices to assume only that L’�ab = 0, where �ab is
the intrinsic area 2-form on �. The same is true on
dynamical horizons discussed in the next section.)
One then constructs a phase space G of gravitational
and matter fields such that (1) M admits an internal
boundary � which is an isolated horizon; and (2) all
fields satisfy asymptotically flat boundary conditions
at infinity. Note that the horizon geometry is
allowed to vary from one phase-space point to
another; the pair (qab, D) induced on � by the
spacetime metric only has to satisfy Definition 1 and
the condition L’qab = 0.

Let us begin with angular momentum. Fix a
vector field �a on M which coincides with the fixed
’a on � and is an asymptotic rotational symmetry
at infinity. (Note that �a is not restricted in any way
in the bulk.) Lie derivatives of gravitational and
matter fields along �a define a vector field X(�) on
G. One shows that it is an infinitesimal canonical
transformation, that is, satisfies LX(�)W = 0, where W
is the symplectic structure on G. The Hamiltonian
H(�) generating this canonical transformation is
given by

Hð�Þ ¼ J
ð�Þ
� � Jð�Þ1

J
ð�Þ
� ¼ � 1

8�G

I
S

ð!a�
aÞ�� 1

4�

I
S

ðAa�
aÞ?F

½7�

where J(�)
1 is the ADM angular momentum at

infinity, S is any cross section of �, and � the area
element thereon. The term J(�)

� is independent of the
choice of S made in its evaluation and interpreted as
the ‘‘horizon angular momentum.’’ It has numerous
properties that support this interpretation. In parti-
cular, it yields the standard angular momentum
expression in Kerr–Newman spacetimes.

To define horizon energy, one has to introduce a
‘‘time-translation’’ vector field ta. At infinity, ta must
tend to a unit time translation. On �, it must be a
symmetry of qab. Since ‘a and ’a are both horizon
symmetries, ta = c‘a þ �’a on �, for some constants
c and �. However, unlike �a, the restriction of ta to
� cannot be fixed once and for all but must be
allowed to vary from one phase-space point to
another. In particular, on physical grounds, one
expects � to be zero at a phase-space point
representing a nonrotating black hole but nonzero
at a point representing a rotating black hole. This
freedom in the boundary value of ta introduces a
qualitatively new element. The vector field X(t) on G
defined by the Lie derivatives of gravitational and
matter fields does not, in general, satisfy LX(t) W = 0;
it need not be an infinitesimal canonical transforma-
tion. The necessary and sufficient condition is that
(�(c‘)=8�G)�a� þ ��J� þ �(c‘)�Q� be an exact var-
iation. That is, X(t) generates a Hamiltonian flow if
and only if there exists a function E(t)

� on G such that

�E
ðtÞ
� ¼

�ðc‘Þ
8�G

�a� þ ��J� þ �ðc‘Þ�Q� ½8�

This is precisely the first law. Thus, the framework
provides a deeper insight into the origin of the first
law: it is the necessary and sufficient condition for
the evolution generated by ta to be Hamiltonian.
Equation [8] is a genuine restriction on the choice of
phase-space functions c and �, that is, of restrictions
to � of evolution fields ta. It is easy to verify that M
admits many such vector fields. Given one, the
Hamiltonian H(t) generating the time evolution
along ta takes the form

HðtÞ ¼ EðtÞ1 � E
ðtÞ
� ½9�
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re-enforcing the interpretation of E(t)
� as the horizon

energy.
In general, there is a multitude of first laws, one for

each vector field ta, the evolution along which preserves
the symplectic structure. In the Einstein–Maxwell
theory, given any phase-space point, one can choose a
canonical boundary value ta

o exploiting the uniqueness
theorem. E(to)

� is then called the horizon mass and
denoted simply by m�. In the Kerr–Newman family,
H(to) vanishes and m� coincides with the ADM mass
m1. Similarly, if �a is chosen to be a global rotational
Killing field, J(�)

� equals J(�)
1 . However, in more general

spacetimes where there is matter field or gravitational
radiation outside �, these equalities do not hold; m�

and J� represent quantities associated with the
horizon alone while the ADM quantities represent
the total mass and angular momentum in the space-
time, including contributions from matter fields and
gravitational radiation in the exterior region. In the
first law [8], only the contributions associated with
the horizon appear.

When the uniqueness theorem fails, as, for
example, in the Einstein–Yang–Mills–Higgs theory,
first laws continue to hold but the horizon mass m�

becomes ambiguous. Interestingly, these ambiguities
can be exploited to relate properties of hairy black
holes with those of the corresponding solitons. (For
a summary, see Ashtekar and Krishnan (2004).)
Dynamical Situations

A natural question now is whether there is an analog of
the second law of thermodynamics. Using event
horizons, Hawking showed that the answer is in the
affirmative (see Hawking and Ellis (1973)). Let (M, gab)
admit an event horizon E. Denote by ‘a a geodesic null
normal to E. Its expansion is defined as �(‘) := qabra‘b,
where qab is any inverse of the degenerate intrinsic
metric qab on E, and determines the rate of change of the
area element ofE along ‘a. Assuming that the null energy
condition and Einstein’s equations hold, the Raychaud-
huri equation immediately implies that if �(‘) were to
become negative somewhere it would become infinite
within a finite affine parameter. Hawking showed that,
if there is a globally hyperbolic region containing
I�(Jþ) [ E – that is, if there are no naked singularities
– this can not happen, whence �(‘) � 0 on E. Hence, if a
cross section S2 of E is to the future of a cross section S1,
we must have aS2

� aS1
. Thus, in any (i.e., not

necessarily infinitesimal) dynamical process, the change
�a in the horizon area is always non-negative. This
result is known as the ‘‘second law of black hole
mechanics.’’ As in the first law, the analog of entropy is
the horizon area.
It is tempting to ask if there is a local physical
process directly responsible for the growth of area.
For event horizons, the answer is in the negative
since they can grow in a flat portion of spacetime.
However, one can introduce quasilocal horizons
also in the dynamical situations and obtain the
desired result (Ashtekar and Krishnan 2003). These
constructions are strongly motivated by earlier ideas
introduced by Hayward (1994).

Definition 2 A three-dimensional spacelike sub-
manifold H of (M, gab) is said to be a ‘‘dynamical
horizon’’ if it admits a foliation by compact
2-manifolds S (without boundary) such that:

(i) the expansion �(‘) of one (future directed) null
normal field ‘a to S vanishes and the expansion
of the other (future directed) null normal field,
na is negative; and

(ii)�Ta
b‘

b is a future pointing causal vector on H.

One can show that this foliation of H is unique and
that S is either a 2-sphere or, under degenerate and
physically over-restrictive conditions, a 2-torus. Each
leaf S is a marginally trapped surface and referred to as a
‘‘cut’’ ofH. Unlike event horizonsE, dynamical horizons
H are locally defined and do not display any teleological
feature. In particular, they cannot lie in a flat portion of
spacetime. Dynamical horizons commonly arise in
numerical simulations of evolving black holes as world
tubes of apparent horizons. As the black hole settles
down, H asymptotes to an isolated horizon �, which
tightly hugs the asymptotic future portion of the event
horizon. However, during the dynamical phase, H
typically lies well inside E.

The two conditions in Definition 2 immediately
imply that the area of cuts of H increases mono-
tonically along the ‘‘outward direction’’ defined by
the projection of ‘a on H. Furthermore, this change
turns out to be directly related to the flux of energy
falling across H. Let R denote the ‘‘radius function’’
on H so that the area of any cut S is given by
aS = 4�R2. Let N denote the norm of @aR and �H,
the portion of H bounded by two cross sections S1

and S2. The appropriate energy turns out to be
associated with the vector field N‘a, where ‘a is
normalized such that its projection on H is the unit
normal r̂ a to the cuts S. In the generic and
physically interesting case when S is a 2-sphere, the
Gauss and the Codazzi (i.e., constraint) equations
imply

1

2G
ðR2�R1Þ ¼

Z
�H

TabN‘a�̂b d3V þ 1

16�G

�
Z

�H
N 	ab	

abþ 2
a

a

� �
d3V ½10�
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Here �̂ a is the unit normal to H, 	 ab the shear of ‘a

(i.e., the tracefree part of qamqbmrm‘n), and 
a =
qabr̂crc‘b, where qab is the projector onto the
tangent space of the cuts S. The first integral on
the right-hand side can be directly interpreted as the
flux across �H of matter–energy (relative to the
vector field N‘a). The second term is purely
geometric and is interpreted as the flux of energy
carried by gravitational waves across �H. It has
several properties which support this interpretation.
Thus, not only does the second law of black hole
mechanics hold for a dynamical horizon H, but the
‘‘cause’’ of the increase in the area can be directly
traced to physical processes happening near H.

Another natural question is whether the first law
[8] can be generalized to fully dynamical situations,
where � is replaced by a finite transition. Again, the
answer is in the affirmative. We will outline the idea
for the case when there are no gauge fields on H. As
with isolated horizons, to have a well-defined notion
of angular momentum, let us suppose that the
intrinsic 3-metric on H admits a rotational Killing
field ’. Then, the angular momentum associated
with any cut S is given by

J
ð’Þ
S ¼ � 1

8�G

I
S

Kab’
ar̂b d2V � 1

8�G

I
S

jð’Þ d2V ½11�

where Kab is the extrinsic curvature ofH in (M,gab) and
j(’) is interpreted as ‘‘the angular momentum density.’’
Now, in the Kerr family, the mass, surface gravity, and
the angular velocity can be unambiguously expressed as
well-defined functions �m(a, J), ��(a, J), and ��(a, J) of the
horizon area a and angular momentum J. The idea is to
use these expressions to associate mass, surface gravity,
and angular velocity with each cut of H. Then, a
surprising result is that the difference between the
horizon masses associated with cuts S1 and S2 can be
expressed as the integral of a locally defined flux across
the portion �H ofH bounded byH1 andH2:

�m2 � �m1 ¼
1

8�G

Z
�H

�� daþ 1

8�G

�I
S2

��j’ d2V

�
I

S1

��j’ d2V �
Z ��2

��1

d��

I
S

j’ d2V

�
½12�

If the cuts S2 and S1 are only infinitesimally separated,
this expression reduces precisely to the standard first
law involving infinitesimal variations. Therefore, [12] is
an integral generalization of the first law.

Let us conclude with a general perspective. On the
whole, in the passage from event horizons in
stationary spacetimes to isolated horizons and then
to dynamical horizons, one considers increasingly
more realistic situations. In all the three cases, the
analysis has been extended to allow the presence of
a cosmological constant �. (The only significant
change is that the topology of cuts S of dynamical
horizons is restricted to be S2 if � > 0 and is
completely unrestricted if � < 0.) In the first two
frameworks, results have also been extended to higher
dimensions. Since the notions of isolated and dynami-
cal horizons make no reference to infinity, these
frameworks can be used also in spatially compact
spacetimes. The notion of an event horizon, by
contrast, does not naturally extend to these space-
times. On the other hand, the generalization [4] of the
first law [3] is applicable to event horizons of
stationary spacetimes in a wide class of theories while
so far the isolated and dynamical horizon frameworks
are tied to general relativity (coupled to matter
satisfying rather weak energy conditions). From a
mathematical physics perspective, extension to more
general theories is an important open problem.

See also: Asymptotic Structure and Conformal Infinity;
Branes and Black Hole Statistical Mechanics; Dirac
Fields in Gravitation and Nonabelian Gauge Theory;
Geometric Flows and the Penrose Inequality; Loop
Quantum Gravity; Minimal Submanifolds; Quantum Field
Theory in Curved Spacetime; Quantum Geometry and its
Applications; Random Algebraic Geometry, Attractors
and Flux Vacua; Shock Wave Refinement of the
Friedman–Robertson–Walker Metric; Stationary Black
Holes.
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Introduction

Ludwig Boltzmann (1872) established an evolution
equation to describe the behavior of a rarefied gas,
starting from the mathematical model of elastic balls
and using mechanical and statistical considerations.
The importance of this equation is twofold. First, it
provides a reduced description (as well as the
hydrodynamical equations) of the microscopic
world. Second, it is also an important tool for the
applications, especially for dilute fluids when the
hydrodynamical equations fail to hold.

The starting point of the Boltzmann analysis is to
abandon the study of the gas in terms of the detailed
motion of molecules which constitute it because of
their large number. Instead, it is better to investigate
a function f (x, v), which is the probability density of
a given particle, where x and v denote its position
and velocity. Actually, f (x, v)dx dv is often confused
with the fraction of molecules falling in the cell of
the phase space of size dx dv around x, v. The two
concepts are not exactly the same, but they are
asymptotically equivalent (when the number of
particles is diverging) if a law of large numbers holds.

The Boltzmann equation is the following:

ð@t þ v � rxÞf ¼ Qðf ; f Þ ½1�

where Q, the collision operator, is defined by eqn [2]:

Qðf ; f Þ ¼
Z

R3
dv1

Z
S2
þ

dnðv� v1Þ � n

� ½ f ðx; v0Þf ðx; v01Þ � f ðx; vÞf ðx; v1Þ� ½2�

and

v0 ¼ v� n½n � ðv� v1Þ�
v01 ¼ v1 þ n½n � ðv� v1Þ�

½3�

Moreover, n (the impact parameter) is a unitary
vector and S2

þ= {njn � (v� v1) � 0}.
Note that v0, v01 are the outgoing velocities after a

collision of two elastic balls with incoming velocities
v and v1 and centers x and xþ rn, r being the
diameter of the spheres. Obviously, the collision
takes place if n � (v� v1) � 0. Equations [3] are a
consequence of the conservation of total energy,
momentum, and angular momentum. Note also that
r does not enter in eqn [1] as a parameter.

As fundamental features of eqn [1], we have the
conservation in time of the following five quantitiesZ

dx

Z
dv f ðx; v; tÞv� ½4�

with �= 0, 1, 2, expressing conservation of the
probability, momentum, and energy.

From now on we shall set
R

=
R

R3 for notational
simplicity.

Moreover, Boltzmann introduced the (kinetic)
entropy defined as

Hðf Þ ¼
Z

dx

Z
dv f log f ðx; vÞ ½5�

and proved the famous H-theorem asserting the
decreasing of H(f (t)) along the solutions to eqn [1].

Finally, in the case of bounded domains or
homogeneous solutions (f = f (v; t) is independent of
x), the distribution defined for some � > 0, � > 0,
and u 2 R3 by

Mðx; vÞ ¼ �

ð2�=�Þ3=2
e�ð�=2Þjv�uj2 ½6�

called Maxwellian distribution, is stationary for the
evolution given by eqn [1]. In addition, M minimizes
H among all distributions with given total mass �,
given mean velocity u, and mean energy. The
parameter � is interpreted as the inverse
temperature.

In conclusion, Boltzmann was able to introduce
not only an evolutionary equation with the remark-
able properties expressing mass, momentum, and
energy conservation, but also the trend to the
thermal equilibrium. In other words, he tried to
conciliate the Newton’s laws with the second
principle of thermodynamics.

The Boltzmann Heuristic Argument

Thus, we want to find an evolution equation for the
quantity f (x, v; t). The molecular system we are
considering consists of N identical particles of
diameter r in the whole space R3. We denote by
x1, v1, . . . , xN, vN a state of the system, where xi and
vi indicate the position and the velocity of the
particle i. The particles cannot overlap (i.e., the
centers of two particles cannot be at a distance
smaller than the particle diameter r).

The particles are moving freely up to the first
instance of contact, that is, the first time when two
particles (say particles i and j) arrive at a distance r.
Then the pair interacts when an elastic collision
occurs. This means that they change instantaneously
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their velocities, according to the conservation of
the energy and linear and angular momentum.
More precisely, the velocities after a collision
with incoming velocities v and v1 are those given
by formula [3]. After the first collision, the
system evolves by iterating the procedure. Here
we neglect triple collisions because they are
unlikely. The evolution equation for a tagged
particle is then of the form

ð@t þ v � rxÞf ¼ Coll ½7�

where Coll denotes the variation of f due to the
collisions.

We have

Coll ¼ G� L ½8�

where L and G (the loss and gain terms, respectively)
are the negative and positive contributions to the
variation of f due to the collisions. More precisely,
L dx dv dt is the probability of the test particle to
disappear from the cell dx dv of the phase space
because of a collision in the time interval (t, t þ dt)
and Gdx dv dt is the probability to appear in the
same time interval for the same reason. Let us
consider the sphere of center x with radius r and a
point xþ rn over the surface, where n denotes the
generic unit vector. Consider also the cylinder with
base area dS = r2 dn and height jVjdt along the
direction of V = v2 � v.

Then a given particle (say particle 2) with velocity
v2 can contribute to L because it can collide with the
test particle in the time dt, provided it is localized in
the cylinder and if V � n � 0. Therefore, the contri-
bution to L due to the particle 2 is the probability of
finding such a particle in the cylinder (conditioned to
the presence of the first particle in x). This quantity is
f2(x, v, xþ nr, v2) j (v2 � v) � njr2 dn dv2 dt, where f2

is the joint distribution of two particles. Integrating in
dn and dv2, we obtain that the total contribution to
L due to any predetermined particle is

r2

Z
dv2

Z
S2
�

dn f2ðx; v; xþ nr; v2Þjðv2 � vÞ � nj ½9�

where S2
� is the unit hemisphere (v2 � v) � n < 0.

Finally, we obtain the total contribution multiplying
by the total number of particles:

L ¼ ðN � 1Þr2

Z
dv2

�
Z

S�

dn f2ðx; v; xþ nr; v2Þjðv2 � vÞ � nj ½10�

The gain term can be derived analogously by
considering that we are looking at particles which
have velocities v and v2 after the collisions so

that we have to integrate over the hemisphere
S2
þ= {(v2 � v) � n > 0}:

G ¼ðN � 1Þr2

Z
dv2

�
Z

Sþ

dn f2ðx; v; xþ nr; v2Þjðv2 � vÞ � nj ½11�

Summing G and �L, we get

Coll ¼ðN � 1Þr2

Z
dv2

�
Z

dn f2ðx; v; xþ nr; v2Þðv2 � vÞ � n ½12�

which, however, is not a very useful expression
because the time derivative of f is expressed in terms
of another object, namely f2. An evolution equation
for f2 will imply f3, the joint distribution of three
particles, and so on, up to we include the total
particle number N. Here the basic main assumption
of Boltzmann enters, namely that two given particles
are uncorrelated if the gas is rarefied, namely

f ðx; v; x2; v2Þ ¼ f ðx; vÞf ðx2; v2Þ ½13�

Condition [13], referred to as the propagation of
chaos, seems contradictory at first sight: if two
particles collide, correlations are created. Even though
we could assume eqn [13] at some time, if the test
particle collides with particle 2, such an equation
cannot be satisfied anymore after the collision.

Before discussing the propagation of chaos
hypothesis, we first analyze the size of the collision
operator. We remark that, in practical situations
for a rarefied gas, the combination Nr3 � 10�4 cm3

(i.e., the volume occupied by the particles) is very
small, while Nr2 = O(1). This implies that G = O(1).
Therefore, since we are dealing with a very large
number of particles, we are tempted to perform the
limit N !1 and r! 0 in such a way that
r2 = O(N�1). As a consequence, the probability that
two tagged particles collide (which is of the order of
the surface of a ball, i.e., O(r2)) is negligible.
However, the probability that a given particle
performs a collision with any one of the remaining
N � 1 particles (which is O(Nr2) = O(1)) is not
negligible. Therefore, condition [13] is referring to
two preselected particles (say particles 1 and 2), so
that it is not unreasonable to conceive that it holds
in the limiting situation in which we are working.

However, we cannot insert [13] in [12] because
this latter equation refers to instants before and after
the collision and, if we know that a collision took
place, we certainly cannot invoke eqn [13]. Hence, it
is more convenient to assume eqn [13] in the loss
term and work over the gain term to keep advantage
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of the factorization property which will be assumed
only before the collision.

Coming back to eqn [11] for the outgoing pair
velocities v, v2 (satisfying the condition (v2 � v) � n > 0),
we make use of the continuity property

f2ðx; v; xþ nr; v2Þ ¼ f2 x; v0; xþ nr; v02
� �

½14�

where the pair v0, v02 is pre-collisional. On f2

expressed before the collision, we can reasonably
apply condition [13] and obtain

G� L ¼ðN � 1Þr2

Z
dv2

Z
S2
þ

dnðv� v2Þ � n

� ½f ðx; v0Þf x� nr; v02
� �

� f ðx; vÞf ðxþ nr; v2Þ� ½15�

after a change n!�n in the gain term, using the
notation S2

þ for the hemisphere {nj= (v2 � v) � n � 0}.
This transforms the pair v0, v02 from a pre-collisional
to a post-collisional pair.

Finally, in the limit N!1, r! 0, Nr2 =��1, we
find

ð@t þ v � rxÞf

¼ ��1

Z
dv2

Z
Sþ

dnðv� v2Þ � n

� ½f ðx; v0Þf x; v02
� �

� f ðx; vÞf ðx; v2Þ� ½16�

The parameter �, called mean free path, represents,
roughly speaking, the typical length a particle can
cover without undergoing any collision. In eqns [1]
and [2], we just chose �= 1.

Equation [16] (or, equivalently, eqns [1] and [2]) is
the Boltzmann equation for hard spheres. Such an
equation has a statistical nature, and it is not
equivalent to the Hamiltonian dynamics from which
it has been derived. Indeed, the H-theorem shows that
such an equation is not reversible in time as expected
of any law of mechanics.

This concludes the heuristic preliminary analysis of
the Boltzmann equation. We certainly know that the
above arguments are delicate and require a more
rigorous and deeper analysis. If we want the Boltzmann
equation not to be a phenomenological model, derived
by ad hoc assumptions and justified only by its
practical relevance, but rather that it is a consequence
of a mechanical model, we must derive it rigorously. In
particular, the propagation of chaos should be not a
hypothesis but the statement of a theorem.

Beyond the Hard Spheres

The heuristic arguments we have developed so far
can be extended to different potentials than that of
the hard-sphere systems. If the particles interact via

a two-body interaction V = V(r), the resulting
Boltzmann equation is eqn [1], with

Qðf ; f Þ ¼
Z

dv1

Z
S2
þ

dn Bðv� v1; nÞ f 0f 01 � ff1

� �
½17�

where we are using the usual shorthand notation:

f 0 ¼ f ðx; v0Þ; f 01 ¼ f x; v01
� �

; f ¼ f ðx; vÞ;
f1 ¼ f ðx; v1Þ

½18�

and B = B(v� v1; n) is a suitable function of the
relative velocity v� v1 and the impact parameter n,
which is proportional to the cross section relative to
the potential V. Another equivalent, sometimes
more convenient, way, to express eqn [17] is

Qðf ; f Þ ¼
Z

dv1

Z
dv0
Z

dv01 W v; v1jv0; v01
� �

f 0f 01 � ff1

� �
½19�

with

W v; v1jv0; v01
� �
¼ w v; v1jv0; v01

� �
� � vþ v1 � v0 � v01
� �

� � 1
2 v2 þ v2

1 � v0ð Þ2� v01
� �2

� �� �
½20�

where w is a suitable kernel. All the qualitative
properties, such as the conservation laws and the
H-theorem, are obviously still valid.

Consequences

The Boltzmann equation provoked a debate involving
Loschmidt, Zermelo, and Poincaré, who outlined
inconsistencies between the irreversibility of the equa-
tion and the reversible character of the Hamiltonian
dynamics. Boltzmann argued the statistical nature of
his equation and his answer to the irreversibility
paradox was that ‘‘most’’ of the configurations behave
as expected by the thermodynamical laws. However,
he did not have the probabilistic tools for formulating
in a precise way the statements of which he had a
precise intuition.

Grad (1949) stated clearly the limit N!1,
r! 0, Nr2 ! const:, where N is the number of
particles and r is the diameter of the molecules, in
which the Boltzmann equation is expected to hold.
This limit is usually called the Boltzmann–Grad limit
(B–G limit in the sequel).

The problem of a rigorous derivation of the
Boltzmann equation was an open and challenging
problem for a long time. Lanford (1975) showed that,
although for a very short time, the Boltzmann equation
can be derived starting from the mechanical model of the
hard-sphere system. The proof has a deep content but is
relatively simple from a technical viewpoint.
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Existence

The mathematical study of the Boltzmann equation
starts with the problem of proving the existence of
the solutions. One would like to be able to show that,
for all (or at least for a physically significant family
of) initial distributions (which are positive and
summable functions) with finite momentum, energy,
and entropy, there exists a unique solution to eqn [1]
with the same mass, momentum, and energy as of the
initial distribution. Moreover, the entropy should
decrease and the solution should approach the right
Maxwellian as t!1. The problem, in such a
generality, is still unsolved, but several results in this
direction have been achieved since the pioneering
works due to Carleman (1933) for the homogeneous
equation. Actually, there are satisfactory results for
some special situations, such as the homogeneous
solutions (independent of x) close to the equilibrium,
to the vacuum, or to homogeneous data. The most
general result we have up to now is, unfortunately,
not constructive. This is due to Di Perna and Lions
(1989), who showed the existence of suitable weak
solutions to eqn [1]. However, we still do not know
whether such solutions, which preserve mass and
momentum, and satisfy the H-theorem, are unique
and also preserve the energy.

Hydrodynamics

The derivation of hydrodynamical equations from
the Boltzmann equation is a problem as old as the
equation itself and, in fact, it goes back to Maxwell
and Hilbert. Preliminary to the discussion of the
hydrodynamic limit, we establish a few properties of
the collision kernel.

It is a well-known fact that the only solution to
the equation

Qðf ; f Þ ¼ 0 ½21�

is a local Maxwellian, namely

f ðx; vÞ :¼Mðx; vÞ

¼ �ðxÞ
ð2�TðxÞÞ3=2

e�jv�uðxÞj2=2TðxÞ ½22�

where the local parameters �, �u, and T satisfy the
relations Z

M dv ¼ � ½23�

Z
vM ¼ �u ½24�

1

2

Z
v2M dv ¼ 3

2
�T þ 1

2
�u2 ½25�

Moreover, the only solution to the equationZ
hðvÞQðf ; f Þ dv ¼ 0 ½26�

is any linear combination of the quantities (1, v, v2),
called collision invariants. The last property
obviously corresponds to the mass, momentum,
and energy conservation.

With this in mind, consider a change of
variables in the Boltzmann equation [1], passing
from microscopic to macroscopic variables,
x! "x, t! "t. Here " is a small scale parameter
expressing the ratio between the typical inter-
particle distances and the typical distances over
which the macroscopic equations are varying.
Such a change yields

ð@t þ v � rxÞf" ¼
1

"
Qðf"; f"Þ ½27�

We need to allow the small parameter " (mean free
path or the Knudsen number) to tend to zero. In
order to eliminate the singularity on the right-hand
side of [27], we multiply both sides by the collision
invariants v� with �= 0, 1, 2; and obtain the five
equations: Z

dv v�ð@t þ v � rxÞf" ¼ 0 ½28�

On the other hand, if f" converges to f, as "! 0,
necessarily Q(f , f ) = 0 and hence f = M. Therefore,
we expect that in the limit "! 0,Z

dv v�ð@t þ v � rxÞM ¼ 0 ½29�

Equation [29] fixes a relation among the fields �, u, T
as functions of x and t. A standard computation gives
us the Euler equations for compressible gas

@t�þ divð�uÞ ¼ 0 ½30�

@tuþ ðu � rÞuþ
1

�
rp ¼ 0 ½31�

@tT þ ðu � rÞT þ 2
3Tru ¼ 0 ½32�

where the pressure p is related to the density � and
the temperature T by the perfect gas law

p ¼ �T ½33�

In order to make the above arguments rigorous,
Hilbert (1916) developed a useful tool, called the
Hilbert expansion, to control the limiting procedure.
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Namely, he expressed a formal solution to eqn [27]
in the form of a power series expansion:

f" ¼
X
j�0

fj "
j ½34�

where f0 is the local Maxwellian, with the para-
meters �, u, T satisfying the Euler equations. All the
other coefficients fj of the developments can be
determined by recurrence, inverting suitable opera-
tors. However, the series is not expected to be
convergent, so that the way to show the validity of
the hydrodynamical limit rigorously is to truncate
the expansion and to control the remainder. The
first result in this direction was obtained by Caflisch
(1980). However, this approach is based on the
regularity of the solutions to the Euler equations,
which is known to hold only for short times since
shocks can be formed. How to approximate the
shocks in terms of a kinetic description is still a
difficult and open problem.

Note that the hydrodynamical picture of the
Boltzmann equation just means that we are looking
at the solutions of this equation at a suitable
macroscopic scale. The rarefaction hypothesis
underlying the Boltzmann description is reflected in
the law of perfect gas, which states that the
particles, in the local thermal equilibrium, are free.

Stationary Problems

Stationary non-Maxwellian solutions to the
Boltzmann equation should describe stationary
nonequilibrium states exhibiting nontrivial flows.
In spite of the physical relevance of these problems,
not many complete mathematical results are, at the
moment, available. Among them, there is the
traveling-wave problem, which can be formulated
in the following way. We look for a solution
f = f (x� ct, v), f : R �R3!Rþ, constant in form
but traveling with a constant velocity c > 0, to

ðv1 � cÞf 0 ¼ Qðf ; f Þ ½35�

where v1 is the first component of v and f 0 denotes
the spatial derivative of f. Equation [35] must be
complemented by the boundary conditions which
are f !M	, as x!1, where M	 are the right
and left Maxwellians, namely two prescribed equili-
brium situations at infinity. The parameters (density,
mean velocity, and temperature) of the Maxwel-
lians, however, cannot be chosen arbitrarily. Indeed,
the conservations of the mass, momentum, and
energy (which are properties of Q) imply the
conservations (in x) of the fluxes of these quantities.
Hence, we have to impose five equations that relate

the upstream and the downstream values of the
densities, mean velocities, and temperatures. Such
relations are known in gas dynamics as the
Rankine–Hugoniot conditions. A solution of this
problem has been found by Caflisch and Nikolaenko
(1983) in case of a weak shock (namely, when Mþ
and M� are close) by using Hilbert expansion
techniques. More recently, Liu and Yu (2004)
established also stability and positivity of this
solution.

Quantum Kinetic Theory

Uehling and Uhlembeck (1933) introduced the
following kinetic equation for describing a large
system of weakly interacting bosons or fermions:

ð@t þ v � rxÞf ¼
Z

dv1

Z
dv0
Z

dv01 W v; v1jv0; v01
� �

� fð1	 f Þð1	 f1Þf 0f 01
� ð1	 f 0Þ 1	 f 01

� �
ff1g ½36�

Here the þ/� sign, stand for bosons/fermions,
respectively, and

W v; v1jv0; v01
� �
¼ ðV̂ðv0 � vÞ � V̂ðv0 � v1ÞÞ2� vþ v1 � v0 � v01

� �
� � 1

2 v2 þ v2
1 � ðv0Þ

2 � v01
� �2

� �� �
½37�

Moreover,

V̂ðpÞ ¼ 4�

Z
dx eip�x ½38�

where V is the interaction potential. Note that eqn
[37] is the expression of the cross section of a
quantum scattering in the Born approximation.

The unknown f = f (x, v; t) in eqn [37] is the expected
number of molecules falling in the unit (quantum) cell
of the phase space. This function is proportional to the
one-particle Wigner function, introduced by Wigner
(1932) to handle kinetic problems in quantum
mechanics, and defined as (setting �h = 1):

1

ð2�Þ3
Z

dy eiy�v� xþ 1
2 y; x� 1

2 y
� �

where �(x; z) is the kernel of a one-particle density
matrix. Basically, the Wigner function is an equiva-
lent way to describe a state of a quantum system.
For instance, eqn [40] below expresses the equili-
brium distributions for bosons and fermions in
terms of Wigner functions. In general, the Wigner
functions, due to the uncertainty principle, are real
but not necessarily positive; however, the integral
with respect to x and v gives the probability
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distributions of the velocity and the position,
respectively. In the kinetic regime, in which we are
interested, the scales are mesoscopic, namely the
typical quantum oscillations are on a scale much
smaller than the characteristic scales of the problem,
so that we expect that f should be a genuine
probability distribution, since the Heisenberg
principle does not play an essential role. However,
the interaction occurs on a microscopic scale, so that
we expect that the statistics play a role in addition
to the quantum rules for the scattering.

In this framework, the entropy functional is

Hðf Þ ¼
Z

dx

Z
dv ½ f ðx; vÞ log f ðx; vÞ


 ð1	 f ðx; vÞÞ logð1	 f ðx; vÞÞ� ½39�

It is decreasing along the solutions to eqn [35] and it is
also minimized (among the distributions with given
mass, momentum, and energy) by the equilibria

MðvÞ ¼ z

eð�=2Þjv�uj2 
 z
½40�

namely the Bose–Einstein and the Fermi–Dirac
distributions, respectively. Here � > 1 and z > 0
are the inverse temperature and the activity, respec-
tively. Note that, for the Bose–Einstein distribution,
z < 1. This creates, in a sense, an inconsistency with
eqn [36]. Indeed, assuming u = 0 and an initial
distribution f = f0(v) with the density larger than the
maximal density allowed by eqn [40], namely

�c :¼
Z

dv
1

eð�=2Þv2 � 1
½41�

it cannot converge to any equilibrium. In order to
overcome this difficulty related to the Bose con-
densation, one can enlarge the definition of the
equilibria family by setting

MðvÞ ¼ 1

eð�=2Þv2 � 1
þ ��ðvÞ ½42�

to take care of excess of mass by means of a condensate
component. However, it is not clear whether eqn
[36] can actually describe the Bose condensation
since its derivation from the Schrödinger equation
requires, just from the very beginning, the existence of
bosonic quasifree states which can be constructed only
if the density is moderate. Further analyses are certainly
needed to clarify the situation. A rigorous derivation of
the Uehling and Uhlembeck equation is, up to now, far
from being obtained even for short times; nevertheless,
such an equation is extensively used in the applications.
Equation [36] concerns a weakly interacting gas of
quantum particles. From a mathematical viewpoint, it
is expected to be valid in the so-called weak-coupling
limit, which consists in scaling space and time and the
interaction potential 	 as

x! "x; t! "t; 	!
ffiffiffi
"
p
	 ½43�

where "�1 = N1=3 is a parameter diverging when the
number of particles N tends to infinity.

We mention, incidentally, that under such a
scaling, a classical system is described by a transport
equation, called Fokker–Planck–Landau equation,
with a diffusion operator in the velocity space.

The B–G limit considered for classical particle
systems is different from that considered here
for weakly interacting quantum systems. It is actually
equivalent to rescaling space and time according to

x! "x; t! "t ½44�

leaving the interaction unscaled but, in order to
control the total interaction, we make the density
diverging gently as "�1 = N1=2.

A quantum system under such a scaling is expected to
be described by a Boltzmann equation [1] with the
collision operator Q computed with the full quantum
cross section. Now we do not have any effect of the
statistics because in this rarefaction limit these correc-
tions disappear. On the other hand, the cross section is
that arising from the analysis of the quantum scattering.
Since we do not rescale the interaction, all the other
terms in the Born expansion of the cross section play a
role. This kind of Boltzmann equation is a good
description of a rarefied gas in which quantum effects
are not negligible.

See also: Adiabatic Piston; Evolution Equations: Linear
and Nonlinear; Gravitational N-Body Problem (Classical);
Interacting Particle Systems and Hydrodynamic
Equations; Kinetic Equations; Multiscale Approaches;
Nonequilibrium Statistical Mechanics: Dynamical
Systems Approach; Quantum Dynamical Semigroups.
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Introduction

In 1924 the Indian physicist S N Bose introduced a new
statistical method to derive the blackbody radiation law
in terms of a gas of light quanta (photons). His work,
together with the contemporary de Broglie’s idea of
matter–wave duality, led A Einstein to apply the same
statistical approach to a gas of N indistinguishable
particles of mass m. An amazing result of his theory was
the prediction that below some critical temperature a
finite fraction of all the particles condense into the
lowest-energy single-particle state. This phenomenon,
named Bose–Einstein condensation (BEC), is a conse-
quence of purely statistical effects. For several years,
such a prediction received little attention, until 1938,
when F London argued that BEC could be at the basis of
the superfluid properties observed in liquid 4He below
2.17 K. A strong boost to the investigation of Bose–
Einstein condensates was given in 1995 by the observa-
tion of BEC in dilute gases confined in magnetic traps
and cooled down to temperatures of the order of a few
nK. Differently from superfluid helium, these gases
allow one to tune the relevant parameters (confining
potential, particle density, interactions, etc.), so to make
them an ideal test-ground for concepts and theories on
BEC.
What Is BEC?

In nature, particles have either integer or half-
integer spin. Those having half-integer spin, like
electrons, are called fermions and obey the Fermi–
Dirac statistics; those having integer spin are
called bosons and obey the Bose–Einstein statis-
tics. Let us consider a system of N bosons. In
order to introduce the concept of BEC on a
general ground, one can start with the definition
of the one-body density matrix

nð1Þðr; r 0Þ ¼ �̂yðrÞ�̂ðr 0Þ
	 


½1�

The quantities �̂y(r) and �̂(r) are the field operators
which create and annihilate a particle at point r,
respectively; they satisfy the bosonic commutation
relations

½�̂ðrÞ; �̂yðr 0Þ� ¼ �ðr � r 0Þ; ½�̂ðrÞ; �̂ðr 0Þ� ¼ 0 ½2�

If the system is in a pure state described by the
N-body wave function �(r1, . . . , rN), then the
average [1] is taken following the standard rules of
quantum mechanics and the one-body density
matrix can be written as

nð1Þðr;r 0Þ

¼N

Z
dr2 � � �drN��ðr;r2; . . . ;rNÞ�ðr 0;r2; . . . ;rNÞ ½3�

involving the integration over the N�1 variables
r2, . . . ,rN. In the more general case of a statistical
mixture of pure states, expression [3] must be
averaged according to the probability for a system
to occupy the different states.

Since n(1)(r, r 0) = (n(1)(r 0, r))� the quantity n(1),
when regarded as a matrix function of its indices
r and r 0, is Hermitian. It is therefore always possible
to find a complete orthonormal basis of single-
particle eigenfunctions, ’i(r), in terms of which the
density matrix takes the diagonal form

nð1Þðr; r 0Þ¼
X

i

ni’
�
i ðrÞ’iðr 0Þ ½4�

The real eigenvalues ni are subject to the normal-
ization condition

P
i ni = N and have the meaning of

occupation numbers of the single-particle states ’i.
BEC occurs when one of these numbers (say, n0)
becomes macroscopic, that is, when n0 � N0 is a
number of order N, all the others remaining of order 1.



In this case eqn [4] can be conveniently rewritten in
the form

nð1Þðr; r 0Þ ¼ N0’
�
0ðrÞ’0ðr 0Þ þ

X
i 6¼0

ni’
�
i ðrÞ’iðr 0Þ ½5�

and the state represented by ’0(r) is called
Bose–Einstein condensate. This definition is rather
general, since it applies to any macroscopic (N� 1)
system of indistinguishable bosons independently of
mutual interactions and external fields.

The one-body density matrix [1] contains informa-
tion on important physical observables. By setting
r = r 0 one finds the diagonal density of the system

nðrÞ � nð1Þðr; rÞ ¼ h�̂yðrÞ�̂ðrÞi ½6�

with N =
R

dr n(r). The off-diagonal components
can instead be used to calculate the momentum
distribution

nðpÞ ¼ h�̂yðpÞ�̂ðpÞi ½7�

where �̂(p) = (2��h)�3=2
R

dr�̂(r) exp [�ip � r=�h] is the
field operator in momentum representation. By
inserting this expression for �̂(p) into eqn [7] one
finds

nðpÞ ¼ 1

ð2��hÞ3
Z

dR ds nð1Þ Rþ s

2
;R� s

2

� �
e�ip�s=�h

½8�

where s = r � r 0 and R = (r þ r 0)=2.
Let us consider a uniform system of N particles in

a volume V and take the thermodynamic limit
N, V!1 with density N/V kept fixed. The eigen-
functions of the density matrix are plane waves and
the lowest-energy state has zero momentum, p = 0,
and constant wave function ’0(r) = V�1=2. BEC in
this state implies a macroscopic number of particles
having zero momentum and constant density N0=V.
The density matrix only depends on s = r � r 0 and
can be written as

nð1ÞðsÞ ¼ N0

V
þ 1

V

X
p 6¼0

np e�ip�s=�h ½9�

In the s!1 limit, the sum on the right vanishes due
to destructive interference between different plane
waves, but the first term survives. One thus finds that,
in the presence of BEC, the one-body density matrix
tends to a constant finite value at large distances. This
behavior is named off-diagonal long-range order,
since it involves the off-diagonal components of the
density matrix. Its counterpart in momentum space is
the appearance of a singular term at p = 0:

nðpÞ ¼ N0�ðpÞ þ
X
p0 6¼0

np0�ðp� p0Þ ½10�

The sum on the right is the number of noncondensed
particles (N �N0), and the quantity N0=N is called
condensate fraction.

If the system is not uniform, the eigenfunctions of
the density matrix are no longer plane waves but,
provided N is sufficiently large, the concept of BEC
is still well defined, being associated with the
occurrence of a macroscopic occupation of a
single-particle eigenfunction ’0(r) of the density
matrix. Thus, the condensed bosons can be
described by means of the function �(r) =ffiffiffiffiffiffiffi

N0

p
’0(r), which is a classical complex field playing

the role of an order parameter. This is the analog of
the classical limit of quantum electrodynamics,
where the electromagnetic field replaces the micro-
scopic description of photons. The function � may
also depend on time and can be written as

�ðr; tÞ ¼ j�ðr; tÞj eiSðr;tÞ ½11�

Its modulus determines the contribution of the
condensate to the diagonal density [6], while the
phase S is crucial in characterizing the coherence
and superfluid properties of the system. The order
parameter [11], also named macroscopic wave
function or condensate wave function, is defined
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only up to a constant phase factor. One can always
multiply this function by the numerical factor ei�

without changing any physical property. This
reflects the gauge symmetry exhibited by all the
physical equations of the problem. Making an
explicit choice for the value of the order parameter,
and hence for the phase, corresponds to a formal
breaking of gauge symmetry.

BEC in Ideal Gases

Once we have defined what is a Bose–Einstein
condensate, the next question is when such a
condensation occurs in a given system. The ideal
Bose gas provides the simplest example. So, let us
consider a gas of noninteracting bosons described
by the Hamiltonian Ĥ =

P
i Ĥ(1)

i , where the Schrö-
dinger equation Ĥ(1)’i(r) = �i’i(r) gives the spec-
trum of single-particle wave functions and
energies. One can define an occupation number
ni as the number of particles in the state with
energy �i. Thus, any given state of the many-body
system is specified by a set {ni}. The mean
occupation numbers, �ni, can be calculated by
using the standard rules of statistical mechanics.
For instance, by considering a grand canonical
ensemble at temperature T, one finds

�ni ¼ fexp½�ð�i � �Þ� � 1g�1 ½12�



with �= 1=(kBT). The chemical potential � is fixed
by the normalization condition

P
i �ni = N, where N

is the average number of particles in the gas. For
T!1 the chemical potential is negative and large.
It increases monotonically when T is lowered. Let us
call �0 the lowest single-particle level in the
spectrum. If at some critical temperature Tc the
normalization condition can be satisfied with
�! ��0 , then the occupation of the lowest state,
�n0 = N0, becomes of order N and BEC is realized.
Below Tc the normalization condition must be
replaced with N = N0 þNT , where NT =

P
i 6¼0 �ni is

the number of particles out of the condensate, that
is, the thermal component of the gas. Whether BEC
occurs or not, and what is the value of Tc depends
on the dimensionality of the system and the type of
single-particle spectrum.

The simplest case is that of a gas confined in a
cubic box of volume V = L3 with periodic boundary
conditions, where Ĥ(1) =�(�h2=2m)r2. The eigen-
functions are plane waves ’p(r) = V�1=2 exp [�ip �
r=�h], with energy �p = p2=2m and momentum
p = 2��hn=L. Here n is a vector whose components
nx, ny, nz are 0 or � integers. The lowest eigenvalue
has zero energy (�0 = 0) and zero momentum. The
mean occupation numbers are given by
�np = {exp [�(p2=2m� �)]�1}�1. In the thermo-
dynamic limit (N, V ! 1 with N/V kept constant),
one can replace the sum

P
p with the integralR

d��(�), where �(�) = (2�)�2V(2m=�h2)3=2 ffiffi
�
p

is the
density of states. In this way, one can calculate the
thermal component of the gas as a function of T,
finding the critical temperature

kBTc ¼
2��h2

m

N

V	ð3=2Þ

� �2=3

½13�

where 	 is the Riemann zeta function and 	(3=2) ’
2.612. For T > Tc, one has � < 0 and NT = N. For
T < Tc one instead has �= 0, NT = N �N0 and

N0ðTÞ ¼ N½1� ðT=TcÞ3=2� ½14�

The critical temperature turns out to be fully
determined by the density N/V and by the mass of
the constituents. These results were first obtained
by A Einstein in his seminal paper and used by
F London in the context of superfluid helium. We
notice that the replacement of the sum with an
integral in the above derivation is justified only if
the thermal energy kBT is much larger than the
energy spacing between single-particle levels, that is,
if kBT� h2=2mV2=3. Is is also worth noticing that
the above expression for Tc can be written as

3

TN=V ’ 2.612, where 
T = [2��h2
=(mkBT)]1=2 is

the thermal de Broglie wavelength. This is

kBTc ¼ �h!ho½N=	ð3Þ� ¼ 0:94�h!ho N ½15�

and

N0ðTÞ ¼ N½1� ðT=TcÞ3� ½16�

Notice that the condensate is not uniform in this case,
since it corresponds to the lowest eigenfunction of the
harmonic oscillator, which is a Gaussian of width
aho= [�h=(m!ho)]1=2. Correspondingly, the condensate
in the momentum space is also a Gaussian, of width
a�1

ho. This implies that, differently from the gas in a box,
here the condensate can be seen both in coordinate and
momentum space in the form of a narrow distribution
emerging from a wider thermal component. Finally,
results [15] and [16] remain valid even for anisotropic
harmonic potentials, with trapping frequencies !x,!y,
and !z, provided the frequency !ho is replaced by the
geometric average (!x!y!z)

1=3.

BEC in Interacting Gases

Actual condensates are made of interacting particles.
The full many-body Hamiltonian is

Ĥ¼
Z

dr�̂yðrÞĤ0�̂ðrÞ

þ1

2

Z
dr 0dr �̂yðrÞ�̂yðr 0ÞVðr�r 0Þ�̂ðr 0Þ�̂ðrÞ ½17�

where V(r � r 0) is the particle–particle interaction and
Ĥ0 =�(�h2=2m)r2 þ Vext(r). Differently from the
case of ideal gases, Ĥ is no longer a sum of single-
particle Hamiltonians. However, the general defini-
tions given in the section ‘‘What is BEC?’’ a re still
valid. In particular, the one-body density matrix, in the
presence of BEC, can be separated as in eqn [5]. One
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equivalent to saying that BEC occurs when the
mean distance between bosons is of the order of
their de Broglie wavelength.

Another interesting case, which is relevant for the
recent experiments with BEC in dilute gases con-
fined in magnetic and/or optical traps, is that of an
ideal gas subject to harmonic potentials. Let us
consider, for simplicity, an isotropic external poten-
tial Vext(r) = (1=2)m!2

hor2. The single-particle Hamil-
tonian is Ĥ(1) =�(�h2=2m)r2 þ Vext(r) and its
eigenvalues are �nx, ny, nz= (nx þ ny þ nz þ 3=2)�h!ho.
The corresponding density of states is �(�) =
(1=2)(�h!ho)�3�2. A natural thermodynamic limit for
this system is obtained by letting N!1 and
!ho! 0, while keeping the product N!3

ho constant.
The condition for BEC to occur is that � approaches
the value �000 = (3=2)�h!ho from below by cooling the
gas down to Tc. Following the same procedure as
for the uniform gas, one finds

1=3 1=3



can write n(1)(r, r 0) = ��(r)�(r 0)þ ~n(1)(r, r 0), where �
is the order parameter of the condensate (��(r)�(r 0)
being of order N), while ~n(1)(r, r 0) vanishes for large
jr � r 0j. This is equivalent to say that the bosonic field
operator splits in two parts,

�̂ðrÞ ¼ �ðrÞ þ �̂�ðrÞ ½18�

where the first term is a complex function and the
second one is the field operator associated with
the noncondensed particles. This decomposition is
particularly useful when the depletion of the
condensate, that is, the fraction of noncondensed
particles, is small. This happens when the interac-
tion is weak, but also for particles with arbitrary
interaction, provided the gas is dilute. In this case,
one can expand the many-body Hamiltonian by
treating the operator ˆ�� as a small quantity.

A suitable strategy consists in writing the Heisen-
berg equation for the evolution of the field opera-
tors, i�h@t�̂ = [�̂, Ĥ], using the many-body
Hamiltonian [17]:

i�h@t�̂ðr; tÞ

¼ Ĥ0 þ
Z

dr 0�̂yðr 0; tÞVðr � r 0Þ�̂ðr 0; tÞ
� �
	 �̂ðr; tÞ ½19�

The zeroth-order is thus obtained by replacing the
operator �̂ with the classical field �. In the integral
containing the interaction V(r � r 0), this replacement is,
in general, a poor approximation when short distances
(r � r 0) are involved. In a dilute and cold gas, one can
nevertheless obtain a proper expression for the inter-
action term by observing that, in this case, only binary
collisions at low energy are relevant and these collisions
are characterized by a single parameter, the s-wave
scattering length, a, independently of the details of the

j�j2. It has been derived assuming that N is large
while the fraction of noncondensed atoms is negli-
gible. On the one hand, this means that quantum
fluctuations of the field operator have to be small,
which is true when njaj3 
 1, where n is the particle
density. In fact, one can show that, at T = 0 the
quantum depletion of the condensate is proportional
to (njaj3)1=2. On the other hand, thermal fluctuations
have also to be negligible and this means that the
theory is limited to temperatures much lower than
Tc. Within these limits, one can identify the total
density with the condensate density.

The stationary solution of eqn [20] corresponds to
the condensate wave function in the ground state. One
can write �(r, t) = �0(r) exp (�i�t=�h), where � is the
chemical potential. Then the GP equation [20] becomes

��h2r2

2m
þVextðrÞþgj�0ðrÞj2

 !
�0ðrÞ¼��0ðrÞ ½21�

where n(r)= j�0(r)j2 is the particle density. The same
equation can be obtained by minimizing the energy of
the system written as a functional of the density:

E½n�¼
Z

dr
�h2

2m
j=

ffiffiffi
n
p
j2 þ nVextðrÞ þ

gn2

2

" #
½22�

The first term on the right corresponds to the
quantum kinetic energy coming from the uncertainty
principle; it is usually named ‘‘quantum pressure’’
and vanishes for uniform systems.

The next order in ˆ�� gives the excited states of the
condensate. In a uniform gas the ground-state order
parameter, �0, is a constant and the first-order
expansion of Ĥ was introduced by N Bogoliubov in
1947. In particular, he found an elegant way to
diagonalize the Hamiltonian by using simple linear
combinations of particle creation and annihilation
operators. These are known as Bogoliubov’s trans-
formations and stay at the basis of the concept of
quasiparticle, one of the most important concepts in
quantum many-body theory.

A generalization of Bogoliubov’s approach to the
case of nonuniform condensates is obtained by
considering small deviations around the ground
state in the form

�ðr; tÞ ¼ e�i�t=�h �0ðrÞ þ uðrÞe�i!t þ v�ðrÞei!t
	 


½23�

Inserting this expression into eqn [20] and keeping
terms linear in the complex functions u and v, one gets

�h!uðrÞ¼ ½Ĥ0 � �þ 2g�2
0ðrÞ�uðrÞ þ g�2

0ðrÞvðrÞ ½24�

��h!vðrÞ¼ ½Ĥ0 � �þ 2g�2
0ðrÞ�vðrÞ þ g�2

0ðrÞuðrÞ ½25�
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two-body potential. This allows one to replace V(r � r 0)
in Ĥ with an effective interaction V(r � r 0) = g�(r � r 0),
where the coupling constant g is given by g = 4��h2a=m.
The scattering length can be measured with several
experimental techniques or calculated from the exact
two-body potential. Using this pseudopotential and
replacing the operator �̂ with the complex function � in
the Heisenberg equation of motion, one gets

i�h@t�ðr; tÞ

¼ � �h2r2

2m
þ VextðrÞ þ gj�ðr; tÞj2

 !
�ðr; tÞ ½20�

This is known as Gross–Pitaevskii (GP) equation and
it was first introduced in 1961. It has the form of a
nonlinear Schrödinger equation, the nonlinearity
coming from the mean-field term, proportional to



These coupled equations allow one to calculate the
energies "= �h! of the excitations. They also give the
so-called quasiparticle amplitudes u and v, which obey
the normalization conditionZ

dr½u�i ðrÞujðrÞ � v�i ðrÞvjðrÞ�= �ij

In a uniform gas, u and v are plane waves and one
recovers the famous Bogoliubov’s spectrum

�h! ¼ �h2q2

2m

�h2q2

2m
þ 2gn

 !" #1=2

½26�

where q is the wave vector of the excitations.
For large momenta the spectrum coincides with the
free-particle energy �h2q2=2m. At low momenta, it
instead gives the phonon dispersion != cq, where
c = [gn=m]1=2 is the Bogoliubov sound velocity. The
transition between the two regimes occurs when the
excitation wavelength is of the order of the healing
length,

�¼ ½8�na��1=2¼ �h=ðmc
ffiffiffi
2
p
Þ ½27�

which is an important length scale for superfluidity.
When the order parameter is forced to vanish at some
point (by an impurity, a wall, etc.), the healing length
provides the typical distance over which it recovers its
bulk value. In a nonuniform condensate the excitations
are no longer plane waves but, at low energy, they have
still a phonon-like character, in the sense that they
involve a collective motion of the condensate.

The GP equation [20] is the starting point for an
accurate mean-field description of BEC in dilute
cold gases, which is rigorous at T = 0 and for
njaj3
1. Static and dynamics properties of con-
densates in different geometries can be calculated by
solving the GP equation numerically or using
suitable approximated methods. The inclusion of
effects beyond mean field is a highly nontrivial and
interesting problem. A rather extreme case is
represented by liquid 4He, which is a dense system
where the interaction between atoms causes a large
depletion of the condensate even at T = 0 (N0=N
being less than 10%) and thus a full many-body
treatment is required for its rigorous description.
Nevertheless, even in this case, the general defini-
tions of the section ‘‘What is BEC?’’ are still useful .

Superfluidity and Coherence

With the word superfluidity, one summarizes a
complex of macroscopic phenomena occurring in
quantum fluids under particular conditions: persis-
tent currents, equilibrium states at rest in rotating
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vessels, viscousless motion, quantized vorticity, and
others. These features can also be observed in BEC.
The link between BEC and superfluidity is given by
the phase of the order parameter [11]. To under-
stand this point, let us consider a uniform system. If
�̂(r, t) is a solution of the Heisenberg equation [19]
with Vext = 0, then

�̂0ðr; tÞ¼ �̂ðr � vt; tÞ exp
i

�h
mv � r � 1

2
mv2t

� �� �
½28�

where v is a constant vector, is also a solution. This
equation gives the Galilean transformation of
the field operator and also applies to its condensate
component �. At equilibrium, the ground-state
order parameter is given by �0 =

ffiffiffi
n
p

exp (�i�t=�h),
where n is a constant independent of r. In a frame
where the condensate moves with velocity v, the
order parameter instead takes the form �0 =ffiffiffi

n
p

exp (iS), with S(r, t)=�h�1[mv � r � (mv2=2þ �)t].
The velocity of the condensate can thus be identified
with the gradient of the phase S:

vðr; tÞ ¼ �h

m
=Sðr; tÞ ½29�

This definition is also valid for v varying slowly in
space and time. The modulus of the order para-
meter plays a minor role in this definition and it is
not necessary to assume the gas to be dilute and
close to T = 0. Indeed, the relation [29] between the
velocity field and the phase of the order parameter
also applies in the presence of large quantum
depletion, as in superfluid 4He, and at T 6¼ 0. In
this case, n should not be identified with the
condensate density. Conversely, in dilute gases at
T = 0, n is the condensate density and the velocity
[29] can be simply obtained by applying the usual
definition of current density operator, ĵ, to the order
parameter [11].

The velocity [29] describes a potential flow and
corresponds to a collective motion of many particles
occupying a single quantum state. Being equal to the
gradient of a scalar function, it is irrotational
(=	 vs = 0) and satisfies the Onsager–Feynman
quantization condition

H
vs � dl =�h=m, with �

non-negative integer. These conditions are not
satisfied by a classical fluid, where the hydro-
dynamic velocity field, v(r, t) = j(r, t)=n(r, t), is the
average over many different states and does not
correspond to a potential flow.

By using the definition of the phase S and velocity
v, together with particle conservation, one can show
that the dynamics of a condensate, as far as
macroscopic motions are concerned, is governed by
the hydrodynamic equations of an irrotational



nonviscous fluid. Within the mean-field theory, this
can be easily seen by rewriting the GP equation [20]
in terms of the density n = j�j2 and the velocity
[29]. Neglecting the quantum pressure term r2

ffiffiffi
n
p

(hence limiting the description to length scales
larger than the healing length �), one gets

@

@t
nþ= � ðvnÞ ¼ 0 ½30�

and

m
@

@t
vþ = Vext þ �ðnÞ þ

mv2

2

� �
¼ 0 ½31�

with the local chemical potential �(n) = gn. These
equations have the typical structure of the dynamic
equations of superfluids at zero temperature and can
be viewed as the T = 0 case of the more general
Landau’s two-fluid theory.

One of the most striking evidences of superfluidity
is the observation of quantized vortices, that is,
vortices obeying the Onsager–Feynman quantization
condition. A vast literature is devoted to vortices in
superfluid helium and, more recently, vortices have
also been produced and studied in condensates of
ultracold gases, including nice configurations of
many vortices in regular triangular lattices, similar
to the Abrikosov lattices in superconductors. Other
phenomena, such as the reduction of the moment of
inertia, the occurrence of Josephson tunneling
through barriers, the existence of thresholds for
dissipative processes (Landau criterion), and others,
are typical subjects of intense investigation.

Another important consequence of the fact that
BEC is described by an order parameter with a well-
defined phase is the occurrence of coherence effects
which, in different words, mean that condensates
behave like matter waves. For instance, one can
measure the phase difference between two conden-
sates by means of interference. This can be done in
coordinate space by confining two condensates in
two potential minima, a and b, at a distance d. Let
us take d along z and assume that, at t = 0, the order
parameter is given by the linear combination
�(r) = �a(r)þ exp (i
)�b(r) with �a and �b real
and without overlap. Then let us switch off the
confining potentials so that the condensates expand
and overlap. If the overlap occurs when the density
is small enough to neglect interactions, the motion
is ballistic and the phase of each condensate evolves
as S(r, t) ’ mr2=(2�ht), so that v = r=t. This implies
a relative phase 
þ S(x, y, zþ d=2)� S(x, y, z�
d=2) =
þmdz=�ht. The total density n = j�j2 thus
exhibits periodic modulations along z with wave-
length �ht=md. This interference pattern has indeed

used, for instance, in nonlinear quantum optics. This
opens interesting perspectives in exploiting the analo-
gies between the two fields, such as the occurrence of
dynamical and parametric instabilities, the possibility
to create different types of solitons, the occurrence of
nonlinear processes like, for example, higher harmonic
generation and mode mixing.

A relevant part of the current research also involves
systems made of mixtures of different gases, Bose–Bose
or Fermi–Bose, and many activities with ultracold
atoms now involve fermionic gases, where BEC can
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been observed in condensates of ultracold atoms. In
these systems it was also possible to measure the
coherence length, that is, the distance jr � r 0j at which
the one-body density vanishes and the phase of the
order parameter is no more well defined. In most
situations, the coherence length turns out to be of the
order of, or larger than the size of the condensates.
However, interesting situations exist when the coher-
ence length is shorter but the system still preserves some
features of BEC (quasicondensates).

Final Remarks

Bose–Einstein condensates of ultracold atoms are
easily manipulated by changing and tuning the
external potentials. This means, for instance, that one
can prepare condensates in different geometries,
including very elongated (quasi-1D) or disk-shaped
(quasi-2D) condensates. This is conceptually impor-
tant, since BEC in lower dimensions is not as simple as
in three dimensions: thermal and quantum fluctua-
tions play a crucial role, superfluidity must be properly
re-defined, and very interesting limiting cases can be
explored (Tonks–Girardeau regime, Luttinger liquid,
etc.). Another possibility is to use laser beams to
produce standing waves acting as an external periodic
potential (optical lattice). Condensates in optical
lattices behave as a sort of perfect crystal, whose
properties are the analog of the dynamic and transport
properties in solid-state physics, but with controllable
spacing between sites, no defects and tunable lattice
geometry. One can investigate the role of phase
coherence in the lattice, looking, for instance, at
Josephson effects as in a chain of junctions. By tuning
the lattice depth one can explore the transition from a
superfluid phase and a Mott-insulator phase, which is
a nice example of quantum phase transition. Control-
ling cold atoms in optical lattice can be a good starting
point for application in quantum engineering, inter-
ferometry, and quantum information.

Another interesting aspect of BECs is that the key
equation for their description in mean-field theory,
namely the GP equation [20], is a nonlinear Schrö-
dinger equation very similar to the ones commonly
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l Fields
describe some prototype examples and a general
Hamiltonian framework which has been used in
mathematically precise work on such models. The
general framework for this latter work is the
mathematical theory of Hilbert space operators
(see, e.g., Reed and Simon (1975)), but in our
discussion we try to avoid presupposing knowledge
of that theory. As mentioned briefly in the end, this
work has had close relations to various topics of
recent interest in mathematical physics, including
anomalies, infinite-dimensional geometry and group
theory, conformal field theory, and noncommutative
geometry.

We restrict our discussion to spin-0 bosons and
spin-1/2 fermions, and we will not discuss models
of particles in external gravitational fields but
only refer the interested reader to DeWitt (2003).
We also only mention in passing that external
field problems have also been studied using
functional integral approaches, and mathemati-
cally precise work on this can be found in the
extensive literature on determinants of differential
operators.

Examples

Consider the Schrödinger equation describing a
nonrelativistic particle of mass m and charge e
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also be realized by condensing molecules of fermionic
pairs. An extremely active research now concerns the
BCS–BEC crossover, which can be obtained in Fermi
gases by tuning the scattering length (and hence the
interaction) by means of Feshbach resonances.

Ten years after the first observation of BEC in
ultracold gases, it is almost impossible to summarize
all the researches done in this field. A large amount
of work has already been devoted to characterize the
condensates and several new lines have been opened.
Rather detailed review articles and books are
already available for the interested readers.

See also: Interacting Particle Systems and Hydrodynamic
Equations; Quantum Phase Transitions; Quantum
Statistical Mechanics: Overview; Renormalization:
Statistical Mechanics and Condensed Matter; Superfluids;
Variational Techniques for Ginzburg–Landau Energies.
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Introduction

In this article we discuss quantum theories which
describe systems of nondistinguishable particles
interacting with external fields. Such models are
of interest also in the nonrelativistic case (in
quantum statistical mechanics, nuclear physics,
etc.), but the relativistic case has additional,
interesting complications: relativistic models are
genuine quantum field theories, that is, quantum
theories with an infinite number of degrees of
freedom, with nontrivial features like divergences
and anomalies. Since interparticle interactions are
ignored, such models can be regarded as a first
approximation to more complicated theories, and
they can be studied by mathematically precise
methods.

Models of relativistic particles in external electro-
magnetic fields have received considerable attention
in the physics literature, and interesting phenomena
like the Klein paradox or particle–antiparticle pair
creation in overcritical fields have been studied; see
Rafelski et al. (1978) for an extensive review. We
will not discuss these physics questions but only



moving in three-dimensional space and interacting
with an external vector and scalar potentials A and
�, respectively,

i@t ¼ H ; H ¼ 1

2m
ð�irþ eAÞ2 � e� ½1�

(we set �h = c = 1, @t = @=@t, and  ,�, and A can
depend on the space and time variables x 2 R3 and
t 2 R). This is a standard quantum-mechanical
model, with  the one-particle wave function
allowing for the usual probabilistic interpretation.

One interesting generalization to the relativistic
regime is the Klein–Gordon equation

i@t þ e�ð Þ2�ð�irþ eAÞ2 �m2
h i

 ¼ 0 ½2�

with a C-valued function  . There is another
important relativistic generalization, the Dirac
equation

i@t þ e�ð Þ � ð�irþ eAÞ � a þm�½ � ¼ 0 ½3�

with a = (�1, �2, �3) and � Hermitian 4� 4
matrices satisfying the relations

�i�j þ �j�i ¼ �ij; �i� ¼ ���i; �2 ¼ 1 ½4�

and a C4-valued function  (we also write 1 for the
identity). These two relativistic equations differ by
the transformation properties of  under Lorentz
transformations: in [2] it transforms like a scalar
and thus describes spin-0 particles, and it transforms
like a spinor describing spin-1/2 particles in [3]. While
these equations are natural relativistic generaliza-
tions of the Schrödinger equation, they no longer
allow to consistently interpret  as one-particle
wave functions. The physical reason is that, in a
relativistic theory, high-energy processes can create
particle–antiparticle pairs, and this makes the
restriction to a fixed particle number inconsistent.
This problem can be remedied by constructing a
many-body model allowing for an arbitrary number
of particles and antiparticles. The requirement that
this many-body model should have a ground state is
an important ingredient in this construction.

It is obviously of interest to formulate and study
many-body models of nondistinguishable particles
already in the nonrelativistic case. An important
empirical fact is that such particles come in two
kinds, bosons and fermions, distinguished by their
exchange statistics (we ignore the interesting possi-
bility of exotic statistics). For example, the fermion
many-particle version of [1] for suitable � and A is a
useful model for electrons in a metal. An elegant
method to go from the one- to the many-particle
description is the formalism of second quantization:
one promotes  to a quantum field operator with

certain (anti-) commutator relations, and this is a
convenient way to construct the appropriate many-
particle Hilbert space, Hamiltonian, etc. In the
nonrelativistic case, this formalism can be regarded
as an elegant reformulation of a pedestrian con-
struction of a many-body quantum-mechanical
model, which is useful since it provides convenient
computational tools. However, this formalism nat-
urally generalizes to the relativistic case where the
one-particle model no longer has an acceptable
physical interpretation, and one finds that one can
nevertheless give a consistent physical interpretation
to [2] and [3] provided that  are interpreted as
quantum field operators describing bosons and
fermions. This particular exchange statistics of the
relativistic particles is a special case of the spin-
statistics theorem: integer-spin particles are bosons
and half-integer spin particles are fermions. While
many structural features of this formalism are
present already in the simpler nonrelativistic models,
the relativistic models add some nontrivial features
typical for quantum field theories.

In the following, we discuss a precise mathema-
tical formulation of the quantum field theory models
described above. We emphasize the functorial nature
of this construction, which makes manifest that it
also applies to other situations, for example, where
the bosons and fermions are also coupled to a
gravitational background, are considered in other
spacetime dimensions than 3þ 1, etc.

Second Quantization:
Nonrelativistic Case

Consider a quantum system of nondistinguishable
particles where the quantum-mechanical descrip-
tion of one such particle is known. In general, this
one-particle description is given by a Hilbert space
h and one-particle observables and transforma-
tions which are self-adjoint and unitary operators
on h, respectively. The most important observable
is the Hamiltonian H. We will describe a general
construction of the corresponding many-body
system.

Example As a motivating example we take the
Hilbert space h = L2(R3) of square-integrable func-
tions f (x), x 2 R3, and the Hamiltonian H in [1]. A
specific example for a unitary operator on h is the
gauge transformation (Uf )(x) = exp(i�(x))f (x) with
� a smooth, real-valued function on R3.

In this example, the corresponding wave functions
for N identical such particles are the L2-functions
fN(x1, . . . , xN), xj 2 R3. It is obvious how to extend
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one-particle observables and transformations to such
N-particle states: for example, the N-particle Hamil-
tonian corresponding to H in [1] is

HN ¼
XN
j¼1

1

2m
ð�irxj

þ eAðt; xjÞÞ2 � e�ðt; xjÞ ½5�

and the N-particle gauge transformation UN is defined
through multiplication with

QN
j = 1 exp(i�(xj)).

For systems of indistinguishable particles it is
enough to restrict to wave functions which are even
or odd under particle exchanges,

fNðx1; . . . ; xj; . . . ; xk; . . . ;xNÞ
¼ �fNðx1; . . . ; xk; . . . ; xj; . . . ; xNÞ ½6�

for all 1 � j < k � N, with the upper and lower
signs corresponding to bosons and fermions, respec-
tively (this empirical fact is usually taken as a
postulate in nonrelativistic many-body quantum
physics). It is convenient to define the zero-particle
Hilbert space as C (complex numbers) and to
introduce a Hilbert space containing states with all
possible particle numbers: this so-called Fock space
contains all states

f0

f1ðx1Þ
f2ðx1; x2Þ

f3ðx1; x2; x3Þ
..
.

0BBBBB@

1CCCCCA ½7�

with f0 2 C. The definition of HN and UN then
naturally extends to this Fock space; see below.

General Construction

The construction of Fock spaces and many-particle
observables and transformations just outlined in a
specific example is conceptually simple. An alter-
native, more efficient construction method is to use
‘‘quantum fields,’’ which we denote as  (x) and
 y(x), x 2 R3. They can be fully characterized by the
following (anti-) commutator relations:

½ ðxÞ;  yðyÞ�� ¼ �3ðx� yÞ; ½ ðxÞ;  ðyÞ�� ¼ 0 ½8�

where [a, b]� 	 ab � ba, with the commutator and
anticommutators (upper and lower signs, respec-
tively) corresponding to the boson and fermion case,
respectively. It is convenient to ‘‘smear’’ these fields
with one-particle wave functions and define

 ðf Þ ¼
Z

R3
d3xf ðxÞ ðxÞ

 yðf Þ ¼
Z

R3
d3x yðxÞf ðxÞ

½9�

for all f 2 h. Then the relations characterizing the
field operators can be written as

½ ðf Þ;  yðgÞ�� ¼ ðf ; gÞ
½ ðf Þ;  ðgÞ�� ¼ 0

8f ; g 2 h

½10�

where

ðf ; gÞ ¼
Z

R3
d3xf ðxÞgðxÞ

is the inner product in h. The Fock space F�(h) can
then be defined by postulating that it contains a
normalized vector � called ‘‘vacuum’’ such that

 ðf Þ� ¼ 0 8f 2 h ½11�

and that all  (y)(f ) are operators on F�(h) such that
 y(f ) = (f )
, where 
 is the Hilbert space adjoint.
Indeed, from this we conclude that F�(h), as vector
space, is generated by

f1 ^ f2 ^ � � � ^ fN 	  yðf1Þ yðf2Þ � � � yðfNÞ� ½12�

with fj 2 h and N = 0, 1, 2, . . . , and that the Hilbert
space inner product of such vectors is

hf1 ^ f2 ^ � � � ^ fN; g1 ^ g2 ^ � � � ^ gMi

¼ �N;M

X
P2SN

ð�1ÞjPj
YN
j¼1

ðfj; gPjÞ ½13�

with SN the permutation group, with (þ1)jPj= 1
always, and (�1)jPj= þ1 and �1 for even and odd
permutations, respectively. The many-body Hamil-
tonian q(H) corresponding to the one-particle Hamil-
tonian H can now be defined by the following relations:

qðHÞ� ¼ 0; ½qðHÞ;  yðf Þ� ¼  yðHf Þ ½14�

for all f 2 h such that Hf is defined. Indeed, this
implies that

qðHÞf1 ^ f2 ^ � � � ^ fN

¼
XN
j¼1

f1 ^ f2 ^ � � � ^ ðHfjÞ ^ � � � ^ fN ½15�

which defines a self-adjoint operator on F�(h), and
it is easy to check that this coincides with our down-
to-earth definition of HN above. Similarly, the
many-body transformation Q(U) corresponding to
a one-particle transformation U can be defined as

QðUÞ� ¼ �; QðUÞ yðf Þ ¼  yðUf ÞQðUÞ ½16�

for all f 2 h, which implies that

QðUÞf1 ^ f2 ^ � � � ^ fN

¼ ðUf1Þ ^ ðUf2Þ ^ � � � ^ ðUfNÞ
½17�
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and thus coincides with our previous definition of
UN.

While we presented the construction above for a
particular example, it is important to note that it
actually does not make reference to what the one-
particle formalism actually is. For example, if we
had a model of particles on a space M given by
some ‘‘nice’’ manifold of any dimension and with M
internal degrees of freedom, we would take
h = L2(M)�CM and replace [9] by

 ðf Þ ¼
Z
M

d�ðxÞ
XM
j¼1

fjðxÞ jðxÞ ½18�

and its Hermitian conjugate, with the measure � on
M defining the inner product in h,

ðf ; gÞ ¼
Z

d�ðxÞ
X

j

fjðxÞgjðxÞ

With that, all formulas after [9] hold true as they stand.
Given any one-particle Hilbert space h with inner
product (� , �), observable H, and transformation U, the
formulas above define the corresponding Fock spaces
F�(h) and many-body observable q(H) and transfor-
mation Q(U). It is also interesting to note that this
construction has various beautiful general (functorial)
properties: the set of one-particle observables has a
natural Lie algebra structure with the Lie bracket given
by the commutator (strictly speaking: i times the
commutator, but we drop the common factor i for
simplicity). The definitions above imply that

½qðAÞ; qðBÞ� ¼ qð½A;B�Þ ½19�

for one-particle observables A, B, that is, the above-
mentioned Lie algebra structure is preserved under
this map q. In a similar manner, the set of one-
particle transformations has a natural group struc-
ture preserved by the map Q,

QðUÞQðVÞ¼QðUVÞ; QðUÞ�1¼QðU�1Þ ½20�

Moreover, if A is self-adjoint, then exp(iA) is
unitary, and one can show that

QðexpðiAÞÞ ¼ expðiqðAÞÞ ½21�

For later use, we note that, if {fn}n2Z is some
complete, orthonormal basis in h, then operators A
on h can be represented by infinite matrices
(Amn)m, n2Z with Amn = (fm, Afn), and

qðAÞ ¼
X
m;n

Amn 
y
m n ½22�

where  (y)
n = (y)(fn) obey

 m;  
y
n

� �
�¼ �m;n;  m;  

y
n

� �
�¼ 0 ½23�

for all m, n. We also note that, in our definition of
q(A), we made a convenient choice of normal-
ization, but there is no physical reason to not choose
a different normalization and define

q 0ðAÞ ¼ qðAÞ � bðAÞ ½24�

where b is some linear function mapping self-adjoint
operators A to real numbers. For example, one may wish
to use another reference vector ~� instead of � in the
Fock space, and then would choose b(A) = h~�, q(A)~�i.
Then the relations in [19] are changed to

½q0ðAÞ; q 0ðBÞ� ¼ q 0ð½A;B�Þ þ S0ðA;BÞ ½25�

where S0(A, B) = b([A, B]). However, the C-number
term S0(A, B) in the relations [25] is trivial, since it
can be removed by going back to q(A).

Physical Interpretation

The Fock space F�(h) is the direct sum of subspaces
of states with different particle numbers N,

F�ðhÞ ¼
M1
N¼0

hðNÞ� ½26�

where the zero-particle subspace h(0)
� = C is gener-

ated by the vacuum �, and h(N)
� is the N-particle

subspace generated by the states f1 ^ f2 ^ � � � ^
fN, fj 2 h. We note that

N 	 qð1Þ ½27�

is the ‘‘particle-number operator,’’ N FN = NFN for
all FN 2 h(N)

� . The field operators obviously change
the particle number:  y(f ) increases the particle
number by one (maps h(N)

� to h(Nþ1)
� ), and  (f )

decreases it by one. Since every f 2 h can be interpreted
as one-particle state, it is natural to interpret  y(f ) and
 (f ) as ‘‘creation’’ and ‘‘annihilation’’ operators,
respectively: they create and annihilate one particle in
the state f 2 h. It is important to note that, in the
fermion case, [10] implies that  y(f )2 = 0, which is a
mathematical formulation of the Pauli exclusion
principle: it is not possible to have two fermions in the
same one-particle state. In the boson case, there is no
such restriction. Thus, even though the formalisms
used to describe boson and fermion systems look very
similar, they describe dramatically different physics.

Applications

In our example, the many-body Hamiltonian
H0 	 q(H) can also be written in the following
suggestive form:

H0 ¼
Z

d3x yðxÞðH ÞðxÞ ½28�
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and similar formulas hold true for other observables
and other Hilbert spaces h = L2(M)�Cn. It is
rather easy to solve the model defined by such
Hamiltonian: all necessary computations can be
reduced to one-particle computations. For example,
in the static case, where A and � are time
independent, a main quantity of interest in statistical
physics is the free energy

E 	 ���1 log tr exp ð��½H0 � �N �Þð Þð Þ ½29�

where � > 0 is the inverse temperature, � the
chemical potential, and the trace over the Fock
space F�(h). One can show that

E ¼ �tr ��1 logð1� expð��½H � ��ÞÞ
� �

½30�

where the trace is over the one-particle Hilbert space
h. Thus, to compute E, one only needs to find the
eigenvalues of H.

It is important to mention that the framework
discussed here is not only for external field
problems but can be equally well used to for-
mulate and study more complicated models with
interparticle interactions. For example, while the
model with the Hamiltonian H0 above is often too
simple to describe systems in nature, it is easy to
write down more realistic models, for example, the
Hamiltonian

H ¼H0 þ ðe2=2Þ
Z

d3x

Z
d3y yðxÞ yðyÞ

� jx� yj�1 ðyÞ ðxÞ ½31�

describes electrons in an external electromagnetic
field interacting through Coulomb interactions. This
illustrates an important point which we would like
to stress: the task in quantum theory is twofold,
namely to formulate and to solve (exact of other-
wise) models. Obviously, in the nonrelativistic case,
it is equally simple to formulate many-body models
with and without interparticle interactions, and only
the latter are simpler because they are easier to
solve: the two tasks of formulating and solving
models can be clearly separated. As we will see, in
the relativistic case, even the formulation of an
external field problem is nontrivial, and one finds
that one cannot formulate the model without at
least partially solving it. This is a common feature of
quantum field theories making them challenging and
interesting.

Relativistic Fermion and Boson Systems

We now generalize the formalism developed in the
previous section to the relativistic case.

Field Algebras and Quasifree Representations

In the previous section, we identified the field
operators  (y)(f ) with particular Fock space opera-
tors. This is analogous to identifying the operators
pj = �i@xj

and qj = xj on L2(RM) with the generators
of the Heisenberg algebra, as usually done. (We
recall: the Heisenberg algebra is the star algebra
generated by Pj and Qj, j = 1, 2, . . . , M <1, with
the well-known relations

½Pj;Pk� ¼ �i�jk; ½Pj;Pk� ¼ ½Pj;Qk� ¼ 0

Pyj ¼ Pj; Qyj ¼ Qj

½32�

for all j, k.) Identifying the Heisenberg algebra with
a particular representation is legitimate since, as is
well known, all its irreducible representations are
(essentially) the same (this statement is made precise
by a celebrated theorem due to von Neumann).

However, in case of the algebra generated by the
field operators  (y)(f ), there exist representations
which are truly different from the ones discussed in
the last section, and such representations are needed
to construct relativistic external field problems. It is
therefore important to distinguish the fields as
generators of an algebra from the operators repre-
senting them. We thus define the (boson or fermion)
field algebra A�(h) over a Hilbert space h as the star
algebra generated by �y(f ), f 2 h, such that the map
f ! �(f ) is linear and the relations

½�ðf Þ;�yðgÞ�� ¼ ðf ; gÞ
½�ðf Þ;�ðgÞ�� ¼ 0

�yðf Þy ¼ �ðf Þ
½33�

are fulfilled for all f , g 2 h, with y the star
operation in A�(h). The particular representation
of this algebra discussed in the last section will be
denoted by �0, �0(�(y)(f )) = (y)(f ). Other represen-
tations �P� can be constructed from any projection
operators P� on h, that is, any operator P� on h
satisfying P
�= P2

�= P�. Writing  ̂ (y)(f ) short for
�P�(�(y)(f )), this so-called quasifree representation
is defined by

 ̂yðf Þ ¼  yðPþf Þ þ  ðP�f Þ
 ̂ðf Þ ¼  ðPþf Þ �  yðP�f Þ

½34�

where the bar means complex conjugation. It is
important to note that, while the star operation is
identical with the Hilbert space adjoint 
 in the
fermion case, we have

 ̂ðf Þy ¼  ðFf Þ
 with

F ¼ Pþ � P� for bosons
½35�
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where F is a grading operator, that is, F
= F and F2 = 1.
We stress that the ‘‘physical’’ star operation always is 
,
that is, physical observables A obey A = A
.

The present framework suggests to regard quantiza-
tion as the procedure which amounts to going from a
one-particle Hilbert space h to the corresponding field
algebra Aþ(h). Indeed, the Heisenberg algebra is
identical with the boson field algebra A�(CM) (since
the latter is obviously identical with the algebra of M
harmonic oscillators), and thus conventional quantum
mechanics can be regarded as boson quantization in the
special case where the one-particle Hilbert space is
finite dimensional. It is interesting to note that
‘‘fermion quantum mechanics’’ A�(CM) is the natural
framework for formulating and studying lattice fer-
mion and spin systems which play an important role in
condensed matter physics.

In the following, we elaborate the naive inter-
pretations of the relativistic equations in [2] and [3]
as a quantum theory of one particle, and we discuss
why they are unphysical. For simplicity, we assume
that the electromagnetic fields �, A are time inde-
pendent. We then show that quasifree representa-
tions as discussed above can provide physically
acceptable many-particle theories. We first consider
the Dirac case, which is somewhat simpler.

Fermions

One-particle formalism Recalling that i@t is the
energy operator, we define the Dirac Hamiltonian D
by rewriting [3] in the following form:

i@t ¼ D ; D ¼ ð�irþ eAÞ � a þm� � e� ½36�

This Dirac Hamiltonian is obviously a self-adjoint
operator on the one-particle Hilbert space h = L2(R4)�
C4, but, different from the Schrödinger Hamiltonian in
[1], it is not bounded from below: for any E0 > �1,
one can find a state f such that the energy expectation
value (f, Df ) is less than E0. This can be easily seen for
the simplest case where the external potential vanishes,
A =�= 0. Then the eigenvalues of D can be computed
by Fourier transformation, and one finds

E ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

q
; p 2 R3 ½37�

Due to the negative energy eigenvalues we conclude
that there is no ground state, and the Dirac
Hamiltonian thus describes an unstable system,
which is physically meaningless.

To summarize: a (unphysical) one-particle
description of relativistic fermions is given by a
Hilbert space h together with a self-adjoint Hamil-
tonian D unbounded from below. Other observables
and transformations are given by self-adjoint and
unitary operators on h, respectively.

Many-body formalism We now explain how to
construct a physical many-body description from these
data. To simplify notation, we first assume that D has a
purely discrete spectrum (which can be achieved by
using a compact space). We can then label the eigen-
functions fn by integers n such that the corresponding
eigenvalues En � 0 for n � 0 and En < 0 for n < 0.
Using the naive representation of the fermion field
algebra discussed in the last section, we get (we use the
notation introduced in [22])

qðDÞ ¼
X
n�0

jEnj yn n �
X
n<0

jEnj yn n ½38�

which is obviously not bounded from below and thus
not physically meaningful. However, yn n = 1�  n 

y
n,

which suggests that we can remedy this problem by
interchanging the creation and annihilation operators
for n < 0. This is possible: it is easy to see that

 ̂n 	  n 8n � 0 and  ̂n 	  yn 8n < 0 ½39�

provides a representation of the algebra in [23]. We
thus define

q̂ðDÞ 	
X
n2Z

En :  ̂yn ̂n : ½40�

with the so-called normal ordering prescription

: ym n :	  ym n � �;  ym n�
� �

½41�

where we made use of the freedom of normalization
explained after [23] to eliminate unwanted additive
constants. We get q(D) =

P
n2Z jEnj yn n, which is

manifestly a non-negative self-adjoint operator with
� as ground state. We thus found a physical many-
body description for our model. We can now define
for other one-particle observables,

q̂ðAÞ 	
X
n2Z

Amn :  ̂ym ̂n : ½42�

and, by straightforward computations, we obtain

½q̂ðAÞ; q̂ðBÞ� ¼ q̂ð½A;B�Þ þ SðA;BÞ ½43�

where S(A, B) =
P

m<0

P
n�0 (AmnBnm � BmnAnm),

that is,

SðA;BÞ ¼ tr P�APþBP� � P�BPþAP�ð Þ ½44�

with P�=
P

n<0 fn(fn, �) the projection onto the
subspace spanned by the negative energy eigenvec-
tors of D and Pþ= 1� P�. One can show that q̂(A)
is no longer defined for all operators but only if

P�APþ and PþAP� are

Hilbert–Schmidt operators ½45�

(we recall that a is a Hilbert–Schmidt operator if
tr(a
a) <1). The C-number term S(A,B) in [43] is
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often called Schwinger term and, different from the
similar term in [25], it is now nontrivial, that is, it is
no longer possible to remove it by a redefinition
q̂0(A) = q̂(A)� b(A). This Schwinger term is an
example of an anomaly, and it has various interest-
ing implications.

In a similar manner, one can construct the many-
body transformations Q̂(U) of unitary operators U
on h satisfying the very Hilbert–Schmidt condition
in [45], and one obtains

Q̂ðUÞQ̂ðVÞ ¼ �ðU;VÞQ̂ðUVÞ ½46�

with interesting phase-valued functions �.
More generally, for any one-particle Hilbert

space h and Dirac Hamiltonian D, the physical
representation is given by the quasifree representa-
tion �P� in [34] with P� the projection onto the
negative energy subspace of D. The results about q̂
and Q̂ mentioned hold true in any such
representation.

Thus the one-particle Hamiltonian D determines
which representation one has to use, and one
therefore cannot construct the ‘‘physical’’ represen-
tation without specific information about D. How-
ever, not all these representations are truly different:
if there is a unitary operator U on the Fock space
Fþ(h) such that

U
�
P
ð1Þ
�
ð ðyÞðf ÞÞU ¼ �

P
ð2Þ
�
ð ðyÞðf ÞÞ ½47�

for all f 2 h, then the quasifree representations
associated with the different projections P(1)

� and
P(2)
� are physically equivalent: one could equally well

formulate the second model using the representation
of the first. Two such quasifree representations are
called unitarily equivalent, and a fundamental
theorem due to Shale and Stinespring states that
two quasifree representations �P(1, 2)

�
are unitarily

equivalent if and only if P(1)
� � P(2)

� is a Hilbert–
Schmidt operator (a similar result holds true in the
boson case).

Bosons

One-particle formalism Similarly as for the Dirac
case, the solutions of the Klein–Gordon equation in
[2] also do not define a physically acceptable one-
particle quantum theory with a ground state: the
energy eigenvalues in [37] for A =�= 0 are a
consequence the relativistic invariance and thus
equally true for the Klein–Gordon case. However,
in this case there is a further problem. To find the
one-particle Hamiltonian, one can rewrite the
second-order equation in [2] as a system of first-
order equations,

i@t� ¼ K�

� ¼
 

�y

	 

; K ¼

C i

�iB2 C

	 
 ½48�

with

B2 	 ð�irþ eAÞ2 þm2; C 	 �e� ½49�

Thus, one sees that the natural one-particle Hilbert
space for the Klein–Gordon equation is
h = L2(R3)�C2; here, and in the following, we
identify h with h0 
 h0, h0 = L2(R3), and use a
convenient 2� 2 matrix notation naturally asso-
ciated with that splitting. However, the one-particle
Hamiltonian is not self-adjoint but rather obeys

K
 ¼ JKJ; J 	 0 �i
i 0

	 

½50�

with 
 the Hilbert space adjoint. It is important to
note that J is a grading operator. Thus, we can
define a sesquilinear form

ðf ; gÞJ 	 ðf ; JgÞ 8f ; g 2 h ½51�

with (� , �) the standard inner product, and [50] is
equivalent to K being self-adjoint with respect to
this sesquilinear form; in this case, we say that K is
J-self-adjoint. Thus, in the Klein–Gordon case, this
sesquilinear form takes the role of the Hilbert space
inner product and, in particular, not (�,�) but (�,�)J is
preserved under time evolution. However, different
from �y�, �yJ� is not positive definite, and it is
therefore not possible to interpret it as probability
density as in conventional quantum mechanics. For
consistency, one has to require that one-particle
transformations U are unitary with respect to (�,�)J,
that is, U�1 = JUJ. We call such operators J-unitary.

To summarize: a (unphysical) one-particle
description of relativistic bosons is given by a
Hilbert space of the form h = h0 
 h0, the grading
operator J in [50], and a J-self-adjoint Hamiltonian
K of the form as in eqn [48], where B � 0 and C are
self-adjoint operators on h0. Other observables and
transformations are given by J-self-adjoint and
J-unitary operators on h, respectively.

Many-body formalism We first consider the quasi-
free representation �P(0)

�
of the boson field algebra

A�(h) so that the grading operator in [35] is
equal to J, that is, P(0)

� = (1� J)=2. Writing
�P(0)
�

(�(y)(f )) = (y)(f ), one finds that

qðAÞ
 ¼ qðJAJÞ; QðUÞ
 ¼ QðJU
JÞ ½52�

and thus J-self-adjoint operators and J-unitary
operators are mapped to proper observables and
transformations. In particular, q(K) is a self-adjoint
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operator, which resolves one problem of the one-particle
theory. However, q(K) is not bounded from below, and
thus �P(0)

�
is not yet the physical representation.

The physical representation can be constructed
using the operators

T ¼ 1ffiffiffi
2
p B1=2 iB�1=2

B1=2 iB�1=2

	 

; F ¼ 1 0

0 �1

	 

½53�

(for simplicity, we restrict ourselves to the case C = 0
and B > 0; we use the calculus of self-adjoint operators
here) with the following remarkable properties:

T�1 ¼ JT
F

TKT�1 ¼
B 0

0 �B

	 

	 K̂

½54�

One can check that

 ̂yðf Þ 	  yðTf Þ;  ̂ðf Þ 	  ðT �1f Þ ½55�

is a quasifree representation �P� of A�(h) with
P�= (1� F)=2. With that the construction of q̂ and
Q̂ is very similar to the fermion case described
above (the crucial simplification is that K̂ and F now
are diagonal). In particular, q̂(K) is a non-negative
operator with the ground state �, and q̂(A) and
Q̂(U) are self-adjoint and unitary for every one-
particle observable A and transformation U, respec-
tively. One also gets relations as in [43] and [46].
Related Topics of Recent Interest

The impossibility to construct relativistic quantum-
mechanical models played an important role in the
early history of quantum field theory, as beautifully
discussed in chapter 1 of Weinberg (1995).

The abstract formalism of quasifree representations
of fermion and boson field algebras was developed in
many papers (see, e.g., Ruijsenaars (1977), Grosse and
Langmann (1992), and Langmann (1994) for explicit
results on Q̂ and �). A nice textbook presentation
with many references can be found in chapter 13 of
Gracia-Bondı́a et al. (2001) (this chapter is rather self-
contained but mainly restricted to the fermion case).

Based on the Shale–Stinespring theorem, there has
been considerable amount of work to investigate
whether the quasifree representations associated
with different external electromagnetic fields
 1, A1 and  2, A2 are unitarily equivalent, if and
which time-dependent many-body Hamiltonians
exist, etc. (see chapter 13 of Gracia-Bondı́a et al.
(2001), and references therein).

The infinite-dimensional Lie algebra g2 of Hilbert
space operators satisfying the condition in [45] is an
interesting infinite-dimensional Lie algebra with a
beautiful representation theory. This subject is closely
related to conformal field theory (see, e.g., Kac and
Raina (1987) for a textbook presentation and Carey
and Ruijsenaars (1987) for a detailed mathematical
account within the framework described by us).

It turns out that the mathematical framework
discussed in the previous section is sufficient for
constructing fully interacting quantum field theories,
in particular Yang–Mills gauge theories, in 1þ 1
but not in higher dimensions. The reason is that, in
3þ 1 dimensions, the one-particle observables A of
interest do not obey the Hilbert–Schmidt condition
in [45] but only the weaker condition

trða
aÞn <1; a ¼ P�AP� ½56�

with n = 2, and the natural analog of g2 in 3þ 1
dimensions thus seems to be the Lie algebra g2n of
operators satisfying this condition with n = 2. Various
results on the representation theory of such Lie
algebras g2n>2 have been developed (see Mickelsson
(1989), where various interesting relations to infinite-
dimensional geometry are also discussed).

As mentioned, the Schwinger term S(A,B) in [44] is
an example of an anomaly. Mathematically, it is a
nontrivial 2-cocycle of the Lie algebra g2, and analogs
for the groups g2n>2 have been found. These cocycles
provide a natural generalization of anomalies (in the
meaning of particle physics) to operator algebras. They
not only shed some interesting light on the latter, but
also provide a link to notions and results from
noncommutative geometry (see, e.g., Gracia-Bondı́a
et al. (2001)). We believe that this link can provide a
fruitful driving force and inspiration to find ways to
deepen our understanding of quantum Yang–Mills
theories in 3þ 1 dimensions (Langmann 1996).

See also: Anomalies; C*-Algebras and Their
Classification; Dirac Fields in Gravitation and Nonabelian
Gauge Theory; Dirac Operator and Dirac Field; Gerbes in
Quantum Field Theory; Quantum Field Theory in Curved
Spacetime; Quantum n-Body Problem; Superfluids;
Two-Dimensional Models.
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Introduction

There is a common practice in mathematics of placing a
boundary on an object which may not appear to come
naturally equipped with one; this is often thought of as
adding ideal points to the object. Perhaps the most
famous example is the addition of a single ‘‘point at
infinity’’ to the complex plane, resulting in the Riemann
sphere: this is a boundary point in the sense of providing
an ideal endpoint for lines and other endless curves in
the plane. Often, there is more than one reasonable way
to construct a boundary for a given object, depending
on the intent; for instance, the plane is sometimes
equipped, not with a single point at infinity, but with a
circle at infinity, resulting in a space homeomorphic to a
closed disk. Both these boundaries on the plane have
useful but different things to tell us about the nature of
the plane; the common feature is that, by bringing the
infinite reach of the plane within the confines of a more
finite object, we are better able to grasp the behavior of
the original object.

The general usefulness of the construction of
boundaries for an object is to allow behavior of
structures in the ‘‘completed’’ object to aid in
visualization of behavior in the original object,
such as by providing a degree of measurement or
other classification of processes at infinity. This
utility has not been overlooked for spacetimes. A
variety of purposes may be served by various
boundary construction methods: providing a locale
for singularities (as the spacetime itself is modeled
by a smooth manifold with a smooth metric, free of
singular points); providing a platform from which to
measure global properties such as total energy or
angular momentum; displaying in finite form the
causal structure at infinity; or providing a compact
(or quasicompact) topological envelope for the
spacetime while preserving the causal structure.
This article will consider several of the methods
that have been used or proposed for constructing
boundaries for spacetimes, ranging from the ad hoc
(but practical) to the universal. Perhaps the
simplest way to classify these methods is into
those which employ or analyze embeddings of the
spacetime in question and those that do not.
Boundaries from Embeddings

General

The simplest and most common method of construct-
ing a boundary for a spacetime M is to find a suitable
manifold N (of the same dimension) and an appro-
priate map � : M! N which is a topological embed-
ding, that is, a homeomorphism onto its image �(M).
We can consider �M�, the closure of �(M) in N, as the
�-completion of M, and @�(M) = �M� � �(M) as the
�-boundary. Typically, this embedding is chosen in
such a way that curves of interest in M – such as
timelike or null geodesics or causal curves of bounded
acceleration – which have no endpoints in M, do have
endpoints in @�(M); in other words, if c : [0,1)!M is
such a curve of interest, then limt!1 �(c(t)) exists in N.

The common practice, initiated by Penrose in
1967, is to choose N to be another spacetime –
often called the unphysical spacetime, while M is
considered the spacetime of physical interest – and to
require the embedding � to be a conformal mapping,
that is, � carries the spacetime metric in M to a scalar
multiple of the spacetime metric in N. As conformal
maps preserve the local causal structure, leaving
unchanged the notions of timelike curve or null
curve, this means that �M� inherits from N a causal
structure which, locally, is an extension of that of M.
This allows us to speak of causal relationships within
�M�, closely related to those in M.

Minkowski Space

The prototypical example is the conformal embedding
of Minkowski space into the Einstein static spacetime.



Let Rn denote Euclidean n-space, Sn the unit
n-sphere, and Ln Minkowski n-space, that is, Rn with
metric ds2 = dx2

1 þ � � � þ dx2
n�1 � dt2 (so Ln =

Rn�1 � L1). The n-dimensional Einstein static space-
time is the product spacetime En = Sn�1 � L1. Con-
sider Sn�1 as embedded in Rn = Rn�1 � R1. Then the
conformal embedding is � : Ln ! En, expressed as
� : Rn�1 � L1 ! Sn�1 � L1 � Rn�1� R1 � L1 given
by �(x, t) = ((x=jxj) sin �, cos �, �), where �= tan�1

(t þ jxj)� tan�1 (t � jxj) and � = tan�1 (t þ jxj)þ
tan�1 (t � jxj). The boundary @�(Ln) consists of the
following: the points {�þ � = �; 0 < � � �}, composed
of an Sn�2 of null lines coming together at the point
iþ= (0, 1,�); a similar cone of null lines {�� � = �;
�� � � < 0} with vertex at i�= (0, 1, ��); and a single
limit-point for both cones at i0 = (0,�1, 0). The � > 0
null cone is called Iþ (the letter is read ‘‘scri’’ for
‘‘script-I’’), its counterpart I� (Figures 1 and 2). As all
future-directed timelike geodesics in Ln have iþ as an
endpoint in En, iþ is called future-timelike infinity;
similarly, i� is past-timelike infinity. Every future-
directed null geodesic ends up on Iþ, which is thus

termed future-null infinity, and I� is past-null infinity.
All spacelike geodesics come to i0, spacelike infinity.

For n = 2, this picture produces the familiar
diamond representation of L2 (Figure 3): as E2 is
easily unrolled into another copy of L2 (metric
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Figure 1 L2 conformally embedded in E2 = S1 � L1:
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Figure 2 L3 conformally embedded in E3 = S2 � L1:
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d�2 � d�2), this means that �(L2) is the region j�j þ
j� j < � in L2; timelike curves and null geodesics in
the original L2 are the same as in �(L2), and their
endpoints in the boundary of the diamond are
evident. For higher dimensions, the picture is not as
visually obvious, since En cannot be unrolled; but the
principle of reading the causal structure at infinity of
Ln via its boundary points in En remains the same.

Conformal Embeddings

There have been various formulations designed to
emulate the conformal mapping of Ln with respect to
spacetimes, which are, in some sense, asymptotically
like Minkowski space being conformally mapped into
larger spacetimes. A spacetime M with metric g is
called asymptotically simple or (alternatively) asymp-
totically flat if there is a spacetime N with metric h,
an embedding � : M! N, and a scalar function �
defined on N with ��h = (� � �)2g (i.e., � is
conformal with �2 the conformal factor) and � = 0
on @�(M), d� 6¼ 0 on @�(M), and various other
restrictions on �, depending on the intent. One can
define asymptotic symmetries of M by means of
motions within @�(M), leading to notions of global
energy and angular momentum (see Hawking and
Ellis (1973) and Wald (1984) for details).

Classifications of Embeddings

As a general rule, there is no uniqueness in the
choice of an embedding � for a spacetime M to
construct a boundary, nor in the topology of the
resulting boundary @�(M), or even of which curves
of interest end up having endpoints in the boundary.
In an attempt to categorize which embeddings yield
equivalent results and what sort of results there are
in terms of endpoints of curves, Scott and Szekeres

(1994) formulated what they called the abstract
boundary of a spacetime. This depends on a choice
of class of ‘‘interesting’’ curves, each characterizable
as having either infinite or finite parameter length;
typical choices for this class would be timelike
geodesics or causal geodesics or timelike curves of
bounded acceleration. For instance, a boundary
point may be said to represent a singularity with
respect to the chosen class of curves if it is the
endpoint of one such curve with finite parameter
length; nonsingular points are points at infinity.
These classifications do not require conformal
embeddings, nor even that the target of the embed-
dings be spacetimes; they accommodate boundaries
of a far more general type than Penrose’s notion
stemming from conformal embeddings.

A somewhat different study of boundaries from
embeddings has been formulated by Garcı́a-Parrado
and Senovilla (2003), classifying points at infinity and
singularities in @�(M) for embeddings � : M! N in
which N is a spacetime, � preserves the chronology
relation 	 , and there is also a diffeomorphism
 :�(M)! N which again preserves	 (the chronol-
ogy relation in a spacetime is defined thus: x	 y if
and only if there is a future-directed timelike curve
from x to y). This scheme applies more generally than
to conformal embeddings, but the requirement for
chronology-preserving maps in both directions guar-
antees a strong sensitivity to causality; it amounts to a
mild extension of Penrose’s notion that is often much
easier to construct.

Universal Constructions

B-Boundary

Attempts have been made to formulate boundary
concepts specifically for defining singularities as
ideal endpoints for finite-length geodesics. The
most complete venture in this direction is the
b-boundary (‘‘b’’ for ‘‘bundle’’) of Schmidt (Hawking
and Ellis 1973, pp. 276–284). This is a formulation
that takes note only of the connection in the linear
frames bundle L(M) of a spacetime M (or of any
manifold with a linear connection, metric or other-
wise); in other words, it takes no particular note of
the spacetime metric or even of the causal structure of
the spacetime, but only of the notion of parallel
translation of tangent vectors along curves. Parallel
translation of a frame (a basis for the tangent space)
along a curve is used to obtain an ad hoc length for
the curve by treating the translated frame as positive-
definite orthonormal at each point; whether this
length is finite or infinite is independent of the choice
of the original frame. The Schmidt construction

i –

�+

� –
Image of L2

Unrolled E2

Figure 3 L2 conformally embedded in unrolled E2, i.e.,

R1 � L1 = L2:
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defines a boundary on M which gives an endpoint for
each curve, endless in M, which is finite in that sense:
Select a positive-definite metric on L(M), give it a
boundary by means of Cauchy completion, and then
take the appropriate quotient by the bundle group.
This has an appealing universality of application, but
the problems of putting it into practice are quite
formidable. Also, the fact that it takes no special note
of the spacetime character of M suggests that it may
not be of particular utility for physical insights.

Causal Boundary: Basics

In 1972 Geroch, Kronheimer, and Penrose (GKP)
formulated a notion of boundary – the causal
boundary – that is specifically adapted to the causal
character of a spacetime M; indeed, it is defined in
such a way that one need know only the chronology
relation 	 on M without any further reference to
the metric (another way of saying this is that the
causal boundary is conformally invariant). Like
Schmidt’s b-boundary, the causal boundary is a
universal construction, not depending on any extra-
neous choices; however, although it has an obvious
clarity in its causal structure, there are subtleties in
the choice of an appropriate topology which are
perhaps not yet fully resolved. As this boundary
construction appears to embody the best hopes for a
practical universal construction, it is detailed here in
some depth.

The causal boundary construction applies only to
strongly causal spacetimes; essentially, this means
that the local causal structure at each point is
exactly reflective of the global causal structure.

The basic construction of the causal boundary of
a spacetime M starts with two separate parts: the
future and past (pre-)boundaries of M, intended as
yielding endpoints for, respectively, future- and past-
endless causal curves. Part of the difficulty of the
causal boundary is knowing how best to meld these
two into one; currently, there are several answers to
this conundrum.

The elements of the future causal boundary of M
are defined in terms of the past-set operator I�. For
a point x 2M, the past of x is I�(x) = {y j y	 x}; for
a set A �M, I�[A] =

S
x2A I�(x). A set P �M is

called a past set if I�[P] = P; anything of the form
P = I�[A] is a past set, and all past sets have this
form. A past set P is an indecomposable past set (IP)
if P cannot be written as P1 [ P2 for past sets which
are proper subsets Pi ( P. IPs come in exactly two
varieties: pointlike IPs (PIPs), of the form I�(x)
(Figure 4), and terminal IPs (TIPs), of the form I�[c]
for c a future-endless causal curve (Figure 5). (Of
course, any I�(x) can also be expressed as I�[c] for c

a causal curve ending at x.) The future causal
boundary of M, @̂(M), consists of all the TIPs of M;
the future causal completion of M is M̂ = @̂(M) [M.
But that is just a set; the causal structure of M needs
to be extended to M̂.

For any x 2M and P 2 @̂(M), set x	 P if and
only if x 2 P; set P	 x if and only if P � I�(y) for
some y	 x (y 2M); and for P and Q in @̂(M), set
P	 Q if and only if P � I�(y) for some y 2 Q.
If we consider this an extension of the	 relation on
M, then we end up with a relation which, like that
on M, is transitive and antireflexive. Furthermore, it
has the property that for all �, � 2 M̂,�	 � if and
only if for some x 2M,�	 x	 �. (One can also
amend the chronology relation within M to be more
like the definition in the extension; that is not of
major import.)

We can also extend the causality relation 
 on M
to one on M̂ (in M, x 
 y if there is a future-directed

P

Figure 4 PIP P = I�(x ).

c

P

Figure 5 TIP P = I�c.
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causal curve from x to y): for x 2M and P, Q 2
@̂(M), x 
 P for I�(x) � P, P 
 x for P � I�(x), and
P 
 Q for P � Q.

The intent is to have the elements of @̂(M) provide
future endpoints for future-endless causal curves in
M; in particular, we want two such curves, c1 and
c2, to be assigned the same future endpoint precisely
when I�[c1] = I�[c2]. This is accomplished by the
simple expedient of defining the future endpoint of a
future-endless causal curve c to be P = I�[c]. We do
not have a topology on M̂ as yet, but it is worth
noting that if P is the assigned future endpoint of c,
then I�(P) = I�[c]; this is at least the correct causal
behavior for a putative future endpoint of c.

We can perform all the operations above in the
time-dual manner, obtaining the past causal bound-
ary �@(M), consisting of terminal indecomposable
future sets (TIFs), and the past causal completion
�M = �@(M) [M. The full causal boundary of M
consists of the union of @̂(M) with �@(M) with some
sort of identifications to be made.

As an example of the need for identifications,
consider M to be L2 with a closed timelike line
segment deleted, say M = L2 � {(0, t) j 0 � t � 1}.
For @̂(M), we have first the boundary elements at
infinity: the TIP iþ= M (the past of the positive time
axis) and the set of TIPs making up Iþ (the pasts of
null lines going out to infinity in L2); and then, the
boundary elements coming from the deleted points:
for each t with 0 < t � 1, two IPs emanating from
(0, t), that is, Pþt , the past of the null line going
pastwards from (0, t) toward x > 0, and P�t , the past
of the null line going pastwards from (0, t) toward
x < 0; and P0, emanating from (0, 0), that is, the
past of the negative time axis. Similarly, �@(M)
consists of i�, I�, TIFs Fþt and F�t emanating from
(0, t) for 0 � t < 1, and the TIF F1 emanating from
(0, 1). We probably want to make at least the
following identifications for each t with 0 < t < 1,
Pþt � Fþt and P�t � F�t ; Pþ1 � F1 � P�1 ; and Fþ0 �
P0 � F�0 . This results in a two-sided replacement
for the deleted segment; for some purposes, it might
be deemed desirable to identify the two sides as one,
but a universal boundary is probably a good idea,
leaving further identifications as optional quotients
of the universal object.

How best to define the appropriate identifications
in general is a matter of some controversy. GKP
defined a somewhat complicated topology on
�M = @̂(M) [ �@(M) [M, then used an identification
intended to result in a Hausdorff space. There are
significant problems with this approach in some
outré spacetimes, as pointed out by Budic and Sachs
(1974) and Szabados (1989), both of whom recom-
mended a different set of identifications. But what is

of more concern is that the topology prescribed by
GKP is not what might be expected in even the
simplest of cases, for example, Minkowski space: Ln

needs no identifications among boundary points (no
matter whose identification procedure is followed).
The GKP topology on Ln, restricted to @̂(Ln), is not
that of a cone (Sn�2 � R1 with a point added), as is
the case for Iþ in the conformal embedding into En;
but, instead, each null line in @̂(Ln) (not including iþ)
is an open set, and iþ has no neighborhood in @̂(Ln)
save for the entire boundary. This is a topology
bearing no relation at all to that of any embedding.

Future Causal Boundary

Construction An alternative approach, initiated by
Harris (1998), is to forego the full causal boundary
and concentrate only on M̂ and �M separately. There
is an advantage to this in that the process of future
causal completion – that is to say, forming M̂ from
M – can be made functorial in an appropriate
category of ‘‘chronological sets’’: a set X with a
relation 	 which is transitive and antireflexive such
that it possesses a countable subset S which is
‘‘chronologically dense,’’ that is, for any x, y 2 X,
there is some s 2 S with x	 s	 y. Any strongly
causal spacetime M is a chronological set, as is M̂.
The entire construction of the future causal bound-
ary works just as well for a chronological set. The
role of a timelike curve in a chronological set is
taken by a future chain: a sequence c = {xn} with
xn 	 xnþ1 for all n. For any future chain c, I�[c] is an
IP, and any IP can be so expressed; but unlike in
spacetimes, I�(x) may or may not be an IP for x 2 X.
Then, X̂ is always future complete in the sense that
for any future chain c in X̂, there is an element � 2 X̂
with I�(�) = I�[c]: for instance, if the chain c lies in
X but there is no x 2 X with I�(x) = I�[c], just let
�= I�[c], which is an element of @̂(X). This yields a
functor of future completion from the category of
chronological sets to the category of future-complete
chronological sets, and the embedding X! X̂ is a
universal object in the sense of the category theory;
this implies that it is categorically unique and is the
minimal future-completion process.

However, it is crucial to have more than the
chronology relation operating in what is to be a
boundary; topology of some sort is needed. This is
accomplished by defining what might be called the
future-chronological topology for any chronological
set – including for M̂ when M is a strongly causal
spacetime. This topology is defined by means of a
limit-operator L̂ on sequences: if X is the chron-
ological set, then for any sequence of points �= {xn}
in X, L̂(�) denotes a subset of X which is the set of
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limits of �. It is explicitly recognized that there may
be more than one limit of a sequence, as the space
may not be Hausdorff; no attempt is made to
remove any non-Hausdorffness, as this is viewed as
giving important information on how, possibly,
two points in the future causal boundary represent
very similar and yet not identical pieces of
information about the causal structure at infinity.
Once the limit operator is in place, the actual
topology on X is defined thus: a subset A � X is
said to be closed if and only if for any sequence
� � A, L̂(�) � A (and open sets are complements of
closed sets). This yields the elements of L̂(�) as
topological limits of �.

The definition of L̂ is simplest when X has the
property that I�(x) is an IP for any x 2 X; as this is
true for X being either a spacetime M or the future
causal completion M̂ of a spacetime, the discussion
here is restricted to this situation. Let us also make
the common assumption that X is past-distinguishing,
that is, I�(x) = I�(y) implies x = y.

Let �= {xn} be a sequence of points in a past-
distinguishing chronological set X in which the past
of any point is an IP. Then L̂(�) consists of those
points x for which (see Figures 6 and 7)

1. for all y 2 I�(x), for n sufficiently large, y	 xn,
and

2. for any IP P ) I�(x), there is some z 2 P such that
for n sufficiently large, z 6	 xn.

Then the future-chronological topology on X has
these features:

1. It is a T1 topology, that is, points are closed.
2. If I�(x) = I�[c] for a future chain c = {xn}, then x

is a topological limit of the sequence {xn}.
3. If X = M, a strongly causal spacetime, then the

future-chronological topology is precisely the
manifold topology.

4. If X = M̂, the future causal completion of a
strongly causal spacetime M, then the induced
topology on M is the manifold topology, @̂(M) is
a closed subset of M̂, and M is dense in M̂. As per
property (2), for any future-endless causal curve c

in M, the point I�[c] in @̂(M) is the topological
endpoint of c in M̂.

5. If X =cLn, then X is homeomorphic to the conformal
image of Ln in En together with Iþ and iþ; in
particular, @̂(Ln) has the topology of a cone.

Examples The future causal boundary with the
future-chronological topology can be calculated
with a fair degree of success. For instance, if M
is conformal to a simple product spacetime Q� L1

(Q a Riemannian manifold), then @̂(M) is much
like @̂(Ln) in that it consists of null or timelike
lines factored over a particular boundary construc-
tion @(Q) on Q, coming together at a single point iþ

(the IP which is all of M); if Q is complete, then
these are all null lines, and together they may be
called Iþ.

The elements of @(Q) are defined in terms of the
Lipschitz-1 functions on Q known as Busemann
functions: if c : [�,!)!Q is any endless unit-speed
curve (typically, !=1), then the Busemann function
bc : Q!R is defined by bc(q) = lims!! (s� d(c(s), q)),
where d is the distance function in Q; this function
is either finite for all q or infinite for all q. The set
B(Q) of finite Busemann functions has an R-action
defined by a � bc = ba�c, where (a � c)(s) = c(sþ a).
Then @(Q) = B(Q)=R. For any P 2 @̂(M), the
boundary of P, as a subset of Q� L1 ffi Q� R, is
the graph of a Busemann function (the function is
bc for P generated by a null curve projecting to c);
and a point x = (q, t) in M can be represented by
@(I�(x)), which is the graph of the function
t � d(�, q). Thus, one could use the function-
space topology on B(Q) to topologize M̂; in that
function-space topology @̂(M) is a cone on @(Q),
and M̂, apart from iþ, is the topological product of
R with Q [ @(Q). The future-chronological topol-
ogy is sometimes different from the function-space
topology, allowing more convergent sequences
than the function-space topology does. When this
happens, the result is non-Hausdorff, revealing
pairs of points in @̂(M) which are more closely
related to one another than the function-space

Xn X
Z

P

y
I 

–(x)

Figure 6 x 2 L̂(fxng): for all y 2 I�(x ), eventually y 	 xn , and for

all IP P ) I�(x ), there is some z 2 P such that eventually z 6	 xn :

x

P z

I 

–(x)

Figure 7 x 62 L̂(fxng): there is some IP P ) I�(x) such that for

all z 2 P , z 	 xn for infinitely many n.

Boundaries for Spacetimes 331



332 Boundaries for Spacetimes
topology reveals; but it is still the case that @̂(M),
apart from iþ, is fibered by R over @(Q).

If Q is a warped product Q = (a, b)� K for a
compact manifold K with metric dr2 þ e�(r)h with h
a metric on K, then one can calculate more precisely:
if, for instance, � has a minimum in the interior of
(a, b) and has suitable growth on either end, then
@(Q) represents two copies of K (one for each end of
(a, b)� K), the future-chronological topology is the
same as the function-space topology, and M̂ (apart
from iþ) is a simple product of R with Q [ @(Q):
@̂(M) is precisely a null cone over two copies of K.
This applies, for instance, to exterior Schwarzschild,
where K = S2; the boundary at one end of exterior
Schwarzschild is the usual Iþ, and the boundary at
the other end is the null cone {r = 2m}, where
exterior attaches to interior Schwarzschild.

Calculations for the future-chronological topology
become much easier when @̂(M) is purely spacelike,
that is, no P 2 @̂(M) is contained in the past of any
other element of M̂. For instance, if M is conformal
to a multiwarped product, Q1 � � � � �Qm � (a, b)
with metric f1(t)2h1 þ � � � þ fm(t)2hm � dt2, where hi

is a Riemannian metric on Qi, then @̂(M) will be
purely spacelike if all the Riemannian factors are
complete and for each i,

R b
b� 1=fi(t) dt <1; in that

case, @̂(M) ffi Q, where Q = Q1 � � � � �Qm and
M̂ ffi Q� (a, b). This applies, for instance, to inter-
ior Schwarzschild, where Q1 = R1 and Q2 = S2,
yielding the topology of R1 � S2 for the Schwarzs-
child singularity.

There is a categorical universality for spacelike
boundaries and the future-chronological topology.
This means that any other reasonable way of
future-completing interior Schwarzschild must yield
R1 � S2 or a topological quotient of that for the
singularity; and if the result is to be past-distinguishing,
R1 � S2 is the only possibility.

Of course, all this can be done in the time-dual
fashion, using the past-chronological topology on
�M. It would be desirable to combine the future and
past causal boundaries with a suitable topology as
well as appropriate identifications. There has been
some work in that direction.
Causal Boundary: Revisited

Marolf and Ross (2003) have proposed an identification
of TIPs and TIFs that relies on the equivalence relation
defined by Szabados. For an IP P and IF F, call (P, F) a
Szabados pair if P � I�(x) for all x 2 F, P is maximal
among IPs for that property, and dually for F with
respect to P. For instance, for any x 2M, (I�(x), Iþ(x))
is a Szabados pair. The Marolf–Ross version of the
causal boundary, �@(M), consists of all Szabados pairs
formed of TIPs and TIFs, plus any TIP or TIF that
cannot be paired; this produces an appropriate set of
identifications within @̂(M) [ �@(M). The chronology
relation on M is extended to �M = �@(M) [M by treating
each point x in M as the Szabados pair (I�(x), Iþ(x)) and
each unpaired IP P as (P, ;) and unpaired IF F as (;, F),
and then defining (P, F)	 (P0, F0) whenever
F \ P0 6¼ ;.

The resulting chronological set is not necessarily
either past- or future-distinguishing, but it is (past and
future)-distinguishing. The topology they propose
places endpoints in �@(M) for all causal curves which
are endless in M, but there may be multiple future
endpoints for a single future-endless curve. The
topology need not be T1: points can fail to be closed.
For a product spacetime M = Q� L1, the Marolf–Ross
topology on �M is always the function-space topology.

As of this writing, there is active research by J L Flores
to institute a Marolf–Ross type of identification of @̂(M)
with �@(M) using a topology that partakes more of the
future- and past-chronological topologies.

See also: Asymptotic Structure and Conformal Infinity;
Spacetime Topology, Causal Structure and Singularities.
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Boundary conformal field theory (BCFT) is simply
the study of conformal field theory (CFT) in
domains with a boundary. It gains its significance
[1] because, in some ways, it is mathematically
simpler: the algebraic and geometric structures of
CFT appear in a more straightforward manner; and
[2] because it has important applications: in string
theory in the physics of open strings and D-branes,
and in condensed matter physics in boundary critical
behavior and quantum impurity models.

This article, however, describes the basic ideas
from the point of view of quantum field theory,
without regard to particular applications or to any
deeper mathematical formulations.
Review of CFT

Stress Tensor and Ward Identities

Two-dimensional CFTs are massless, local, relati-
vistic renormalized quantum field theories.
Usually they are considered in imaginary time,
that is, on two-dimensional manifolds with
Euclidean signature. In this article, the metric is
also taken to be Euclidean, although the formula-
tion of CFTs on general Riemann surfaces is also
of great interest, especially for string theory. For
the time being, the domain is the entire complex
plane.

Heuristically, the correlation functions of such a
field theory may be thought of as being given by
the Euclidean path integral, that is, as expectation
values of products of local densities with respect
to a Gibbs measure Z�1 e�SE({ })[d ], where the
{ (x)} are some set of fundamental local fields, SE

is the Euclidean action, and the normalization
factor Z is the partition function. Of course, such
an object is not in general well defined, and this
picture should be seen only as a guide to
formulating the basic principles of CFT which
can then be developed into a mathematically
consistent theory.
In two dimensions, it is useful to use the so-called
complex coordinates z = x1 þ ix2, z̄ = x1 � ix2. In
CFT, there are local densities �j(z, z̄), called primary
fields, whose correlation functions transform covar-
iantly under conformal mappings z! z0= f (z):

h�1ðz1;�z1Þ�2ðz2;�z2Þ � � �i

¼
Y

i

f 0ðzjÞhj�f 0ðzjÞ
�hjh�1 z01;�z

0
1

� �
�2 z02;�z

0
2

� �
� � �i ½1


where (hj, h̄j) (usually real numbers, not complex
conjugates of each other) are called the conformal
weights of �j. These local fields can in general be
normalized so that their two-point functions have
the form

h�jðzj;�zjÞ�kðzk;�zkÞi ¼ 	jk=ðzj � zkÞ2hjð�zj � �zkÞ2
�hj ½2


They satisfy an algebra known as the operator
product expansion (OPE)

�iðz1;�z1Þ � �jðz2;�z2Þ
¼
X

k

cijkðz1 � z2Þ�hi�hjþhk

� ð�z1 � �z2Þ�
�hi��hjþ�hk�kðz1;�z1Þ þ � � � ½3


which is supposed to be valid when inserted into
higher-order correlation functions in the limit when
jz1 � z2j is much less than the separations of all the
other points. The ellipses denote the contributions of
other nonprimary scaling fields to be described
below. The structure constants cijk, along with the
conformal weights, characterize the particular CFT.

An essential role is played by the energy–
momentum tensor, or, in Euclidean field theory
language, the stress tensor T
�. Heuristically, it is
defined as the response of the partition function to
a local change in the metric:

T
�ðxÞ ¼ �ð2�Þ 	 ln Z=	g
�ðxÞ ½4


(the factor of 2� is included so that similar factors
disappear in later equations).

The symmetry of the theory under translations
and rotations implies that T
� is conserved,
@
T
� = 0, and symmetric. Scale invariance implies
that it is also traceless � � T



 = 0. It should be
noted that the vanishing of the trace of the stress
tensor for a scale invariant classical field theory does



not usually survive when quantum corrections are
taken into account: indeed, � / �(g), the renorma-
lization group (RG) beta-function. A quantum field
theory is thus only a CFT when this vanishes, that is,
at an RG fixed point. In complex coordinates, the
components Tzz̄ = Tz̄z = 4� vanish, while the con-
servation equations read

@ �zTzz ¼ @zT�z�z ¼ 0 ½5�

Thus, correlators of T(z) � Tzz are locally analytic
(in fact, globally meromorphic) functions of z, while
those of �T(z̄) � Tz̄z̄ are antianalytic. It is this
property of analyticity which makes CFTs tractable
in two dimensions.

Since an infinitesimal conformal transformation
z ! zþ �(z) induces a change in the metric, its effect
on a correlation function of primary fields, given by [1],
may also be expressed through an appropriate integral
involving an insertion of the stress tensor. This leads to
the conformal Ward identity:Z

C

hTðzÞ
Y

j

�jðzj;�zjÞi�ðzÞ dz

¼
X

j

hj�
0ðzjÞ þ �ðzjÞð@=@zjÞ

� �DY
j

�jðzj;�zjÞ
E
½6�

where C is a contour encircling all the points {zj}.
(A similar equation holds for the insertion of �T.)
Using Cauchy’s theorem, this determines the first
few terms in the OPE of T with any primary density:

TðzÞ � �jðzj;�zjÞ ¼
hj

ðz� zjÞ2
�ðzj;�zjÞ

þ 1

z� zj
@zj
�ðzj;�zjÞ þOð1Þ ½7�

The other, regular, terms in the OPE generate new
scaling fields, which are not in general primary,
called descendants. One way of defining a density to
be primary is by the condition that the most singular
term in its OPE with T is a double pole.

The OPE of T with itself has the form

TðzÞ � Tðz1Þ ¼
c=2

ðz� z1Þ4
þ 2

ðz� z1Þ2
Tðz1Þ þ � � � ½8�

The first term is present because hT(z)T(z1)i is
nonvanishing, and must take the form shown, with c
being some number (which cannot be scaled to
unity, since the normalization of T is fixed by its
definition) which is a property of the CFT. It is
known as the conformal anomaly number or the
central charge. This term implies that T is not itself
primary. In fact, under a finite conformal transfor-
mation z! z0= f (z),

TðzÞ ! f 0ðzÞ2Tðz0Þ þ c

12
fz0; zg ½9�

where {z0, z} = (f 000f 0 � 3
2 f 002)=f 02 is the Schwartzian

derivative.

Virasoro Algebra

As with any quantum field theory, the local fields
can be realized as linear operators acting on a
Hilbert space. In ordinary QFT, it is customary to
quantize on a constant-time hypersurface. The
generator of infinitesimal time translations is the
Hamiltonian Ĥ, which itself is independent of
which time slice is chosen, because of time
translational symmetry. It is also given by the
integral over the hypersurface of the time–time
component of the stress tensor. In CFT, because of
scale invariance, one may instead quantize on fixed
circle of a given radius. The analog of the
Hamiltonian is the dilatation operator D̂, which
generates scale transformations. Unlike Ĥ, the
spectrum of D̂ is usually discrete, even in an
infinite system. It may also be expressed as an
integral over the radial component of the stress
tensor:

D̂ ¼ 1

2�

Z 2�

0

r T̂rr rd	

¼ 1

2�i

Z
C

zT̂ðzÞdz� 1

2�i

Z
C

�z �̂Tð�zÞd�z

� L̂0 þ �̂L0 ½10�

where, because of analyticity, C can be any contour
encircling the origin.

This suggests that one define other operators

L̂n �
1

2�

Z
C

znþ1T̂ðzÞdz ½11�

and similarly the �̂Ln. From the OPE [8] then follows
the Virasoro algebra V:

½L̂n; L̂m� ¼ ðn�mÞL̂nþm þ
c

12
nðn2 � 1Þ�nþm;0 ½12�

with an isomorphic algebra �V generated by the �̂Ln.
In radial quantization, there is a vacuum state j0i.

Acting on this with the operator corresponding to a
scaling field gives a state j�ji � �̂j(0, 0)j0i which is
an eigenstate of D̂: in fact,

L̂0j�ji ¼ hjj�ji; �̂L0j�ji ¼ �hjj�ji ½13�

From the OPE [7], one sees that jLn�ji / L̂nj�ji,
and, if �j is primary, L̂nj�ji= 0 for all n � 1.

The states corresponding to a given primary field,
and those generated by acting on these with all the
L̂n with n < 0 an arbitrary number of times, form a

334 Boundary Conformal Field Theory



highest-weight representation of V. However, this is
not necessarily irreducible. There may be null
vectors, which are linear combinations of states at
a given level which are themselves annihilated by all
the L̂n with n > 0. They exist whenever h takes a
value from the Kac table:

h ¼ hr;s ¼
ðrðmþ 1Þ � smÞ2 � 1

4mðmþ 1Þ ½14�

with the central charge parametrized as c = 1� 6=
(m (mþ 1)), and r, s are non-negative integers. These
null states should be projected out, giving an
irreducible representation Vh.

The full Hilbert space of the CFT is then

H ¼
M
h;�h

nh;�hVh � �V�h ½15�

where the non-negative integers nh, h̄ specify how
many distinct primary fields of weights (h, h̄) there
are in the CFT.

The consistency of the OPE [3] with the existence
of null vectors leads to the fusion algebra of the
CFT. This applies separately to the holomorphic and
antiholomorphic sectors, and determines how many
copies of Vc occur in the fusion of Va and Vb:

Va 	 Vb ¼
X

c

Nc
abVc ½16�

where the Nc
ab are non-negative integers.

A particularly important subset of all CFTs
consists of the minimal models. These have rational
central charge c = 1� 6(p� q)2=pq, in which case
the fusion algebra closes with a finite number of
possible values 1 
 r 
 q, 1 
 s 
 p in the Kac
formula [14]. For these models, the fusion algebra
takes the form

Vr1;s1
	 Vr2;s2

¼
Xr1þr2�1

r¼jr1�r2j

0 Xs1þs2�1

s¼js1�s2j

0

Vr;s ½17�

where the prime on the sums indicates that they are
to be restricted to the allowed intervals of r and s.

There is an important theorem which states that
the only unitary CFTs with c < 1 are the mini-
mal models with p=q = (mþ 1)=m, where m is an
integer �3.

Modular Invariance

The fusion algebra limits which values of (h, h̄)
might appear in a consistent CFT, but not which
ones actually occur, that is, the values of the nh, h̄.
This is answered by the requirement of modular
invariance on the torus. First consider the theory on
an infinitely long cylinder, of unit circumference.

This is related to the (punctured) plane by the
conformal mapping z! (1=2�) ln z � t þ ix. The
result is a QFT on the circle 0 
 x < 1, in
imaginary time t. The generator of infinitesimal
time translations is related to that for dilatations in
the plane:

Ĥ ¼ 2�D̂� �c

6

¼ 2�ðL̂0 þ �̂L0Þ �
�c

6
½18�

where the last term comes from the Schwartzian
derivative in [9]. Similarly, the generator of transla-
tions in x, the total momentum operator, is
P̂ = 2�(L̂0 � �̂L0).

A general torus is, up to a scale transformation, a
parallelogram with vertices (0, 1, 
 , 1þ 
) in the
complex plane, with the opposite edges identified.
We can make this by taking a cylinder of unit
circumference and length Im, 
 , twisting the ends by
a relative amount Re 
 , and sewing them together.
This means that the partition function of the CFT on
the torus can be written as

Zð
; �
Þ ¼ tr e�ðIm 
ÞĤþiðIm 
ÞP̂

¼ tr qL̂0�c=24�q
�̂L0�c=24 ½19�

using the above expressions for Ĥ and P̂ and
introducing q � e2�i
 .

Through the decomposition [15] of H, the trace
sum can be written as

Zð
; �
Þ ¼
X
h;�h

nh;�h�hðqÞ��hðqÞ ½20�

where

�hðqÞ � trVh
qL̂0�c=24 ¼

X
N

dhðNÞqh�ðc=24ÞþN ½21�

is the character of the representation of highest weight
h, which counts the degeneracy dh(N) at level N. It is
purely an algebraic property of the Virasoro algebra,
and its explicit form is known in many cases.

All of this would be less interesting were it not
for the observation that the parametrization of the
torus through 
 is not unique. In fact, the
transformations S : 
 ! �1=
 and T : 
 ! 
 þ 1
give the same torus (see Figure 1). Together, these

0

–1/τ

0

τ

11

Figure 1 Two equivalent parametrizations of the same torus.
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operations generate the modular group SL(2, Z),
and the partition function Z(
 , �
) should be
invariant under them. T-invariance is simply imple-
mented by requiring that h� h̄ is an integer, but
the S-invariance of the right-hand side of [20]
places highly nontrivial constraints on the nh, h̄.
That this can be satisfied at all relies on the
remarkable property of the characters that they
transform linearly under S:

�hðe�2�i=
Þ ¼
X

h0

Sh0

h �h0 ðe2�i
 Þ ½22�

This follows from applying the Poisson sum formula
to the explicit expressions for the characters, which
are related to Jacobi theta-functions. In many cases
(e.g., the minimal models) this representation is
finite dimensional, and the matrix S is symmetric
and orthogonal. This means that one can immedi-
ately obtain a modular invariant partition function
by forming the diagonal sum

Z ¼
X

h

�hðqÞ�hð�qÞ ½23�

so that nh, h̄ = �hh̄. However, because of various
symmetries of the characters, other modular invariants
are possible: for the minimal models (and some others)
these have been classified. Because of an analogy of the
results with the classification of semisimple Lie
algebras, the diagonal invariants are called the A-series.

Boundary CFT

In any field theory in a domain with a boundary,
one needs to consider how to impose a set of
consistent boundary conditions. Since CFT is for-
mulated independently of a particular set of funda-
mental fields and a Lagrangian, this must be done in
a more general manner. A natural requirement is
that the off-diagonal component Tk? of the stress
tensor parallel/perpendicular to the boundary should
vanish. This is called the conformal boundary
condition. If the boundary is parallel to the time
axis, it implies that there is no momentum flow
across the boundary. Moreover, it can be argued
that, under the RG, any uniform boundary condi-
tion will flow into a conformally invariant one. For
a given bulk CFT, however, there may be many
possible distinct such boundary conditions, and it is
one task of BCFT to classify these.

To begin with, take the domain to be the upper-
half plane, so that the boundary is the real axis. The
conformal boundary condition then implies that
T(z) = �T(�z) when z is on the real axis. This has the
immediate consequence that correlators of �T are
those of T, analytically continued into the lower-

half plane. The conformal Ward identity, cf. [7],
now readsD

TðzÞ
Y

j

�jðzj;�zjÞ
E

¼
X

j

hj

ðz� zjÞ2
þ 1

z� zj
@zj

 

þ
�hj

ð�z� �zjÞ2
þ 1

�z� �zj
@�zj

!DY
j

�jðzj;�zjÞ
E
½24�

In radial quantization, in order that the Hilbert
spaces defined on different hypersurfaces be equiva-
lent, one must choose semicircles centered on some
point on the boundary, conventionally the origin.
The dilatation operator is now

D̂ ¼ 1

2�i

Z
S

zT̂ðzÞdz� 1

2�i

Z
S

�z �̂Tð�zÞ d�z ½25�

where S is a semicircle. Using the conformal
boundary condition, this can also be written as

D̂ ¼ L̂0 ¼
1

2�i

Z
C

zT̂ðzÞ dz ½26�

where C is a complete circle around the origin. As
before, one may similarly define the L̂n, and they
satisfy a Virasoro algebra.

Note that there is now only one Virasoro algebra.
This is related to the fact that conformal mappings
which preserve the real axis correspond to real
analytic functions. The eigenstates of L̂0 correspond
to boundary operators �̂j(0) acting on the vacuum
state j0i. It is well known that in a renormalizable
QFT operators at the boundary require a different
renormalization from those in the bulk, and this will
in general lead to a different set of conformal
weights. It is one of the tasks of BCFT to determine
these, for a given allowed boundary condition.

However, there is one feature unique to boundary
CFT in two dimensions. Radial quantization also
makes sense, leading to the same form [26] for the
dilation operator, if the boundary conditions on the
negative and positive real axes are different. As far as
the structure of BCFT goes, correlation functions with
this mixed boundary condition behave as though a
local scaling field were inserted at the origin. This has
led to the term ‘‘boundary condition changing (bcc)
operator,’’ but it must be stressed that these are not
local operators in the conventional sense.

The Annulus Partition Function

Just as consideration of the partition function on the
torus illuminates the bulk operator content nh, h̄, it
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Figure 2 The annulus, with boundary conditions a and b on

either boundary.

Boundary Conformal Field Theory 337
turns out that consistency on the annulus helps
classify both the allowed boundary conditions, and
the boundary operator content. To this end, con-
sider a CFT in an annulus formed of a rectangle of
unit width and height �, with the top and bottom
edges identified (see Figure 2). The boundary
conditions on the left and right edges, labeled by
a, b, . . . , may be different. The partition function
with boundary conditions a and b on either edge is
denoted by Zab(�).

One way to compute this is by first considering
the CFT on an infinitely long strip of unit width.
This is conformally related to the upper-half plane
(with an insertion of bcc operators at 0 and 1 if
a 6¼ b) by the mapping z ! (1=�) ln z. The gen-
erator of infinitesimal translations along the strip is

Ĥab ¼ �D̂� �c=24 ¼ �L̂0 � �c=24 ½27�

Thus, for the annulus,

Zabð�Þ ¼ tr e�� Ĥab ¼ tr qL̂0��c=24 ½28�

with q � e���. As before, this can be decomposed
into characters:

Zabð�Þ ¼
X

h

nab
h �hðqÞ ½29�

but note that now the expression is linear. The non-
negative integers nh

ab give the operator content with
the boundary conditions (ab): the lowest value of h
with nh

ab > 0 gives the conformal weight of the bcc
operator, and the others give conformal weights of
the other allowed primary fields which may also sit
at this point.

On the other hand, the annulus partition function
may be viewed, up to an overall rescaling, as the
path integral for a CFT on a circle of unit
circumference, being propagated for (imaginary)
time ��1. From this point of view, the partition
function is no longer a trace, but rather the matrix
element of e�Ĥ=� between boundary states:

Zabð�Þ ¼ haje�Ĥ=�jbi ½30�
Note that Ĥ is the same Hamiltonian that appears in
[18], and the boundary states lie in H, [15].

How are these boundary states to be character-
ized? Using the transformation law [9] the
conformal boundary condition applied to the
circle implies that Ln = �L�n. This means that
any boundary state jBi lies in the subspace
satisfying

L̂njBi ¼ �̂L�njBi ½31�

Moreover, because of the decomposition [15] of
H, jBi is also some linear superposition of states from
Vh � �V h̄. This condition can therefore be applied in
each subspace. Taking n = 0 in [31] constrains h̄ = h.
For simplicity, consider only the diagonal CFTs with
nh, h̄ = �h, h̄. It can then be shown that the solution
of [31] is unique and has the following form.
The subspace at level N of Vh has dimension
dh(N). Denote an orthonormal basis by jh, N ; ji,
with 1 
 j 
 dh(N), and the same basis for �Vh by
jh, N ; ji. The solution to [31] in this subspace is
then

jhii �
X1
N¼0

XdhðNÞ

j¼1

jh;N; ji � jh;N; ji ½32�

These are called Ishibashi states. Matrix elements of
the translation operator along the cylinder between
them are simple:

hhh0je�Ĥ=�jhii

¼
X1
N0¼0

Xdh0 ðN0Þ

j0¼1

X1
N¼0

XdhðNÞ

j¼1

hh0;N0; j0j

� hh0;N0; j0je�ð2�=�ÞðL̂0þ �̂L0�c=12Þ ½33�

jh;N; ji � jh;N; ji

¼ �h0h

X1
N¼0

XdhðNÞ

j¼1

e�ð4�=�Þ hþN�ðc=24Þð Þ ½34�

¼ �h0h�hðe�4�=�Þ ½35�

Note that the characters which appear are
related to those in [29] by the modular transfor-
mation S.

The physical boundary states satisfying [29],
sometimes called the Cardy states, are linear
combinations of the Ishibashi states:

jai ¼
X

h

hhhjaijhii ½36�

Equating the two different expressions [29] and [30]
for Zab, and using the modular transformation law
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[22] and the linear independence of the characters
gives the (equivalent) conditions:

nh
ab ¼

X
h0

Sh
h0 hajh0iihhh0jbi ½37�

hajh0iihhh0jbi ¼
X

h

Sh0

h nh
ab ½38�

These are called the Cardy conditions. The require-
ments that the right-hand side of [37] should give a
non-negative integer, and that the right-hand side of
[38] should factorize in a and b, give highly
nontrivial constraints on the allowed boundary
states and their operator content.

For the diagonal CFTs considered here (and for
the nondiagonal minimal models) a complete solu-
tion is possible. It can be shown that the elements Sh

0

of S are all non-negative, so one may choose
hhhj~0i= (Sh

0)1=2. This defines a boundary state

j~0i �
X

h

Sh
0

� �1=2
jhii ½39�

and a corresponding boundary condition such that
nh

00 = �h0. Then, for each h0 6¼ 0, one may define a
boundary state

hhhj ~h0i � Sh
h0=ðSh

0Þ
1=2 ½40�

From [37], this gives nh
h00 = �h0h. For each allowed h0

in the torus partition function, there is therefore a
boundary state j ~h0i satisfying the Cardy conditions.
However, there is a further requirement:

nh
h0h00 ¼

Sh
h0S

h
h00

Sh
0

½41�

should be a non-negative integer. Remarkably, this
combination of elements of S occurs in the Verlinde
formula, which follows from considering consis-
tency of the CFT on the torus. This states that the
right-hand side of [41] is equal to the fusion algebra
coefficient Nh

h0h00 . Since these are non-negative
integers, the consistency of the above ansatz for the
boundary states is consistent.

We conclude that, at least for the diagonal models,
there is a bijection between the allowed primary fields
in the bulk CFT and the allowed conformally invariant
boundary conditions. For the minimal models, with a
finite number of such primary fields, this correspon-
dence has been followed through explicitly.

Example The simplest example is the diagonal c = 1
2

unitary CFT corresponding to m = 3. The allowed
values of the conformal weights are h = 0, 1

2 , 1
16 , and

S ¼

1
2

1
2

1ffiffi
2
p

1
2

1
2 � 1ffiffi

2
p

1ffiffi
2
p � 1ffiffi

2
p 0

0B@
1CA ½42�
from which one finds the allowed boundary states

j~0i ¼ 1ffiffiffi
2
p j0ii þ 1ffiffiffi

2
p
���� 12
��
þ 1

21=4

���� 1

16

��
½43�

~1

2

�����
+
¼ 1ffiffiffi

2
p j0ii þ 1ffiffiffi

2
p
���� 12
��
� 1

21=4

���� 1

16

��
½44�

~1

16

�����
+
¼ j0ii � 1

2

���� �� ½45�

The nontrivial part of the fusion algebra of this
CFT is

V 1
16
	 V 1

16
¼ V0 þ V1

2
½46�

V 1
16
	 V1

2
¼ V 1

16
½47�

V1
2
	 V1

2
¼ V0 ½48�

from which can be read off the boundary operator
content

nh
~h
¼ 1 n0

~1
16

~1
16

¼ n
1
2
~1

16

~1
16

¼ n
1
2
~1

16

~1
16

¼ n
1
16
~1
2

~1
16

¼ 1 ½49�

The c = 1
2 CFT is known to describe the continuum limit

of the critical Ising model, in which spins s =�1 are
localized on the sites of a regular lattice. The above
boundary conditions may be interpreted as the con-
tinuum limit of the lattice boundary conditions s =1,
free and s =�1, respectively. Note there is a symmetry
of the fusion rules which means that one could
equally well have inverted the ordering of this
correspondence.
Other Topics

Boundary Entropy

The partition function on annulus of length L and
circumference � can be thought of as the quantum
statistical mechanics partition function for a one-
dimensional QFT in an interval of length L, at
temperature ��1. It is interesting to consider this
in the thermodynamic limit when �= L=� is large. In
that case, only the ground state of Ĥ contributes in
[30], giving

ZabðL; �Þ � haj0ih0jbie�cL=6� ½50�

from which the free energy Fab = ���1 ln Zab and
the entropy Sab = ��2(@Fab=@�) can be obtained.
The result is

Sab ¼ ð�c=3�ÞLþ sa þ sb þ oð1Þ ½51�
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where the first term is the usual extensive contribu-
tion. The other two pieces sa � ln (haj0i) and sb �
ln (hbj0i) may be identified as the boundary entropy
associated with the corresponding boundary states.
A similar definition may be made in massive QFTs.
It is an unproven but well-verified conjecture that
the boundary entropy is a nonincreasing function
along boundary RG flows, and is stationary only for
conformal boundary states.

Bulk–Boundary OPE

The boundary Ward identity [24] has the implica-
tion that, from the point of view of the dependence
of its correlators on zj and �zj, a primary field
�j(zj, �zj) may be thought of as the product of two
local fields which are holomorphic functions of zj

and �zj, respectively. These will satisfy OPEs as jzj �
�zjj ! 0, with the appearance of primary fields on the
right-hand side being governed by the fusion rules.
These fields are localized on the real axis: they are
the boundary operators. There is therefore a kind of
bulk–boundary OPE:

�jðzj;�zjÞ ¼
X

k

djkðIm zjÞ�hj��hjþhk�b
kðRe zjÞ ½52�

where the sum on the right-hand side is, in principle,
over all the boundary fields consistent with the
boundary condition, and the coefficients djk are
analogous to the OPE coefficients in the bulk. As
before, they are nonvanishing only if allowed by the
fusion algebra: a boundary field of conformal weight
hk is allowed only if Nhk

hjh̄j
> 0.

For example, in the c = 1
2 CFT, the bulk operator

with h = h̄ = 1
16 goes over into the boundary opera-

tor with h = 0, or that with h = 1
2 , depending on the

boundary condition. The bulk operator with
h = h̄ = 1

2 , however, can only go over into the
identity boundary operator with h = 0 (or a descen-
dent thereof.)

The fusion rules also apply to the boundary
operators themselves. The consistency of these with
bulk–boundary and bulk–bulk fusion rules, as well
as the modular properties of partition functions, was
examined by Lewellen.

Extended Algebras

CFTs may contain other conserved currents apart
from the stress tensor, which generate algebras
(Kac–Moody, superconformal, W-algebras) which
extend the Virasoro algebra. In BCFT, in addition to
the conformal boundary condition, it is possible (but
not necessary) to impose further boundary condi-
tions relating the holomorphic and antiholomorphic
parts of the other currents on the boundary. It is
believed that all rational CFTs can be obtained from
Kac–Moody algebras via the coset construction. The
classification of boundary conditions from this point
of view is fruitful and also important for applica-
tions, but is beyond the scope of this article.

Stochastic Loewner Evolution

In recent years, there has emerged a deep connection
between BCFT and conformally invariant measures
on curves in the plane which start at a boundary of a
domain. These arise naturally in the continuum limit
of certain statistical mechanics models. The measure
is constructed dynamically as the curve is extended,
using a sequence of random conformal mappings
called stochastic Loewner evolution (SLE). In CFT,
the point where the curve begins can be viewed as
the insertion of a boundary operator. The require-
ment that certain quantities should be conserved in
mean under the stochastic process is then equivalent
to this operator having a null state at level two.
Many of the standard results of CFT correspond to
an equivalent property of SLE.
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Introduction

Inverse problems are generally positioned as the
problems of determination of a system (its structure,
parameters, etc.) from its ‘‘input ! output’’
correspondence.

The boundary-value inverse problems deal with
systems which describe processes (wave, heat, electro-
magnetic ones, etc.) occurring in media occupying a
spatial domain. The process is initiated by a boundary
source (input) and is described by a solution of a certain
partial differential equation in the domain. Certain
additional information about the solution, which can be
extracted from measurements on the boundary, plays
the role of the output. The objective is to determine the
parameters of the medium – in particular, the coeffi-
cients in the equation – from this information.

The boundary control (BC) method (Belishev
1986) is an approach to the boundary-value inverse
problems based on their links with the control
theory and system theory. The present article is a
version of the BC method which solves the problem
of reconstruction of a Riemannian manifold from its
boundary spectral or dynamical data.
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Figure 1 Manifold and pattern. (Data from Belishev (1997).)
Forward Problems

Manifold

Let (�, d) be a smooth compact Riemannian manifold
with the boundary �, dim � � 2; d is the distance
determined by the metric tensor g. For A 
 � denote

hAir :¼ fx 2 � j dðx;AÞ 
 rg; r � 0

the hypersurfaces �T := {x 2 � j d(x, �) = T}, T > 0
are equidistant to �. In terms of the dynamics of
the system, the value

T� :¼ minfT > 0 j h�iT ¼ �g ¼ max
�

dð� ; �Þ

means the time needed for waves, moving from �
with the unit speed, to fill �.
A point x 2 � is said to belong to the set c0 
 � if
x is connected with � via more than one shortest
geodesic. The set c := c0 is called the separation set
(cut locus) of � with respect to �. It is a closed set of
zero volume. Let 
�(�) be the length of the geodesic
emanating from � 2 � orthogonally to � and
connecting � with c. The function 
�(�) is continuous
on �.

For x 2 � n c the pair (�, 
), such that

 = d(x, �) = d(x, �), constitutes the semigeodesic
coordinates of x. The set of these coordinates

� :¼ fð�; 
Þ j � 2 �; 0 
 
 < 
�ð�Þg 
 �� ½0;T��

is called the pattern of �. Pictorially, to get the
pattern, one needs to slit � along c and then pull it
on the cylinder �� [0, T�]. The part �T := � \ (��
[0, T]) of the pattern consists of the semigeodesic
coordinates of the points x 2 h�iTnc (Figure 1).
Dynamical System

Propagation of waves in the manifold is described by
a dynamical system �T of the form

utt ��gu ¼ h in �� ð0;TÞ ½1�

u jt¼0¼ ut jt¼0¼ 0 in � ½2�

u ¼ f on �� ½0;T� ½3�

where �g is the Beltrami–Laplace operator, 0<T
1,
f and h are the boundary and volume sources
(controls), u=uf ,h(x,t) is the solution (wave).

Set H := L2(�); the spaces of the controls are

FT :¼ L2ð�� ½0;T�Þ; GT :¼ L2ð½0;T�;HÞ



The ‘‘input 7! state’’ map of the system �T is
realized by the control operator WT :

FT � GT ! H; WTff ;hg :¼ uf ;hð� ;TÞ

and its parts

WT
bd : FT ! H; WT

vol : GT ! H
WT

bd f :¼ uf ;0ð� ;TÞ;WT
volh :¼ u0;hð� ;TÞ

In the case f = 0 the evolution of the system is
governed by the operator L :=	�g defined on the
Sobolev class H2(�) \H1

0(�) of functions vanishing
on �, and the semigroup representation

u0;hð�; rÞ ¼Wr
volh

¼
Z r

0

L	1=2 sin ðr	 tÞL1=2
h i

hð�; tÞdt ½4�

holds for all r � 0.
The ‘‘input 7! output’’ map is implemented by the

response operator RT :FT ! FT ,

RTf :¼ @�uf ;0 on �� ½0;T�

defined on controls f 2 H1(�� [0, T]) vanishing on
�� {t = 0}; here �= �(�) is the outward normal to �.
The normal derivative @�u

f ,0 describes the forces
appearing on � as a result of interaction of the wave
with the boundary.

The map CT : FT ! FT , CT := (WT
bd)�WT

bd, which
is called the connecting operator, can be represented
via the response operator of the system �2T :

CT ¼ 1
2ðS

TÞ�R2TJ2TST ½5�

ST :FT ! F 2T being the extension of controls from
�� [0, T] onto �� [0, 2T] as odd functions of t
with respect to t = T, and J2T :F 2T ! F 2T being the
integration

ð J2Tf Þð�; tÞ ¼
Z t

0

f ð�; sÞds

Controllability

Open subsets � � � and ! � � determine the
subspaces

FT
� :¼ ff 2 FT j supp f � �� ½0;T�g
GT
! :¼ fh 2 GT j supp h � !� ½0;T�g

of controls acting from � and !, respectively. In view
of hyperbolicity of the problem [1]–[3], the relation

supp uf ;hð�; tÞ � h�it [ h!it; t � 0 ½6�

holds for f 2 FT
� and h 2 GT

! . This means that the
waves propagate in � with the speed = 1.

The sets of waves

UT
� :¼WT

bdFT
� ; UT

! :¼WT
volGT

!

are said to be reachable at time t = T from � and !,
respectively. Denoting

HA :¼ fy 2 H j supp y � Ag

by virtue of [6] one has the embeddings UT
� � Hh�i

T

and UT
! � Hh!i

T . The property of the system �T

that plays the key role in inverse problems is that
these embeddings are dense:

clUT
� ¼ Hh�i

T ; clUT
! ¼ Hh!i

T ½7�

for any T > 0 (cl denotes the closure in H).
In control theory, relations [7] are interpreted as

an approximate controllability of the system in
subdomains filled with waves; the name ‘‘BC
method’’ is derived from the first one (boundary
controllability). This property means that the sets
of waves are rich enough: any function supported
in the subdomain h�iT reachable for waves excited
on � can be approximated with any precision in
H-norm by the wave uf ,0( � , T) due to appropriate
choice of the control f acting from �. The proof of
[7] relies on the fundamental Holmgren–John–Tataru
unique continuation theorem for the wave equation
(Tataru 1993).

Laplacian on Waves

If h = 0, so that the system is governed only by
boundary controls, its trajectory {uf ,0( � , t)j0� t � T}
does not leave the reachable set UT

� . In this case, the
system possesses one more intrinsic operator LT

which acts in the subspace clUT
� and is introduced

through its graph

grLT :¼ cl

�
fWT

bdf ;	WT
bdfttgj f 2 C10 ð�� ð0;TÞÞ

�
½8�

(closure in H�H). By virtue of the relation
LTWT

bdf =	�gW
T
bdf following from the wave

equation [1] and [6], the operator LT is interpreted
as Laplacian on waves filling the subdomain h�iT .

In the case T > T�, one has h�iT = �, clUT
� =H,

and LT is a densely defined operator in H, satisfying
LT � L. Using [7], one proves the equality LT = L.
This equality and representation [4] imply that

Wr
volh¼

Z r

0

ðLTÞ	1=2 sin ðr	tÞðLTÞ1=2
h i

hð�;tÞdt ½9�

for all r�0 and any fixed T>T�.
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Spectral Problem

The Dirichlet homogeneous boundary-value pro-
blem is to find nontrivial solutions of the system

	�g’ ¼ �’ in � ½10�

’ ¼ 0 on � ½11�

This problem is equivalent to the spectral analysis
of the operator L; it has the discrete spectrum
{�k}1k=1,0<�1 <�2� �� � , �k!1; the eigenfunctions
{’k}1k=1,L’k =�k’k, form an orthonormal basis
in H.

Expanding the solutions of the problem (1)–(3)
over the eigenfunctions of the problem [10], [11]
one derives the spectral representation of waves:

uf ;0ð�;TÞ ¼WT
bdf ¼

X1
k¼1

ð f ; sT
k ÞFT’kð � Þ ½12�

where

sT
k ð�; tÞ :¼ �	1=2

k sin ðT 	 tÞ�1=2
k

h i
@�’kð�Þ

Thus, for a given control f, the Fourier coefficients
of the wave uf ,0 are determined by the spectrum
{�k}1k = 1 and the derivatives {@�’k}1k = 1.

Inverse problems

General Setup

The set of pairs � := {�k; @�’k}1k = 1 associated with
the problem [10], [11] is said to be the Dirichlet
spectral data of the manifold (�, d). The spectral
(frequency domain) inverse problem is to recover the
manifold from its spectral data.

Since the speed of wave propagation is unity, the
response operator RT contains the information not
about the entire manifold but only about its part
h�iT=2. This fact is taken into account in the
dynamical (time domain) inverse problem which
aims to recover the manifold from the operator R2T

given for a fixed T > T�.
If the manifolds (�0, d0) and (�00, d00) are isometric

via an isometry i : �0 ! �00, then, identifying the
boundaries by i(�) 
 �, one gets two manifolds with
the common boundary � = @�0= @�00 which possess
identical inverse data: �0= �00, R02T = R002T . Such
manifolds are called equivalent: they are indistin-
guishable for the external observer extracting � or
R2T from the boundary measurements. Therefore,
these data do not determine the manifold uniquely
and both of the inverse problems need to be
clarified. The precise formulation is given in the
form of two questions:

1. Does the coincidence of the inverse data imply
the equivalence of the manifolds?

2. Given the inverse data of an unknown manifold,
how to construct a manifold possessing these
data?

The BC method gives an affirmative answer to the
first question and provides a procedure producing a
representative of the class of equivalent manifolds
from its inverse data. The method is based on the
concepts of model and ‘‘coordinatization.’’

Model

A pair consisting of an auxiliary Hilbert space ~H
and an operator W̃

T

bd:FT ! ~H is said to be a model
of the system �T , if W̃

T

bd is determined by inverse
data, and the map U : W T

bdf 7! W̃
T

bdf is an isometry
from Ran WT

bd � H onto Ran W̃
T

bd � ~H. The model is
an intermediate object in solving inverse problems. It
plays the role of an auxiliary copy of the original
dynamical system which an external observer can build
from measurements on the boundary. While the
genuine wave process inside �, initiated by a boundary
control, remains unaccessible for direct measurements,
its ~H-representation can be visualized by means of the
model control operator W̃

T

bd. This is illustrated by the
diagram on Figure 2, where the upper part is invisible
for an external observer, whereas the lower part can be
extracted from inverse data.

Each type of data determines a corresponding
model. The spectral model is the pair

~H :¼ l2; ~WT
bd :¼ fð�; sT

k ÞFTg1k¼1 ½13�

(see [12]); the role of isometry U is played by the
Fourier transform F : H ! ~H, Fy := {(y,’)H}1k = 1. By
virtue of [4], the data � also determine the operator
W̃

r
vol: L2([0, r]; ~H)! ~H,

W̃
r
vol ¼

Z r

0

~L	1=2 sin ðr	 tÞð~LÞ1=2
h i

ð�ÞðtÞ dt;

r � 0 ½14�

H

F
T

W 

T
bd

W 

T
bd

U

~

H
~

Figure 2 Model of a system. (Data from Belishev (1997).)
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where L̃ := ULU�= diag{�k}1k = 1. Thus, the spectral
model allows one to see the Fourier images of
invisible waves.

According to [5], the response operator R2T

determines the modulus of the control operator

jWT
bdj ¼ ½ðWT

bdÞ
�WT

bd�
1=2 ¼ ðCTÞ1=2

which enters in the polar decomposition
WT

bd = �jWT
bdj. Along with it, the response operator

determines the dynamical model

~H :¼ cl RanðCTÞ1=2; ~WT
bd :¼ ðCTÞ1=2 ½15�

The correspondence ‘‘system ! model’’ is realized
by the isometry U = �� : WT

bdf 7! jWT
bdjf . The opera-

tor L̃
T

:= ULTU� dual to the Laplacian on waves, is
determined by its graph

gr ~LT

:¼ cl

�
f ~WT

bd f ;	 ~WT
bd fttgj f 2 C10 ð�� ð0;TÞÞ

�
½16�

(see [8]) and, therefore, L̃
T

is also determined
by R2T . In the case T > T�, the operator
W̃

r

vol:L2([0, r]; ~H)! ~H dual to Wr
vol, is represented

in the form

~Wr
vol ¼

Z r

0

ð~LTÞ	1=2 sin ðr	 tÞð~LTÞ1=2
h i

ð�ÞðtÞ dt;

r � 0 ½17�

in accordance with [9]. Thus, the dynamical model
visualizes the ��-images of the waves propagating
inside �.

Wave Coordinatization

In a general sense, a coordinatization is a corre-
spondence between points x of the studied set A and
elements x̃ of another set ~A such that: (i) the
elements of ~A are accessible and distinguishable; (ii)
the map x 7! x̃ is a bijection; and (iii) relations
between elements of ~A determine those between
points of A which are studied (H Weyl). Coordina-
tization enables one to study A via operations with
coordinates x̃ 2 ~A.

The external observer investigating the mani-
fold probes � with waves initiated by sources on
�. The relevant coordinatization of � described
below uses such waves and is implemented in
three steps.

Step 1 (subdomains) Let x(�, �) be the end point of
the geodesic of the length � > 0 emanating from � 2 �
in the direction 	�(�), and let �"� � � be a small
neighborhood shrinking to � as "! 0. If � � ��(�),
then the family of subdomains

!"ð�; �Þ :¼ ½h�i� nh�i�	"� \ h�"�i
�

(shaded domain on Figure 3) shrinks to x(�, �); if
� > ��(�), then the family terminates: !"(�, �) = ; as
" < "0(�) (the case �= �0 in Figure 3). Such behavior
of subdomains implies that

lim
"!0

½h�i� nh�i�	"� \ h�"�i
�

D Er

¼
hxð�; �Þir; � � ��ð�Þ
;; � > ��ð�Þ

�
½18�

Step 2 (wave subspaces) Pass from the subdomains
to the corresponding subspaces Hh�i� ,Hh�"�i

� ,
Hh!"(�, �)ir, and represent them via reachable sets
by [7]:

Hh�i� ¼ cl W�
bdF � ; Hh�"�i

� ¼ cl W�
bdF �

�"�

Hh!"ð�; �Þir ¼ cl Wr
volL2 ½0; r�;H!"ð�; �Þð Þ

¼ cl Wr
volL2

�
½0; r�; ½Hh�i�

�Hh�i�	"� \ Hh�"�i
�
�

¼ cl Wr
volL2

�
½0; r�; ½cl W�

bdF �

� cl W�	"
bd F �	"� \ cl W�

bdF �
�"�

�
Define

Wr
ð�;�Þ :¼ lim

"!0
cl Wr

volL2

�
½0; r�; ½cl W�

bdF �

� cl W�	"
bd F �	"� \ cl W�

bdF �
�"�

�
½19�

Wr
(�,0) :=Wr

(�,þ0), r � 0 (the limits in the sense of the
strong operator convergence of the projections in H
on the corresponding subspaces). By the definitions,
one has Wr

(�,�) = lim"!0Hh!"(�,�)ir, whereas [18]
leads to the equality

Wr
ð�;�Þ ¼

Hhxð�; �Þir; � � ��ð�Þ
f0g; � > ��ð�Þ

�
½20�

γ′

Γ
γ

x (γ, τ)

c
Γτ

Γτ − ε

σγε

x (γ′, τ)

Figure 3 The subdomains.
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for all � 2 �, � � 0, r � 0. As a result, since any x 2 �
can be represented as x = x(�, �), one attaches to every
point of the manifold a family of expanding subspaces
{Wr

(�,�)jr � 0} built out of waves. As is seen from [20],

the family is determined by the point x (not dependent
on the representation x = x(�,�)); the subspaces which
it consists of coincide with Hhxir.

Expressing the distance as

dðx0; x00Þ ¼ 2 inf fr > 0 j Hhx0ir \ Hhx00ir 6¼ f0gg

in accordance with [20], one can represent

dðx0; x00Þ
¼ 2 inf fr > 0 jWr

ð�0;� 0Þ \ Wr
ð�00;� 00Þ 6¼ f0gg ½21�

where x0= x(�0, � 0), x00= x(�00, � 00), and hence find
the distance via the above families.

Step 3 (wave copy) By varying � 2 �, � � 0,
gather all nonzero families {Wr

(�,�)jr � 0} =: x̃ in the
set �̃ = {x̃}. Redenoting Wr

x̃ :=Wr
(�,�) 2 x̃, endow the

set with the distance

~dð~x0; ~x00Þ :¼ 2 inf fr > 0 jWr
~x0 \ W

r
~x00 6¼ f0gg ½22�

In view of [21], one has d(x0, x00) = d̃(x̃0, x̃00), so
that the metric space (�̃, d̃) is an isometric copy
of (�, d) by construction. Thus, the correspondence
x 7! x̃ (‘‘point 7! family’’) is an isometry and
satisfies the general principles (i)–(iii) of
coordinatization.

The manifold (�̃, d̃) is the end product of the
wave coordinatization. It represents the original
manifold as a collection of infinitesimal sources
interacting with each other via the waves which they
produce.

Solving Inverse Problems

The motivation for the above coordinatization is
that the wave copy can be reproduced via any
model. Namely, the external observer with the
knowledge of � or R2T(T > T�) can recover (�̃, d̃)
up to isometry by the following procedure:

1. Construct the model corresponding to the given
inverse data and determine the operators W̃

�

bd,
0� � �T by [13], [15]; then determine
L̃, L̃

T
, and W̃

r

vol by [14] or [16], [17].
2. Replace on the right-hand side of [19] all

operators W without tildes by the ones with
tildes, and get the subspaces ~Wr

(�,�) = UWr
(�,�),

� 2 �, � � 0, r � 0.
3. Gather all nonzero families { ~Wr

(�,�)jr � 0} = : x̂ in the
set �̂ = {x̂} and redenote the subspaces as
~Wr

x̂ := ~Wr

(�,�) 2 x̂; endow the set with the metric
d̂(x̂0, x̂00):= 2 inf{r > 0 j ~Wr

x̂0 \ ~Wr

x̂00 6¼ {0}} (see [22]),
and get a sample (�̂, d̂) of the wave copy (�̃, d̃).

This sample is isometric to the original (�, d) by
construction. Identifying properly the boundaries @�̂
and �, one turns (�̂, d̂) into a canonical representa-
tive of the class of equivalent manifolds possessing
the given inverse data.

If the response operator R2T is given for a fixed
T < T�, the above procedure produces the wave
copy of the submanifold (h�iT , d). This locality in
time is an intrinsic feature and advantage of the BC
method: longer time of observation on � increases
the depth of penetration into �.

Amplitude Formula

Another variant of the BC method is based on
geometrical optics formulas describing the propaga-
tion of singularities of the waves.

Let y 2 H, and let � be the density of the volume
in semigeodesic coordinates: dx = � d� d� ; the
function

~yð�; �Þ :¼ �1=2ð�; �Þ yðxð�; �ÞÞ; ð�; �Þ 2 �
0; otherwise

�
defined on �� [0, T�] is called the image of y. The
amplitude formula represents the images of waves
initiated by boundary controls in the formguf ;0ð�;TÞð�; �Þ ¼ lim

t!T	�	0
½ðWT

bdÞ
�ðI 	 P� ÞWT

bdf �ð�; tÞ

0 < � < T

where I is the identity operator and P� is the
projection in H onto clW�

bdF
� . The formula is

derived by the ray method going back to
J Hadamard, the derivation uses the controllability
[7].

Any model determines the right-hand side of the
last relation by the isometry: (WT

bd)�(I 	 P� )

�
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WT
bd = (W̃

T

bd)�(Ĩ	 P̃
�
)W̃

T

bd, where W̃
T

bd = UWT
bd, Ĩ is

the identity operator, and P̃
�

= UP�U� is the projec-
tion in ~H onto cl W̃

�

bdF � . This leads to the
representationguf ;0ð�;TÞð�; �Þ ¼ lim

t!T	�	0
½ð ~WT

bdÞ
�ð~I 	 ~P

� Þ ~WT
bdf �ð�; tÞ

0 < � < T ½23

and makes the amplitude formula a useful tool for
solving the inverse problems. The external observer
can construct a model via inverse data and then
visualize by [23] the wave images on the part �T of
the pattern (see Figure 1). The collection of imagesguf ,0 corresponding to all possible controls f is rich
enough for recovering the tensor g on �T (i.e., the
metric tensor in semigeodesic coordinates) and
turning the pattern into an isometric copy of the
submanifold (h�iT , d). This variant of the method is



more appropriate if one needs to recover unknown
coefficients of the wave equation in � – it can be
realized in terms of numerical algorithms.

Extensions of the Method

Electromagnetic waves are also well suited for
coordinatization and for constructing the wave copy
(�̃, d̃). An appropriate version of the amplitude
formula also exists for the system governed by the
Maxw ell equation s (see Further Reading) . At pr esent
(2004), the applicability of the BC method to three-
dimensional inverse problems of elasticity theory is
still an open question. The following hypothesis
concerns the Lamé system: the wave coordinatization
procedure (steps 1–3) using the elastic waves instead
of the above uf ,0, gives rise to the copy of � � R3

endowed with the metric jdxj2=c2
p where

cp =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(�þ 2	)=


p
is the speed of the pressure waves.

The concept of model is used for solving inverse
problems for the heat and Schrödinger equations
(Avdonin and Belishev, 1995–2004), as well as for
the problem of boundary data continuation
(Belishev 2001, Kurylev and Lassas 2002). A variant
of the BC method allows one to recover not only the
manifold but also the Schrödinger type operators on
it and/or the dissipative term in the scalar wave
equation (Kurylev and Lassas 1993–2003).

An appropriate version of the amplitude formula
solves the inverse problem for one-dimensional two-
velocity dynamical system which describes the waves
consisting of two modes propagating with different
speeds and interacting with each other (Belishev,
Blagoveschenskii, Ivanov, 1997–2000).

One more variant of coordinatization going back
to the first paper on the BC method, associates with
points x 2 � the Dirac measures �x; then, their
images �̃x are identified via suitable models. This
variant solves inverse problems on graphs and the
two-dimensional elliptic Calderon problem. The
reader is referred to articles by the present author
listed in Fur ther Reading.

Within the scope of the method, one derives some
natural analogs of the classical Gelfand–Levitan–

framework of linear system theory (Belishev
2001). The method is also related to the problem
of triangular factorization of operators (Belishev
and Pushnitski 1996).

Numerical algorithms for solving two-dimensional
spectral and dynamical inverse problems for the wave
equation 
utt 	�u = 0 which recover the variable
density 
 have been developed and tested (Filippov,
Gotlib, Ivanov, 1994–1999).

See also: Dynamical Systems and Thermodynamics;
Geophysical Dynamics; Inverse Problem in Classical
Mechanics.
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There exists an abstract version of the
approach, embedding the BC method into the
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Introduction

Integrable equations are a special class of nonlinear
equations arising in the modeling of a wide variety
of physical phenomena. It has been argued that
integrable PDEs are in a certain, specific sense
‘‘universal’’ models for physical phenomena invol-
ving weak nonlinearity. Indeed, integrable equations
are obtained by a procedure involving rescaling and
an asymptotic expansion from very large classes of
nonlinear evolution equations, which preserves
integrability while retaining in the limit weakly
nonlinear effects. For this reason, integrable equa-
tions are a very important class of PDEs. Important
examples are the nonlinear Schrödinger (NLS)
equation

iqt þ qxx � 2�jqj2q ¼ 0; � ¼ �1 ½1�

the Korteweg–deVries (KdV) equation

qt þ qx � qxxx þ 6qqx ¼ 0 ½2�

the modified KdV (mKdV) equation

qt � qxxx � 6�q2qx ¼ 0; � ¼ �1 ½3�

and the sine-Gordon (SG) equation in light-cone or
laboratory coordinates

qxt þ sin q ¼ 0 or qtt � qxx þ sin q ¼ 0 ½4�

A general method for solving the initial-value
problem for integrable equations in one space
dimension was discovered in 1967, when in a
pioneering and much celebrated work (Gardner
et al. 1967), the initial-value problems for KdV
with decaying initial condition was completely
solved. Soon afterwards, it was understood that
this method, now known as the ‘‘inverse scattering
transform,’’ is of more general applicability. Indeed,
it can be applied to those nonlinear equations that
can be written as the compatibility condition of a
pair of linear eigenvalue equations. The method of
solution for the Cauchy problem essentially relies on
the possibility of expressing the equation through
this pair, now called a Lax pair after the work of
Lax (1968), who first clarified the connection.
Zakharov and Shabat (1972) constructed such a
pair for the NLS equation, and in subsequent years
the Lax pairs associated with all important integr-
able equations in one and two spatial variables were
constructed. These include the NLS, sG, mKdV,

Davey–Stewartson I and II, and Kamdotsev–
Petviashvili I and II equations.

There is no universally accepted definition of an
integrable PDE, but on account of the above results,
the existence of a Lax pair can be taken as the
defining property of such equations. In the course of
the 1970s, the inverse scattering transform was
applied to solve the initial-value (Cauchy) problem
for many integrable equations. In principle, there is
no obstruction to solving analytically the initial-value
problem by the inverse scattering transform as soon
as a Lax pair is constructed for the equation, and
appropriate decaying initial conditions are pre-
scribed. The solution is then characterized in
terms of a certain integral equation. This approach
is equivalent to associating with the initial-value
problem a classical problem in complex analysis,
namely a matrix Riemann–Hilbert problem,
defined in the complex spectral space. This point
of view is currently taken by many authors as it
provides a unifying and very flexible framework for
the analysis.

After the success of the inverse scattering trans-
form in solving the Cauchy problem, it was natural
to attempt to generalize the approach to boundary-
value problems. To describe the difficulties involved
in this generalization, consider the case of evolution
equations in one space and one time dimensions.
The independent variables can be denoted by (x, t),
with t > 0 representing time. While the initial-value
problem is posed on the full real line, hence for
x 2 (�1,1), the simplest boundary-value problem
is posed on a half-line, for x 2 (0,1). In addition
to initial conditions for initial time t = 0, it is
necessary to prescribe conditions at the boundary
x = 0. The number of conditions that must be
prescribed to obtain a problem which admits a
unique solution depends on the particular equation,
but for evolution equation it is roughly equal to
half the number of x-derivatives involved in the
equation. For example, for the NLS equation, a
well-posed problem is defined as soon as one
boundary condition at x = 0 is prescribed; hence a
typical boundary-value problem for this equation is
obtained, for example, when q(x, 0) = q0(x) and
q(0, t) = g0(t) are prescribed and compatible, so that
q0(0) = g0(0). It follows that, while qxx(0, t) can be
computed from the equation, qx(0, t) is not imme-
diately known. An even more difficult situation
arises for the KdV equation [2] (with the þ sign),
for which a well-posed problem is again defined as
soon as one boundary condition is prescribed, so
that there are two unknown boundary values.
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Because of this simple fact, a straightforward
application of the ideas of the inverse scattering
transform immediately encounters one crucial diffi-
culty. This transform method yields an integral
representation of the solution which involves not
only the given boundary conditions f (t), but also the
other ‘‘unknown’’ boundary values – in our example
for the NLS equation, the function qx(0, t). The
problem of characterizing these unknown boundary
values has impeded progress in this direction for over
thirty years.

On account of their physical significance, various
boundary-value problems for the KdV equation have
been considered, and classical PDE techniques (not
specific to integrable models) have been used to
establish existence and uniqueness results (Bona
et al. 2001, Colin and Ghidaglia 2001, Colliander
and Kenig 2001). These approaches, and in parti-
cular the approach of Colliander and Kenig, are
quite general and possibly of wide applicability, and
give global existence results in wide functional
classes. However, they do not rely on integrability
properties. Indeed, none of these results use the
integrable structure of the equation in any funda-
mental or systematic way. However, the fact that
these equations are integrable on the full line implies
very special properties that should be exploited in
the analysis and it is natural to try to generalize the
inverse scattering transform approach.

Such a generalization is sometimes directly possi-
ble. For example, it has been used for studying the
problem on the half-line for the hyperbolic version
of the sG equation [4a] which does not involve
unknown boundary values (Fokas 2000, Pelloni). It
has also been used to study some specific boundary-
value problems for the NLS equation, for example,
for homogeneous Dirichlet or Neumann conditions,
when it is possible to use even or odd extensions of
the problem to the full line (Ablowitz and Segur
1974), or more recently in Degasperis et al. (2001).
In the latter case, however, the unknown boundary
values are characterized through an integral Fred-
holm equation, which does not admit a unique
solution. Some special cases of boundary-value
problems for the KdV equation (Adler et al. 1997,
Habibullin 1999) and elliptic sG (Sklyanin 1987)
have also been studied via the inverse scattering
transform. However all the examples considered are
nongeneric, and it has recently been shown (Fokas,
in press) that the boundary conditions chosen fall in
the special class of the so-called ‘‘linearizable’’
boundary conditions, for which the problem can be
solved as if it were posed on the full line. One
cannot hope to use similar methods to solve the
problem with generic boundary conditions.

Recently, Fokas (2000) introduced a general
methodology to extend the ideas of the inverse
scattering transform to boundary-value problems.
This methodology provides the tools to analyze
boundary-value problems for integrable equations to
a considerable degree of generality. We note as a
side remark that linear PDEs are trivially integrable,
in the sense of admitting a Lax pair (in this case the
Lax pair can be found algorithmically, while the
construction of the Lax pair associated with a
nonlinear equation is by no means trivial). As a
consequence of this remark, the extension of the
inverse scattering transform also provides a method
for solving boundary-value problems for a large
variety of linear PDEs of mathematical physics.

What follows is a general description of the
approach of Fokas, considering, for the sake of
concreteness, the case of an integrable PDE in the
two variables (x,t) which vary in the domain D
(typically, for an evolution problem D = (0,1)�
(0, T)). We assume that q(x, t) denotes the unique
solution of a boundary-value problem posed for
such an equation.

The method consists of the following steps.

1. Write the PDE as the compatibility condition of a
Lax pair. This is a pair of linear ODEs for the
function �=�(x, t, k) involving the solution
q(x, t) of the PDE, the derivatives of this solution,
and a complex parameter k, called the spectral
parameter. This can be done algorithmically for
linear PDEs, and in this case �(x, t,k) is a scalar
function. For nonlinear integrable PDEs, �(x, t, k)
is in general a matrix-valued function.

The equivalence of the PDE with a Lax pair
can be reformulated in the language of differ-
ential forms, and in this language it is easier to
describe the methodology in general. Assume
then that �(x, t, k) is a differential 1-form
expressed in terms of a function q(x, t) and its
derivatives, and of a complex variable k, and one
which is characterized by the property that
d� = 0 if and only if q(x, t) satisfies the given
PDE. The closure of the form � yields the two
important consequences 2(a) and 2(b) below.

2. (a) Since the domain D under consideration is
simply connected, the closed form � is also exact;
hence, it is possible to find the particular, 0-form
�(x, t,k), solving d�= �. In particular, �(x, t, k)
can be chosen to be sectionally bounded with
respect to k by solving either a Riemann–Hilbert
problem or a d-bar problem in the complex
spectral k plane, and the solution �(x, t, k) is
then expressed in terms of certain ‘‘spectral
functions’’ depending on all the boundary values
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of the solution q(x, t) of the PDE. The function
q(x, t) can then be expressed in terms of
�(x, t, k). (b) The integral of � along the
boundary of the domain D vanishes. This yields
an integral constraint between all boundary
values of the solution of the PDE, which
becomes an algebraic constraint for the spectral
functions. The resulting algebraic identity is
called the ‘‘global relation.’’

3. The last step is the analysis the k-invariance
properties of the global relation. This analysis
yields the characterization of the spectral func-
tions in terms only of the given boundary
conditions.

The crucial and most difficult step in the solution
process is the characterization described above. The
analysis required depends on the type of problem
under consideration. For nonlinear integrable evolu-
tion PDEs posed on the half-line x > 0, in general
the characterization mentioned in step (3) involves
solving a system of nonlinear Volterra integral
equations. This is an important difference from the
case of the Cauchy problem, where the solution is
given by a single integral equation where all the
terms are explicitly known.

The method outlined above has been applied
successfully to solve a variety of boundary-value
problems for linear and integrable nonlinear PDEs.
For concreteness, here the focus is on the important
case of integrable evolution PDEs in one space, which
illustrates clearly the generalities of this method.

Integrable Evolution Equations in One
Space Dimension

The crucial property of integrable PDEs which is
used in the inverse scattering transform approach to
solve the initial-value problem is the fact that they
can be written as the compatibility of a Lax pair.
Many integrable evolution equations of physical
significance (such as NLS, KdV, sG, and mKdV)
admit a Lax pair of the form

�x þ if1ðkÞ�3� ¼Qðx; t; kÞ�
�t þ if2ðkÞ�3� ¼ ~Qðx; t; kÞ�

½5�

where �(x, t, k) is a 2� 2 matrix, �3 = diag(1, � 1),
fi(k), i = 1, 2, are analytic functions of the complex
parameter k, and Q, ~Q are analytic functions of k,
of the function q(x, t) (and of its complex conjugate
q(x, t) for complex-valued problems) and of its
derivatives. For example, the NLS equation [1] is
equivalent to the compatibility condition of the pair

�x þ ik�3� ¼ Q�; Q ¼
0 q

��q 0

� �
�t þ 2ik2�3� ¼ ð2kQ � iQx�3 � i�jqj2�3Þ�

½6�

The first step towards a systematic new approach to
solving boundary-value problem was the work of
Fokas and Its, who associated the boundary-value
problem for NLS on the half-line to a single
Riemann–Hilbert problem determined by both
equations in the Lax pair. The jump determining
this Riemann–Hilbert problem has an explicit
exponential dependence on both x and t. This differs
from the classical inverse scattering approach, in
which the x-part of the Lax pair is used to determine
an x-transform with t-dependent scattering data,
and the t-part of the Lax pair is then exploited to
find the time evolution of these data. The work of
Fokas and Its led to the understanding that both
equations in the Lax pair [6] must be considered in
order to construct a spectral transform appropriate
to solve boundary-value problems. Fokas (2000)
reviews his systematic way to solve these problems
by performing the simultaneous spectral analysis of
both equations in the Lax pair. The transform thus
obtained, which is a nonlinearization of the Fourier
transform, precisely generalizes the inverse scatter-
ing transform.

This simultaneous analysis also leads naturally to
the identification of the ‘‘global relation’’ which
holds between initial and boundary data, and which
plays an essential role in deriving an expression for
the solution of the problem which does not involve
unknown boundary values.

The Riemann–Hilbert problem with explicit (x, t)
dependence, the global relation, and the invariance
properties of the latter with respect to the spectral
parameter are the fundamental ingredients of this
systematic approach to solve boundary-value pro-
blems for integrable equations.

The steps involved in this method are summar-
ized in the introduction. While steps (1) and (2)
can be described generally, and, once the Lax pair
is identified, can be performed algorithmically (at
least under the assumption that the solution of the
PDE exists), the last step is the most difficult part
of the analysis, and it needs to be considered
separately for each given problem. However, it is
this step that yields the effective characterization
of the solution.

The results obtained for the particular case of eqn
[1] are reviewed in detail in the next section, as they
provide an important example, which can be
generalized without any conceptual difficulty to
eqns [2]–[4].
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The NLS Equation

As already mentioned, the initial-value problem for
NLS was solved, for decaying initial condition, by
Zakharov and Shabat, and studied in depth by many
others. However, by the mid-1990s only a handful
of papers had been written on the solution of the
boundary-value problem posed on the half-line, all
on a specific example or aspect of the problem, or
attempts at solving the problem using general PDE
techniques.

For this equation, the approach of Fokas yields
the following results. Let the complex-valued
function q(x, t) satisfy the NLS equation [1], for
x > 0 and t > 0, for prescribed one initial and one
boundary conditions. For the sake of concreteness,
we select the specific initial and boundary
conditions

qðx; 0Þ ¼ q0ðxÞ 2 SðRþÞ
qð0; tÞ ¼ g0ðtÞ 2 SðRþÞ
q0ð0Þ ¼ g0ð0Þ

½7�

where S denotes the space of Schwartz functions
(similar results hold for different choices of bound-
ary conditions, and less restrictive function classes).

The solution of this initial boundary-value (IBV)
problem can be constructed as follows (Fokas 2000,
2002; in press):

� Given q0(x) construct the spectral functions
{a(k), b(k)}. These functions are defined by

aðkÞ ¼ �2ð0;kÞ; bðkÞ ¼ �1ð0; kÞ

where the vector �(x, k) with components �1(x, k)
and �2(x, k) is the following solution of the
x-problem of the associated Lax pair evaluated
at t = 0:

�x þ ik�3� ¼ Qðx;0;kÞ�; 0 < x <1; Im k � 0

�ðx;kÞ ¼ eikx 0

1

� �
þ oð1Þ

� �
as x!1

Qðx;0;kÞ ¼
0 q0ðxÞ

��q0ðxÞ 0

� �

(�3 and Q(x, t, k) are defined after eqns [5] and [6],
respectively).
� Given q0(x) and g0(t) characterize g1(t) by the

requirement that the spectral functions
{A(t, k), B(t, k)} satisfy the global relation

Bðt; kÞ � RðkÞAðt; kÞ ¼ e4ik 2t cðt; kÞ
aðkÞ

RðkÞ ¼ bðkÞ
aðkÞ ; t 2 ½0;T�; k 2 �D

½8�

where D denotes the first quadrant of the
complex k-plane:

D ¼ fkjRe k > 0; Im k > 0g
�D denotes the closure of D, and c(t, k) is a
function of k analytic in D and of order O(1=k)
as k ! 1. The spectral functions are defined by

Aðt; kÞ ¼ e2ik2t�2ðt; �kÞ;
Bðt; kÞ ¼ �e2ik2t�1ðt; kÞ

½9�

where the vector �(t, k) with components �1 and
�2 is the following solution of the t-problem of
the associated Lax pair evaluated at x = 0:

�t þ 2ik2�3� ¼ ~Qð0; t; kÞ�
0 < t < T; k 2 C

�ð0; kÞ ¼
0

1

� �
~Qð0; t; kÞ ¼

� jg0ðtÞj2 2kg0ðtÞ þ i��g1ðtÞ
2k�g0ðtÞ � i��g1ðtÞ jg0ðtÞj2

 !
½10�

� Given a(k), b(k) and A(k), B(k), define a 2� 2
matrix Riemann–Hilbert problem. This problem
has the distinctive feature that its jump has
explicit (x, t) dependence in the exponential
form of exp {ikxþ 2ik2t}. Determine q(x, t) in
terms of the solution of this Riemann–Hilbert
problem by using the fact that these functions
are related by the Lax pair. Then the function
q(x, t) solves the IBV problem [1]–[7] with
q(x, 0) = q0(x), q(0, t) = g0(t), and q0x(0, t) = g1(t).

The above construction can be summarized in the
following theorem (Fokas 2002):

Theorem 1 Consider the boundary-value problem
for the NLS equation [1] determined by the conditions
[7]. Let a(k), b(k) be given by [8], and suppose that
there exists a function g1(t) such that if A(k), B(k) are
defined by [9], then the global relation [8] holds.

Let M(x, t, k) be the solution of the 2� 2
Riemann–Hilbert problem with jump on the real
and imaginary axes given by

� M�(x, t, k) = Mþ (x, t, k)J(x, t, k) with M = M� in
the second and fourth quadrants of C, M = Mþ in the
first and third quadrants of C, and J(x, t, k) is defined
in terms of a, b, A, B and the exponential eikx�2ik2t:
� M = I þO(1=k) as k ! 1 and has appropriate

residue conditions if there are poles
Then M(x,t,k) exists and is unique, and

qðx; tÞ ¼ 2i lim
k!1
ðkMðx; t; kÞÞ12
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The result above relies on characterizing the
unknown boundary value g1(t) a priori by requiring
that the global relation hold. Recently, substantial
progress has been made in this direction in the case of
integrable nonlinear evolution equations, in particu-
lar of NLS. Namely Fokas (in press) contains an
effective description of the map assigning to each
given q(x, 0) = q0(x) and g0(t) = q(0, t) a unique value
for qx(0, t) (called the Dirichlet to Neumann map) for
the NLS, as well as for a version of the Korteweg–
deVries and sG equations. We state below the
relevant theorem for the case of the NLS equation.

Theorem 2 Let q(x, t) satisfy the NLS equation on
the half-line 0 < x <1, t > 0 with the initial and
boundary conditions [7]. Then g1(t) := qx(0, t) is
given by

g1ðtÞ¼
g0ðtÞ
�

Z
@D

e�2ik2tð�2ðt;kÞ��2ðt;�kÞÞdk

þ4i

�

Z
@D

e�2ik2tkRðkÞ�2ðt;�kÞdk

þ2i

�

Z
@D

e�2ik2t k½�1ðt;kÞ��1ðt;�kÞ�þig0ðtÞð Þdk

with �=(�1,�2)� given by the solution of [10]. The
Neumann datum g1(t) is unique and exists globally
in t.

This result yields a rigorous proof of the global
existence of the solution of boundary-value pro-
blems on the half-line for the NLS equation. There-
fore, the assumption in Theorem 1 that a suitable
function g1(t) exists can be dropped.

Generalizations and Summary of Results

Results analogous to the ones presented in the
previous section can be phrased exclusively in terms
of integral equations rather than in terms of
Riemann–Hilbert problems, as done for example in
Khruslov and Kotlyarov (2003). This is the point of
view of the school of Gelfand and Marchenko, and in
this setting the functions � are given in the so-called
Gelfand–Levitan–Marchenko representation. Results
on boundary-value problems for the NLS equation
using this representation have been obtained only
under additional assumptions on the unknown part
of the boundary values. It was only after the idea that
the x- and t-parts of the spectral equations should be
treated simultaneously that this approach yielded
complete results. However, the Gelfand–Levitan–
Marchenko representation yields a crucial simplifica-
tion for deriving the explicit form of the Dirichlet to
Neumann map and proving Theorem 2. This

representation has now been derived for all equations
[1]–[3], see Fokas (in press).

The analysis of the invariance properties of the
global relation with respect to k also yields the
characterization of all the boundary conditions for
which the transform obtained to represent the solution
linearizes. For these boundary conditions, called
linearizable, the solution can be represented as
effectively as for the Cauchy problem. For example,
the linearizable boundary conditions for the NLS
equation are given by any boundary values that satisfy

g0ðtÞg1ðtÞ � g0ðtÞg1ðtÞ ¼ 0

An example of boundary condition satisfying
this constraint, encompassing also Dirichlet and
Neumann homogeneous conditions, is q(0, t)�
�qx(0, t) = 0, with � a non-negative constant.

As mentioned at the beginning of the previous
section, the approach described in general can be
used to obtain results similar to those given for the
NLS equation for many other integrable evolution
equations, in particular, mKdV (Boutet de Monvel
et al. 2004), sG, and KdV (Fokas 2002). The results
obtained are essentially the same as for NLS,
starting from the general form [5] of the Lax pair,
and include the derivation of the solution representa-
tion, the complete characterization of linearizable
boundary conditions, and the analysis of the Dirichlet
to Neumann map.

The approach above can also be used for studying
boundary-value problems posed on finite domains,
for x 2 [0, 1]. This has been done for a model for
transient simulated Raman scattering (Fokas and
Menyuk 1999), for the sG equation in light-cone
coordinates (Pelloni, in press), and for the NLS
equation (Fokas and Its 2004). In this case also the
method yields a representation of the solution which
is suitable for asymptotic analysis. In this respect,
the question of soliton generation from boundary
data is of some importance, and has been recently
considered by various authors (Fokas and Menyuk
1999, Boutet de Monvel and Kotlyarov 2003,
Pelloni in press, Boutet de Monvel et al. 2004).
The results are however still considered case by case,
and there is no general framework for this problem
identified yet. For problem on the half-line, solitons
may be generated but not necessarily in correspon-
dence to the singularities that generate soliton for
the full line problem, even when the same singula-
rities are present. For problems posed on finite
domains, in some specific cases at least for the
simulated Raman scattering, and the sG equations,
it appears that the dominant asymptotic behavior is
given by a similarity solution.
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In conclusion, the extension of the inverse scattering
transform given by Fokas provides the tool for analyzing
boundary-value problems specific to nonlinear integr-
able equations. This tool relies, in an essential way, on
the integrability structure of the problem, and yields a
full characterization of the solution as well as uniqueness
and existence results. The solution representation thus
obtained is not always fully explicit, but it is always
suitable for asymptotic analysis using standard techni-
ques such as the recent nonlinearization of the classical
steepest descent method.

See also: �@ Approach to Integrable Systems; Integrable
Discrete Systems; Integrable Systems and the Inverse
Scattering Method; Integrable Systems: Overview;
Nonlinear Schrödinger Equations; Riemann–Hilbert
Methods in Integrable Systems; Separation of Variables
for Differential Equations; Sine-Gordon Equation.
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Introduction

Tensor or monoidal categories are encountered in
various branches of modern mathematical physics.
First examples came without mentioning the name of a
monoidal category as categories of modules over a
group or a Lie algebra. The operation of a monoidal
product in this case is the usual tensor product X	C Y
of modules (representations) X and Y. These categories
are symmetric: the modules X	 Y and Y 	X are

isomorphic; moreover, the permutation isomorphism
(the twist) c : X	 Y 7!Y 	X, x	 y! y	 x, is
involutive, c2 = idX	Y . Next examples of monoidal
categories were given by categories of representa-
tions of supergroups or Lie superalgebras. They are
also symmetric: now the symmetry (Koszul’s rule)
c : X	 Y!Y 	X, x	 y 7! (�1)deg x
deg yy	 x, is the
twist with a sign, which depends on the degree (or
parity) deg x of elements x 2 X.

The development of the theory of exactly solvable
models in statistical mechanics led Drinfeld (1987)
to the notion of quantum groups – Hopf algebras H
with additional structures (quasitriangular Hopf
algebras). H-Modules also form a monoidal cate-
gory; however, it is not symmetric, but only braided.
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It means that a canonical braiding isomorphism
c : X� Y!Y �X still exists, but it is not involutive
any more, c2 6¼ id. The braiding c satisfies the Yang–
Baxter equation

ðc� 1Þð1� cÞðc� 1Þ
¼ ð1� cÞðc� 1Þð1� cÞ : X� Y � Z!Z� Y �X

for any three H-modules X, Y, Z.
In the above examples, we also have an obvious

isomorphism of associativity a : X� (Y � Z)!
(X� Y)� Z of the iterated tensor product.
There are, however, monoidal categories of
modules, where such an isomorphism is nontri-
vial, namely, modules over quasi-Hopf algebras.
These were introduced by Drinfeld (1989a, b) in
connection with the Knizhnik–Zamolodchikov equa-
tions. These nontrivial associativity isomorphisms
a : X� (Y � Z)! (X� Y)� Z are required to
satisfy the pentagon equation of Mac Lane and
Stasheff.

Braided monoidal categories also arise in rational
conformal field theories (RCFTs), integrable models
of statistical mechanics and topological quantum
field theories (TQFTs). The common feature of
these categories is that they are semisimple abelian
with finite number of simple modules. In other
words, such a category C is equivalent to the category
of finite-dimensional Cn = C� � � � �C-modules for
some n. However, not monoidally equivalent, the
monoidal structure can be rather involved. For
instance, from the Ising model one can obtain the
monoidal category with two simple objects I and X,
which obey the monoidal law 1� 1 = 1, 1�X = X�
1 = X, X�X = 1�X. Clearly, such relations cannot
be satisfied by finite-dimensional C-vector spaces 1
and X, if � would mean the usual tensor product �C

of C-vector spaces. However, here � means simply a
functor � : C � C!C with certain properties. Cate-
gories which come from RCFT, integrable models or
TQFT often enjoy additional properties. They are
rigid – for each object X, there exists a dual object
X_. They are ribbon (balanced) – there is a canonical
endomorphism vX : X!X for each object X, which
is related to the braiding. They are modular, which is
defined as nondegeneracy of a certain matrix. The
meaning of modularity is that the ribbon category is
suitable for producing a TQFT out of it.

For categories equivalent to the category of
C� � � � �C-modules, the ribbon (braided) monoidal
structure can be specified by a finite number of complex
matrices. For instance, 6j-symbols or q-6j-symbols
encode the associativity isomorphism. In this form,
modular categories appeared in the work of Moore and
Seiberg (1989) on RCFTs. Such categories can be

realized as categories of modules over weak Hopf
algebras, but we stress again that the monoidal product
for such modules does not coincide with the tensor
product of vector spaces. So, general features are better
seen at the level of category theory, and we now start
with precise definitions.

Rigid Monoidal Categories

We recall here the basic definitions of monoidal
categories, monoidal functors, and dual objects.

Definition 1 A monoidal category (C,�, a, 1, l, r) is
a category C, a functor � : C � C!C (called the
tensor product), a functorial isomorphism a : X�
(Y � Z)! (X� Y)� Z, the associativity isomorph-
ism, a unit object 1, and two functorial isomorph-
isms l : 1�X!X, r : X� 1!X such that

X� ðY � ðZ�WÞÞ!a ðX� YÞ � ðZ�WÞ!a ððX� YÞ � ZÞ �W

X� a# "a�W

X� ððY � ZÞ �WÞ ^a ðX� ðY � ZÞÞ �W

commutes (the pentagon equation) and

aX;1;Y ¼ X� ð1� YÞ �!X�lY
X� Y �!

r�1
X
�Y
ðX� 1Þ � Y

� �
Definition 2 A monoidal functor (F,�, f ) : (C, �)!
(D, � ) is a functor F : C!D, a functorial isomorph-
ism �=�X, Y : F(X)� F(Y)! F(X� Y) 2 D, and an
isomorphism f : 1! F1 2 D such that

FX�ðFY�FZÞ�!1�� FX�FðY�ZÞ�!� FðX�ðY�ZÞÞ
a# #Fa

ðFX�FYÞ�FZ �!��1
FðX�YÞ�Z �!� FððX�YÞ�ZÞ

F1�FX�!� Fð1�XÞ FX�F1�!� FðX�1Þ
f �1" #F l; 1� f" #Fr

1�FX ^l FX FX�1 ^r FX

commute. A morphism of monoidal functors
� : (F,�, f )! (G, ,g) is a functorial morphism
� :F!G such that

FX� FY!� FðX� YÞ

�� �# #�
GX�GY! GðX� YÞ

g ¼ ð1!f F1!� G1Þ

The f datum of a monoidal functor (F,�, f ) is
uniquely determined by the (F,�) data, so we can
denote a monoidal functor as (F,�) or even F.
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The coherence theorem of Mac Lane (1963) states
that any monoidal category C is equivalent to a
strictly monoidal category, in which X� (Y � Z) =
(X� Y)� Z, 1�X = X = X� 1, and the isomorph-
isms a, l, r are identity isomorphisms. Thus, in
theoretical constructions, one may ignore the associa-
tivity isomorphism. It is not always so in practice. For
instance, working with quasi-Hopf algebras related
with the Knizhnik–Zamolodchikov equation one
prefers to keep the original category, which is (a
deformation of) the category of modules over a Lie
algebra, rather than to replace it with a strict monoidal
category, that is not a category of modules any more.

Definition 3 A rigid category C is a monoidal
category in which, to every object X 2 C, dual
objects X_ and _X 2 C are assigned together with
morphisms of evaluation and coevaluation

evX : X�X_ ! 1 ¼ X
[

X_

ev0X : _X�X! 1 ¼ _X
[

X

coevX : 1! X_ �X ¼ X_
\

X

coev0X : 1! X� _X ¼ X
\
_X

The evaluations and coevaluations are chosen such
that the compositions

X�!r
�1

X�1 �!1�coev
X�ðX_�XÞ!a ðX�X_Þ�X�!ev�1

1�X!1 X

X�!1
�1

1�X �!coev0�1ðX�_XÞ�X�!a
�1

X�ð_X�XÞ �!1�ev0
X�1�!r X

X_�!1
�1

1�X_ �!coev�1ðX_�XÞ�X_�!a
�1

X_�ðX�X_Þ�!1�ev
X_�1!r X_

_X�!r
�1 _X�1 �!1�coev0 _X�ðX�_XÞ�!a ð_X�XÞ�_X�!ev0�1

1�_X!1 _X

are all identity morphisms.

In a rigid monoidal category C, there is a pairing

ðX� YÞ � ðY_ �X_Þ!� ðX� ðY � Y_ÞÞ
�X_ ^X�ev�X_ ðX� 1Þ �X_ ^r�X_ X�X_ �!ev

1

which induces an isomorphism jþX, Y : Y_ �X_! (X�
Y)_, such that the above pairing coincides with

ðX� YÞ � ðY_ �X_Þ �!1�jþ ðX� YÞ � ðX� YÞ_ !ev
1

The equation

coevX�Y ¼
�

1 �!coevY
Y_ �Y ’ Y_ � 1�Y

^1�coevX�1 Y_ �X_ �X�Y

�!jþ�1 ðX�YÞ_ � ðX�YÞ
�

also holds. Similarly, there is an isomorphism
j�X,Y :_Y �_X!_(X�Y).

Morphisms constructed from braidings and (co)-
evaluations are often described by tangles. The

conventions are listed in Figure 1. The suggested
assignment of morphisms in C to elementary pictures
extends to a unique functor � from the category of
C-colored tangles to the category C itself. With the
above interpretation, these tangles need not be
oriented. We shall use the same notation for framed
tangles, and the framing will be within the plane.

The maps Ob C!Ob C, X 7!X_, and X 7! _X
extend to contravariant self-equivalences C!C,
f 7! f t, and f 7! tf . For given f, the morphisms f t

and tf can be defined, respectively, by the following
pictures using the assignment from Figure 1:

Y 
∨

X 
∨

Y

X

 
∨Y

∨X

Y 
∨

X 
∨

 
∨Y

Y

∨X

X

=

=tf f

f 
t f 

We have a monoidal self-equivalence of C,

ð�__; j2Þ : ðC;�;1Þ! ðC;�;1Þ; X 7!X__; f 7! f tt

j2X;Y ¼ X__ �Y__!jþ ðY_ �X_Þ_�!
j�1t
þ ðX�YÞ__

� � ½1�

It is not always true that the two duals X_ and _X
are isomorphic. However, there are canonical
isomorphisms

X! _ðX_Þ; X! ð_XÞ_

A morphism f : X  Y by

cX,Y  : X  Y Y XThe braiding by

c 
–1  : X  Y Y XThe inverse braiding by

 : evX X  X 
∨ 1The evaluation by

f

Y

X

X Y

X Y

X X 
∨

X 
∨ X

 : coevX X 
∨

   X The coevaluation 1 by

Figure 1 Conventions for notation of morphisms from

tangles.
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We may replace the category C with an equivalent one,
such that the above isomorphisms become identity
morphisms, and the functors �_ and _� are inverse to
each other. We shall assume this to simplify notations.
Finally, we denote the iterated duals by X(n_) = X_���_

(n times) and X(�n_) = _���_X (n times) for n 	 0.
Braided Categories

Here we review the definitions of the braiding
isomorphism and further derived isomorphisms. Sev-
eral basic relations between them are listed. Two
important classes of examples of braided categories
are given by the categories of modules over quasitrian-
gular Hopf algebras and the categories of tangles.

Definition 4 A braided category (C, c) is a monoidal
category C equipped with a functorial isomorphism
c = cX, Y : X� Y!Y �X – the braiding, or the
commutativity isomorphism – such that the two
hexagons commute,

X� ðY � ZÞ ^1�c
1 X� ðZ� YÞ!a ðX� ZÞ � Y
a # # c
1 � 1

ðX� YÞ � Z�!c

1

Z� ðX� YÞ!a ðZ�XÞ � Y

(one for c and one for c�1).

The graphical notation for the braiding and its
inverse is

c ¼ ðcX;Y : X� Y ! Y �X Þ ¼
X Y

Y X 

c ¼
X Y 

Y X 

In a rigid braided category, we can define
functorial isomorphisms using again the conventions
from Figure 1:

X 
∨∨

u2
1  = ,

,

X 
∨∨

u 
2
–1 = 

X 

u–2
–1  = 

X 

u–2
–1  = 
These are isomorphisms of monoidal functors
(see [1])

u2
1 : ðId; c�2Þ�!ð�__; j2Þ

u2
�1 : ðId; c2Þ�!ð�__; j2Þ

In particular, this implies the commutativity of the
diagram

X� Y ^c�2

X� Y

u2
1
�u2

1
# #u2

1

X__ � Y__ �!j2 ðX� YÞ__

The square of the monoidal functor (�__, j2) is

ð�____; j4Þ : ðC;�; 1Þ�!ðC;�; 1Þ;
X 7!X____; f 7! f tttt

where

j4X;Y ¼ X____ �Y____�!j2 ðX__ �Y__Þ__�!
jtt
2 ðX�YÞ____

� �
The natural isomorphism u4

0 = u2
�1 � u2

1 is, in fact, an
isomorphism of monoidal functors u4

0 : (Id, id)!
(�____, j4).
Ribbon Categories

Now we define balancing and recall some properties
of balanced (ribbon) categories.

Definition 5 Let C be a rigid braided category.
A balancing �X : X!X__ is an isomorphism of
monoidal functors � : (Id, id, id)! (�__, j2, d2) such
that �2 = u4

0 and �t
X = ��1

X_ : X___!X_. The cate-
gory C equipped with a balancing is called
balanced.

We also use the notation u2
0 = �. In any balanced

category, there exists a canonical ribbon twist v.
A ribbon twist v = vX : X!X, v : Id! Id is a self-
adjoint (vX_ = vt

X) automorphism of the identity
functor such that c2 = (v�1

X � v�1
Y ) � vX�Y . It can be

determined from the equations

u2
0 ¼ u2

1 � v�1 ¼ u2
�1 � v : X! X__

��1 ¼ u�2
0 ¼ u�2

1 � v�1¼u�2
�1 � v : X! __X

In particular, its square is given by the canonical
isomorphism v2 = u�2

1 � u2
1. Conversely, in any

rigid braided category with a ribbon twist (called
ribbon category) there exists a canonical balan-
cing u2

0 given by the above formulas. Thus, ribbon
categories and balanced categories are synonyms.

In the case of X = 1, we have v1 = id1.
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The following result can be used to simplify
notations:

Proposition 1 For any ribbon category C there exists
a ribbon category D equivalent to C such that in it

(i) 1_= 1;
(ii) for any object X we have _X = X_, X__= X,

and �X = idX : X!X__ ¼¼¼¼ X.
(iii) for any object X we have evX = ev0X_ : X�

X_! 1, and coevX = coev0X_ : 1!X_ �X.

In the category C= H-mod, where H is a ribbon
Hopf algebra, the equation X_= _X is not neces-
sarily satisfied. Nevertheless, X_ is canonically
isomorphic to _X. The same holds in any ribbon
category. We identify these objects via �= u2

0 :
_X!X_. This allows us to use the right dual
objects in place of the left ones. In that role, the
right duals are equipped with the left evaluation
and coevaluation, called flipped evaluation and
coevaluation, respectively:

eev : X_ �X ^X_�� X_ �X__�!ev
1gcoev : 1 ^coev X__ �X_ ^��1�X_ X�X_

They are often denoted simply ev and coev and
should be replaced by eev and gcoev in applications. In
the context of Hopf algebra, � is given by the action
of a group-like element introduced by Drinfeld.
Hopf Algebras in Braided Categories

Let C be a braided monoidal category. A Hopf
algebra H in C is an object H 2 Ob C together with
an associative multiplication m : H �H!H and an
associative comultiplication � : H!H �H, obeying
the bialgebra axiom

H �H!m H!� H �H
� �
¼
�

H �H ^��� H �H �H �H

^H�c�H H �H �H �H

^m�m H �H
�

Moreover, H has a unit � : 1!H, a counit " : H! 1,
an antipode � : H!H, and the inverse antipode
��1 : H!H. The defining relations for these are the
same as in the classical case. Notice, in particular,
that the unit is also a morphism. Associativity of
multiplication, as well as coassociativity of comulti-
plication, is formulated with the use of associativity
isomorphism (in the nonstrict case).

Hopf algebras in braided categories have also
been called braided groups. Their basic properties
are very similar to those of usual Hopf algebras, for
example, the antipode is antimultiplicative with
respect to the braiding (see, e.g., Majid (1993)).
For Hopf algebras in rigid braided categories, there
exist integrals in a sense very much similar to the
case of ordinary finite-dimensional Hopf algebras,
as shown by Bespalov et al. (2000).
Modular Categories

Assume that a braided rigid monoidal category C is
equivalent as a category (with monoidal structure
ignored) to the category of finite-dimensional mod-
ules over a finite-dimensional algebra. In particular,
C is abelian. Then there exists an object F in C,
equipped with a morphism iX : X�X_! F for each
X 2 Ob C, such that the diagram

X� Y_ ^f�Y_
Y � Y_

X�f t# #iY

X�X_ ^iX F

is commutative for all morphisms f : X!Y of C, and,
moreover, F is universal between objects with such
properties. Here f t : Y_!X_ is the transpose of a
morphism f : X!Y. In other words, F is a direct limit,
called the coend and denoted as F =

RZ2C
Z� Z_. It

can also be defined via an exact sequenceM
f :X!Y2C

X� Y_ ^f�Y_�X�f t
M
Z2C

Z� Z_ �!�iZ
F! 0

It turns out that the coend F is a Hopf algebra in
the braided category C, when it is equipped with the
following operations. The comultiplication in F is
uniquely determined by the equation

X�X_ �!iX F�!� F � F
� �
¼
�

X�X_ ¼ X� 1�X_

^X�coev�X_ X�X_ �X�X_

^iX�iX F � F
�

The counit in F is determined by the equation

X�X_ �!iX F�!" 1
� �

¼ X�X_ �!ev
1

� �
The multiplication m : F � F! F is defined by the
following diagram:

X X 
∨ Y Y 

∨

X Y Y 
∨ X 

∨

m  = and

X�X_ �ðY�Y_Þ ^iX�iY F�F

X�c# 9#m

X�Y�ðX�YÞ_ ^iX�Y F
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The unit is given by the morphism

� : 1 ¼ 1� 1_ �!i1 F

The diagram corresponding to the antipode
�F : F! F is given by

F

γF = 

F

The structure of the coend F as a Hopf algebra can
also be found directly from its universal property, as
in Majid (1993).

There is a pairing of Hopf algebras! :F� F!1 in C:
F F

ω = 

It induces a homomorphism of Hopf algebras F!F_.

Definition 6 A ribbon category C, equivalent as
a category to the category of finite-dimensional
modules over a finite-dimensional algebra, is called
modular if the pairing ! is nondegenerate, that is,
the induced morphism F! F_ is invertible.

Examples of nonsemisimple modular categories
include C= H-mod, where H = uq(g ) is a finite-
dimensional algebra, quotient of the quantum
universal enveloping algebra Uq(g ), and q is a root
of unity of odd degree. In these examples, the
coalgebra F identifies with the dual Hopf algebra
H�, but the multiplication in F differs from that of
H�. Explicit formula for the multiplication in F uses
the R-matrix for H (see, e.g., Majid (1993)).
A definition of modularity for another type of
categories (not necessarily abelian) was given by
Turaev (1994).

When the category C is modular, the integrals for
the Hopf algebra F have especially simple properties.
The integral element in F is two sided. It is a
morphism � : 1! F such that

F ¼ F � 1�!1�� F � F�!m F

� �
¼ F�!" 1�!� F
� �

¼ F ¼ 1� F�!��1
F � F�!m F

� �
and � is universal between morphisms with such
property. By duality, the integral functional � : F! 1
is also two sided. It satisfies

F�!� F � F�!1�� F � 1 ¼ F
� �
¼ F�!� 1�!� F
� �

¼ F�!� F � F�!��1
1� F ¼ F

� �
and is universal between morphisms with such property.
The integral element and the integral functional are
unique up to a multiplication by an element of AutC 1.
Semisimple Abelian Modular Categories

Reshetikhin and Turaev proposed to construct invari-
ants of 3-manifolds via quantum groups. More
precisely, they use certain abelian semisimple ribbon
categories obtained from quantum groups at roots of
unity as trace quotients. One can forget about the origin
of these categories and work simply with semisimple
modular categories. We shall describe them as input
data for the modular functor construction.

Let C be a C-linear abelian semisimple modular
ribbon category. Assume that the number of
isomorphism classes of simple objects is finite.
Assume also that 1 is simple and for each simple
object X the endomorphism algebra End X = C. We
denote by S= {Xi}i the list of (representatives of
isomorphism classes of) all simple objects.

Under these assumptions, many formulas simplify.
The coend F 2 C takes the form

F ¼
M
X2S

X�X_ 2 C

Any morphism 1! F is a C-linear combination of the
standard morphisms for X 2 S,

�X ¼

F

X ∨X

iX

u2
0

: 1�!coev
X�_ X�!

1�u2
0
X�X_ �!i F

The morphisms �X form a basis of the commu-
tative algebra Inv F = HomC(1, F). The Grothen-
dieck ring of the category C determines the
multiplication law in Inv F via the algebra
isomorphism C�Z K0(C)! Inv F, [X] 7!�X.

Any morphism F! 1 can be represented as a
linear combination of the morphisms

 X : F�!
prX

X�X_ �!evX
1
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where X 2 S. The functional  1 : F! 1 satisfies the
properties of a two-sided integral � of the braided
Hopf algebra F.
The Verlinde Formula

The number

dimqðXÞ¼
X 

∨
X

u2
0

: 1�!coev
X_ �X�!

1�u2
0
X_ �X__�!ev

1

is called the dimension of an object X 2 Ob C. (The
index q reminds us that this number coincides with
the q-dimension in the case C= Uq(g )-mod.) We
have dimq (X_) = dimq (X).

Definition 7 Introduce a biadditive function of two
variables s :ObC�ObC!C on the class of objects of C:

u–2
0 u2

0

X Y ∨Y

∨X

XY = 

In particular, its restriction to S is a matrix sjS :S�
S!C, denoted again by s= (sXY)X,Y2S by abuse of
notation; here X and Y run over simple objects.

Notice that sXY = sYX, so the matrix s is symmetric.
Let us consider the C-algebra Inv F = HomC(1, F). It has
the basis �X, X 2 S; hence, it is n-dimensional, where
n = CardS. The form ! on F induces a bilinear form

! 0 : Inv F � Inv F�!� Homð1; F � FÞ ^Homð1;!Þ 1

The matrix (sXY) is the matrix of the form !0 in the
basis (�X).

Lemma 1 (The Verlinde formula) For any simple
X 2 S and any objects Y and Z of C, we have

sX1 ¼ dimqðXÞ; sX1sX;Y�Z ¼ sXYsXZ ½2�

Proof The first formula is straightforward. Since

u2
0

Y
∨Y∨X

� End ∨X    C

is a number, we can move it from the second factor
to the first in the following computation:
sX1sX;Y�Z

u2
0

u2
0

X Y

X ∨
u2

0

Z

Z ∨

Y ∨

X 
∨X

u2
0 = 

Y ∨ Z ∨

X 
∨ X 

∨

u2
0

u2
0

Y X
u2

0

u2
0

ZX

 = 

¼ sXYsXZ

This proves the second formula. &

Proposition 2 (Criterion of modularity) In the
above assumption of semisimplicity, the following
conditions are equivalent:

(i) C is modular (! is nondegenerate);
(ii) the matrix (sXY)X, Y2S is nondegenerate;
(iii) for any X 2 S its dimension dimq X does not

vanish, and there exist numbers �0Y , Y 2 S, such
that for all X 2 S we have

P
Y2S sXY�

0
Y = �X1; and

(iv) for each simple X 6’ 1 we haveP
Y2S sXY dimq Y = 0 and dimq X 6¼ 0.

The easy implication (ii) ¼) (iii) can be deduced
from the Verlinde formula. If the dimension
dimq (X) = sX1 of a simple object X vanishes, then
s2
XY = 0 for all Y 2 Ob C. This contradicts to the

assumption of nondegeneracy of (sXY).
Let us determine the coefficients �Y of the integral

element

� ¼
X
Y2S

�Y�Y : 1! F

of the Hopf algebra F. It also has a two-sided
integral-functional � : F! 1. The corresponding
endomorphism is

~�Z ¼ Z�!�Z
F � Z�!��Z

1� Z ¼¼¼¼ Z
� �
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for an arbitrary object Z of C, where �Z is the
natural coaction. The equation

X 
∨

Y 
∨Y 

XX 
∨

Y 
∨Y 

X

λ = δXY

μY 
φY

½3�

follows from the properties of the two-sided integral
� of the Hopf algebra F. Due to uniqueness of
integrals, � is proportional to  1. In eqn [3], X and
Y vary over S. The right-hand side is the identity
morphism if X = Y, and vanishes otherwise. Sub-
stituting the definition of �Y , we rewrite the
equation as follows:

X 
∨ Y X 

∨ Y 

X 
∨ Y 

 = δXY λ~μ y

YX 
∨

u2
0 ½4�

For X = 1, we get

�Y � ~�Y ¼ �1Y � idY : Y!Y ½5�

If Y 6’ 1, then ~�Y = 0. So [5] tells essentially that

�1 � ~�1 ¼ id1 : 1! 1 ½6�

Now return to [4] with X = Y. If we compose that
equation with coev : 1!Y_ � Y, we obtain

Y 
∨ Y Y 

X 
∨ X 

~
 = μ yμ y . λn

Y 
∨

λ~

 = 

Y 
∨ Y 

Y 
∨ Y u2

0

 = dimqY

Y Y 
∨

½7�
Multiplying both sides of [7] with �1, we find

�Y ¼ �1 � dimqðYÞ

The normalization is fixed by eqn [6], which we can
write as

1 ¼ �1�
μ
¼ �1

X
Y2S

�Y

Y 
∨

Y

u2
0

¼ �2
1

X
Y2S
ðdimqðYÞÞ2

Hence,

ð�1Þ2 ¼
X
Y2S

dimqðYÞ
� �2

 !�1

½8�

So, we find �1, unique up to a sign.
Conjugation Properties

From the Verlinde formula [2], we conclude that
the commutative C-algebra Inv F possesses
homomorphisms

	X : Inv F! C

�Y 7! ðdimqðXÞÞ�1sXY ¼ sXY=sX1

The matrix s is invertible, so that its columns cannot
be proportional. Hence, all 	X are different char-
acters. Their number is n = CardS= dimC F; hence,
there is an isomorphism of C-algebras

	 : Inv F! C� � � � �C ¼ Cn

� 7! ð	1ð�Þ; . . . ; 	nð�ÞÞ

Now we show that the dimensions dimq (Y) are
real numbers, so that �1 is also a real number. One
can introduce in Inv F an antilinear involution,

�� : Inv F! Inv F; ð�XÞ� ¼ �X_

and a scalar (Hermitian) product

ð�Xj�YÞ ¼ �XY ; X;Y 2 S

Then Inv F becomes a finite-dimensional commu-
tative Hilbert algebra. Indeed,

ð�X�Y j�ZÞ ¼ dim HomðX� Y;ZÞ
¼ dim HomðX;Y_ � ZÞ ¼ ð�Xj��Y�ZÞ

From the theory of finite-dimensional commutative
Hilbert algebras, we know that idempotents in the
algebra Inv F are self-adjoint (only in that case the
scalar product can be positive definite). Hence, 	 is
a �-morphism, that is, 	X(��) =	X(�). Therefore,
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sXY_=sX1 = sXY=sX1. In the particular case of X = 1,
we obtain

dimqðYÞ ¼ dimqðY_Þ ¼ s1Y_ ¼ s1Y ¼ dimqðYÞ

since s11 = 1. This proves that for any Y 2 C its
dimension dimq (Y) is a real number.

It is natural to take for �1 the positive root of the
right-hand side of [8]. Positiveness fixes �1 uniquely.

Examples of Semisimple Modular Categories

In their original paper, Reshetikhin and Turaev
(1991) use as algebraic input data the representation
theory of the quantum deformation U = Uq(sl2) of
the Lie algebra sl(2, C), where q is a root of unity.
They construct the invariant as a trace over
U-equivariant morphisms, and prove the necessary
modularity condition concerning the nondegeneracy
of the braided pairing.

The general picture is drawn by Turaev (1994),
where 3-manifold invariants and TQFTs are con-
structed from semisimple modular categories. He
shows how to obtain the latter as quotients of
certain subcategories of representations of a modu-
lar Hopf algebra by the ideal of trace-negligible
morphisms.

Finkelberg (1996), based on results of Gelfand
and Kazhdan, establishes (via the theory of Kazhdan
and Lusztig) an equivalence between two modular
categories. The first is the semisimple category C of
integrable modules over an affine Lie algebra ĝ of
positive integer level k. The second is a certain
subquotient of the category of Uq(g )-modules for
q = exp(
im�1=(kþ h_)), where m 2 {1, 2, 3} and h_

is the dual Coxeter number of g . Huang and
Lepowsky (1999) describe the rigid braided struc-
ture of C using vertex operators. Bakalov and
Kirillov (2001) use geometrical constructions to
make C into a modular category, associated with
the Wess–Zumino–Witten (WZW) model. They
construct the corresponding WZW modular functor.
Modular Functor and TQFT

Modular categories give rise to a modular functor
and a TQFT. The meanings of those differ from
author to author, but the common features are the
following. Such a TQFT is a functor from the
category whose objects are smooth surfaces with
additional structures and morphisms are three-
dimensional manifolds with additional structures to
the category of vector spaces. A modular functor is
the restriction of such TQFT to the subcategory whose
morphisms are homeomorphisms of surfaces. One of
the constructions due to Kerler and Lyubashenko
(2001) takes a nonsemisimple modular category as an
input and assigns to it a double TQFT functor, that is,
a functor between double categories. The target is the
2-category of abelian categories.

See also: Axiomatic Approach to Topological Quantum
Field Theory; Hopf Algebras and q-Deformation Quantum
Groups; The Jones Polynomial; Knot Invariants and
Quantum Gravity; Quantum 3-Manifold Invariants;
Symmetries in Quantum Field Theory of Lower
Spacetime Dimensions; Topological Quantum Field
Theory: Overview; von Neumann Algebras: Introduction,
Modular Theory, and Classification Theory; von
Neumann Algebras: Subfactor Theory.
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Introduction

Branes appear in string theories and M-theory as
extended objects which contain some nonperturba-
tive information about the theory, and, apart from
gravity, they can couple with gauge fields.

At low energies, M-theory can be approximated
with an 11-dimensional N = 1 supergravity, which in
fact is unique and contains a graviton field (the metric
g��), a spin 3/2 field  (the gravitino) and a gauge field
consisting of a 3-form potential field c. The gauge
field, whose field strength is a 4-form G = dc, can then
couple electrically with two-dimensional extended
objects, called M2 membranes. Moving in spacetime,
an M2 membrane describes a three-dimensional world
volume W3 so that its coupling to the gauge field is

S2 ¼ k

Z
W3

c ½1�

k representing the charge.
With c we can associate a dual field ~c such that

d~c = �G. It is a 6-form and can then electrically
couple with a five-dimensional object, the M5
membrane. However, as c is the true field, we say
that M5 couples magnetically with c.

In superstring theories, which however are related
to M-theory by a dualities web, there are many
more objects to be considered. In particular, we will
consider type II strings, which at low energies are
described by ten-dimensional N = 2 supergravity
theories. They contain a Neveu–Schwarz sector
consisting of a graviton g��, a 2-form potential
B�� , and a scalar field �, the dilaton. The content of
the Ramond–Ramond fields depends on the chirality
of the supercharges.

Type IIA strings are nonchiral (their left and right
supercharges having opposite chiralities) and con-
tain only odd-dimensional p-form potentials A(p),
with p = 1, 3, 5, 7, 9.

Type IIB strings are chiral and contain only
even-dimensional p-form potentials A(p), with
p = 0, 2, 4, 6, 8.

Proceeding as before, we see that a (pþ 1)-form
potential can couple electrically with a p-dimensional
object and magnetically with a (6� p)-dimensional
object. Such objects in fact exist in type II strings: the
Dp branes are p-dimensional extended objects, with
p = 0, 2, 4, 6, 8 for IIA strings and p =�1, 1, 3, 5, 7, 9
for IIB strings. In particular, D0 and D1 branes are

called D-particles and D-strings respectively, whereas
D(�1) branes are instantons, that is, points in
spacetime. Concretely, D-branes are extended regions
in spacetime where the endpoints of open strings are
constrained to live. Mathematically, they are defined
imposing Dirichlet conditions (whence the ‘‘D’’ of
D-brane) on the ends of the string, along certain
spatial directions. Excitation of these string states
gives rise to the dynamic of the brane. They
correspond to a ten-dimensional U(1) gauge field,
whose components, which are tangent to the brane
world volume, give rise to a gauge field in pþ 1
dimensions, whereas the orthogonal components
generate deformations of the brane shape. Moreover,
if n parallel p-branes overlap, the gauge theory on the
world volume is enhanced to a U(n) gauge theory.
Closed strings can generate gravitational interactions
responsible for wrappings of the brane. However, in
the cases when gravitational interaction is negligible,
we can use this mechanism to construct (pþ 1)-
dimensional gauge theories, as we will see.

Before explaining how the construction works let
us remember that there are two other interesting
objects which often appear. In fact, we have not yet
considered the Neveu–Schwarz B-field: this field can
couple electrically with a one-dimensional object
and magnetically with a five-dimensional object.
These are the usual string (also called a fundamental
or F-string) and a five-dimensional membrane called
NS5 brane.

We will see how supersymmetric gauge theory
configurations can be realized geometrically, con-
sidering more or less simple configurations of
branes. We will also show that quantum corrections,
be they exact or perturbative, can be described in
this geometrical fashion. To be explicit, we will
work with four-dimensional gauge theories, but it is
clear that similar constructions can be done in
different dimensions.

Gauge Groups on the Branes

A deeper understanding of how D-branes and
related world-volume gauge theories work requires
the introduction of dualities, but a quite simple
heuristic argument can be given, giving up some
rigor in favor of intuition.

To set our ideas, let us think of an open string
moving in a nearly flat (but ten-dimensional) space-
time. Its trajectory will describe a two-dimensional
surface having a boundary traced by the ends of the
string (Figure 1). The string can then be described by
a map from a two-dimensional surface �, having a
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boundary �= @�, to spacetime, say X�(�, �) with
�= 0, 1, . . . , 9. Here we chose on � local coordi-
nates �� = (�, �), where � 2 [0,	] is a spacelike
coordinate and � is a timelike one. Then �= 0, 	
individuate the ends of the string and are identi-
fied for the closed string. Now, on a given back-
ground, the string evolution is usually described as a
two-dimensional (supersymmetric) conformal field
theory for the fields X�(�, �). The action for the
bosonic part is the same for both type IIA and IIB
strings, and reads

S½X� ¼ 1

4	�0

Z
�

d�
ffiffiffi
h
p

h�
g��ðXÞ
@X�

@��
@X�

@�


þ 1

4	�0

Z
�

B��ðXÞ
@X�

@��
@X�

@�

d�� ^ d�
 ½2�

where g�� and B are the metric and a 2-form
potential field for the given spacetime background,
and h�
 is a metric for �. In general, we must also
add a scalar field �(X), but it will not play any role
here. Using conformal invariance, we can reduce h�

to the flat metric. Also consider a flat background
g��(X) = ��� and concentrate for a moment on the
B-field.

Conceived as a 2-form field over the spacetime,
the potential field B is a gauge field: its field strength
3-form H = dB is unchanged under a shift

B�!Bþ dA ½3�

generated by the 1-form field A(X). Here A should be
a totally unphysical field. However, note that if one
considers open strings, the action for the B-field, and
then the full action is shifted by a boundary term

S½X� �! S½X� þ 1

4	�0

Z
�

A�ðXÞ
@X�

@��
d�� ½4�

The boundary � just describes the timelike world
lines of the ends of the string. Thus, the ends of
the string carry a U(1) charge and, even though
the B-field vanishes, we can have the open-string
action

S½X� ¼ 1

4	�0

Z
�

@�X�@�X�d
2�

þ
Z
�

A�ðXÞ@�X�d�� ½5�

Here we conventionally rescaled the A field to
normalize the action. To define the equation of
motion, however, we must also specify boundary
conditions for X�(�, �) on �. Let us choose Neu-
mann conditions for �= 0, 1, . . . , p and Dirichlet
conditions for the remaining directions

@�X
að�Þ ¼ 0; a ¼ 0; . . . ; p ½6�

@�X
ið�Þ ¼ 0; i ¼ pþ 1; . . . ; 9 ½7�

This means that the extrema of the string are bound
on a (pþ 1)-dimensional region (including time): the
Dp brane. If for � we consider the full strip
(�, �) = [0, 	]� R then the U(1) action reduces to

SA½X� ¼
Z 1
�1

Aa@�X
að	; �Þ

�
Z 1
�1

Aa@�X
að0; �Þ ½8�

Thus, only the components of Aa tangent to the
brane interact with the ends of the strings. What
about the normal components Ai?

To understand its meaning, let us proceed to
compute the mean momentum transferred by the
string, as it would be rigid. Imitating the Hamilton–
Jacobi procedures for particles, let us consider the
action up to a fixed time, say � = 0, so that
� = [0, 	]� [�1, 0]. It is then a function of the
position X�(�, 0) of the string at the instant � = 0.
To compute the momentum, we must vary the
action by changing the position by a constant shift
�X�(�) = ��

0. The variation will then contain some
boundary terms which, for reasons of consistency,
we must make vanish.

Before doing such a computation, let us make
some further comments. It is plausible to assume
that the two ends of the string could be charged for
different U(1) fields. To the states of the open string
we can in fact add two discrete labels I, J = 1, . . . , n,
for some integer n, called Chan–Paton factors, and
referring, respectively, to the two ends of the string.
We will indicate the ends of the string as X�(0, � ; I)
and X�(	, � ; J) when we need to specify the states. If
the string is in the excited state (I, J), then X(0, � ; I)
can couple with the field AI and X(	, � ; J) with A( J).
For simplicity, we will now assume that these fields
are constant. Note however that A(I) must be
intended as a function of X(0, �) only, and similarly
for A( J). Also to realize the variation we can vary
X�(�, �) by a function �X�(�, �) = ��(�) strictly
picked to ��

0 at � = 0 so that essentially

@��
�ð�Þ ¼ ��

0�ð�Þ ½9�

where �(�) is the Dirac delta function.

σ σ
Closed string Open string

τ τ

Figure 1 Strings moving in spacetime.
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Using the chosen boundary conditions, the varia-
tion of the full action contains the boundary terms

�Sbound ¼ A
ð JÞ
i � A

ðIÞ
i

� �Z 0

�1
@��

ið�Þd�

þ 1

2	�0

Z 	

0

�i@�Xið�; 0Þd�

¼ �i

2	�0

�
Xið	; 0Þ �Xið0; 0Þ

þ 2	�0 A
ð JÞ
i � A

ðIÞ
i

� ��
½10�

Imposing the condition of its vanishing gives the
physical interpretation for the normal components
of the U(1) fields

Xið	; 0Þ �Xið0; 0Þ ¼ �2	�0 A
ð JÞ
i � A

ðIÞ
i

� �
½11�

This means that, up to a constant shift, the fields
A(K)

i measure the positions of the ends of the strings
in the transverse directions! (Figure 2). Equivalently,
we can say that the string ends on two different Dp
branes, parallel but displaced in the transverse
directions by a quantity �2	�0

�
A( J)

i � A(I)
i

�
. We are

thus also able to interpret the Chan–Paton factors.
They mean that the string is living in a background
of n parallel branes, stretched between the Ith and
the Jth brane. On every brane, a U(1) gauge group
lives so that the full gauge group is U(1)n. However,
when k of the branes overlap, the corresponding set
of states become indistinguishable, so that the gauge
group can be enhanced to a U(k) group. In
conclusion, n overlapping parallel Dp branes carry
a (pþ 1)-dimensional U(n) gauge theory which
breaks in U(ki) block factors if the branes separate
in stacks of ki overlapping branes.

We can say a little bit more about this. If the
string excited states represent gauge degree of
freedom, they must become massive to break gauge
symmetry when the branes separate. To see this, let
us conclude by computing the mean momentum
carried by the string. After elimination of the

boundary terms, the total variation of the action
due to the shift �X�(�, 0) = �� becomes

�S ¼ 1

2	�0

Z
�

@��
�@�X�d�2

¼ ��

2	�0

Z 	

0

@�X�ð�; 0Þd� ½12�

The resulting momentum is

P� ¼
1

2	�0

Z 	

0

@�X�ð�; 0Þd�

On the bulk, the fields X� satisfy the standard wave
equation in two dimensions, so that the general
solution is the sum of a left-moving and a right-
moving part, X�(�, �) = X�

L(� þ �)þX�
R(� � �).

Imposing the boundary conditions, one finds

Xað�; �Þ¼Xa
Lð� þ �Þ þXa

Lð� � �Þ
þ 2	�0pa� þXa

0 ½13�

Xið�; �Þ¼Xi
Lð� þ �Þ �Xi

Lð� � �Þ

þ 2�0 AðJÞi � AðIÞi
� �

�þXi
0 ½14�

Here X�
0 and pa are integration constants and

Xi
L(� þ 	)�Xi

L(� � 	) = 0. A direct computation
then shows that Pa = pa and Pi = 0, which is also
what intuition suggests: the string can freely move
along the branes but is fixed between them in the
orthogonal directions. However, if it is stretched
between two separated branes (i.e., if I 6¼ J), there is
another contribution to the energy. In fact the factor
T := 1=(2	�0) represents the string tension, so that if
� is its minimal length, its minimal contribution to
the energy will be �E = T�. This energy must
equally contribute to the spectrum of the excited
modes, the gauge field bosons. Here in fact, is where
T-duality comes into play, but we will not discuss it.

The conclusion is that the spectrum corresponding to
the stretched string must satisfy the condition E � T�,
which is as if the string states acquired a mass T�,
that is,

m2 ¼
X9

i¼pþ1

Að JÞi � AðIÞi
� �2

½15�

This gives us a geometric tool to construct (pþ 1)-
dimensional gauge theories: on n coincident Dp
branes there exists a U(n) gauge theory which can be
broken separating the branes and thus giving a mass
to the gauge bosons. Such a mass is proportional to
the distance between the branes (Figure 3).

Before continuing with some examples, let us
make two comments. First, the theory obtained in
this way is a supersymmetric one, because the

Aa
Ai

Aa

Aa

Figure 2 Tangential components of Aa appear as gauge

modes. Normal components Ai appear as shift modes.
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Dirichlet conditions allow the action of supersym-
metric transformations of the form 
LQL þ 
RQR,
where QL and QR are the fermionic left and right
supercharge operators and 
L, 
R are spinors satisfy-
ing the brane projection condition 
L = ��0�1 � . . . �
�p
R. Here �� are the ten-dimensional Dirac
matrices and one refers to ‘‘antibranes’’ for the
negative sign.

Second, the gauge group can be converted into an
SO(n) or an Sp(n=2) (for even n), adding an
orientifold plane parallel to the branes. The orienti-
fold plane acts on the orthogonal spacetime direc-
tions with a Z2-action

Xi 	 �Xi ½16�

if Xi = 0 is the position of the orientifold. It further
acts on the string world sheet as � 	 	� � making it
an unoriented string. The effect is to project out
some states from the spectra, thus reducing the
gauge group.

Geometric Engineering of Gauge
Theories from Branes

To illustrate how brane construction of gauge
theories works, we will consider a particular con-
figuration of branes (Witten 1997).

We would like to obtain a four-dimensional U(n)
gauge theory. A possibility could be to take n D3
branes in a type IIB string background. However,
such a model would contain too many supersymme-
tries: in ten dimensions, supersymmetries are gener-
ated by two 16-dimensional chiral spinors 
L, 
R
(�0 � . . . � �9
L,R = 
L,R). From the four-dimensional
point of view, each of them represents four four-
dimensional spinors giving an N = 8 supersymmetric
theory. The projection condition, due to the branes,
reduces the number of supersymmetries to four.
Supersymmetry not being manifest in nature, it is
desirable to have fewer supersymmetric gauge theo-
ries at hand. Because different brane projection
conditions can further reduce supersymmetry, we

can try to consider the coexistence of more kinds of
branes.

One way to do this is to consider n parallel 4-branes
ending on an NS5 brane in type IIA string theory
(Figure 4), and then analyze the gauge theory restricted
to the four-dimensional intersection (here the theory is
nonchiral as �0 � . . . � �9
L=R = �
L=R). What kind of
branes can end on other kind of branes can be
established, starting from the fact that strings can end
on a brane, and using the dualities tool (Giveon and
Kutasov 1999).

Let us fix some conventions. We will indicate with
x = (x0, x1, x2, x3) 2 R4 the coordinates on the inter-
section, so that (x; v) = (x; x4, x5) 2 R6 define the NS5
brane, and (x, x6), with x6 2 [0,1), the 4-branes. Also
vI will indicate the position of the Ith 4-brane on the 5-
brane, and y = (x7, x8, x9) will collect the remaining
coordinates. Finally, we will indicate the product of �-
matrices, corresponding to given directions, indicizing
a simple � with the respective coordinates. For
example �v = �4�5. With these conventions, the
brane projection conditions for D4 and NS5 branes,
respectively, read


L¼�x�6
R ½17�


L¼�x�v
L; 
R¼�x�v
R ½18�

These projections reduce supersymmetry to N = 2.
After a short manipulation and using for example
antichirality of 
R, it is easy to see that the first
condition can be substituted by


L¼�x�y
R ½19�

In other words, we could add a number of 6-branes
in the (x, y) directions, without further reducing
supersymmetry. We will consider this possibility
later.

On the D4 branes there is an eventually broken
U(n) gauge theory. Here the vector fields
A�, �= 0, 1, 2, 3, 6, and the scalar fields vI and y
live. The last ones are set to zero by the Dirichlet
conditions, whereas vI measure the fluctuations of
the D3 brane positions over NS5. The O(2) group

Massive

Massless

Δ

Figure 3 Stretched strings acquire a mass.

NS5

x 
6

D4
x

v

•

Figure 4 D4 branes ending on an NS5 brane. Gauge degrees

of freedom are frozen in four dimensions.
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of rotations of the (x4, x5) coordinates acts on
them, which can be broken by an expectation
value hvIi 6¼ 0. The SO(3) rotations of (x6, x7, x8)
(under which vI are singulets) do not influence the
projection conditions and can then be identified with
the R-symmetry group SU(2)R. It could be broken by a
nonvanishing expectation value h yi 6¼ 0, but as we
said it cannot happen in the actual configuration. This
highlights an unbroken supersymmetric Coulomb
branch.

What is the physics as seen by an observer living
on the four-dimensional spacetime x? The compo-
nents A�, �= 0, 1, 2, 3, of the vector fields transform
as vectors with respect to the four-dimensional
Lorentz group SO(1, 3). They satisfy Neumann
boundary conditions on x6 = 0 and then survive as
U(n) gauge vector fields. The A6 component behaves
as a scalar with respect to SO(1, 3) but is eliminated
by a Dirichlet condition in x6 = 0. The v scalar field
will be responsible for the eventual breaking of the
gauge group.

This seems to be quite a good scenario but
actually the situation is unsatisfactory. If a 4-brane
extends to the interval [0, L] in the x6 direction, the
effective action for the gauge fields goes like this:

1

g2
D4

Z L

0

dx6

Z
R4

d4
xtrF��F

��


 L

g2
D4

Z
R4

d4xtrF�
F�
 ½20�

where �, 
= 0, 1, 2, 3. Thus, the gauge coupling in
four dimensions appears to be g4 = (gD4

)=
ffiffiffiffi
L
p

. In our
case, where L goes to infinity, the gauge coupling
vanishes and the gauge degrees of freedom are
frozen. Moreover, an argument similar to the one
made for the stretched strings shows that the energy
of the D4 brane is very high and makes the
mechanism of gauge group breaking difficult. The
same is true for the NS5 brane, which also turns out
to be extremely massive and does not participate in
the dynamics. But this is what we want.

To solve the problem and restore gauge dynamics
in four dimensions, one must consider a stack of
4-branes of finite length in the x6 direction. This can
be achieved placing in x6 = L a second NS5 brane
parallel to the first one and in the same point in y
(Figure 5). In this way, the D4 branes can stretch
between the NS5 branes. If L is little enough, the
gauge dynamics is restored also requiring a small
value for gD4

, to ensure the gravitational coupling
(and the couplings with the Kaluza–Klein and NS5
modes) to be negligible. However, L must be bigger
then the �X6 fluctuations in order to avoid quantum
corrections.

What we just obtained is an N = 2 supersym-
metric classical U(n) gauge theory in four dimen-
sions, without matter, and in the Coulomb branch.
Before considering quantization, let us briefly
discuss some possible generalizations. For example,
matter can be realized attaching to the left-hand side
NS5 brane, new D4 branes parallel to the previous
ones, but extended in the x6 direction from �1 to 0
(Figure 6). Considering strings stretched between
long and short branes, we obtain states whose half-
gauge action, associated with the end connected to
the long brane, is frozen. The corresponding states
thus appear in the fundamental representation and
can be interpreted as matter states.

To consider the Higgs branch, one should be able
to break supersymmetry giving an expectation value
to y. As mentioned above, in the actual configura-
tion this cannot happen because y is set to 0 by
Dirichlet conditions. Fortunately, as we said, one
can add 6-branes in the (x, y) directions. If we insert
such branes to stop the long D4 branes in a large but
finite value of x6, say x6 =�M with M� L, then
long branes have Neumann conditions in the y
directions. Thus, fluctuations of the long branes can
give an expectation value to y, breaking super-
symmetry and subsequently the Higgs branch can be
tuned, shifting 4-branes stretched between 6-branes
(Figure 7).

NS5 NS5

x 

6

D4
x

v

L

Figure 5 N = 2 four-dimensional super Yang–Mills theory, with

U(n) gauge group.

v
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x NS5

NS5

x 

6

D4

L

Figure 6 Adding matter.
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The details require some careful inspection, but
we shall stop our analysis here (Giveon and Kutasov
1999).

More general gauge configurations can be realized
by adding more parallel NS5 branes, and thus
obtaining product groups. Adding orientifold planes,
one can change gauge groups as explained in the
previous section (Figure 8).

Finally, we can take a further step towards more
physical models, constructing N = 1 gauge theories.
For example, this can be achieved from the previous
N = 2 model, rotating the second NS5 brane from
the (x, v) position, to the (x, w) position, where
w = (x8, x9) (Figure 9). Then a new brane projection
condition appears (
L = �x�w
R), breaking super-
symmetry down to N = 1.

In this case, one could also obtain chiral matter,
adding, for example, orientifold planes.

Quantum Corrections from M-Theory

Up to this point we have considered classical gauge
configurations. Quantum corrections could be com-
puted switching on brane fluctuations. However, it
is an amusing fact that working with M-theory one
can obtain exact quantum results. As an example,
let us sketch how the exact Seiberg–Witten solution
can be obtained for the N = 2 model described in the
previous section, in the simplest case without
matter.

The full web of dualities suggests the existence of
a unique unifying theory called M-theory. At low
energies, M-theory appears as the strong-coupling
limit of type IIA strings. In such a limit, D0 branes
become the dominant objects and the corresponding
states can be interpreted as Kaluza–Klein modes
coming from an eleventh dimension x10 compacti-
fied on a circle S1 (Figure 10).

Thus, M-theory manifests itself as an 11-dimensional
supergravity. In particular, it can be shown that there
can be only a unique 11-dimensional supergravity. As
said, here the nonperturbative objects are two- or five-
dimensional membranes.

From the M-theory point of view, the D4 branes
considered in our model appear as M5 membranes
wrapped on the eleventh direction S1 (Figure 11).
Because quantum corrections are no longer negligi-
ble, we can no longer think of these branes as
stretched in the x6 direction, but v must also be
considered. Thus, the M5 membranes will describe,
in R10 � S1, a region R4 � S, where R4 are the x
coordinates, and S is a Riemann surface immersed in
Q� S1, Q being spanned by the (v, x6) coordinates.
In fact, supersymmetry constrains the surface to be a
holomorphic curve, so that to describe it, it is
convenient to collect v = (x4, x5) and (x6, x10) into
complex coordinates v = x4 þ ix5 and s = x6 þ ix10.

To compute quantum fluctuations, let us note that
the end of a D4 brane over an NS5 brane is free to
move along the v directions. A fully free end of a
brane would satisfy a free wave equation. However,
as x6 is constrained in all directions but the v ones, it
will simply satisfy a Laplace equation in two
dimensions: �vX6 = 0. Let us solve it, for a fixed
NS5 brane. It will be (at least for large values of v)

x6ðvÞ ¼ k
XnL

i¼1

log jv� v
ð�Þ
Li j � k

XnR

i¼1

log jv� v
ð�Þ
Ri j ½21�

where nL is the number of D4 branes ending on
the left-hand side of the NS5 brane, in the positions
v(�)

Li , and similar for the R index, which refers to

Higgs
branch

NS5
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x 
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D6

L

Matter
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Figure 7 Permitting Higgs phases.
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Figure 8 N = 2 four-dimensional super Yang–Mills theory with U(n1)� U(n2) gauge group and matter. Strings crossing the central

NS5 brane give matter in the (n1, n2) representation.
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the right-hand side. Here (�) refers to the �th NS5
brane, and k is an integration constant.

Because x6 is the real part of a holomorphic field,
whose imaginary part is compactified on a circle of
ray R10, we then find

sðvÞ ¼R10

XnL

i¼1

log
�

v� v
ð�Þ
Li

�
� R10

XnR

i¼1

log
�

v� v
ð�Þ
Ri

�
½22�

This describes the quantum fluctuations of the NS5
brane as seen in M-theory. In particular, because of
the imaginary part of s, the ends of the D4 branes
appear as vortices on the NS5 brane. In place of s, it
is now convenient to introduce a new field
t := exp (�s=R10) so that

tðvÞ ¼
QnR

i¼1

�
v� v

ð�Þ
Ri

�
QnL

i¼1

�
v� v

ð�Þ
Li

� ½23�

Before continuing, let us look a bit again at the
classical limit. In this case, a fixed value of v will
correspond to the position of a D4 brane, whereas a
fixed value of s will correspond to the fixed position
of an NS5 brane. The classical configuration is then

�
s� sð1Þ

��
s� sð2Þ

�Yn

i¼1

ðv� viÞ ¼ 0 ½24�

Here s(�) are the positions of the NS5 branes, and
the positions vi of the D4 branes coincide for both
the NS5 branes. Also, for large values of v, one has
t(1) 
 vn and t(2) 
 v�n.

Quantum mechanically, the configuration is
determined in terms of v and t by the holomorphic
curve S, which can be described as an algebraic
curve F(v, t) = 0, generalizing the classical configura-
tion. As there are two NS5 branes and n D4 branes,
F must be a polynomial of degree 2 in t,

Fðv; tÞ ¼ A2ðvÞt2 þ A1ðvÞt þ A0ðvÞ ½25�

where Aa, a = 1, 2, 3, are all polynomials of degree n.
Note that values of v such that A1 vanishes give the
solution t = 0, which corresponds to sending the right-
hand side NS5 brane to1. Similarly, A2 = 0 sends the
other NS5 brane to �1. To avoid these undesirable
configurations, we can set A0 = A2 = 1. For A1, we
can take the most general choice, up to an eventual
shift in v, giving the quantum configuration

t2 þ vn þ an�2vn�2 þ � � � þ a1vþ a0

	 

t þ 1 ¼ 0 ½26�

This realizes a quantum-mechanical correspondence
between the M5 membrane configurations described
by the given polynomials, and the N = 2 super
Yang–Mills vacua. But this is also the claimed
Seiberg–Witten curve. In particular, M-theory gives
a concrete physical meaning for the support Rie-
mann surfaces of the Seiberg–Witten solutions.

To conclude, let us make some further comments.
It is clear how the construction can be extended for
involving more configurations, for example, with
more NS5 branes, or adding matter.

Also, we have seen that the geometrical picture
which branes give of gauge theories extends at the
quantum level.

A similar construction can be made for the N = 1
model, which also permits a full geometrical proof
of the Seiberg duality at both classical and quantum
levels.

Finally, we should note that there are also
other methods, which work in spacetimes where extra
dimensions are compactified. There, the branes wrap
around certain singular loci which contain information
about gauge symmetries (Lerche 1997).

See also: AdS/CFT Correspondence; Compactification of
Superstring Theory; Gauge Theories from Strings;
Noncommutative Geometry from Strings; Seiberg–Witten
Theory; Supergravity; Superstring Theories;
Supersymmetric Particle Models.
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Introduction

At high enough energies, Einstein’s classical theory
of general relativity breaks down, and will be
superseded by a quantum gravity theory. The
singularities predicted by general relativity in grav-
itational collapse and in the hot big bang origin of
the universe are thought to be artifacts of the
classical nature of Einstein’s theory, which will be
removed by a quantum theory of gravity. Develop-
ing a quantum theory of gravity and a unified theory
of all the forces and particles of nature are the two
main goals of current work in fundamental physics.
The problem is that general relativity and quantum
field theory cannot simply be molded together.
There is as yet no generally accepted (pre-)quantum
gravity theory.

The quest for a quantum gravity theory has a long
and thus far not very successful history. Many
different lines of attack have been developed, each
having a different way of dealing with the classical
singularities that arise from point particles and
smooth spacetime geometry. String theory does
away with zero-dimensional point particles, and
particles are modeled as different states of new
fundamental objects, the one-dimensional strings. It
turns out, however, that there is a price to pay – the
number of spacetime dimensions must be greater
than four for a consistent theory. When fermions are
included, which leads to superstring theory, the
required number of dimensions is ten – one time and
nine space dimensions.

There are in fact five distinct ð1þ9Þ-dimensional
superstring theories. In the mid-1990s, duality
transformations were discovered that relate these
superstring theories to each other and to the ð1þ10Þ-
dimensional supergravity theory. This led to the
conjecture that all of these theories arise as different
limits of a single theory, which has come to be
known as M theory. It was also discovered that

extended objects of higher dimension than strings
play a fundamental role in the theory. These objects
are known as ‘‘branes’’ (from membranes), and the
relation between them and strings leads to a new
picture of how gravity and matter may be connected
in the universe. Roughly speaking, open strings
describe the particles of the nongravitational sector,
and their ends are attached to branes, while closed
strings, which describe the graviton and associated
particles of the gravitational sector, can move freely
in all dimensions.

Thus, the observable universe could be a
ð1þ 3Þ-surface – a ‘‘brane,’’ embedded in a
ð1þ 3þ dÞ-dimensional spacetime – the ‘‘bulk,’’
with standard-model particles and fields trapped on
the brane, while gravity is free to access the bulk.
Brane-world models offer a phenomenological way to
test some of the novel predictions and corrections to
general relativity that are implied by M theory.

Higher-Dimensional Gravity

Brane worlds can be seen as reviving the original
higher-dimensional ideas of Kaluza and Klein in the
1920s, but in a new context of quantum gravity. An
important consequence of extra dimensions is that
the four-dimensional Planck scale Mp �M(4) =
1.2� 1019 GeV is no longer the fundamental energy
scale of gravity. The fundamental scale is instead
M(4þd). This can be seen from the modification of
the gravitational potential. For an Einstein–Hilbert
gravitational action,

Sgravity ¼
1

2�2
ð4þdÞ

Z
d4x ddy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ð4þdÞg

q
� ð4þdÞR� 2�ð4þdÞ

h i
½1�

we have the higher-dimensional Einstein field
equations,

ð4þdÞGAB � ð4þdÞRAB � 1
2
ð4þdÞRð4þdÞgAB

¼ ��ð4þdÞ
ð4þdÞgAB þ �2

ð4þdÞ
ð4þdÞTAB ½2�
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where xA = (xa, y1, . . . , yd) and �2
(4þd) is the gravita-

tional coupling constant given by

�2
ð4þdÞ ¼ 8�Gð4þdÞ ¼

8�

M2þd
ð4þdÞ

½3�

The static weak field limit of the field equations
leads to the ð4þdÞ-dimensional Poisson equation,
whose solution is the gravitational potential

VðrÞ /
�2
ð4þdÞ

r1þd
½4�

In the simplest scenario, we can assume a
toroidal configuration for the d extra dimensions,
with each compactified on the same length scale L.
Then on scales r . L, the potential is ð4þdÞ-
dimensional, V � r�(1þd). By contrast, on scales
large relative to L, where the extra dimensions do
not contribute to variations in the potential, V behaves
like a four-dimensional potential, V � L�dr�1. This
means that the usual Planck scale becomes an effective
coupling constant, describing gravity on scales much
larger than the extra dimensions, and related to the
fundamental scale via the volume of the extra
dimensions:

M2
p �M2þd

ð4þdÞL
d ½5�

Large Extra Dimensions

If the extra-dimensional volume is significantly
above the Planck scale, then the true fundamental
scale M(4þd) can be much less than the effective scale
Mp,

Ld �M�d
p ) Mð4þdÞ �Mp ½6�

In this case, we understand the weakness of gravity
as due to the fact that it ‘‘spreads’’ into extra
dimensions, and only a part of it is felt in four
dimensions.

A lower limit on M(4þd) is given by null results in
table-top experiments to test for deviations from
Newton’s law in four dimensions, V / r�1. These
experiments currently probe submillimeter scales,
and find no detectable deviation, so that

L . 10�1 mm � ð10�15 TeVÞ�1

) Mð4þdÞ & 10ð32�15dÞ=ðdþ2Þ TeV ½7�

Stronger bounds can be derived from null results in
particle accelerators in some brane-world models, or
from constraints imposed by observations of super-
novae or of light-element abundance.

Brane worlds, arising in the framework of string
theory, thus incorporate the possibility that the

fundamental scale is much less than the Planck
scale felt in four dimensions. This emerges by virtue
of the large size of the extra dimensions. It is not
necessary for all extra dimensions to be of equal size
for this mechanism to operate. There are string
theory solutions (Horava–Witten solutions) with
two ð1þ9Þ-branes located at the boundaries of the
bulk, at the endpoints of an S1=Z2 orbifold, that is,
a circle folded on itself across a diameter. The
orbifold extra dimension is the large one, whereas
the other six extra dimensions on the branes are
compactified on a very small scale, close to the
fundamental scale, and their effect on the
dynamics is felt through ‘‘moduli’’ fields, that is,
five-dimensional scalar fields.

These solutions can be thought of as effectively
five dimensional, with an extra dimension that can
be large relative to the fundamental scale. They
provide the basis for the Randall–Sundrum 1 (RS1)
phenomenological models of five-dimensional grav-
ity. The single-brane Randall–Sundrum 2 (RS2)
models with infinite extra dimension arise when
the orbifold radius tends to infinity. The RS models
are not the only phenomenological realizations of M
theory ideas. They were preceded by the brane-
world models of Arkani-Hamed, Dimopoulos, and
Dvali (ADD), which put forward the idea that a
large volume for the compact extra dimensions
would lower the effective Planck scale M(4þd). If
M(4þd) is close to the electroweak scale, Mew, then
this would address the long-standing ‘‘hierarchy’’
problem, that is, why there is such a large gap
between Mew � 1 TeV and Mp � 1016 TeV.

In the ADD models, more than one extra
dimension is required for agreement with experi-
ments, and there is ‘‘democracy’’ among the equiva-
lent extra dimensions, which, in addition, are flat.
By contrast, the RS models have a ‘‘preferred’’ extra
dimension, with other extra dimensions treated as
ignorable (i.e., stabilized except at energies near the
fundamental scale). Furthermore, this extra dimen-
sion is curved or ‘‘warped’’ rather than flat: the bulk
is a portion of anti-de Sitter (AdS5) spacetime. The
RS branes are Z2-symmetric (mirror symmetry), and
have a tension, which serves to counter the influence
on the brane of the negative bulk cosmological
constant. This also means that the self-gravity of the
branes is incorporated in the RS models. The novel
feature of the RS models compared to previous
higher-dimensional models is that the observable
three dimensions are protected from the large extra
dimension (at low energies) by curvature (warping),
rather than straightforward compactification.

The RS brane worlds provide phenomenological
models that reflect at least some of the features of
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M theory, and that bring exciting new geometric
and particle physics ideas into play. The RS2
models also provide a framework for exploring
holographic ideas that have emerged in M theory.
Roughly speaking, holography suggests that
higher-dimensional dynamics may be determined
from a knowledge of the fields on a lower-
dimensional boundary. The AdS/CFT correspon-
dence is an example in which the classical
dynamics of the higher-dimensional AdS gravita-
tional field are equivalent to the quantum
dynamics of a conformal field theory (CFT) on
the boundary.

Kaluza–Klein Modes

The dilution of gravity via extra dimensions not
only weakens gravity, it also broadens the range of
graviton modes felt on the brane. The graviton is
more than just the four-dimensional massless mode
of four-dimensional gravity – other modes, with an
effective mass on the brane, arise from the fact
that the graviton is a (4þd)-dimensional massless
particle. These extra modes on the brane are
known as Kaluza–Klein (KK) modes of the
graviton.

For simplicity, consider a flat brane with one flat
extra dimension, compactified through the identi-
fication y $ yþ 2�nL, where n = 0, 1, 2, . . . . The
perturbative five-dimensional graviton is defined
via

ð5Þ�AB ! ð5Þ�AB þ hAB ½8�

where (5)�AB is the five-dimensional Minkowski metric
and hAB is a small transverse traceless perturbation. Its
amplitude can be Fourier expanded as

hðxa; yÞ ¼
X

n

einy=L hnðxaÞ ½9�

where hn are the amplitudes of the KK modes, that
is, the effective four-dimensional modes of the five-
dimensional graviton. To see that these KK modes
are massive from the brane viewpoint, we start from
the five-dimensional wave equation that the massless
five-dimensional field h satisfies (in a suitable
gauge):

ð5Þ&h ¼ 0 ) &hþ @ 2
yh ¼ 0 ½10�

It follows that the KK modes satisfy a four-
dimensional Klein–Gordon equation with an effec-
tive four-dimensional mass, mn:

&hn ¼ m2
nhn; mn ¼

n

L
½11�

The massless mode, h0, is the usual four-
dimensional graviton mode. But there is a tower
of massive modes, L�1, 2L�1, . . . , which
imprint the effect of the five-dimensional gravita-
tional field on the four-dimensional brane. Com-
pactness of the extra dimension leads to
discreteness of the spectrum. For an infinite
extra dimension, L!1, the separation between
the modes disappears and the tower forms a
continuous spectrum.

Randall–Sundrum Brane Worlds

RS brane worlds do not rely on compactification to
localize gravity at the brane, but on the curvature of
the bulk. What prevents gravity from ‘‘leaking’’ into
the extra dimension at low energies is a negative
bulk cosmological constant,

�ð5Þ ¼ �
6

‘2
¼ �6�2 ½12�

where ‘ is the curvature radius of AdS5 and � is the
corresponding energy scale. The bulk cosmological
constant with its repulsive gravity effect acts to
‘‘squeeze’’ the gravitational potential closer to the
brane. We can see this clearly in Gaussian normal
coordinates xA = (x�, y) based on the brane at y = 0,
for which the metric takes the form

ð5Þds2 ¼ dy2 þ e�2jyj=‘��� dx� dx� ½13�

with ��� the Minkowski metric. The exponential
warp factor reflects the confining role of the bulk
cosmological constant. The Z2-symmetry about the
brane at y = 0 is incorporated via the jyj term. In the
bulk, this metric is a solution of the five-dimensional
Einstein equations,

ð5ÞGAB ¼ ��ð5Þ
ð5ÞgAB ½14�

that is, (5)TAB = 0 in eqn [2]. The brane is a flat
Minkowski spacetime, gAB(x�, 0) = ����

�
A�

�
B, with

self-gravity in the form of brane tension.
The two RS models are distinguished as follows:

RS1 There are two branes in RS1, at y = 0 and
y = L, with Z2-symmetry identifications

y$ �y; yþ L$ L� y ½15�

The branes have equal and opposite tensions, 	�,
where

� ¼ 3

4�

M2
p

‘2
½16�

The positive-tension ‘‘TeV’’ brane has fundamental
scale M(5) � 1 TeV. Because of the exponential
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warping factor, the effective scale on the negative
tension ‘‘Planck’’ brane at y = L is Mp. On the
positive tension brane,

M2
p ¼M3

ð5Þ‘ 1� e�2L=‘
h i

½17�

So RS1 gives a new approach to the hierarchy
problem. Because of the finite separation between
the branes, the KK spectrum is discrete.

RS2 In RS2, there is only one, positive-
tension, brane. This may be thought of as arising
from sending the negative tension brane off to
infinity, L!1. Then the energy scales are
related via

M3
ð5Þ ¼

M2
p

‘
½18�

On the RS2 brane, the negative �(5) is offset by
the positive brane tension �. The fine-tuning in eqn
[16] ensures that there is zero effective cosmological
constant on the brane, so that the brane has the
induced geometry of Minkowski spacetime. To see
how gravity is localized at low energies, we consider
the five-dimensional graviton perturbations of the
metric:

ð5ÞgAB! ð5ÞgAB þ hAB

hAy ¼ 0 ¼ h�� ¼ @�h��
½19�

We split the amplitude h into three-dimensional
Fourier modes, and the linearized five-dimensional
Einstein equations lead to the wave equation (y > 0)

e2y=‘ €hþ k2 h
h i

¼ h00 � 4

‘
h0 ½20�

Separability means we can write

hðt; yÞ ¼
X

m

’mðtÞ hmðyÞ ½21�

and the wave equation reduces to

€’m þ ðm2 þ k2Þ’m ¼ 0 ½22�

h00m �
4

‘
h0m þ e2y=‘hm ¼ 0 ½23�

The zero-mode solution is

’0ðtÞ ¼ A0þ eþikt þ A0� e�ikt ½24�

h0ðyÞ ¼ B0 þ C0e4y=‘ ½25�

and the massive KK mode (m > 0) solutions are

’mðtÞ ¼ Amþ exp þi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ k2

p
t

� �
þ Am� exp �i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ k2

p
t

� �
½26�

hmðyÞ ¼ e2y=‘ BmJ2 mley=‘
� �h

þCmY2 mley=‘
� �i

½27�

where J2, Y2 are Bessel functions.
The boundary condition for the perturbations is

h0(t, 0) = 0, which implies

C0 ¼ 0; Cm ¼ �
J1ðm‘Þ
Y1ðm‘Þ

Bm ½28�

In the RS1 model, we have a further boundary
condition, h0(t, L) = 0, which leads to a discrete
eigenspectrum, namely the masses m that satisfy

J1 m‘eL=‘
� �

Y1ðm‘Þ � Y1 m‘eL=‘
� �

J1ðm‘Þ ¼ 0 ½29�

The zero mode is normalizable, sinceZ 1
0

B0e�2y=‘dy

���� ���� <1 ½30�

Its contribution to the gravitational potential
V = ð1/2Þh00 gives the four-dimensional result, V /
r�1. The contribution of the massive KK modes sums
to a correction of the four-dimensional potential.
For r� ‘, one obtains

VðrÞ 
 GM

r
1þ ‘

r

� �

 GM‘

r2
½31�

which simply reflects the fact that the potential
becomes truly five dimensional on small scales. For
r� ‘,

VðrÞ 
 GM

r
1þ 2‘2

3r2

� �
½32�

which gives the small correction to four-dimensional
gravity at low energies from extra-dimensional effects.

Cosmological Brane Worlds

The RS models contain vacuum (Minkowski)
branes. In order to pursue brane-world ideas in
cosmology, we need to generalize the RS models to
incorporate cosmological branes with matter and
radiation on them. The effective field equations on
the brane are the vehicle for brane-bound observers
to interpret cosmological dynamics. They arise from
projecting the five-dimensional field equations onto
the brane, via the Gauss–Codazzi equations. These
equations involve also the extrinsic curvature K�� of
the brane, which determines how the brane is
imbedded in the bulk.

The stress-energy on the brane (tension, matter,
radiation) means that there is a jump in K�� across
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the brane. More precisely, the junction conditions
across the brane are

gþ�� � g��� ¼ 0 ½33�

Kþ�� � K��� ¼ ��2
ð5Þ Tbrane

�� � 1
3T

brane g��

h i
½34�

where

Tbrane
�� ¼ T�� � �g�� ½35�

is the total energy–momentum tensor on the brane
and Tbrane = g��Tbrane

�� . The Z2-symmetry means that
when approaching the brane from one side and
going through it, one emerges into a bulk that looks
the same, but with the normal reversed. This implies
that

K��� ¼ �Kþ�� ½36�

so that we can use the junction condition (eqn [34])
to determine the extrinsic curvature:

K�� ¼ �1
2�

2
ð5Þ T�� þ 1

3ð�� TÞg��
� 	

½37�

where T = T�
�, we have dropped the (þ) and we

evaluate quantities on the brane by taking the limit
y! þ0.

Together with the Gauss–Codazzi equations, eqn [37]
leads to the induced field equations on the brane:

G�� ¼ ��g�� þ �2T�� þ 6
�2

z�
S�� � E�� ½38�

where

�2 � �2
ð4Þ ¼ 1

6��
4
ð5Þ ½39�

� � �ð4Þ ¼ 1
2 �ð5Þ þ �2�
� 	

½40�

S�� ¼ 1
12 TT�� � 1

4T�	T	
�

þ 1
24 g�� 3T	
T	
 � T2

� 	
½41�

and

E�� ¼ ð5ÞCACBDnCnDg�
Ag�

B ½42�

where nA is the unit normal to the brane and
(5)CACBD is the Weyl tensor in the bulk.

The induced field equations [38] show two key
modifications to the standard four-dimensional Einstein
field equations arising from extra-dimensional effects.

� S�� � (T��)
2 is the high-energy correction term,

which is negligible for �� �, but dominant for
�� � (where � is the energy density):

j�2S��=�j
j�2T��j

� jT�� j
�
� �

�
½43�

� E��, the projection of the bulk Weyl tensor on the
brane, encodes corrections from KK or five-
dimensional graviton effects. From the brane-
observer viewpoint, the energy–momentum
corrections in S�� are local, whereas the KK
corrections in E�� are nonlocal, since they
incorporate five-dimensional gravity wave
modes. These nonlocal corrections cannot be
determined purely from data on the brane. In
the perturbative analysis of RS2 which leads to
the corrections in the gravitational potential, eqn
[32], the KK modes that generate this correction
are responsible for a nonzero E��; this term is
what carries the modification to the weak-field
field equations.

The effective field equations are not a closed system.
One needs to supplement them by five-dimensional
equations governing E��, which are obtained from the
five-dimensional Einstein equations.

Cosmological Dynamics

A (1þ4)-dimensional spacetime with spatial
4-isotropy (four-dimensional spherical/ plane/
hyperbolic symmetry) has a natural splitting into
hypersurfaces of symmetry, which are (1þ3)-
dimensional surfaces with 3-isotropy and
3-homogeneity, that is, Friedmann–Robertson–
Walker (FRW) surfaces. In particular, the AdS5

bulk of the RS2 brane world, which admits a
foliation into Minkowski surfaces, also admits an
FRW foliation since it is 4-isotropic. The general-
ization of AdS5 that preserves 4-isotropy and
solves the five-dimensional Einstein equation is
Schwarzschild AdS5, and this bulk therefore
admits an FRW foliation. It follows that an
FRW cosmological brane world can be embedded
in Schwarzschild AdS5 spacetime.

The black hole in the bulk is felt on the brane
via the E�� term. The bulk black hole gives rise to
‘‘dark radiation’’ on the brane via its Coulomb
effect. The FRW brane can be thought of as
moving radially along the fifth dimension, with the
junction conditions determining the velocity via
the Friedmann equation. Thus, one can interpret
the expansion of the universe as motion of the
brane through the static bulk. In the special case
of no black hole and no brane motion, the brane is
empty and has Minkowski geometry, that is, the
original RS2 brane world is recovered, in different
coordinates.

An intriguing aspect of the cosmological metric is
that five-dimensional gravitational wave signals can
take ‘‘shortcuts’’ through the bulk in traveling
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372 Brane Worlds
between points A and B on the brane. The travel
time for such a graviton signal is less than the time
taken for a photon signal (which is stuck to the
brane) from A to B.

Cosmological dynamics on the brane are governed
by the modified Friedmann equation:

H2 ¼ �
2

3
� 1þ �

2�

� �
þ m

a4
þ 1

3
�� K

a2
½44�

where H = ȧ=a is the Hubble expansion rate, a(t) is
the scale factor, K is the curvature index, and m is
the mass of the bulk black hole.

The �2=� term is the high-energy term. When ��
�, in the early universe, then H2 / �2. This means
that a given energy density produces a greater rate of
expansion that it would in standard four-dimen-
sional gravity. As a consequence, inflation in the
early universe is modified in interesting ways, some
of which may leave a signature in cosmological
observations.

The m=a4 term in eqn [44] is the ‘‘dark
radiation,’’ so called because it redshifts with
expansion like ordinary radiation. But, unlike
ordinary radiation, it is not a form of detectable
matter, but the imprint on the brane of the
gravitational field in the bulk (the Coulomb effect
of the bulk black hole). This additional effective
relativistic degree of freedom is constrained by
nucleosynthesis in the early universe. Any extra
radiative energy not thermally coupled to radiation
affects the rate of production of light elements, and
observed abundances place tight constraints on
such extra energy. The dark radiation can be no
more than �3% of the radiation energy density at
nucleosynthesis:

3m

�2�nuc
. 0:03 ½45�

The other modification to the Hubble rate is via
the high-energy correction �=�. In order to recover
the observational successes of general relativity, the
high-energy regime where significant deviations
occur must take place before nucleosynthesis, that
is, cosmological observations impose the lower
limit

� > ð1 MeVÞ4 ) Mð5Þ > 104 GeV ½46�
This is much weaker than the limit imposed by
table-top experiments, which limit the curvature
radius to ‘ . 0.2 mm, leading to

� > ð100 GeVÞ4 )Mð5Þ > 108 GeV ½47�

The high-energy regime during radiation domina-
tion is short-lived. Since �2=� decays as a�8 during the
radiation era, it will rapidly drop below one, and the
universe will enter the low-energy four-dimensional
regime. However, traces of the high-energy era may be
left in the perturbation spectra that leave an imprint in
the cosmic microwave background radiation.

In conclusion, simple brane-world models of RS2
type provide a rich phenomenology for exploring
some of the ideas that are emerging from M theory.
The higher-dimensional degrees of freedom for the
gravitational field, and the confinement of standard
model fields to the visible brane, lead to a complex
but fascinating interplay between gravity, particle
physics, and geometry, which enlarges and enriches
general relativity in the direction of a quantum
gravity theory. High-precision astronomical data
mean that cosmology is a potential laboratory for
testing and constraining these brane worlds. The
models predict extra-dimensional signatures in the
cosmic microwave background and other observa-
tions, and these predictions can in principle be tested
against data.

See also: String Theory: Phenomenology; Supergravity;
Superstring Theories.
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Introduction

In classical general relativity, a black hole is a
solution of Einstein’s equations with a region of
spacetime which is causally disconnected from the
asymptotic region at infinity. The boundary of such
a region is called the ‘‘event horizon.’’ The spacetime
around the simplest black hole in three space
dimensions is described by the Schwarzschild metric

ds2 ¼� 1� 2GM

rc2

� �
dt2

þ 1� 2GM

rc2

� ��1

dr 2 þ r 2 d�2 ½1�

where G is Newton’s gravitational constant, c is the
velocity of light, and we have used spherical
coordinates with d� the line element on an S2. A
nonrotating, uncharged star which is too massive to
form a neutron star will eventually collapse, and at
late times the metric will be given by [1]. The
horizon is a null surface S2 � t and the radius of the
S2 is rhorizon = 2GM=c2. The Schwarzschild solution
has generalizations to black holes with charge and
angular momentum and no-hair theorems guarantee
that a black hole has no other characteristic property.
All these solutions can be generalized to other
theories like supergravity in various dimensions.

In 1974, Hawking showed that due to pair
production of particles near the horizon, black
holes radiate thermally. Hawking’s calculation is
valid for black holes whose masses are much larger
than the Planck mass: for such black holes, the
curvature at the horizon is weak and normal
semiclassical quantization is valid. Remarkably, the
properties of Hawking radiation are quite universal.
A black hole can be characterized by an entropy
called the Bekenstein–Hawking entropy. The leading
result for the entropy SBH for all black holes in any
theory with the standard Einstein–Hilbert action is
given by

SBH ¼
AH

4G
½2�

where AH denotes the area of the horizon. The
temperature TH is given by

TH ¼
�

2�
½3�

where � is the surface gravity at the horizon. The
principle of detailed balance further ensures that the
radiation rate of some species of particle i, �i(k),
in some given momentum range (k, kþ dk) is related
to the corresponding absorption cross section �i(k) by

�ðkÞ ¼ �iðkÞ
e!=TH � 1

ddk

ð2�Þd
½4�

where ! is the energy and d denotes the number of
spatial dimensions. The � sign refers to fermions
(bosons), respectively. A nontrivial k dependence of
�i signifies a departure from black-body behavior.
Consequently, �i(k) is often called a grey-body
factor. Equations [2] and [3] may be derived by
combining Hawking’s calculation of the radiation
with standard thermodynamic relations. Alterna-
tively, they follow from the leading semiclassical
approximations of path-integral formulations of
Euclidean gravity based on the standard Einstein–
Hilbert action. For an account of black-hole
thermodynamics, see Wald (1994).

Unlike usual thermodynamic systems, black holes
appear to pose a deep puzzle. In usual systems,
thermodynamics is a coarse-grained description of a
system which is in a highly degenerate state.
Typically, such systems are described in terms of a
few macroscopic parameters such as the total
energy, the total volume, the total charge. For each
set of values of these macroscopic parameters, there
are a large number of microscopic states which can
be described in terms of the constituents such as
atoms or molecules. This degeneracy manifests itself
as an entropy S which is related to the number of
microscopic states for a given set of values of the
macroscopic parameters, � by Boltzmann’s relation

S ¼ logð�Þ ½5�

where units have been chosen such that the
Boltzmann constant is unity. For a black hole, the
macrostates are specified by its mass, charge, and
angular momentum. No-hair theorems, however,
seem to suggest that there are no other properties
and hence no obvious candidate for microstates. In
the absence of such a statistical basis, one would be
inevitably led to the conclusion that there is loss of
information in processes involving black holes.

In a consistent quantum theory of gravity, there
would be such a statistical basis since quantum
mechanics is unitary. String theory is a strong
candidate for a unified theory which contains
gravity. Indeed, string theory provides a microscopic
description for a class of black holes.
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Black Hole Solutions in String Theory

Perturbatively, the basic excitations of string theory
are fundamental closed and open strings character-
ized by a string tension Ts and hence a length scale,
the string length ls = 1=

ffiffiffiffiffiffiffiffiffiffiffi
2�Ts

p
. Consistency requires

that the string should be able to propagate in ten
spacetime dimensions and should be supersym-
metric at the fundamental level. Formulated in
this fashion, there are several consistent string
theories: type IIA, type IIB, and heterotic string
theory (which contain only closed strings perturba-
tively) and type I theory (which contains both open
and closed strings).

At energies much smaller than 1=ls, only the
massless modes of the string can be excited. For all
these string theories, the massless spectrum of closed
strings contains the graviton and the low-energy
dynamics is given by the appropriate supersymmetric
generalization of general relativity, supergravity. In
addition, the closed-string spectrum contains a
neutral scalar field, the dilaton �, whose expectation
value gives rise to a dimensionless parameter govern-
ing interactions, called the string coupling gs:

gs ¼ e<�> ½6�

The ten-dimensional gravitational constant is given
by

G10 ¼ 8�6g2
s l8s ½7�

Ten-dimensional supergravity has a wide variety of
black hole solutions, the simplest of which is the
straightforward generalization of the Schwarzschild
solution.

Black p-Brane Solutions

More significantly, there are solutions which are
charged with respect to the various gauge fields that
appear in the supergravity spectrum. Generically,
these charged solutions represent extended objects.
For accounts of such solutions, see Maldacena
(1996).

Consider, for example, the supergravity which
follows from type IIB string theory. This theory has
a pair of 2-form gauge fields BMN and B0MN and a
4-form gauge field AMNPQ with a self-dual field
strength. Just as an ordinary point electric charge
produces a 1-form gauge field, a (pþ 1)-form gauge
field may be sourced by an electrically charged
p-dimensional extended object. The corresponding
field strength is a (pþ 2)-form, whose Hodge dual in
d spacetime dimensions is a (d � p� 2) form. This
shows that there should be magnetically charged

(d � p� 4)-dimensional extended objects as well.
These extended objects are called ‘‘branes.’’

In the type IIB example, there should be two
kinds of one-dimensional extended objects
which carry electric charge under BMN, B0MN,
called the F-string and the D-string, respectively.
There are also two kinds of five-dimensional
branes which carry magnetic charges under
BMN, B0MN, called the NS 5-brane and D5 brane,
respectively. Finally, there should be a 3-brane,
since the corresponding 5-form field strength is
self-dual as well as a D7 brane. A similar catalog
can be prepared for other string theories, as well
as for 11-dimensional supergravity, which is the
low-energy limit of M-theory.

The classical solutions for a set of p-branes of the
same kind generally have inner and outer horizons
which have the topology t � S8�p � Rp. The outer
horizon is then associated with a Hawking tempera-
ture and a Bekenstein–Hawking entropy. Of parti-
cular interest are extremal limits. In this limit, the
inner and outer horizons coincide and the mass
density is simply proportional to the charge. Given
some charge, the extremal solution has the lowest
energy. Extremal limits are interesting because in
supergravity these correspond to solutions in which
some of the supersymmetries (in this case, half of the
supersymmetries) are retained – such solutions are
called Bogomolny–Prasad–Sommerfeld (BPS) satu-
rated solutions. The charge in question appears as a
central charge in the extended supersymmetry
algebra. This fact may be used to show that such
BPS solutions are absolutely stable. Indeed, for the
particular solution considered here, the Hawking
temperature TH ! 0, so that there is no Hawking
radiation, as required by stability. Furthermore, the
entropy SBH ! 0. The horizon shrinks to a point
which appears as a naked null singularity.

All the ten dimensions of string theory need not be
noncompact. In fact, to describe the real world, one
must have a solution of string theory in which six of
the dimensions are wrapped up and form a compact
space. In principle, however, one can compactify
any number of dimensions. In the above example
of a p-brane, it is trivial to compactify the
directions along which the brane is extended to a
p-dimensional torus, Tp, which can be chosen to be
a product of p circles each of radius R. At length
scales much smaller than R, the theory then becomes
a (10� p)-dimensional theory. The p-brane appears
as a black hole with a spherical horizon and,
since the original p-form gauge field now behaves
as an ordinary 1-form gauge field with a nonzero
time component, this is an electrically charged
black hole.
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D1–D5–N System and Five-Dimensional Black
Holes

For reasons which will become clear in the next
section, it is useful to get extremal black holes with
large horizon areas, so that Hawking’s semiclassical
formulas are valid. It turns out that such solutions
involve branes of various types which intersect each
other and are suitably wrapped on compact internal
spaces. Such black holes then have necessarily
different kinds of charges. It turns out that the
simplest case is a five-dimensional black hole with
three kinds of charges, which is obtained by brane
systems wrapped on a compact five-dimensional
space. An example is a type IIB solution which has
D5 branes which are wrapped on either T4 � S1 or
K3� S1, together with D1 branes wrapped on the S1

as well as some momentum along the S1. From the
noncompact five-dimensional point of view, this is a
black hole with three kinds of gauge charges: the D5
charge Q5, the D1 charge Q1, and a Kaluza–Klein
charge N coming from the momentum P = N=R
along the circle of radius R.

When the internal space is T4 � S1 the five-
dimensional Einstein frame metric is given by

ds2 ¼�½f ðrÞ��2=3 1� r 2
0

r 2

� �
dt2

þ ½f ðrÞ�1=3 dr2

ð1� r2
0 =r

2Þ
þ r 2 d�2

3

� �
½8�

where

f ðrÞ ¼ 1þ r 2
0 sinh2

�1

r2

 !
1þ r2

0 sinh2
�5

r2

 !

� 1þ r 2
0 sinh2 �

r2

 !
½9�

and the three charges are

Q1 ¼
Vr 2

0 sinh 2�1

32�4gsl6s
; Q5 ¼

r2
0 sinh 2�5

2gsl2s

N ¼ VR2

32�4l8s g2
s

r 2
0 sinh 2�

½10�

where V is the volume of the T4 and R is the radius
of the circle S1.

The ADM mass of the black hole is

MADM ¼
RVr 2

0

32�4g2
s l8s

�½cosh 2�1 þ cosh 2�5 þ cosh 2�� ½11�
The Bekenstein–Hawking entropy is given by

SBH ¼
RVr 3

0

8�3l8s g2
s

cosh�1 cosh�5 cosh � ½12�

while the Hawking temperature is

TH ¼
1

2�r0 cosh�1 cosh�5 cosh �
½13�

The extremal limit of this solution is given by

r0 ! 0; �1; �5; �!1
Q1; Q5; N ¼ fixed

½14�

The extremal solution is a BPS saturated state and
retains four of the original supersymmetries. In this
limit, the inner and outer horizons coincide. How-
ever, the horizon is now a smooth S3 with a finite
area in the Einstein frame metric. Consequently, the
extremal Bekenstein–Hawking entropy is also finite
and may be seen to be

S3-charge extremal
BH ¼ 2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1Q5N

p
½15�

The temperature, however, is zero in this limit,
which is consistent with the stability of a BPS
saturated state.

The above five-dimensional black hole is in fact a
generalization of the Reissner–Nordtsrom black
hole. Similar solutions with large horizon areas in
the extremal limit can be constructed in four
dimensions. One such construction is in the IIB
theory wrapped on T6 in which there are four sets of
D3 branes which wrap four different T3’s contained
in the T6. Black holes with lower supersymmetry
may be obtained by replacing the T6 by a Calabi–
Yau space.

Duality and Branes

String theory has a rich set of symmetries called
duality symmetries which relate different kinds of
string theories that are suitably compactified.
These symmetries relate different classical solutions.
For example, application of these symmetries relate
the five-dimensional black holes above with other
five-dimensional black holes with different kinds of
charges. Furthermore, at the level of supergravity,
these various theories may be derived from
a yet unknown 11-dimensional theory called the
M-theory whose low-energy limit is 11-dimensional
supergravity.
Branes in String Theory

For a given string theory, the perturbative spectrum
consists of strings. However, at the nonperturbative
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level, there are, in addition, extended objects of
other dimensionalities. Duality symmetries imply
that these extended objects are as ‘‘fundamental’’
as the strings themselves. Such extended objects are
also called branes. For an exhaustive account of
branes in string theory, see Johnson (2003).

Like their counterparts in supergravity, branes in
string theory are typically charged with respect to
some gauge fields. While supergravity solutions are
possible with any value of the charge, in string
theory the brane charges have to be quantized.
Multiple units of the minimum quantum of charge
can appear as collections of branes each with unit
charge or, alternatively, branes which wrap around
compact cycles in space a multiple number of times.
D-Branes

The extended objects in string theory are described
in terms of their collective excitations. These
are best understood for the class of branes called
D-branes in the type II theory, discovered by
Polchinski. These are D1, D3, D5, and D7 branes
in type IIB and D0, D2, D4, and D6 branes in
type IIA theory. Dp branes are characterized by the
fact that they couple to, and act as sources for,
(pþ 1)-form gauge fields which belong to the
Ramond–Ramond sector of the theory. Collective
excitations of a p-dimensional extended object in
field theory are expected to be described by waves
on its (pþ 1)-dimensional world volume. The
collective coordinate action would be a quantum
field theory which has vectors, corresponding
to longitudinal oscillations of the brane, and
scalars which correspond to transverse oscillations.
For D-branes in string theory, the theory of
collective excitations is a string field theory of open
strings whose endpoints lie on the brane. (This is the
origin of the nomenclature D-brane: an open string
whose ends are constrained to lie on the brane has a
world-sheet description in which the bosonic
fields corresponding to transverse target space
coordinates have Dirichlet boundary conditions.)
The lowest-energy states of open superstrings are
ordinary massless gauge fields and their supersym-
metric partners so that the low-energy limit of
the string field theory is a supersymmetric gauge
theory.

The fact that the underlying theory is a string
theory has an important consequence. For a system
of N parallel D-branes of the same type, one
would have open strings which join different branes
as well as the same brane. The low-energy
theory then becomes a supersymmetric nonabelian
gauge theory with gauge group U(N). In a suitable
gauge, the off-diagonal gauge fields and their super-
symmetric partners (which include scalar fields in
the adjoint representation) are the low-energy
degrees of freedom of open strings which connect
different branes.

The mass density or tension Tp of a single Dp
brane is given by

Tp ¼
1

gsð2�Þplpþ1
s

½16�

This couples to the (pþ 1)-form gauge field with a
charge

�p ¼ gsTp ½17�

and the Yang–Mills coupling constant for the collec-
tive theory on the brane world volume is given by

g 2
YM�Dp ¼ ð2�Þ

p�2gsl
p�3
s ½18�

The ground state of a single Dp brane is a BPS state
which preserves 16 of the 32 supersymmetries of the
original theory. One consequence of this is that two or
more parallel Dp branes of the same type form a
threshold bound state preserving the same supersym-
metries, with no net force between them. As a result, the
tension of N parallel Dp branes is simply NTp.

Branes of different dimensionalities can also form
bound states. Of particular interest are configura-
tions which can form threshold bound states which
preserve some supersymmetries. For example, a set
of N1 parallel Dp branes can form a threshold
bound state with a set of N2 parallel D(4þ p)
branes with all the p branes lying entirely along the
(4þ p)-branes. This configuration is also a BPS
saturated state preserving eight of the original
supersymmetries and would have charges under
both (pþ 1)-form and (pþ 5)-form gauge poten-
tials. The BPS nature ensures that the total mass
density is the sum of the individual mass densities.

NS Branes

The other extended objects in string theory are
called NS branes since they couple to p-form
gauge fields which arise from the Neveu–Schwarz/
Neveu–Schwarz sector of the world-sheet theory.
These are present in all the five string theories and
appear in two types. The first is a macroscopic
fundamental string which may be wound around a
compact direction. The second is called a solitonic
5-brane. While the collective dynamics of a funda-
mental string is the standard world-sheet description
of string theory, the description for the NS 5-brane
is rather complicated and not known in full
detail. The rest of this article deals exclusively with
D-branes.
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D-Branes and Black Branes

The idea that black holes correspond to highly
degenerate states in string theory is quite old and
dates back to ’t Hooft (1990) and Susskind (1993).
In the following two sections we discuss such black
holes which are described by D-branes. For reviews
see Maldacena (1996), Das and Mathur (2001), and
David et al. (2002).

We have so far discussed the string-theoretic
branes in two different ways. In the first description,
branes are solutions of the low-energy equations of
motion – this is the setting in which branes provide
conventional descriptions of black holes. In the
second description, branes are certain states in the
quantum theory of superstrings. More specifically,
D-branes are described in terms of states of the
open-string field theory which lives on the branes.
The first description is necessarily approximate. On
the other hand, the second description is exact in
principle, although in practice one might not know
how to write down and analyze the string-field
theory in an exact fashion.

The description in terms of open-string field
theory should reduce to the description in terms of
a classical solution when the charges and masses
become large. If black-hole thermodynamics has a
microscopic origin, D-branes should be highly
degenerate states in this limit and the entropy
should be given by the Boltzmann formula. Further-
more, Hawking radiation should be understood as
an ordinary decay process.

For a system of Qp parallel Dp branes, the mass
is Qp=gs, while Newton’s gravitational constant
G � g 2

s . Gravitational effects are controlled by
GM � gsQp. A semiclassical limit in closed-string
theory requires gs ! 0, while a nontrivial gravita-
tional effect in this limit requires gsQp finite, which
implies one must have Qp �1. Furthermore, when
gsQp � 1 the typical curvatures are small compared
to the string scale and the semiclassical string theory
reduces to classical supergravity. This is the limit in
which branes are well described as classical
solutions.

Similar considerations apply for brane systems with
multiple charges. For example, in the D1–D5–N
system the classical solution becomes a good
description when all the quantities gsQ1, gsQ5, and
g 2

s N become large. (The relevant quantity which
comes with the momentum has g2

s rather than gs

because the mass contribution from the momentum is
simply N/R without any inverse power of gs.)
However, gs is the square of the coupling constant
of the open-string theory living on the brane – in fact,
eqn [18] shows this relation in the low-energy limit.
It is well known that in a U(Qp) gauge theory the real
coupling constant is gYM

ffiffiffiffiffiffiffi
QP

p
�

ffiffiffiffiffiffiffiffiffiffiffi
gsQp

p
. This means

that the semiclassical limit corresponds to a strongly
coupled string-field theory which reduces to strongly
coupled gauge theory in the low-energy limit and the
picture of D-branes as a collection of open strings is
not very useful. In fact, known calculational methods
in gauge theory or open-string theory are not valid in
this regime.
Microscopic Entropy for Two-Charge Systems

The prospects are much better for extremal black
holes, which appear as BPS states in string theory.
This is because the spectra of BPS states do not
depend on the coupling. The degeneracy of such
states may therefore be calculated at weak coupling,
where techniques are well known and the result can
be extrapolated to strong coupling without change.

The simplest BPS state is the ground state of a set of
parallel D-branes of the same type. This state is indeed
128-fold degenerate, which would imply a micro-
scopic entropy. This entropy, however, is small and
therefore invisible in the corresponding classical
solution. Indeed, the classical solution shows that in
the extremal limit the horizon area is zero, leading to a
vanishing Bekenstein–Hawking entropy.

The next interesting class of states consists of
threshold bound states with two kinds of
charges. Consider, for example, the D1–D5 system
on T4 � S1 considered above with no momentum
along the D1’s. By known duality transformations,
this is equivalent to a fundamental IIB string which
is wound Q5 times around the S1 and with a net
momentum P = Q1=2�Q5R (where R is the radius of
the S1), with four of the transverse directions
compactified on a T4. For this system, it is easy to
count the number of states for given values of Q1

and Q5 at weak string coupling by simply enumer-
ating the perturbative oscillator states of the string.
For large values of Q1 and Q5, we can alternatively
calculate this entropy by using a canonical ensemble
of eight massless bosons corresponding to the eight
transverse polarizations and their supersymmetric
partners – eight massless fermions – moving on the
string with some temperature T and a chemical
potential � for the total momentum.

Consider a noninteracting gas of f massless bosons
and f fermions living on a circle with circumference
L. The average number of left- and right-moving
particles with some energy e, denoted by �L, �R,
respectively, are

�iðeÞ ¼
1

ee=Ti � 1
; i ¼ L;R ½19�
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where the � sign refers to fermions and bosons,
respectively, and we have introduced left- and right-
moving temperatures TL, TR. The physical tempera-
ture is

1

T
¼ 1

2

1

TL
þ 1

TR

� �
½20�

The extensive quantities, such as the energy E,
momentum P, and entropy S, then become the sum
of left- and right-moving pieces:

E ¼ EL þ ER; P ¼ PL þ PR; S ¼ SL þ SR ½21�

and the distribution function [19] leads to the
following thermodynamic relations:

Ti ¼
ffiffiffiffiffiffiffiffiffi
3Ei

L�f

s
¼ 4Si

�fL
; i ¼ L; R ½22�

Since the total momentum P = PR þ PL = ER � EL is
nonzero, the lowest-energy state is clearly the one in
which all the particles move in the same direction,
for example, right moving. This is a BPS state and
corresponds to the extremal solution in supergravity.
Then E = ER = P = PR. This approach to the black
hole entropy was initiated by Das and Mathur
(1996) and Callan and Maldacena (1996).

For our two-charge system, f = 8, P = 2�Q1=L,
and L = 2�RQ1Q5. Using [22] we get

S2-charge-II
micro ¼ 2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Q1Q5

p
½23�

This is the microscopic entropy for the fundamental
string with momentum in the type II theory. By
duality, this is also the microscopic entropy of the
D1–D5 system. This is a large number which should
agree with the macroscopic entropy calculated from
the corresponding classical solution.

The discussion is almost identical for the funda-
mental heterotic string, except that now we have
24 right-moving bosons, eight left-moving bosons,
and eight left-moving fermions, and the BPS state
consists only of right movers. If nw denotes the
winding number and np the quantized momentum
the extremal heterotic string entropy is

S2-charge heterotic
micro ¼ 4�

ffiffiffiffiffiffiffiffiffiffiffi
npnw
p ½24�

The supergravity solution for the D1–D5
system may be obtained by substituting �= 0 in
eqns [8]–[13]. In the extremal limit, the classical
Bekenstein–Hawking entropy vanishes as is clear
from the expression [15], in which N = 0. This
appears to be in contradiction with the fact that the
state has a large microscopic entropy.
The key point, however, is that the two-charge
solution has a singular horizon where the string
frame curvature is large. Consequently, low-energy
tree-level supergravity breaks down near the horizon
and higher-derivative terms (e.g., higher powers of
curvature) become important. This issue has been
best studied for the fundamental heterotic string
compactified on T6. This is dual to the D1–D5
system in type IIB theory compactified on K3� T2.
The classical supergravity solution is then a singular
black hole in four spacetime dimensions. In one of
the first papers on the string-theoretic understanding
of black hole thermodynamics, Sen (1995) showed
that, for large np, nw, string-loop effects are small
near the horizon so that the only relevant correc-
tions are higher-derivative terms coming from
integrating out the massive modes of the string at
tree level. Furthermore, a robust scaling argument
shows that regardless of the detailed nature of the
derivative corrections, the macroscopic entropy
defined through the horizon area must be of the
form a

ffiffiffiffiffiffiffiffiffiffiffi
npnw
p

, where a is a pure number. Finally,
one can define a ‘‘stretched horizon’’ as the surface
where the curvature becomes of the order of the
string scale and the area of the stretched horizon
is indeed proportional to

ffiffiffiffiffiffiffiffiffiffiffi
npnw
p

. This result gives
a strong indication that string theory provides a
microscopic basis for black hole thermodynamics,
although the coefficient a cannot be determined
without more detailed knowledge of higher-
derivative terms.
Microscopic Entropy of Extremal Three-Charge
System

Brane bound states with three kinds of charge
provide examples of black holes whose extremal
limits have large horizons with curvatures much
smaller than the string scale. In this case, a
microscopic count of states in string theory should
exactly account for the Bekenstein–Hawking
formula, without corrections coming from
higher derivatives. This is indeed true, as first found
by Strominger and Vafa (1996). In the following, we
will outline how this calculation can be done in the
D1–D5–N system on K3� S1 or T4 � S1 following
the treatment of Dijkgraaf et al. (1996).

D1 branes can be considered as ‘‘instanton
strings’’ in the six-dimensional supersymmetric
U(Q5) gauge theory of D5 branes (actually, these
should be called solitonic strings rather than
instantons, since the configurations are time
independent). The total instanton number is the
D1-brane charge Q1. The moduli space of
these instantons is then a blown-up version of the
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orbifold (T4)Q1Q5=S(Q1Q5) or (K3)Q1Q5=S(Q1Q5)
and is 4Q1Q5 dimensional. Since any instanton
configuration is independent of time x0 and the S1

direction x5, the collective coordinate dynamics is a
(1þ 1)-dimensional field theory which lives in the
(x0, x5) space. At low energies, this flows to a
conformal field theory with a central charge
c = 6Q1Q5 since there are 4Q1Q5 bosons each
contributing 1 to the central charge and an equal
number of fermions each contributing 1=2. The BPS
state with momentum N=R is a purely right- or left-
moving state in this conformal field theory which
has a conformal weight N. From general principles
of conformal invariance, the degeneracy of such
states for large N is given by Cardy’s formula

dðNÞ � e2�
ffiffiffiffiffiffiffiffi
cN=6
p

½25�

so that the microscopic entropy is

Smicro
3-charge ¼ log dðnÞ ¼ 2�

ffiffiffiffiffiffiffiffiffiffiffiffi
cN=6

p
½26�

Substituting the value of c = 6Q1Q5, this is in exact
agreement with the Bekenstein–Hawking entropy of
the classical solution given in [15].
Nonextremal Black Holes and Hawking
Radiation

The BPS property of ground states of D-brane
systems enables us to compute the degeneracy of
microstates exactly in the regime of parameters
where the state can be reliably described as a black
hole solution in the low-energy theory. However,
extremal black holes have vanishing temperature
and do not radiate. To understand the microscopic
origins of Hawking radiation, one has to go away
from extremality. Such states are not supersym-
metric and an extrapolation of weak-coupling
calculations to strong coupling is not a priori
justified. Nevertheless, it turns out that for small
departures from extremality, weak-coupling results
still reproduce semiclassical answers for entropy,
temperature, and luminosity.

Near-Extremal Entropy

Nonextremal properties are best understood for the
D1–D5–N system on T4 � S1. In the orbifold limit,
the conformal field theory which describes the low-
energy dynamics is equivalent to a gas of strings
which are wound around the S1 and which can
oscillate along the T4. The total winding number is
k = Q1Q5 and may be achieved by sets of strings
which are multiply wound in various ways. As
argued below, entropically the most favored config-
uration is a single long string wound around Q1Q5
times. Thus, the thermodynamics may be analyzed
exactly along the lines of the fundamental string in
the previous section. The thermodynamic relations
are given by [22] with f = 4 and L = 2�RQ1Q5. The
extremal state consists entirely of right movers and
E = ER = N=R. Substituting these values in [22]
yields the correct formula for the microscopic
entropy

S3-charge
micro ¼ 2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1Q5N

p
½27�

The same expression follows if f = 4Q1Q5 and
L = 2�R corresponding to Q1Q5 singly wound
strings. However, for statistical methods to hold,
the entropy must be much larger than the number of
flavors. The ratio of the entropy to the number of
flavors is S=f �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N=Q1Q5

p
for multiple singly

wound strings and is not guaranteed to be large
when all of Q1, Q5, N are large. On the other hand,
this ratio is S=f �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1Q5N

p
for the long string.

This shows that the long string is always entropi-
cally favored.

A departure from the extremal state is achieved by
adding a left-moving momentum 2�n=L as well as a
right-moving momentum 2�n=L to the extremal
state, thus adding energy to the system but main-
taining the total momentum. For the long string, this
yields

SR ¼ 2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1Q5N þ n

p
; SL ¼ 2�

ffiffiffi
n
p

½28�

For small departures from extremality, n� N, the
expressions for the total entropy and temperature as
a function of the excess energy �E = 2n=Q1Q5

agree exactly with the near-extremal Bekenstein–
Hawking entropy and the Hawking temperature of
the classical solution, as shown by Callan and
Maldacena (1996) and by Horowitz and
Strominger.

The necessity of the long string appears in another
important physical consideration. For statistical
mechanics to be valid, the specific heat of the system
has to be larger than unity. This implies that for
the case considered here the energy gap �E must be
larger than 1=RQ1Q5, which is precisely what the
long string yields.
Hawking Radiation

A nonextremal state described above is unstable,
since a left mover can annihilate a right mover into a
closed-string mode which may leave the brane
system and propagate to the asymptotic region.
The resulting closed-string state will be in a thermal
state whose temperature is the physical temperature
of the initial state. This process is the microscopic
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description of Hawking radiation. The decay rate is
related to the absorption cross section of the
corresponding mode by the principle of detailed
balance, encoded in eqn [4].

From the point of view of the classical solution,
the absorption cross section can be calculated by
solving the linearized wave equation in the
background geometry and calculating the ratio of
the incident and reflected waves. It follows from
these calculations that at low energies, absorption
(and hence emission) are dominated by massless
minimally coupled scalars. In fact, for any spheri-
cally symmetric black hole in any number of
dimensions, there is a general theorem which
ensures that the low-energy limit of this absorption
cross section is exactly equal to the horizon area.

In the microscopic model for the three-charge
black hole, this absorption cross section may be
calculated by the usual rules of quantum mechanics.
In the long-string limit and in the approximation
that the modes on the long string form a dilute gas,
the result has been derived by Das and Mathur
(1996):

�ð!Þ ¼ 2�G10Q1Q5

V
!

e!=T � 1

ðe!=2TR � 1Þðe!=2TL � 1Þ ½29�

where V is the volume of the T4 and T is the
physical temperature given by [20]. For a near-
extremal hole TR � TL, so that T � 2TL. Then
in the extreme low-energy limit !� TR, so that
the corresponding Bose factor may be approxi-
mated as 1=(e!=2TR � 1) � 2TR=!. The cross
section [29] becomes

� ¼ 4�Q1Q5G10TR

V
¼ 4G10SR

ð2�RÞV

¼ 4G5Sextremal ¼ AH ½30�

where G5 is the five-dimensional Newton’s gravita-
tional constant. We have used the relation [22] with
L = 2�RQ1Q5 and f = 4. The fact that in the near-
extremal limit SR is simply the extremal entropy and
the fact that the extremal entropy reproduces the
Bekenstein–Hawking formula has been used as well.
Thus, the microscopic cross section exactly reproduces
the semiclassical result at low energies. Even more
remarkably, the full cross section [29] agrees with the
semiclassical answer for the gray-body factor for
parameters which correspond to the dilute-gas regime,
as shown by Maldacena and Strominger.

It is rather surprising that the results for micro-
scopic absorption cross section calculated at weak
coupling agree with the semiclassical answers, since
the relevant process involves states which are not
supersymmetric and therefore a naive extrapolation
to strong coupling is not a priori justified. There
are strong indications, however, that low-energy
nonrenormalization theorems are at work. This
agreement has been established not only for black
holes with finite-horizon areas, but also for other
systems with no horizons – most significantly, a set
of parallel 3-branes – and forms the basis for
Maldacena’s conjecture about AdS/CFT Correspon-
dence (see AdS/CFT Correspondence).
Effects of Higher-Derivative Terms

The classical low-energy limit of string theory is
supergravity. The effects of the massive modes of the
string as well as effect of string loops is to add terms to
the supergravity action which involve higher number
of spacetime derivatives, for example, terms containing
higher powers of the curvature. In the presence of such
terms, the Bekenstein–Hawking formula for black hole
entropy [2] receives corrections which can be calcu-
lated in a systematic fashion. It turns out that for a
class of extremal black holes, this corrected entropy as
computed in the modified supergravity is also in exact
agreement with a microscopic calculation.

One example of this agreement is provided by four-
dimensional extremal black holes in type IIA string
theory compactified on a Calabi–Yau manifold. These
are obtained by wrapping D4 branes on three different
4-cycles on the Calabi–Yau and having in addition a
number of D0 branes. Let pA, A = 1, . . . ,3 denote the
three D4 charges and q0 denote the D0 charge. The
microscopic entropy of the BPS state can be computed
by embedding this in M-theory:

SCY�Black hole
micro

¼ 2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

6
jq0jðCABCpApBpC þ c2ApAÞ

r
½31�

where CABC is the intersection number of the
4-cycles and c2 denotes the second Chern class of
the Calabi–Yau space. When all the charges pA are
large, the term involving c2 is subdominant. In this
case, the result agrees with the Bekenstein–Hawking
entropy of the corresponding classical solution.
When the charges are not all large (so that the
second term is appreciable), the curvatures of the
supergravity solution become large at the horizon
and higher-derivative corrections to the action
cannot be ignored. In this particular case, it turns
out that these higher-derivative corrections are
string-loop corrections and can be computed using
general properties of N = 2 supersymmetry, so that
one can compute corrections to near-horizon
geometry. Furthermore, one has to now modify the
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expression for macroscopic entropy using the
formalism of Wald. Putting these together, it is
found that the macroscopic entropy following from
the modified supergravity is in exact agreement with
[31]. This subject is reviewed in Mohaupt (2000).

These methods have also been applied to the
problem of two-charge black holes in heterotic
string theory on T6 or, equivalently, type IIA on
K3� T2 (Dabholkar 2004). Recall that in this case
the horizon of the usual supergravity solution is
singular. It has been found that leading-order
higher-derivative corrections smoothen out the
horizon into a AdS2 � S2 spacetime and the
modified expression for the macroscopic entropy is
again in exact agreement with the microscopic
answer [23].
Geometry of Microstates

A satisfactory solution of the information-loss
paradox requires a much more detailed understand-
ing of black holes in string theory. The discussion
above shows that black holes have microstates
which may be described well in the weak-coupling
regime. It is interesting to ask whether there is a
description of these microstates in the strong-
coupling regime in terms of the effective geometry
perceived by suitable probes. This question has been
answered for the two-charge system in great detail
(see Mathur (2004)). It turns out that the D1–D5
microstates can be described by perfectly smooth
metrics with no horizons, and they asymptote to
the standard two-charge metric discussed above.
The location of the erstwhile stretched horizon
marks the point where the different microstates
start differing from each other significantly. Since
each such geometry does not have a horizon, neither
does it have any entropy – this is consistent with
their identification with nondegenerate microstates.
Indeed, the number of such microstates correctly
accounts for the microscopic entropy. Whether a
similar picture holds for the three-charge system
remains to be seen in detail, although there are some
indications that this may be true. In this approach, it
is not yet fully understood how a horizon emerges
and why the entropy scales as the horizon area.
Outlook

One key feature of the understanding of black hole
statistical mechanics from the dynamics of branes is
the fact that a problem in gravity is mapped to a
problem in a theory without gravity, for example,
open-string field theory. In fact, the closed strings in
the bulk are already contained in the spectrum of the
open strings. This is a consequence of the basic
duality between open strings and closed strings.
Furthermore, the open-string theory lives in a lower-
dimensional spacetime. This is a manifestation of
the holographic principle. As argued by Maldacena,
the presence of a horizon implies that the low-
energy limit retains all the modes of the closed
strings near the horizon, while it truncates the open-
string theory to a gauge theory. Open–closed duality
then reduces to gauge–string duality. This provides a
strong evidence that black holes obey the normal
laws of quantum mechanics and hence their time
evolution is unitary.

One of the most outstanding problems in the
subject is a proper understanding of neutral black
holes. Most of the quantitative results described
above depend on supersymmetry, which allows
extrapolation of weak-coupling answers to the
strong-coupling domain. Some of these results can
be extended to situations which have small depar-
tures from supersymmetry, for example, near-
extremal black holes. States corrresponding to
neutral black holes are, however, far from super-
symmetry and known calculational techniques fail.
There are good reasons to expect, however, that the
general philosophy – in particular the holographic
principle – is still valid. Finally, so far string theory
has been able to attack problems of eternal black
holes. A satisfactory understanding of the informa-
tion-loss problem requires an understanding of the
dynamics of black hole formation and subsequent
evaporation. Unfortunately, very little is known
about this at the moment.
See also: AdS/CFT Correspondence; Black Hole
Mechanics; Supergravity; Superstring Theories.
Glossary

ADM (Arnowitt–Deser–Misner) mass – Mass of a gravita-
tional background which is asymptotically flat.

AdSn (anti-de Sitter space) – A space (or spacetime) with
constant negative curvature in n dimensions.

BPS state (Bogomolny–Prasad–Sommerfeld state) – In a
theory of extended supersymmetry, a state that is
invariant under a nontrivial subalgebra of the full
supersymmetry algebra. These states always carry
conserved charges, and supersymmetry determines the
mass exactly in terms of the charges.

Calabi–Yau space – Complex Kahler manifold with
vanishing first Chern class.

Compactify (n. compactification) – To consider a field or
string theory in a spacetime some of whose spatial
dimensions are compact.

Dirichlet boundary condition – The boundary condition
which fixes the value of a field on the boundary.



382 Branes and Black Hole Statistical Mechanics
Duality Equivalence of systems which appear to be
distinct. For string theories, such equivalences relate
string theories on different spacetimes as well as
theories with different coupling constants.

Einstein–Hilbert action – The standard action for gravity
which leads to Einstein’s equation,
S = (1=16�G)

R
ddx

ffiffiffi
g
p

R, where R is the Ricci scalar,
g denotes the determinant of the metric, and G is
Newton’s gravitational constant.

Instanton – A classical solution of Euclidean field theory
with finite action.

Kaluza–Klein gauge field – In a compactified theory, the
gauge field which arises from the metric of the higher-
dimensional theory.

K3 – The unique Calabi–Yau manifold in four dimensions
having an SU(2) holonomy.

Loop levels – In a Feynman diagram expansion of a field
theory, terms which contribute in higher orders of the
Planck constant �h.

Macroscopic entropy – Entropy associated with gravita-
tional backgrounds via the Bekenstein–Hawking for-
mula or its generalization.

Microscopic entropy – Entropy which follows from the
degeneracy of states of a system via Boltzmann’s
relation.

Minimally coupled scalar – A scalar field whose equation
of motion is the standard Klein–Gordon equation
where the derivatives are covariant derivatives.

Neveu–Schwarz/Neveu–Schwarz states – In type I and II
string theories, bosonic closed-string states whose left-
and right-moving parts are bosonic.

No-hair theorem – A theorem in general relativity which
states that black holes with nonsingular horizons are
uniquely characterized by their mass, angular
momenta, and charges which can couple to long-
range gauge fields.

Orbifold – A coset space M=G where G is a group of
discrete symmetries of a manifold M. If G has a fixed
point, the space is singular.

p-Form – A fully antisymmetric p-index tensor.
Ramond–Ramond states – In type I and II string theories,

bosonic closed-string states whose left- and right-
moving parts are fermionic.

Reissner–Nordstrom black hole – Black hole solution of
general relativity with electric Maxwell charge.

Sn – n-Dimensional sphere.
Supergravity – Supersymmetric extension of general

relativity.
Supersymmetry – A symmetry between bosons and

fermions.
Threshold bound state – A bound state which is margin-
ally bound, that is, the binding energy is zero.

Tree level – In a Feynman diagram expansion of a field
theory, terms which contribute to lowest order of the
Planck constant �h.

U(N) – The group of N �N unitary matrices. If the
determinant is unity, the subgroup is called SU(N).
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Introduction

Watching the sea or a lake it is often possible to
trace a wave as it propagates on the water’s surface.
One can roughly distinguish two types of breaking
waves. All waves break while reaching the shore but
certain waves break far from the shore. In the first
case, the change in water depth or the presence of an
obstacle (e.g., a rock) seems to cause wave breaking,
while for certain waves within the second category,
these factors appear not to be essential. It is a matter
of observation that for many waves that break in the
open water a drastic increase in their slope near
breaking is noticeable. This leads us to the following
mathematical definition: the wave profile gradually
steepens as it propagates until it develops a point
where the slope is vertical and the wave is said to
have broken (Whitham 1980). Throughout this
article, we are concerned with wave breaking that
is not caused by a drastic change of the topography
of the bottom; for a discussion of wave breaking at
the beach we refer to Johnson (1997). The governing
equations for water waves (see the next section) are
too difficult to be dealt with in their full generality.
Therefore, to gain some insight, one has to find
simpler models that are more tractable mathemati-
cally. Investigating the properties of the model,
certain predictions can be made. The conclusions
reached will reflect reality only to some limited
extent. The value of a model depends on the number
and the degree of accuracy of physically useful
deductions that can be made from it – the ‘‘truth’’ of
the model is meaningless as all experiments contain
inaccuracies and effects other than those accounted
for (while deriving the model) cannot be totally
excluded. We intend to discuss the way in which a
recent model due to Camassa and Holm (1993) can
lead to a better understanding of breaking water
waves. Firstly we survey a few classical nonlinear
partial differential equations that model the propa-
gation of water waves over a flat bed (within the
confines of the linear theory one cannot cope with
the wave breaking phenomenon) and discuss their
relevance to the study of breaking waves. We then
analyze the breaking of waves within the context of
the Camassa–Holm equation: existence of breaking
waves, criteria that guarantee that a certain initial
shape develops into a breaking wave, specific

features of wave breaking (blow-up rate and blow-
up set for certain types of breaking waves). We
conclude the presentation with a discussion of the
way in which solutions to the Camassa–Holm
equation can be continued after wave breaking.

The Governing Equations

The water waves that one typically sees propagating
on the surface of the sea or on a lake are, as a matter
of common experience, approximately two dimen-
sional. That is, the motion is identical in any direction
parallel to the crest line. To describe these waves, it
suffices to consider a cross section of the flow that is
perpendicular to the crest line. Choose Cartesian
coordinates (x, y) with the y-axis pointing vertically
upwards and the x-axis being the direction of wave
propagation, while the origin lies at the mean water
level. Let (u(t, x, y), v(t, x, y)) be the velocity field of
the flow, let y = � d be the flat bed (for some fixed
d > 0), and let y = �(t, x) be the water’s free surface.
Homogeneity (constant density) is a physically reason-
able assumption for gravity waves (Johnson 1997),
and it implies the equation of mass conservation

ux þ vy ¼ 0 ½1�

The inviscid setting is realistic since experimental
evidence confirms that the length scales associated
with an adjustment of the velocity distribution due to
laminar viscosity or turbulent mixing are long com-
pared to typical wavelengths. Under the assumption of
inviscid flow the equation of motion is Euler’s equation

ut þ uux þ vuy ¼ �Px

vt þ uvx þ vvy ¼ �Py � g
½2�

where P(t, x, y) denotes the pressure and g is the
gravitational constant of acceleration. The free
surface decouples the motion of the water from
that of the air so that (Johnson 1997) the dynamic
boundary condition

P ¼ P0 on y ¼ �ðt; xÞ ½3�

must hold if we neglect surface tension, where P0 is
the (constant) atmospheric pressure. Moreover,
since the same particles always form the free surface,
we have the kinematic boundary condition

v ¼ �t þ u�x on y ¼ �ðt; xÞ ½4�

On the flat bed we have the kinematic boundary
condition

v ¼ 0 on y ¼ �d ½5�
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expressing the fact that the flow is tangent to the
horizontal bed (or, equivalently, that water cannot
penetrate the rigid bed). The governing equations
for water waves are [1]–[5]. Other than the fact that
they are highly nonlinear, a main difficulty in
analyzing the governing equations lies in the fact
that we deal with a free boundary problem: the free
surface y = �(t, x) is not specified a priori. In our
discussion, we suppose that initially (at time t = 0), a
disturbance of the flat surface of still water was
created and we analyze the subsequent motion of
the water. The balance between the restoring gravity
force and the inertia of the system governs the
evolution of the mass of water and our primary
objective is the behavior of the free surface.

An important category of flows are those of zero
vorticity, characterized by the additional assumption

uy ¼ vx ½6�

The vorticity of a flow, != uy � vx, measures the local
spin or rotation of a fluid element. In flows for which
[6] holds the local whirl is completely absent and for
this reason such flows are called irrotational. Relation
[6] ensures the existence of a velocity potential, namely
a function �(t, x, y) defined up to a constant via

�x ¼ u; �y ¼ v

Notice that [1] ensures that � is a harmonic
function, that is, (@2

x þ @2
y )�= 0. In this way, the

powerful methods of complex analysis become
available for the study of irrotational flows. Thus,
while most water flows are with vorticity, the study
of irrotational flows can be defended mathemati-
cally on grounds of beauty. Concerning the physical
relevance of irrotational water flows, experimental
evidence indicates that for waves entering a region
of still water the assumption of irrotational flow is
realistic (Johnson 1997). Moreover, as a conse-
quence of Kelvin’s circulation theorem (Acheson
1990), a water flow that is irrotational initially has
to be irrotational at all later times. It is thus
reasonable to consider that water motions starting
from rest will remain irrotational at later times.

Nonlinear Model Equations

Starting from the governing equations [1]–[6] one can
derive a variety of model equations using the non-
dimensionalization and scaling approach: a suitable
set of nondimensional variables is introduced, which,
after scaling, leads to the appearance of parameters.
The sizes and relative sizes of these parameters then
govern the type of phenomenon that is of interest. An
asymptotic expansion in one or several parameters

yields an equation that is usually of significance in
some region of space/time. The aim of this process is to
obtain a simpler model that can be used to gain some
understanding and to make some predictions for
specific physical processes. This scaling method yields
the Korteweg–de Vries (KdV) equation

�t þ ��x þ �xxx ¼ 0; t > 0; x 2 R ½7�

as a model for the unidirectional propagation of
shallow water waves over a flat bed (Johnson 1997).
In [7] the function �(t, x) represents the height of the
water’s free surface above the flat bed. We would
like to emphasize that the ‘‘shallow water’’ regime
does not refer to water of insignificant depth – it
indicates that the typical wavelength is much larger
than the typical depth (e.g., tidal waves are
considered to be shallow water waves although
they affect the motion of the deep sea). The KdV
model admits the solitary wave solutions

�cðt; xÞ ¼ 3c sech2

ffiffiffi
c
p

2
ðx� ctÞ

� �
; c 2 R ½8�

For any fixed c > 0, the profile �c propagates without
change of form at constant speed c on the surface on
the water, that is, it represents a traveling wave. Since
the profiles [8] of the traveling waves drop rapidly to
the undisturbed water level �= 0 ahead and behind the
crest of the wave, �c are called solitary waves. Notice
that [8] shows that taller solitary waves travel faster.
They have other special properties: an initial profile
consisting of two solitary waves, with the taller
preceding the smaller one, evolves in such a way that
the taller wave catches up the other, there is a period of
complicated nonlinear interaction but eventually both
solitary waves emerge completely unscathed! This
special type of nonlinear interaction (the superposition
principle is not valid since KdV is a nonlinear
equation) in which solitary waves regain their form
upon collision occurs only for special equations, in
which case the solitary waves are called solitons. A
further interesting property of the KdV model, relevant
for the understanding of the interaction of solitons, is
the fact that it is completely integrable (McKean
1998): there is a transformation which converts the
equation into an infinite sequence of linear ordinary
differential equations which can be trivially integrated.
Moreover, the KdV-solitons �c are stable: an initial
profile that is close to the form of a soliton will evolve
into a wave that at any later times has a form close to
that of a soliton (Benjamin 1972). Despite all these
intriguing features of the KdV-model, for all initial
profiles x 7! �(0, x) within the Sobolev space H1(R) of
square-integrable functions with a square-integrable
distributional derivative, eqn [7] has a unique solution
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defined for all times t � 0 (cf. Kenig et al. (1996)) so
that the KdV model cannot be used to shed light on the
wave breaking phenomenon.

Whitham (1980) suggested the equation

�t þ ��x þ
Z

R

kðx� yÞ�yðt; yÞdy ¼ 0 ½9�

for the free surface profile x 7! �(t, x), with the
singular kernel

kðxÞ ¼ 1

2�

Z
R

tanh ð�Þ
�

� �1=2

ei�xd�

to model wave breaking. It can be shown
(see Constantin and Escher (1998) and references
therein) that [9] describes wave breaking: there are
smooth initial profiles x 7! �(0, x) such that the
resulting unique solution of [9] exists on a maximal
time interval [0, T) with

sup
ðt;xÞ2½0;TÞ�R

f�ðt; xÞg <1

inf
x2R
f�xðt; xÞg ! �1 as t " T

(the solution remains bounded but its slope becomes
infinite in finite time). However, in contrast to the KdV
model, eqn [9] is not integrable and does not possess
soliton solutions. As emphasized by Whitham (1980),
it is intriguing to find models for water waves which
exhibit both soliton interaction and wave breaking.

The Camassa–Holm equation

�t � �txx þ 3��x ¼ 2�x�xx þ ��xxx ½10�

was first obtained by Fokas and Fuchssteiner (1981/
82) as a nonlinear partial differential equation with
infinitely many conservation laws. Camassa and Holm
(1993) derived [10] as a model for shallow water
waves, established that the equation possesses soliton
solutions and found that it is formally integrable (for
a discussion of the integrability issues we refer
to Constantin (2001), and Lenells (2002)). Moreover,
the solitons of [10] are stable (Constantin and Strauss
2003). An astonishing plentitude of structures is
tied into the Camassa–Holm equation: [10] is a re-
expression of geodesic flow on the diffeomorphism
group (Constantin 2000, Kouranbaeva 1999), a
property that can be used to show that the least action
principle holds in the sense that there is a unique flow
transforming a wave profile into a nearby profile
within the class of flows that minimize the kinetic
energy (see the discussion in Constantin (2000) and
Constantin and Kolev (2003)). Interestingly, the
Camassa–Holm equation also models wave breaking.
More precisely (see the discussion in Constantin
(2000)), for any initial data x 7! �0(x) = �(0, x) in

H3(R) there is a unique solution of [10] defined on
some maximal time interval [0, T) and the solution
stays uniformly bounded on [0, T) with

lim
t "T

�
inf
x2R
f�xðt;xÞgðT � tÞ

�
¼ �2 if T <1

In addition to this, for a large class of initial data, there
is precisely one point where the slope of the wave
becomes infinite at breaking time (Constantin 2000): if
�0 6� 0 is odd and such that �0(x)� �000(x) � 0 for all
x � 0, then the corresponding wave t 7! [x 7! �(t, x)]
will break in finite time T <1 and

lim
t"T

�xðt;0Þ ¼ �1

whereas

j�xðt; xÞj � Kþ K
coshðxÞ
jsinhðxÞj

t 2 ½0;TÞ; x 6¼ 0

for some constant K > 0. Thus, the Camassa–Holm
model is an integrable infinite-dimensional Hamil-
tonian system with stable solitons and eqn [10]
admits also breaking waves as local solutions (see
Constantin and Escher (1998) and McKean (1998)
and references therein for further results on wave
breaking for the Camassa–Holm equation).

We conclude our discussion by pointing out that it
is possible to continue solutions of the Camassa–
Holm equation past the breaking time. For this
purpose it is convenient to rewrite [10] as the
nonlinear nonlocal conservation law

�t þ ��x þ
1

2
@x

Z
R

e�jx�yj �2 þ �
2
x

2

� �
dy ¼ 0 ½11�

reminiscent to some extent to the form of [7] and [9]
and obtained by formally applying the operator
(1� @2

x )�1 to [10] in view of the fact that

ð1� @2
xÞ
�1f ¼ P � f for f 2L2ðRÞ

the kernel of the convolution being

PðxÞ ¼ 1
2e
�jxj; x2R

By introducing a new set of independent and depen-
dent variables it is possible to resolve all singularities
due to wave breaking in the sense that [11] is
transformed into a semilinear system, the unique
solution of which can be obtained as a fixed point of
a contractive operator (Bressan and Constantin 2005).
In terms of [11], a semigroup of global conservative
solutions (in the sense that the total energy

1

2

Z
R

ð�2 þ �2
xÞdx
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equals a constant, for almost every time), depending
continuously on the initial data �(0, 	 ) 2 H1(R), is
thus constructed.

See also: Compressible Flows: Mathematical Theory;
Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Integrable Systems:
Overview; Interfaces and Multicomponent Fluids.
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Introduction

The BRST symmetry was originally introduced in the
seminal papers by Becchi et al. (1976) and Tyutin (1975)
for Yang–Mills gauge theories as a tool for controlling
the renormalization of the models in a consistent (gauge-
independent) way. This symmetry was discovered as a
residual symmetry of the gauge-fixed action. It was
realized later that, in fact, the BRST construction is quite
general, in the sense that it covers arbitrary gauge
theories and not just Yang–Mills gauge models.
Furthermore, it is intrinsic, in that no gauge choice is
actually necessary to define it.

The purpose of this review is to explain the general,
intrinsic features of the BRST formalism applicable to
‘‘any’’ gauge theory. The proper setting for discussing
these issues is that of homological algebra (Stasheff
(1998), and references therein). This article first explains

the necessary algebraic material underlying the con-
struction and then illustrates it in the cases of the
Hamiltonian BRST formalism and the Lagrangian
BRST formalism.

A Result from Homological Algebra

The main result of homological algebra needed in
the BRST construction deals with a differential
complex C with two gradings. The first grading is
an N-degree and is called the ‘‘resolution degree,’’ or
‘‘r-degree.’’ The second grading is a Z-degree and is
called the total ghost number. It is denoted by gh.
We assume that there are two odd derivations � and
s0 that have the following properties:

rð�Þ ¼ �1; ghð�Þ ¼ 1

rðs0Þ ¼ 0; ghðs0Þ ¼ 1
½1�

and

�2 ¼ 0; s0� þ �s0 ¼ 0; s2
0 ¼ �½�; s1� ½2�
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for some derivation s1 of r-degree 1 and ghost
number 1. The bracket [� ,�] is the graded commu-
tator – in this specific case, the anticommutator. We
also assume that the homology of � vanishes at
nonzero value of the r-degree, both in the original
complex C,

Hkð�; CÞ ¼ 0; k > 0 ½3�

(which is equivalent to �a ¼ 0, rðaÞ > 0 ) a ¼ �b)
and in the space of derivations,

½�; �� ¼ 0; rð�Þ 6¼ 0 ) � ¼ ½�; �� ½4�

where � and � are both derivations in C. The
r-degree of a homogeneous linear operator �
is defined through r(�(x)) = r(�)þ r(x) for any
element x 2 C and is negative when � decreases the
r-degree.

In H0(�, C), the (odd) derivation s0 defines a
differential. The cohomology of s0 modulo �,
denoted Hk(s0, H0(�, C)), is the cohomology of s0 in
H0(�, C). It is explicitly defined through the cocycle
condition

s0a ¼ �m ½5�

with coboundaries of the form

s0bþ �n ½6�

The central result underlying the BRST construc-
tion is:

Theorem 1 Given the above setting, there exists
an odd derivation s in C with the following
properties:

s ¼ � þ s0 þ s1 þ � � � ½7�

rðskÞ ¼ k; ghðskÞ ¼ 1 ½8�

s2 ¼ 0 ½9�

Furthermore, one has

Hkðs; CÞ ¼ Hkðs0;H0ð�; CÞÞ ½10�

The proof is straightforward (see, e.g.,
Henneaux and Teitelboim (1992)). In particular,
the proof of [10] is a standard spectral sequence
argument with a sequence that collapses after the
second step. It is interesting to note that, contrary
to s0, which is only a differential modulo �,s is a
true differential. The construction of s provides a
model for Hk(s0, H0(�, C)). The differential s is not
unique, but this does not affect the subsequent
discussion.

In physical applications, the total ghost number is
a derived quantity. The primary gradings are the
resolution degree and the ‘‘filtration degree’’ called
the pure ghost number and denoted pgh. It is an
N-degree and one has

gh ¼ pgh� r ½11�

The r-degree is known as the antighost or antifield
number, depending on the context (see below).
When r(x) = 0, one has gh(x) = pgh(x). Since the
pure ghost number is non-negative, this implies that

Hkðs; CÞ ¼ 0; k < 0 ½12�

A Geometric Application

Geometric Setting

Theorem 1 is relevant to the following situation.
Consider a surface � in a manifold M, defined by
equations

fa ¼ 0 ½13�

which may or may not be independent. (We assume
for definiteness that the variables in M are bosonic,
that is, that M is an ordinary manifold – as opposed
to a supermanifold. The graded case can be covered
without difficulty by including appropriate sign
factors at the relevant places.) Assume that � is
partitioned by orbits generated by vector fields X�

defined everywhere in M, tangent to � and closing
on � in the Lie bracket,

½X�;X�� ¼ C�
��X� þ ‘‘more’’ ½14�

where ‘‘more’’ denotes terms that vanish on �. We
assume, for simplicity, that the vector fields X� are
linearly independent of �, although this is not
necessary. The formalism can be developed in the
nonindependent case, but it then requires more vari-
ables. We are interested in the quotient space �=O of
the surface � by the orbits. To guide the geometrical
intuition, we shall assume that this quotient space is a
smooth manifold (the fiber of the orbits, etc.), and we
shall suggestively adopt notations adapted to this best
possible case. The approach, being purely algebraic, is
in fact more general. (Accordingly, the notations
should be understood with a liberal mind.)

The aim here is to describe the algebra of
‘‘observables,’’ that is, the algebra C1(�=O) of
functions on the quotient space �=O. The terminology
‘‘observables’’ anticipates the physical situation dis-
cussed below, where the orbits are the ‘‘gauge orbits.’’
In order to describe algebraically the algebra of
observables, one observes that this algebra is obtained
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through a two-step procedure. First, one restricts the
functions from M to �. Second, one imposes the
invariance condition along the orbits. To each of these
steps corresponds a separate differential.

Longitudinal Complex

The longitudinal complex is associated with the
second step. One can consider on � an ‘‘exterior
derivative operator D along the gauge orbits.’’ This
operator is defined on functions on � as

Df ¼ X�ðf ÞC� ½15�

where the 1-forms C� dual to the X ’s are called
ghosts. In the physical context, the form-degree is
the pgh described earlier, and so pgh(C�) = 1. The
action of D on the ghosts is given by

DC� ¼ �1
2C

�
��C�C� ½16�

The longitudinal complex L� is the complex of
exterior forms along the gauge orbits. In our
representation used here, it is given by the space
of polynomials in the ghosts C� with coefficients
that are functions on �. The exterior derivative D
is defined on this space by extending the formulas
[15] and [16] so that it is an odd derivation. One
clearly has (on �)

D2 ¼ 0 ½17�

The functions on the quotient space �=O are just the
elements of the zeroth cohomological group
H0(D,L�),

H0ðD;L�Þ ¼ C1ð�=OÞ ½18�

In general, Hk(D,L�) 6¼ 0.

Koszul–Tate Differential �

The Koszul–Tate differential � implements the first
step in the reduction procedure. More precisely, it
provides an algebraic resolution of the algebra
C1(�) of the smooth functions on the surface �.

That algebra can be identified with the quotient
algebra

C1ð�Þ ¼ C1ðMÞ=N ½19�

where N is the ideal of functions that vanish on �.
The Koszul–Tate complex K is defined by adding
one new generator for each equation fa = 0 defining
�, denoted t�a and assigned r-degree 1. In the algebra
C1(M)� ^(t�a) (where ^(t�a) is the exterior algebra
on t�), one defines � through

�f ¼ 0 8f 2 C1ðMÞ; �t�a ¼ fa ½20�

and extends it as an odd derivation. It is clear
that r(�) = �1 and that �2 = 0. Because the

functions on M are annihilated by �, they are
clearly cycles at r-degree zero. Because the left-
hand side fa of the equations fa = 0 are exact
(equal to �t�a), the ideal N coincides with the set
of boundaries in degree zero.
Thus,

H0ð�;KÞ ¼ C1ð�Þ ½21�

We see accordingly that � successfully enforces the
restriction to the surface � through its homology in
degree zero.

However, if the equations fa = 0 are not indepen-
dent, this is not the end of the story. Indeed, any
identity Za

Afa = 0 on the functions fa leads to a
nontrivial cycle Za

At�a in r-degree 1, �(Za
At�a) = 0. This

is undesirable. To cure this drawback, one intro-
duces further generators t�A in r-degree 2, one for
each identity Za

Afa = 0, and defines

�t�A ¼ Za
At�a; rðt�AÞ ¼ 2 ½22�

in order to ‘‘kill’’ the unwanted cycles Za
At�a. The

Koszul complex K is thus enlarged to contain these
new (even) variables and redefined as

K ¼ C1ðMÞ � ^ðt�aÞ � Sðt�AÞ ½23�

where S(t�A) is the symmetric algebra in t�A. The
operator � is extended to K as an odd derivation.
One has �2 = 0 and the property [21] is unaffected
by the inclusion of the new generators. Furthermore,
by construction,

H1ð�;KÞ ¼ 0 ½24�

If there is no ‘‘identity on the identities,’’ we shall
assume that the process stops. Otherwise, one needs
to introduce further generators in r-degree 3 and
possibly higher. When all the appropriate variables
are included, there is no homology at higher
r-degree. Thus,

Hkð�;KÞ ¼ 0; k > 0 ½25�

Combining � with D

We now turn to the problem of combining the
Koszul–Tate complex with the longitudinal com-
plex, so as to implement the full reduction. To that
end, we define C by adding the ghosts to K,

C ¼ K � ^ðC�Þ ¼ 0 ½26�

We then extend the action of the Koszul–Tate
differential in the simplest way which preserves all
gradings, namely

�C� ¼ 0 ½27�
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It is clear that the homology of � in C is given by

H0ð�; CÞ ¼ L�; Hkð�; CÞ ¼ 0 ðk > 0Þ ½28�

One can also extend the longitudinal derivative
D to the whole complex C because the vector fields
X� are defined throughout M and so, the defini-
tions [15] and [16] make sense in C. One defines
the action of D on the generators t� by requiring
that

D� þ �D ¼ 0 ½29�

This is easily verified to be possible. However, the
(odd) derivation so obtained fails to be a differential
in C when the vector fields X� do not close off the
surface �. In that case, the gauge transformations
are not integrable off �; one says that they form an
‘‘open algebra.’’ One has then D2 = 0 only on �, or,
more precisely,

D2 ¼ ��s1 � s1� ½30�

for some (odd) derivation s1 (that vanishes in the
‘‘closed algebra’’ case). But this situation is precisely
the one discussed earlier, with the Koszul–Tate
differential being indeed �, as anticipated by the
notation, and the longitudinal differential D playing
the role of s0 (the degrees also match). Applying the
theorem discussed there, we can conclude:

Theorem 2 There exists a differential s in C,

s ¼ � þDþ s1 þ � � � ; s2 ¼ 0 ½31�

such that

H0ðs; CÞ ¼ C1ð�=OÞ ½32�

This is an immediate consequence of Theorem 1
and eqns [18] and [28]. The differential s is known
in the physical applications described below as the
BRST differential.

Hamiltonian BRST Construction

As a first application of the above setting, we
consider the Hamiltonian description of gauge
systems. As already known, gauge systems are
characterized in the Hamiltonian description by
constraints and, for this reason, are called ‘‘con-
strained Hamiltonian systems.’’ Furthermore, the
gauge transformations generate gauge orbits on the
constraint surface and the physical observables are
the functions on the quotient space of the constraint
surface by the gauge orbits.

A further important feature arises in the Hamilto-
nian formalism: the gauge transformations are

canonical transformations that are generated by the
first-class constraints. Assuming that all the second-
class constraints have been eliminated and that the
bracket being used is the Dirac bracket, one sees
that there is a vector field X� for each constraint
function fa,� � a. (The functions fa are thus
assumed to be independent since the vector fields
X� are assumed to be so. If not, further variables are
needed, but the analysis proceeds along the same
ideas.)

This implies, in turn, that there is a pairing between
the ghosts Ca associated with the longitudinal exterior
derivative and the generators t�a of the Koszul–Tate
complex. This pairing enables one to extend the
bracket structure defined on the phase space to the
pairs (Ca, t�a) by declaring that these are canonically
conjugate. The variables t�a are the momenta conjugate
to the ghosts, [t�a,Cb] = �b

a . Accordingly, the complex C
relevant to the Hamiltonian situation,

C ¼ C1ðPÞ � ^ðCaÞ ^ ðt�aÞ ½33�

has a phase-space structure (here, P �M is the
manifold obtained after eliminating the second-class
constraints, equipped with the Dirac bracket). The
space C is known as the ‘‘extended phase space.’’
The r-degree is called ‘‘antighost number’’ in the
Hamiltonian context.

By the general theorem described in the previous
section, one knows that the cohomology at gh = 0 of
the BRST differential is isomorphic to the algebra of
the observables. Thus, there are two alternative
ways to describe this physical algebra, either
through reduction, by eliminating the redundant
(gauge) variables, or cohomologically in an extended
space containing additional variables, the ghosts,
and their momenta.

There is an additional interesting feature of the
BRST construction in the Hamiltonian case: the
BRST transformation is a canonical transformation
in the extended phase space, in the sense that

sF ¼ ½�; F� ½34�

for some ‘‘BRST generator’’ � of ghost number 1
(F, � 2 C). The nilpotency s2 of the BRST differen-
tial is equivalent to

½�;�� ¼ 0 ½35�

That s is canonically generated implies that the
cohomological BRST groups come with a natural
bracket structure: the Poisson bracket of the extended
phase space passes on to the BRST cohomological
groups. In particular, H0(s, C), equipped with this
bracket structure, is isomorphic (as Poisson algebra)
to the algebra of physical observables.
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Lagrangian BRST Construction

The analysis of the Lagrangian BRST construc-
tion, due to Batalin and Vilkovisky (1981) (‘‘anti-
field formalism’’), proceeds in the same way because
the covariant description of the space of observables
involves also the same geometric ingredients. The
surface � is now the ‘‘stationary surface,’’ that is,
the space of solutions to the equations of motion.
The space M in which it is embedded is the space of
all field histories. The gauge symmetry acts on this
space. Furthermore, the gauge vector fields are
tangent to � since a solution is mapped on a
solution by a gauge transformation. The integral
submanifolds are the gauge orbits. The observables
are the functions on the quotient space.

Since the equations of motion follow from an
action principle, there are as many equations as
there are fields ’i. The corresponding generators t�a
in the Koszul–Tate complex (at degree 1) are called
‘‘antifields conjugate to the fields’’ and are denoted
’�i . The r-degree is known as ‘‘antifield’’ (or also
‘‘antighost’’) number. The gauge symmetry of the
action implies Noether identities on the equations of
motion. These are, therefore, not independent.
According to the above general discussion, there
are further generators in the Koszul–Tate complex,
at degree 2. More precisely, there are as many new
generators in degree 2 as there are Noether identities
or independent gauge symmetries. These are called
antifields conjugate to the ghosts and denoted C��.

In the longitudinal complex, one has the ghosts C�,
with as many ghosts as there are gauge symmetries.
Thus, the BRST complex is the space

C ¼ C1ðMÞ � ^ðC�Þ � ^ð’�i Þ � SðC��Þ ½36�

where M is the space of all field histories. There is
now a natural pairing between the original field
variables ’i and the antifields ’�i , as well as between
the ghosts C� and the antifields C��. One thus defines
a bracket in which the fields ’i and the ghosts C� on
the one hand, and the antifields ’�i and C�� on the
other, are declared to be conjugate. This bracket is
denoted by parentheses,

ð’i; ’�j Þ ¼ �i
j; ðC�;C��Þ ¼ ��� ½37�

However, since the bracket pairs variables with
degrees that add up to �1, it is in fact an ‘‘odd
bracket,’’ called the ‘‘antibracket.’’

The BRST differential is again canonically gener-
ated, but this time in the antibracket,

sF ¼ ðS; FÞ; F 2 C ½38�

where the generator S is an even function of the
fields, the ghosts and the antifields, with gh = 0 (the

ghost number is carried by the odd antibracket).
The nilpotency s2 = 0 of the BRST differential is
equivalent to the crucial ‘‘master equation,’’

ðS; SÞ ¼ 0 ½39�

Because the BRST differential is canonically
generated, there is a natural bracket in cohomology.
This bracket is not the Poisson bracket of observa-
bles (at gh = 0) because it changes the ghost number
by one unit. One can, however, relate it to the
Poisson bracket of observables (Barnich and Hen-
neaux 1996); furthermore, it plays an important role
in the study of the consistent deformations of the
action.

Spacetime Locality

In the context of local field theory, one is often
interested in a particular class of functions of the
field histories, namely the so-called space of local
functionals. A local functional is, by definition, the
integral of a local n-form (where n is the spacetime
dimension). A local n-form reads, in local
coordinates,

! ¼ f ðxÞ dnx ½40�

where f (x) depends on the fields at x as well as on a
finite number of their derivatives. When the ghosts
and the antifields are included, the local functions
depend on them in the same way.

The previous general cohomological result was
derived in the space of all function(al)s, without locality
restriction. When changing the space of cochains, one
may change the cohomology. For instance, a local
functional which is BRST-trivial in the space of all
functionals may become nontrivial in the space of local
functionals. This indeed happens here because the
homology of the Koszul–Tate differentials usually no
longer vanishes at strictly positive r-degree in the space
of local functionals, where it is related to local
conservation laws. As a result, the analysis of the
BRST cohomology in the space of local functionals is
an interesting and nontrivial problem. In particular, the
cohomological groups Hk(s) in the space of local
functionals may not vanish at negative ghost numbers.

BRST Quantization

The quantization of a dynamical system can proceed
along different lines. For gauge models, the path-
integral approach is most efficiently pursued in the
context of the antifield formalism. We shall briefly
outline here the general principles underlying the
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operator approach, which is based on the Hamiltonian
formalism.

In the operator approach, all the variables,
including the ghosts and the conjugate momenta,
are realized as operators in a space endowed with a
nonpositive-definite inner product (because of the
ghosts and the gauge modes). Real dynamical
variables become formally Hermitian operators.
Ignoring anomalies, the BRST generator � becomes
an operator that fulfills the conditions

�� ¼ �; �2 ¼ 0 ½41�

(which allows for nontrivial solutions � 6¼ 0 because
the inner product is not positive definite). The
second relation is a consequence of the classical
Poisson bracket relation [�,�] = 0 and the fact that
the graded Poisson bracket of two odd objects
becomes the anticommutator.

To remove the ghost and gauge redundancy, which
has no physical content, one must impose a condition
that selects physical states. The appropriate condition
is motivated by the general cohomological result
connecting the BRST cohomology with the algebra of
physical observables. One imposes the condition

�j i ¼ 0 ½42�

Because of [41], states of the form �j�i are solutions
of [42], but they have a vanishing inner product with
any other physical states, including themselves. They
are called null states. The physical states are given by
the BRST state cohomology. The physical operators
are given by the BRST operator cohomology at
gh = 0 and induce a well-defined action in the state
cohomology. In particular, the Hamiltonian, being
gauge invariant in the original theory, is represented
by a BRST cohomological class, so that the time
evolution maps physical states on physical states.

The whole scheme is (formally) consistent because
exact BRST operators have vanishing matrix elements
between states annihilated by the BRST operator �,
while null states j�i are such that h jAj�i= 0 whenever
A is a BRST-closed operator, [A, �] = 0, and j i a
physical state. Problems may arise, however, if the
classical relations [�, �] = 0 and [H,�] = 0 are not
satisfied in presence of extra terms of order �h,that is,

�2 6¼ 0 or H�þ �H 6¼ 0 ½43�

In such cases, one says that they are anomalies. These
are usually fatal to the consistency of the theory.

Some Applications

The number of applications of the BRST formalism
is so large that it would be out of place to try being

exhaustive here. Some of its main successes are
outlined here, with suggesti ons for ‘‘Furt her readi ng.’’

Renormalization of Gauge Theories

First, there is the original context of perturbative
renormalization and anomalies for gauge theories of
the Yang–Mills type. The relevant cohomology here
is the BRST cohomology in the space of local
functionals involving the fields, the ghosts, and the
antifields. The antifields are also known in this
context as Zinn-Justin sources for the BRST varia-
tions of the fields and ghosts, since Zinn-Justin was
the first to introduce them (with that meaning).
Many authors have contributed to the full computa-
tion of the local BRST cohomology. A review is
given in Barnich et al. (2000), where extensions to
other theories are also indicated.

String Theory

Modern string theory would be inconceivable with-
out the BRST formalism. This started with the
pioneering paper by Kato and Ogawa (1983), where
the critical dimension of the bosonic string was
derived from the condition that �2 should vanish
(quantum mechanically), and where it was shown
that the string physical states could be identified
with the state BRST cohomology. The reader is
referred to excellent monographs on modern string
theory (see ‘‘Furt her readi ng’’).

Deformations of Gauge Models

The study of consistent deformations of a given
gauge theory (i.e., the problem of introducing
consistent couplings) is also efficiently dealt with in
the BRST context. References to applications may
be found in Henneaux (1998).

See also: Anomalies; Batalin–Vilkovisky Quantization;
BF Theories; Constrained Systems; Functional
Integration in Quantum Physics; Graded Poisson
Algebras; Indefinite Metric; Perturbative Renormalization
Theory and BRST; Quantum Chromodynamics; Quantum
Field Theory: A Brief Introduction; Renormalization:
General Theory; String Field Theory; Supermanifolds;
Topological Sigma Models.
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The study of algebras of Hilbert space operators, closed
under the adjoint operation and in the weak operator
topology, was begun by John von Neumann shortly
after the discovery of quantum mechanics, and partly
with the aim of understanding the monolithic ideas
proposed by Heisenberg and Schrödinger.

Seventy-five years later, the theory of these
algebras has become a monolith in its own right
(see von Neumann Algebras: Introduction, Modular
Theory and Classification Theory; von Neumann
Algebras: Subfactor Theory), with more internal
structure and with more external reference to physics
and, as it turns out, to other areas of mathematics
than could possibly have been imagined at the outset.
(The most striking example of an application to
mathematics is perhaps the discovery of the Jones
knot polynomial (see The Jones Polynomial); note
that this has also had repercussions for physics.)

Twenty-five years after the beginning of the
theory of von Neumann algebras, as these algebras
are now called, Gelfand and Naimark noticed that a
second class of algebras of operators on a Hilbert
space, closed under the adjoint operation, was
worthy of study, namely those closed in the norm
topology. Gelfand and Naimark made two impor-
tant discoveries concerning this class of operator
algebras, now called C�-algebras.

First, Gelfand and Naimark showed that, in the
commutative case, at least when the C�-algebra is
considered only up to isomorphism – with its
identity as a concrete algebra of operators sup-
pressed – the information contained in a C�-algebra
is purely topological. More precisely, Gelfand and
Naimark showed that the category of unital
commutative C�-algebras, with unit-preserving
algebra homomorphisms (these necessarily preserve
the adjoint operation), is equivalent in a contra-
variant way (i.e., with reversal of arrows) to the
category of compact Hausdorff spaces, with con-
tinuous maps. The compact space associated with a

unital commutative C�-algebra under the Gelfand–
Naimark correspondence may be viewed as the
space of maximal proper ideals, with a natural
topology (the hull-kernel, or Jacobson, topology),
and is called the spectrum. This space may also be
viewed as the set of (unital, linear, multiplicative)
maps from the algebra into the complex numbers,
in which case the topology is that of pointwise
convergence.

Second, using this result, Gelfand and Naimark
proved that arbitrary C�-algebras could be axioma-
tized in a simple way abstractly, as �-algebras – that
is, as algebras over the complex numbers with a
conjugate linear anti-automorphism of order 2 – with
certain special properties. It is now known that the
only property that needs to be assumed is the
existence of a (necessarily unique) Banach space
norm related to the �-algebra structure by means of
the so-called C�-algebra identity:

x�xk k ¼ x�k k xk k ½1�

This is clearly related to – and in fact implies – the
normed algebra inequality

x yk k � xk k yk k ½2�

One reason that the Gelfand–Naimark axiomati-
zation of C�-algebras is important is that it under-
lines how natural it is to consider a C�-algebra
abstractly, i.e., independently of any particular
representation. Indeed, while one of the fundamen-
tal phenomena of von Neumann algebra theory
(discovered by Murray and von Neumann) is that,
essentially – in rather a strong sense – there is only
one way to represent a given von Neumann algebra
on a Hilbert space (and there is even a canonical
way, called the standard representation!), it is an
equally fundamental phenomenon of C�-algebra
theory that, except in extremely special cases, this
is no longer true.

For instance, although the C�-algebra of compact
operators on a given Hilbert space has, up to unitary
equivalence, only a single irreducible representation –
this is what underlies the fact, proved by von
Neumann, referred to as the uniqueness of the



Heisenberg commutation relations for a quantum-
mechanical system with finitely many degrees of
freedom – as soon as one considers a physical system
with infinitely many degrees of freedom, one finds that
the naturally associated C�-algebra has infinitely
many – indeed, uncountably many – unitary equiva-
lence classes of irreducible representations, and it is
impossible to parametrize these in any reasonable way.

This striking dichotomy presents itself also in
other contexts, more elementary perhaps than the
physics of infinitely many degrees of freedom.
Consider the dynamical system consisting of a circle
and a fixed rotation acting on it. If the rotation is of
finite order – i.e., if the angle is a rational multiple
of 2� – then the naturally associated C�-algebra is
relatively easy to study. In the case of angle zero, it
is the unital commutative C�-algebra with Gelfand–
Naimark spectrum the torus. In the general case of a
rational angle, the space of unitary equivalence
classes of irreducible representations is still naturally
parametrized by the torus. (And this is the same as
the space of primitive ideals – the kernels of the
irreducible representations – with the Jacobson
topology.)

In the irrational case – the case of a rotation by an
irrational multiple of 2� (still elementary from a
geometrical point of view; note that the calendar is
based on such a system!) – the irreducible represen-
tations are no longer parametrized up to unitary
equivalence by the torus – and the space of primitive
ideals consists of a single point – the C�-algebra is
simple. (But it is decidedly not simple to study!)

This fundamental dichotomy in the classification
of C�-algebras – conjectured by Gaarding and
Wightman in the quantum-mechanical setting and
by Mackey in the geometrical one – was established
by Glimm. Glimm proved (in the setting of separ-
ability; most of his results were generalized later
to the nonseparable case) that a large number of
a priori different ways that a C�-algebra could
behave well were in fact one and the same behavior:
either all present for a given C�-algebra, or all
catastrophically absent!

Some of the properties considered by Glimm, and
shown to be equivalent (for a separable C�-algebra)
were as follows. First of all, every representation of
the C�-algebra on a Hilbert space should be of type
I, i.e., should generate a von Neumann algebra of
type I. (A von Neumann algebra was said by Murray
and von Neumann to be of type I if it contained a
minimal projection of central support one, i.e., a
projection not contained in a proper direct sum-
mand and minimal with this property.) Second, in
every irreducible representation (not necessarily
injective) on a Hilbert space, the image of the

C�-algebra should contain the compact operators.
Third, any two irreducible representations with the
same kernel should be unitarily equivalent. Fourth,
it should be possible to parametrize the unitary
equivalence classes of irreducible representations by
a real number in a natural way (respecting the
natural Borel structure introduced by Mackey).

The first of the equivalent properties listed above,
that all representations of a C�-algebra should be of
type I, suggested a name for the property – that the
C�-algebra itself should be of type I. This property
of a C�-algebra, identified by Glimm – or, rather, its
opposite, which as mentioned above is much more
common (just as irrational numbers are more
common than rationals, or systems with infinitely
many degrees of freedom are, at least in theory,
much more common than those with finitely many
degrees of freedom) – is a fundamental unifying
principle of nature.

Besides commutative C�-algebras – as mentioned
above, just another way of looking at topological
spaces (compact Hausdorff spaces, that is) – and
besides the C�-algebra associated to a rotation or to
a physical system with infinitely many degrees of
freedom, what are some of the naturally occurring
examples of C�-algebras – of type I or not!

First, let us take a closer look at what arises from
a system with infinitely many degrees of freedom –
in the fermion case. As shown by Jordan and
Wigner, one obtains what, as a C�-algebra, is very
easy to describe, namely, just the infinite tensor
product in the category of unital C�-algebras of
copies of the algebra of 2� 2 matrices over the
complex numbers. As it happens, in work earlier
than that referred to above, Glimm had considered
such infinite tensor product C�-algebras, also allow-
ing the components to be matrix algebras of order
different from two. This raised a problem of
classification – for those C�-algebras, all of which
were simple and not of type I. (The only simple
unital C�-algebra of type I is a single matrix algebra,
or a finite tensor product of matrix algebras!)

In a pioneering classification paper (the first paper
on the classification of C�-algebras being perhaps
that of Gelfand and Naimark, in which the commu-
tative case was described), Glimm obtained the
classification of infinite tensor products of matrix
algebras, showing that it was a direct extension of
the classification of finite tensor products, i.e., just
of the matrix algebras themselves. As described later
by Dixmier, Glimm’s classification was as follows.
Given a sequence n1, n2, . . . of natural numbers
(equal to one or more), form the infinite product in
a natural way – just by keeping track of the total
number of times each prime number appears in the
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finite products n1 . . . nk (a multiplicity which may be
either finite or infinite). Call such a formal infinite
product a generalized integer – or, perhaps, a
supernatural number! Two (countably) infinite
tensor products of matrix algebras are isomorphic
(just as in the finite tensor product case) if and only
if the corresponding supernatural numbers are
equal.

In formulating Glimm’s classification of infinite
tensor products of matrix algebras in this way,
Dixmier pointed out that each supernatural number
determines a subgroup of the rational numbers
(those with denominator dividing the supernatural
number) and that every subgroup of the rational
numbers containing the integers arises in this way.
He then gave an alternative derivation of Glimm’s
theorem by recovering this subgroup of the rational
numbers as a natural invariant of the algebra,
namely, as the subgroup generated by the values
on projections of the unique normalized trace. (By a
trace is meant here a unitarily invariant positive
linear functional.) This could even be interpreted as
an alternative statement of Glimm’s theorem.

Soon afterwards, Bratteli considered an extension
of Glimm’s class of C�-algebras, namely, the
inductive limits of arbitrary sequences of finite-
dimensional C�-algebras, and gave a classification of
these algebras in terms of the embedding multiplicity
data in the sequences. This was exactly analogous to
the original classification of Glimm, but now vastly
more complex, with the multiplicity data of the
sequence encoded in what is now called a Bratteli
diagram. (Note that a finite-dimensional C�-algebra
is just a direct sum of matrix algebras over the
complex numbers.) Bratteli diagrams have proved to
be very important, and in particular have been shown
by Putnam and others to be useful for the study of
minimal homeomorphisms of the Cantor set.

Bratteli’s extension of Glimm’s tensor product
classification was followed by a corresponding
extension by the present author of Dixmier’s
approach to Glimm’s result. It was no longer
possible to express the appropriate data in terms of
traces (even in the case of a unique normalized
trace). Instead, the present author recalled the
concept of equivalence of projections introduced
by Murray and von Neumann forty years earlier,
together with the fact, proved by Murray and von
Neumann, that equivalence is compatible with
addition of orthogonal projections. (Two projec-
tions in a �-algebra are equivalent if they are equal
to x�x and xx� for some element x.) The resulting
elementary invariant – the set of equivalence classes
of projections with the operation of addition
whenever defined (whenever the equivalence classes

to be added have orthogonal representatives) – one
might refer to this as a local abelian semigroup –
which was used by Murray and von Neumann to
divide von Neumann algebras into what they called
types I, II, and III – was shown by the author to
determine Bratteli’s algebras up to isomorphism.

Bratteli called his algebras approximately finite-
dimensional C�-algebras, or AF algebras. The author
referred to his invariant simply as the range of the
(abstract) dimension, and pointed out that this
structure determined an enveloping ordered abelian
group, which he called the dimension group. It was
soon noticed that the dimension group was related
to the K-group introduced by Grothendieck in
algebraic geometry (see K-Theory), and by Atiyah
and Hirzebruch (see K-Theory) in topology.

Grothendieck’s K-group was defined for an arbi-
trary ring with unit, and Atiyah and Hirzebruch in
effect considered the special case of the ring of
continuous functions on a compact Hausdorff space –
in other words, a commutative C�-algebra – in the
process showing that the deep phenomenon of Bott
periodicity could be expressed in terms of this
invariant. The invariant itself (see below) is essen-
tially the same as that of Murray and von Neumann.
In the special case that the ring is an AF algebra, the
K-group coincides with the dimension group. (The
K-group has a natural ordered, or pre-ordered,
structure, although this was often suppressed.)

Let us consider the definition of the K-group of a
not necessarily unital C�-algebra; it is in this setting
that the statement of Bott periodicity attains its
simplest form.

First, in the unital case, one constructs the abelian
local semigroup (addition just partially defined) of
Murray–von Neumann equivalence classes of pro-
jections, as described above in the case of an AF
algebra. Let us call this the dimension range. As
stated above, for AF algebras this is all that needs to
be done – the enveloping group of the dimension
range is already the K-group. In the general case,
one must repeat the construction for the algebra of
2� 2 matrices over the given algebra, with the given
algebra considered as embedded as the upper left-
hand corner of the matrix algebra. The dimension
range of the given algebra then maps naturally into
(but not necessarily onto) the dimension range of the
matrix algebra. One should then repeat this con-
struction, doubling the order of the matrix algebra
at every stage (or, alternatively, increasing it just by
one). The enveloping group of the (algebraic)
inductive limit of this sequence of local semigroups
is then the K-group of the given algebra. (Alterna-
tively, one may just consider immediately the
�-algebra of all infinite matrices over the given
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C�-algebra with only finitely many nonzero entries,
and form the dimension range of this �-algebra – and
the enveloping group of this abelian local semi-
group, now in fact a semigroup.)

In the case of a nonunital C�-algebra, one adjoins
a unit (as may be done, for instance, by representing
the C�-algebra faithfully on a Hilbert space, and
showing that the C�-algebra obtained by adjoining
the identity operator is independent of the representa-
tion – actually, one need only check that the �-algebra
structure is unique, as the C�-algebra norm on a
C�-algebra is always determined by the �-algebra
structure). The K-group of the resulting unital
C�-algebra then maps naturally into the K-group of
the natural one-dimensional quotient, and the kernel
of this map is, for reasons that will become clearer
later, defined to be the K-group of the nonunital
algebra.

Atiyah and Hirzebruch in fact referred to the
K-group of the C�-algebra as K0 – the reason being
that there is another very natural group to consider,
namely, the K-group of the suspension of the
C�-algebra. (The suspension, SA, of a C�-algebra A
is defined as the C�-algebra of all continuous
functions from the real line R into A which converge
to zero at �1, with the pointwise �-algebra
operations and the supremum norm. It may also be
defined as the (unique) C�-algebra tensor product
A� C0(R), where C0(R) denotes the suspension of
the C�-algebra C of complex numbers.) Denoting
the K0-group of the suspension of a given C�-algebra
by K1, one might expect this process to continue,
but in fact it is periodic (K0, K1, K0, K1, . . .). Bott
periodicity states that there is a natural isomorphism
of K2 with K0. (C�-algebras can also be defined with
the field of real numbers as scalars, and in this case
the period of Bott periodicity is eight.)

Another way of stating Bott periodicity, or, more
precisely, of embedding it into the K-theory of
C�-algebras, is as follows. Given a short exact
sequence of C�-algebras,

0! J! A! A=J! 0 ½3�

i.e., given a C�-algebra A and a closed two-sided
ideal J (the quotient �-algebra is then a C�-algebra
with the quotient norm) – A is sometimes referred to
as an extension of J by A=J – consider the natural
short (not necessarily exact) sequences

K0ðJÞ ! K0ðAÞ ! K0ðA=JÞ ½4�

and

K1ðJÞ ! K1ðAÞ ! K1ðA=JÞ ½5�

(K0 and K1 are functors!). There exist natural connect-
ing maps K1(A=J)!K0(J) and K0(A=J)!K1(J) – the

first referred to as the index map, and the second
(sometimes referred to as the odd-order index map)
obtained from this immediately from Bott periodicity
(as stated above) – such that the periodic six-term
sequence

K0ðJÞ ! K0ðAÞ ! K0ðA=JÞ
" #

K1ðA=JÞ  K1ðAÞ  K1ðJÞ

is exact. (The periodicity stated above can also be
recovered from this.)

Given that the functor K0 classifies AF algebras,
one might expect the functor K1 to be useful for
classification purposes also. In fact, this is the case.
(Indeed, as shown by Brown, the K1-functor is
already important for the theory of AF algebras – in
spite of, or even because of (!), the fact that the
K1-group of an AF algebra is zero.) Using the six-
term exact sequence of Bott periodicity described
above, corresponding to an extension of C�-algebras,
together with results of the present author, Brown
showed that any extension of one AF algebra by
another is again an AF algebra.

A rather large class of simple unital C�-algebras
has by now been classified by means of the
invariants K0 and K1 – together with the class of
the unit in K0, and the order (or pre-order) structure
on K0 – and also taking into account the compact
convex set of tracial states on the C�-algebra
(a positive linear functional on a C�-algebra is called
a trace if it has the same value on x� x and x x� for
every element x, and a tracial state if it is a state,
that is, has norm 1, or has value 1 on the unit in the
case the algebra has a unit). In addition to the set of
tracial states, together with its natural topology and
convex structure, one should also keep track of the
natural pairing between traces and K0 (any trace on
a unital C�-algebra has the same value on two
equivalent projections – equal to x�x and x x� for
some element x – and hence gives rise to an additive
real-valued functional on K0).

In terms of these invariants (which might, broadly
speaking, be called K-theoretical), it has been
possible to classify the simple unital C�-algebras
(not of type I) arising as inductive limits (i.e., as the
completions of increasing unions) of sequences of
finite direct sums of matrix algebras over separable
commutative C�-algebras, these assumed to have
spectra of dimension at most three, on the one hand
(work of the present author together with Guihua
Gong and Liangqing Li, a culmination of earlier
work of these authors together with a number of
others), and, on the other hand, it has been possible
(work of Kirchberg and Phillips, also based on
earlier work by a number of authors) to classify the
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C�-algebra tensor products (in a natural sense) of
these C�-algebras with what is called the Cuntz
C�-algebra O1 (see below). In the first of these two
cases, the compact convex set of tracial states –
always a Choquet simplex – is an arbitrary (metriz-
able) such space.

In the second case, this space is empty (as it is for
O1 in particular). In both cases, K0 and K1 are
arbitrary countable abelian groups, with the proviso
that K0 is not the sum of a torsion group and a
cyclic group. In the first case, the order structure on
K0, the class of the unit element, and the pairing of
K0 with the space of traces have certain special
properties; as it turns out, these can be expressed in
a simple way. (The class of the unit need only be
positive and nonzero.) In the second case, the order
structure on K0 is degenerate – every element is
positive – and the class of the unit can be arbitrary
(including zero!).

Let us just note that the Cuntz C�-algebra O1 is
the unital C�-algebra generated by an infinite
sequence s1, s2, . . . of isometries with orthogonal
ranges (in other words, elements si such that s�i si is
the unit and s�j si = 0 if j 6¼ i). One need not require
the C�-algebra to have the universal property with
respect to these generators and relations as it is in
fact unique (up to an isomorphism preserving these
generators). In particular, this C�-algebra is simple.
(If one considers a finite sequence of isometries with
orthogonal ranges, and assumes in addition that the
sum of these is the unit, one also obtains a simple
C�-algebra, the Cuntz C�-algebra On, n = 2, 3, . . .).
The K0-group and K1-group of O1 are, respectively,
Z and 0. (The K0-group and K1-groups of On for
n = 2, 3, . . . are, respectively, Z=(n� 1)Z and 0.)

Both classes of C�-algebras considered in the
classification result stated above, although des-
cribed in rather a concrete way (in terms of
inductive limits and tensor products), can also be
characterized axiomatically, in a way that makes it
clear that they are, in fact, much more general than
they seem. (These axiomatizations are due to
Lin and to Kirchberg and Phillips. Typically, the
abstract axioms are easier to establish in a
given case than the inductive limit form described
above.)

In view of this, and the fact that one of the axioms
is a notion of amenability (the analogous property
for C�-algebras of a notion that has also been
considered for von Neumann algebras) and since
amenable von Neumann algebras (on a separable
Hilbert space) have been classified completely (in
remarkable work of Connes, together with many
others, starting with Murray and von Neumann –
and, one must also mention, ending with Haagerup,

who settled a particularly stubborn case), it is
natural to ask whether the K-theoretical invariants
described above might be sufficient to classify all
amenable separable C�-algebras, say, those which
are simple and unital.

The work of Villadsen has shown that additional
invariants must in fact be considered, if one is to
deal with arbitrary amenable simple C�-algebras,
and this has been confirmed in subsequent work of
Rørdam and of Toms. (Villadsen’s examples were
obtained by removing the condition of low dimen-
sion on the spectra of the commutative C�-algebras
appearing in the inductive limit decomposition
considered above.) The very nature of these authors’
work, however, has been to introduce additional
invariants, all of which it seems natural to consider
as, broadly speaking, K-theoretical. (And all of
which, as it happens, are already familiar.)

The question of the classifiability, in terms of
simple invariants (K-theoretical in nature, at least in
the broad sense, and including the spectrum which is
indispensable in the nonsimple case), of all (separ-
able) amenable C�-algebras would therefore still
appear to be on the agenda.

Already, in any case, just like the analogous
question for von Neumann algebras (now settled),
this question would appear to have had a noticeable
influence on the development of the subject – not
least in underlining the importance of K-theoretical
methods, which have proved to be pertinent both in
connection with the index theory of differential
operators on geometrical structures – from foliations
to fractals – and in connection with questions in
physics, related to quantum statistical mechanics
(see e.g., Quantum Hall Effect), to quantum field
theory (e.g., the standard model), and even to string
theory and M-theory.

See also: Axiomatic Quantum Field Theory; Bosons and
Fermions in External Fields; The Jones Polynomial;
K-Theory; Positive Maps on C *-Algebras; Quantum Hall
Effect; von Neumann Algebras: Introduction, Modular
Theory, and Classification Theory; von Neumann
Algebras: Subfactor Theory.
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Calibrated Geometry

‘‘Calibrated geometry,’’ introduced by Harvey and
Lawson (1982), is the study of special classes of
‘‘minimal submanifolds’’ N of a Riemannian mani-
fold (M, g), defined using a closed form ’ on M
called a calibration. For example, if (M, J, g) is a
Kähler manifold with Kähler form !, then complex
k-submanifolds of M are calibrated with respect to
’=!k=k!. Another important class of calibrated
submanifolds are special Lagrangian submanifolds
in Calabi–Yau manifolds, which is the focus of the
section ‘‘Special Lagrangian geometry.’’

Calibrations and Calibrated Submanifolds

We begin by defining ‘‘calibrations’’ and ‘‘calibrated
submanifolds.’’

Definition 1 Let (M, g) be a Riemannian manifold.
An ‘‘oriented tangent k-plane’’ V on M is a vector
subspace V of some tangent space TxM to M with
dimV = k, equipped with an orientation. If V is an
oriented tangent k-plane on M then gjV is a
Euclidean metric on V; so, combining gjV with the
orientation on V gives a natural volume form volV
on V, which is a k-form on V.

Now let ’ be a closed k-form on M. ’ is said to
be a calibration on M, if for every oriented k-plane
V on M, ’jV � volV . Here, ’jV =� � volV for some
� 2 R, and ’jV � volV if � � 1. Let N be an
oriented submanifold of M with dimension k. Then
each tangent space TxN for x 2 N is an oriented
tangent k-plane. We say that N is a calibrated
submanifold if ’jTxN = volTxN for all x 2 N.

It is easy to show that calibrated submanifolds
are automatically ‘‘minimal submanifolds.’’ We
prove this in the compact case, but noncompact
calibrated submanifolds are locally volume-minimizing
as well.
Proposition 2 Let (M, g) be a Riemannian mani-
fold, ’ a calibration on M, and N a compact
’-submanifold in M. Then N is volume-minimizing
in its homology class.

Proof Let dim N = k, and let [N] 2 Hk(M, R) and
[’] 2 Hk(M, R) be the homology and cohomology
classes of N and ’. Then

½’� � ½N� ¼
Z

x2N

’jTxN ¼
Z

x2N

volTxN ¼ VolðNÞ

since ’jTxN = volTxN for each x 2 N, as N is a
calibrated submanifold. If N0 is any other compact
k-submanifold of M with [N0] = [N] in Hk(M, R),
then

½’� � ½N� ¼ ½’� � ½N0� ¼
Z

x2N0
’jTxN0 �

Z
x2N0

volTxN0

¼ VolðN0Þ

since ’jTxN0 � volTxN0 because ’ is a calibration. The
last two equations give Vol(N) � Vol(N0). Thus, N
is volume-minimizing in its homology class. &

Now let (M, g) be a Riemannian manifold with a
calibration ’, and let � : N !M be an immersed
submanifold. Whether N is a ’-submanifold
depends upon the tangent spaces of N. That is, it
depends on � and its first derivative. So, for N to be
calibrated with respect to ’ is a first-order partial
differential equation on �. But if N is calibrated then
N is minimal, and for N to be minimal is a second-
order partial differential equation on �.

One moral is that the calibrated equations, being
first order, are often easier to solve than the minimal
submanifold equations, which are second order. So
calibrated geometry is a fertile source of examples of
minimal submanifolds.

Calibrated Submanifolds and Special Holonomy

A calibration ’ on (M, g) is only interesting if there
exist plenty of ’-submanifolds N in M, locally
or globally. Since ’jTxN = volTxN for each x 2 N,
’-submanifolds will be abundant only if the family
F’ of calibrated tangent k-planes V with ’jV = volV
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is ‘‘reasonably large’’ – say, if F’ has small
codimension in the family of all tangent k-planes V
on M. A maximally boring example is the k-form
’= 0, which is a calibration but has no calibrated
tangent k-planes, so no ’-submanifolds.

Thus, most calibrations ’ will have few or no
’-submanifolds, and only special calibrations ’ with
F’ large will have interesting calibrated geometries.
Now the field of Riemannian holonomy groups is a
natural companion for calibrated geometry, because
it gives a simple way to generate interesting
calibrations ’ which automatically have F’ large.

Let G � O(n) be a possible holonomy group of a
Riemannian metric. In particular, we can take G to be
one of the holonomy groups U(m), SU(m), Sp(m), G2,
or Spin(7) from Berger’s classification. Then G acts
on the k-forms �k(Rn)� on Rn, so we can look for
G-invariant k-forms on Rn. Suppose ’0 is a nonzero,
G-invariant k-form on Rn.

By rescaling ’0 we can be arrange that for each
oriented k-plane U � Rn, we have ’0jU � volU, and
that ’0jU = volU for at least one such U. Let H be the
stabilizer subgroup of this U in G. Then ’0j��U =
vol��U by G-invariance, so � �U is a calibrated
k-plane for all � 2 G. Thus, the family F 0 of
’0-calibrated k-planes in Rn contains G=H, so it is
‘‘reasonably large,’’ and it is likely that the calibrated
submanifolds will have an interesting geometry.

Now let M be a manifold of dimension n, and g
a metric on M with Levi-Civita connection r and
holonomy group G. Then there is a k-form ’ on M
with r’= 0, corresponding to ’0. Hence d’= 0,
and ’ is closed. Also, the condition ’0jU � volU for
all oriented k-planes U in Rn implies that ’jV �
volV for all oriented tangent k-planes V in M. Thus,
’ is a calibration on M. The family F’ of calibrated
tangent k-planes on M fibers over M with fiber F 0;
so, it is ‘‘reasonably large.’’

This gives a general method for finding interesting
calibrations on manifolds with reduced holonomy.
Here are the most significant examples.

� Let G = U(m) � O(2m). Then G preserves a
2-form !0 on R2m. If g is a metric on M with
holonomy U(m), then g is Kähler with complex
structure J, and the 2-form ! on M associated to
!0 is the Kähler form of g.

One can show that ! is a calibration on (M, g),
and the calibrated submanifolds are exactly the
‘‘holomorphic curves’’ in (M, J). More generally,
!k=k! is a calibration on M for 1 � k � m, and
the corresponding calibrated submanifolds are the
complex k-dimensional submanifolds of (M, J).
� Let G = SU(m) � O(2m). Then G preserves a

complex volume form �0 = dz1 ^ � � � ^ dzm on
Cm. Thus, a Calabi–Yau m-fold (M, g) with
Hol(g) = SU(m) has a holomorphic volume form
�. The real part Re � is a calibration on M, and
the corresponding calibrated submanifolds are
called special Lagrangian submanifolds.
� The group G2 � O(7) preserves a 3-form ’0 and a

4-form �’0 on R7. Thus, a Riemannian 7-manifold
(M, g) with holonomy G2 comes with a 3-form ’
and 4-form �’, which are both calibrations. The
corresponding calibrated submanifolds are called
associative 3-folds and coassociative 4-folds.
� The group Spin(7) � O(8) preserves a 4-form �0

on R8. Thus a Riemannian 8-manifold (M, g) with
holonomy Spin(7) has a 4-form �, which is a
calibration. The �-submanifolds are called Cayley
4-folds.

It is an important general principle that to each
calibration ’ on an n-manifold (M, g) with special
holonomy constructed in this way, there corre-
sponds a constant calibration ’0 on Rn. Locally, ’-
submanifolds in M resemble the ’0-submanifolds in
Rn, and have many of the same properties. Thus, to
understand the calibrated submanifolds in a mani-
fold with special holonomy, it is often a good idea to
start by studying the corresponding calibrated
submanifolds of Rn.

In particular, singularities of ’-submanifolds in M
will be locally modeled on singularities of ’0-
submanifolds in Rn. (In the sense of geometric
measure theory, the tangent cone at a singular point
of a ’-submanifold in M is a conical ’0-submanifold
in Rn.) So by studying singular ’0-submanifolds in
Rn, we may understand the singular behavior of
’-submanifolds in M.
Special Lagrangian Geometry

We now focus on one class of calibrated submani-
folds, special Lagrangian submanifolds in Calabi–
Yau manifolds. Calabi–Yau 3-folds are used to
make the spacetime vacuum in string theory, and
special Lagrangian 3-folds are the classical versions
of A-branes, or supersymmetric 3-cycles, in Calabi–
Yau 3-folds. Special Lagrangian geometry aroused
great interest amongst string theorists because of its
rôle in the SYZ conjecture, providing a geometric
basis for ‘‘mirror symmetry’’ of Calabi–Yau 3-folds.

Calabi–Yau Manifolds

Here is our definition of Calabi–Yau manifold.
Readers are warned that there are several different
definitions of Calabi–Yau manifolds in use in the
literature. Ours is unusual in regarding � as part of
the given structure.
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Definition 3 Let m � 2. A Calabi–Yau m-fold is a
quadruple (M, J, g, �) such that (M, J) is a compact
m-dimensional complex manifold, g a Kähler metric
on (M, J) with Kähler form !, and � a holomorphic
(m, 0)-form on M called the holomorphic volume
form, which satisfies

!m=m! ¼ ð	1Þmðm	1Þ=2ði=2Þm� ^ �� ½1�

The constant factor in [1] is chosen to make Re � a
calibration. It follows from [1] that g is Ricci-flat, �
is constant under the Levi-Civita connection, and
the holonomy group of g has Hol(g) 
 SU(m).

Let (M, J) be a compact, complex manifold, and g
a Kähler metric on M, with Ricci curvature Rab. Define
the Ricci form � of g by �ac = Jb

aRbc. Then � is a closed
real (1, 1)-form on M, with de Rham cohomology class
[�] = 2�c1(M) 2 H2(M, R), where c1(M) is the first
Chern class of M in H2(M, Z). The Calabi conjecture
specifies which closed (1, 1)-forms can be the Ricci
forms of a Kähler metric on M.

The Calabi conjecture Let (M, J) be a compact,
complex manifold, and g0 a Kähler metric on M,
with Kähler form !0. Suppose that � is a real, closed
(1, 1)-form on M with [�] = 2�c1(M). Then there
exists a unique Kähler metric g on M with Kähler
form !, such that [!] = [! 0] 2 H2(M, R), and the
Ricci form of g is �.

Note that [!] = [!0] says that g and g 0 are in the
same Kähler class. The conjecture was posed by Calabi
in 1954, and was eventually proved by Yau in 1976.
Its importance to us is that when the canonical bundle
KM is trivial, so that c1(M) = 0, we can take � � 0, and
then g is Ricci-flat. Since KM is trivial, it has a nonzero
holomorphic section, a holomorphic (m, 0)-form �. As
g is Ricci-flat, it follows that r� = 0, where r is the
Levi-Civita connection of g. Rescaling � by a complex
constant makes [1] hold, and then (M, J, g, �) is a
Calabi–Yau m-fold. This proves:

Theorem 4 Let (M, J) be a compact complex m-
manifold with KM trivial. Then every Kähler class
on M contains a unique Ricci-flat Kähler metric g.
There exists a holomorphic (m, 0)-form �, unique
up to change of phase � 7! ei��, such that
(M, J, g, �) is a Calabi–Yau m-fold.

Using algebraic geometry, one can produce many
examples of complex m-folds (M, J) satisfying these
conditions, such as the Fermat (mþ 2)-tic

½z0; . . . ; zmþ1�f
2 CPmþ1 : zmþ2

0 þ � � � þ zmþ2
mþ1 ¼ 0

�
½2�

Therefore, Calabi–Yau m-folds are very abundant.
Special Lagrangian Submanifolds
Definition 5 Let (M, J, g, �) be a Calabi–Yau m-fold.
Then Re � is a calibration on the Riemannian
manifold (M, g). An oriented real m-dimensional
submanifold N in M is called a special Lagrangian
submanifold (SL m-fold) if it is calibrated with respect
to Re �.

Here is an alternative definition of SL m-folds. It
is often more useful than Definition 5.

Proposition 6 Let (M, J, g, �) be a Calabi–Yau
m-fold, with Kähler form !, and N a real m-dimen-
sional submanifold in M. Then N admits an
orientation making it into an SL m-fold in M if
and only if !jN � 0 and Im �jN � 0.

Regard N as an immersed submanifold, with
immersion � : N !M. Then [!jN] and [ Im �jN] are
unchanged under continuous variations of the
immersion �. Thus, [!jN] = [Im �jN] = 0 is a neces-
sary condition not just for N to be special
Lagrangian, but also for any isotopic submanifold
N0 in M to be special Lagrangian. This proves:

Corollary 7 Let (M, J, g, �) be a Calabi–Yau m-
fold, and N a compact real m-submanifold in M.
Then a necessary condition for N to be isotopic
to a special Lagrangian submanifold N0 in M
is that [!jN] = 0 in H2(N, R) and [Im �jN] = 0 in
Hm(N, R).

Deformations of Compact SL m-Folds

The deformation theory of compact special Lagran-
gian manifolds was studied by McLean (1998), who
proved the following result:

Theorem 8 Let (M, J, g, �) be a Calabi–Yau
m-fold, and N a compact special Lagrangian
m-fold in M. Then the moduli space MN of special
Lagrangian deformations of N is a smooth manifold
of dimension b1(N), the first Betti number of N.

Sketch proof. Suppose for simplicity that N is an
embedded submanifold. There is a natural orthogo-
nal decomposition TMjN = TN� �, where � ! N is
the normal bundle of N in M. As N is Lagrangian,
the complex structure J : TM! TM gives an iso-
morphism J : � ! TN. But the metric g gives an
isomorphism TN ffi T�N. Composing these two
gives an isomorphism � ffi T�N.

Let T be a small tubular neighborhood of N in M.
Then we can identify T with a neighborhood of the
zero section in �. Using the isomorphism � ffi T�N, we
have an identification between T and a neighborhood of
the zero section in T�N. This can be chosen to identify
the Kähler form ! on T with the natural symplectic
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structure on T�N. Let � : T ! N be the obvious
projection.

Under this identification, submanifolds N0 in T �
M which are C1 close to N are identified with the
graphs of small smooth sections � of T�N. That is,
submanifolds N0 of M close to N are identified with
1-forms � on N. We need to know: which 1-forms �
are identified with SL m-folds N0?

Now, N0 is special Lagrangian if !jN0 � Im �jN0 � 0.
But �jN0 : N0 ! N is a diffeomorphism, so we can
push !jN0 and Im �jN0 down to N, and regard them
as functions of �. Calculation shows that

�� !jN0ð Þ ¼ d� and �� Im �jN0ð Þ ¼ Fð�;r�Þ

where F is a nonlinear function of its arguments.
Thus, the moduli space MN is locally isomorphic to
the set of small 1-forms � on N such that d� � 0
and F(�,r�) � 0.

Now it turns out that F satisfies F(�,r�) �
d(��) when � is small. Therefore, MN is locally
approximately isomorphic to the vector space of 1-
forms � with d�= d(��) = 0. But by Hodge theory,
this is isomorphic to the de Rham cohomology
group H1(N, R), and is a manifold with dimension
b1(N).

To carry out this last step rigorously requires
some technical machinery: one must work with
certain Banach spaces of sections of T�N, �2T�N
and �mT�N, use elliptic regularity results to prove
that the map � 7! (d�, F(�,r�)) has closed image in
these Banach spaces, and then use the implicit
function theorem for Banach spaces to show that
the kernel of the map is what is expected.
Obstructions to Existence of Compact SL m-Folds

Let {(M, Jt, gt, �t) : t 2 (		, 	)} be a smooth one-
parameter family of Calabi–Yau m-folds. Suppose
N0 is an SL m-fold in (M, J0, g0, �0). When can we
extend N0 to a smooth family of SL m-folds Nt in
(M, Jt, gt, �t) for t 2 (		, 	)?

By Corollary 7, a necessary condition is that
[!tjN0

] = [Im �tjN0
] = 0 for all t. Our next result

shows that locally, this is also a sufficient condition.

Theorem 9 Let {(M, Jt, gt, �t) : t 2 (		, 	)} be a
smooth one-parameter family of Calabi–Yau m-folds,
with Kähler forms !t. Let N0 be a compact SL m-fold
in (M, J0, g0, �0), and suppose that [!tjN0

] = 0
in H2(N0, R) and [Im �tjN0

] = 0 in Hm(N0, R) for all
t 2 (		, 	). Then N0 extends to a smooth one-
parameter family {Nt : t 2 (	
, 
)}, where 0 < 
 � 	
and Nt is a compact SL m-fold in (M, Jt, gt, �t).

This can be proved using similar techniques to
Theorem 8. Note that the condition [Im �tjN0

] = 0
for all t can be satisfied by choosing the phases of
the �t appropriately, and if the image of H2(N, Z) in
H2(M, R) is zero, then the condition [!jN] = 0 holds
automatically.

Thus, the obstructions [!tjN0
] = [Im �tjN0

] = 0 in
Theorem 9 are actually fairly mild restrictions, and
SL m-folds should be considered as pretty stable
under small deformations of the Calabi–Yau
structure.

Remark The deformation and obstruction theory
of compact SL m-folds are extremely well behaved
compared to many other moduli space problems in
differential geometry. In other geometric problems
(such as the deformations of complex structures on a
complex manifold, or pseudoholomorphic curves in
an almost-complex manifold, or instantons on a
Riemannian 4-manifold), the deformation theory
often has the following general structure.

There are vector bundles E, F over a compact
manifold M, and an elliptic operator P : C1(E)!
C1(F), usually first order. The kernel Ker P is the
set of infinitesimal deformations, and the cokernel
Coker P the set of obstructions. The actual moduli
space M is locally the zeros of a nonlinear map
� : Ker P! Coker P.

In a generic case, Coker P = 0, and then the
moduli space M is locally isomorphic to Ker P,
and so is locally a manifold with dimension ind(P).
However, in nongeneric situations Coker P may be
nonzero, and then the moduli space M may be
nonsingular, or have an unexpected dimension.

However, SL m-folds do not follow this pattern.
Instead, the obstructions are topologically determined,
and the moduli space is always smooth, with dimen-
sion given by a topological formula. This should be
regarded as a minor mathematical miracle.
Mirror Symmetry and the SYZ Conjecture

Mirror symmetry is a mysterious relationship
between pairs of Calabi–Yau 3-folds M, M̂, arising
from a branch of physics known as string theory,
and leading to some very strange and exciting
conjectures about Calabi–Yau 3-folds, many of
which have been proved in special cases.

In the beginning (the 1980s), mirror symmetry
seemed mathematically completely mysterious. But
there are now two complementary conjectural
theories, due to Kontsevich and Strominger–Yau–
Zaslow, which explain mirror symmetry in a fairly
mathematical way. Probably both are true, at some
level. The second proposal, due to Strominger, Yau,
and Zaslow (1996), is known as the SYZ conjecture.
Here is an attempt to state it.
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The SYZ conjecture Suppose M and M̂ are mirror
Calabi–Yau 3-folds. Then (under some additional
conditions), there should exist a compact topologi-
cal 3-manifold B and surjective, continuous maps
f : M! B and f̂ : M̂! B, such that

(i) There exists a dense open set B0 � B, such that
for each b 2 B0, the fibers f	1(b) and f̂	1(b) are

nonsingular special Lagrangian 3-tori T3 in M

and M̂. Furthermore, f	1(b) and f̂	1(b) are in
some sense dual to one another.

(ii) For each b 2 � = BnB0, the fibers f	1(b) and
f̂	1(b) are expected to be singular special
Lagrangian 3-folds in M and M̂.

The fibrations f and f̂ are called special Lagran-
gian fibrations, and the set of singular fibers � is
called the discriminant. In part (i), the nonsingular
fibers of f and f̂ are supposed to be dual tori. What
does this mean?

On the topological level, we can define duality
between two tori T, T̂ to be a choice of isomorph-
ism H1(T, Z) ffi H1(T̂, Z). We can also define
duality between tori equipped with flat Riemannian
metrics. Write T = V=�, where V is a Euclidean
vector space and � a lattice in V. Then the dual
torus T̂ is defined to be V�=��, where V� is the
dual vector space and �� the dual lattice. However,
there is no notion of duality between nonflat
metrics on dual tori.

Strominger, Yau, and Zaslow argue only that
their conjecture holds when M, M̂ are close to the
‘‘large complex structure limit.’’ In this case, the
diameters of the fibers f	1(b), f̂	1(b) are expected to
be small compared to the diameter of the base space
B, and away from singularities of f , f̂, the metrics on
the nonsingular fibers are expected to be approxi-
mately flat. So, part (i) of the SYZ conjecture says
that for b 2 BnB0, f	1(b) is approximately a flat
Riemannian 3-torus, and f̂	1(b) is approximately the
dual flat Riemannian torus.

Mathematical research on the SYZ conjecture has
followed two broad approaches. The first could be
described as symplectic topological. For this, we
treat M, M̂ just as symplectic manifolds and f , f̂ just
as Lagrangian fibrations. We also suppose B is a
smooth 3-manifold and f , f̂ are smooth maps. Under
these simplifying assumptions, Mark Gross, Wei-
Dong Ruan, and others have built up a beautiful,
detailed picture of how dual SYZ fibrations work at
the global topological level.

The second approach could be described as local
geometric. Here, we try to take the special Lagran-
gian condition seriously from the outset, and focus
on the local behavior of special Lagrangian
submanifolds, and especially their singularities,
rather than on global topological questions. In
addition, we are intrested in what fibrations of
generic Calabi–Yau 3-folds might look like.

There is now a well-developed theory of SL
m-folds with isolated singularities modeled on
cones (Joyce 2003a). This is applied to SL
fibrations and the SYZ conjecture in Joyce
(2003a, b), leading to the tentative conclusions
that for generic Calabi–Yau 3-folds M, special
Lagrangian fibrations f : M! B will be only piece-
wise smooth, and have discriminants � of real
codimension 1 in B, in contrast to smooth fibra-
tions which have � of codimension 2. We also
argue that for generic mirrors M, M̂ and f , f̂,
the discriminants �, �̂ cannot be homeomorphic
and so do not coincide. This contradicts part (ii)
above.

A better way to formulate the SYZ conjecture
may be in terms of families of mirror Calabi–Yau
3-folds Mt, M̂t and fibrations ft : Mt ! B, f̂t : M̂t !
B for t 2 (0, 	) which approach the ‘‘large complex
structure limit’’ as t! 0. Then we could require the
discriminants �t, �̂t of ft, f̂t to converge to some
common, codimension 2 limit �0 as t! 0.

It is an important, and difficult, open problem to
construct examples of special Lagrangian fibrations
of compact, holonomy SU(3) Calabi–Yau 3-folds.
None are currently known.

See also: Minimal submanifolds; Mirror Symmetry:
A Geometric Survey; Moduli Spaces: An Introduction;
Riemannian Holonomy Groups and Exceptional Holonomy.
Further Reading

Gross M, Huybrechts D, and Joyce D (2003) Calabi–Yau
Manifolds and Related Geometries, Universitext Series, Berlin:

Springer.

Harvey R and Lawson HB (1982) Calibrated geometries. Acta
Mathematica 148: 47–157.

Joyce DD (2000) Compact Manifolds with Special Holonomy.
Oxford: Oxford University Press.

Joyce DD (2003a) Special Lagrangian submanifolds with isolated
conical singularities. V. Survey and applications. Journal of
Differential Geometry 63: 279–347, math.DG/0303272.

Joyce DD (2003b) Singularities of special Lagrangian fibrations
and the SYZ conjecture. Communications in Analysis and
Geometry 11: 859–907, math.DG/0011179.

Joyce DD (2003c) U(1)-invariant special Lagrangian 3-folds in C3

and special Lagrangian fibrations. Turkish Mathematical
Journal 27: 99–114, math.DG/0206016.

McLean RC (1998) Deformations of calibrated submanifolds.

Communications in Analysis and Geometry 6: 705–747.

Strominger A, Yau S-T, and Zaslow E (1996) Mirror symmetry
is T-duality. Nuclear Physics B 479: 243–259, hep-th/

9606040.



Calogero–Moser–Sutherland Systems of Nonrelativistic
and Relativistic Type
S N M Ruijsenaars, Centre for Mathematics and
Computer Science, Amsterdam, The Netherlands

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Systems of Calogero–Moser–Sutherland (CMS) type
form a class of finite-dimensional dynamical systems
that are integrable both at the classical and at the
quantum level. The CMS systems describe N point
particles moving on a line or on a ring, interacting
via pair potentials that are specific functions of four
types, namely rational (I), hyperbolic (II), trigono-
metric (III), and elliptic (IV). They occur not only in
a nonrelativistic (Galilei-invariant), but also in a
relativistic (Poincaré-invariant) setting. Thus, one
can distinguish a hierarchy of 16 physically distinct
versions (classical/quantum, nonrelativistic/relativis-
tic, type I–IV), the most general one being the
quantum relativistic type IV system.

The nonrelativistic systems date back to pioneer-
ing work by Calogero, Sutherland, and Moser in the
early 1970s. The pair potential structure of the
interaction can be encoded in the root system AN�1,
and there also exist integrable versions for all of the
remaining root systems. The classical systems are
given by N Poisson commuting Hamiltonians with a
polynomial dependence on the particle momenta
p1, . . . , pN. Accordingly, the quantum versions are
described by N commuting Hamiltonians that are
partial differential operators.

The relativistic systems were introduced in the
mid-1980s, at the classical level by Ruijsenaars and
Schneider, and at the quantum level by Ruijsenaars.
They converge to the nonrelativistic systems in the
limit c!1, where c is the speed of light. Again, the
systems can be related to the root system AN�1, and
they admit integrable versions for other root
systems. All of the commuting classical Hamilto-
nians depend exponentially on generalized momenta
p1, . . . , pN. Hence, the associated commuting quan-
tum Hamiltonians are analytic difference operators.

The above integrable systems can be further
generalized by allowing supersymmetry or internal
degrees of freedom (‘‘spins’’), coupled in quite
special ways to retain integrability. In this article,
however, the focus is on the 16 versions of the
AN�1-symmetric CMS systems without internal
degrees of freedom. The primary aim is to acquaint
the reader with their definition and integrability,

and with their most prominent features and inter-
relationships. Second, we intend to give a rough
sketch of the state of the art concerning explicit
solutions for the various versions. This involves a
concretization of the action-angle maps and eigen-
function transforms that simultaneously diagonalize
the commuting dynamics, paying special attention to
their remarkable duality properties.

It is beyond the scope of this article to review the
hundreds of papers specifically dealing with CMS
type systems, let alone the much larger literature
where they play some role. Indeed, the systems have
been encountered in a great many different contexts
and they are related to a host of other integrable
systems in various ways. Accordingly, they can be
studied from the perspective of various subfields of
mathematics and theoretical physics. First some of
these perspectives and relations to seemingly quite
different topics will be mentioned before embarking
on the far more focused survey.

Staying first within the confines of the CMS type
systems, some nonobvious limits yielding other
familiar finite-dimensional integrable systems will
be mentioned. To begin with, all of the AN�1 type
systems give rise to systems with a Toda type
(exponential ‘‘nearest neighbor’’) interaction via a
suitable limiting transition (basically a strong-
coupling limit). This leads to integrable N-particle
systems with a classical/quantum, nonrelativistic/
relativistic, nonperiodic/periodic version; starting
from the quantum relativistic periodic Toda system,
the remaining seven versions can be obtained by
suitable limits.

Next, we recall that the quantum system of N
nonrelativistic bosons on the line or ring interacting
via a pair potential of �-function type is soluble via a
Bethe ansatz, with the ‘‘line version’’ exhibiting
quantum soliton behavior (factorized scattering). It
has been shown that there exist scaling limits of
eigenfunctions for suitable CMS systems that give
rise to the latter Bethe type eigenfunctions for N = 2,
while convergence for N > 2 is plausible, but has
not been demonstrated thus far.

Via suitable analytic continuations preserving
reality/formal self-adjointness, one can arrive at
CMS systems with more than one species of particle
(particles and ‘‘antiparticles’’). Likewise, analytic
continuations and appropriate limits of CMS sys-
tems associated with root sytems other than AN�1

lead to a further proliferation of N-dimensional
integrable systems. Typically, such limits refer either
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to the commuting Hamiltonians (the Toda limit
being a case in point) or to the joint eigenfunctions
(as exemplified by the �-function system limit); it
seems difficult to control both sets of quantities at
once.

Starting from the spin type CMS systems, another
kind of limit can be taken. Specifically, by ‘‘freez-
ing’’ the particles at equilibrium positions, it is
possible to arrive at integrable spin chains of
Haldane–Shastry and Inozemtsev type.

At this point, it is expedient to insert a brief
remark on finite-dimensional integrable systems. As
the term suggests, one may expect that, with due
effort, such systems can be ‘‘integrated,’’ or, equiva-
lently, ‘‘solved.’’ But it should be noted that the
latter terms (let alone the qualifier ‘‘due effort’’)
have no unambiguous mathematical meaning. Cer-
tainly, ‘‘solving’’ involves obtaining explicit infor-
mation on the action-angle map and joint
eigenfunction transform at the classical and quan-
tum level, resp., but a priori it is not at all clear how
far one can proceed.

Focusing again on the CMS systems and their
relatives, it should be stressed that, in many cases,
one is still far removed from a complete solution,
especially for the elliptic CMS systems. In this
regard the previous remark serves not only as a
caveat, but also to make clear why the various
vantage points provided by different subfields in
mathematics and physics are crucial: typically, they
yield complementary insights and distinct represen-
tations for solutions, serving different purposes.

To be sure, in first approximation the mathe-
matics involved at the classical and quantum level is
symplectic geometry and Hilbert space theory, resp.
In point of fact, however, far more ingredients have
turned out to be quite natural and useful. On the
classical level, these include the theory of groups, Lie
algebras and symmetric spaces, linear algebra and
spectral theory, Riemann surface theory, and more
generally algebraic geometry.

On the quantum level, the viewpoint of harmonic
analysis on symmetric spaces is particularly natural
and fruitful for the nonrelativistic CMS systems and
their arbitrary root-system versions, whereas quan-
tum groups/algebras/symmetric spaces can be tied in
with the relativistic systems and their versions for
other root systems. (The c!1 limit amounts to the
q! 1 limit in the quantum group picture.) As a
matter of fact, the whole area of special functions
and their q-analogs is intimately related to the
quantum CMS type systems (cf. also the last section
of this article). Finally, the occurrence of commut-
ing analytic difference operators in the relativistic
(q 6¼ 1) systems leads to largely uncharted territory

in the intersection of the theory of Hilbert space
eigenfunction expansions and the theory of linear
analytic difference equations.

The study of the thermodynamics (N !1 limit
with temperature �0 and density �0 fixed) asso-
ciated with the trigonometric and elliptic CMS
systems and their spin cousins yields its own circle
of problems. It was initiated by Sutherland three
decades ago, and even though a host of results on
partition functions, correlation functions, fractional
statistics, strong–weak coupling duality, relations to
Yangians, etc., have meanwhile been obtained,
many questions are still open. This area also has
links with random-matrix theory, but the input from
this field is thus far limited to certain discrete
couplings.

The above N-dimensional integrable systems are
related to a great many infinite-dimensional integr-
able systems, both at the classical and at the
quantum level. On the one hand, there are structural
analogs that have been used to advantage in the
study of CMS systems, including Lax pair and R-
matrix formulations, zero-curvature representations,
bi-Hamiltonian formalism, Bäcklund transforma-
tions, time discretizations, and tools such as Baker–
Akhiezer functions, Bethe ansatz, separation of
variables, and Baxter-type Q-operators.

On the other hand, there are striking physical
similarities between various soliton field theories
(a prominent one being the sine-Gordon field
theory) and infinite soliton lattices (in particular
several Toda type lattices), and the CMS systems for
special parameter values. Particularly conspicuous
are the ties between the classical CMS systems and
the KP and two-dimensional Toda hierarchies. The
latter relations actually extend beyond the solitons,
including rational and theta function solutions.

CMS systems are relevant in various other
contexts not yet mentioned. A prominent one
among these is a class of supersymmetric gauge
field theories. In this quantum context, the classical
CMS systems have surfaced in the description
of moduli spaces encoding the vacuum structure
(Seiberg–Witten theory). Equally surprising, certain
classical CMS systems (with internal degrees
of freedom) have found a second application in a
quantum context, namely in the description of
quantum chaos (level repulsion).

We conclude this introduction by listing addi-
tional disparate subjects where connections with
CMS type systems have been found. These include
the theory of Sklyanin, affine Hecke, Kac–Moody,
Virasoro and W-algebras, equations of Knizhnik–
Zamolodchikov, Yang–Baxter, Witten–Dijkgraaf–
Verlinde–Verlinde, and Painlevé type, Gaudin,
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Hitchin, Wess–Zumino, matrix and quasi-exactly
solvable models, Dunkl–Cherednik and Polychrona-
kos operators, the quantum Hall effect and quantum
transport, two-dimensional Yang–Mills theory,
functional equations, integrable mappings, Huygens’
principle, and the bispectral problem.

Classical Nonrelativistic CMS Systems

A system of N nonrelativistic equal-mass m particles
on the line interacting via pair potentials can be
described by a Hamiltonian

H ¼ 1

2m

XN
j¼1

p2
j þ

X
1�j<k�N

Vðxj � xkÞ; m > 0 ½1�

The CMS systems are defined by four distinct
choices of pair potential. The simplest choice reads

VðxÞ ¼ g2=mx2; g > 0 ðIÞ ½2�

Hence, the coupling constant g has dimension
[action] (the product of [position] and [momen-
tum]). This potential is clearly repulsive. Thus, each
initial state in the phase space

� ¼ fðx;pÞ 2 R2N j x 2 Gg ½3�

where G is the configuration space

G ¼ fx 2 RN j xN < � � � < x1g ½4�

is a scattering state.
The next level is given by the hyperbolic choice

VðxÞ ¼ g2�2=m sinh2ð�xÞ; � > 0 ðIIÞ ½5�

Hence, � has dimension [position]�1, and the
previous system arises by taking � to 0. It is clear
that [5] yields again a repulsive particle system, so
that each state in � given by [3] is a scattering state.

The highest level in the hierarchy is the elliptic
level, where

VðxÞ ¼ g2}ðx;!; !0Þ=m; !;�i!0 > 0 ðIVÞ ½6�

and }(x;!,!0) denotes the Weierstrass }-function
with periods 2! and 2!0. It is beyond the scope of
this article to elaborate on the elliptic regime, even
though it is of considerable interest. It reappears in
later sections as the most general regime in which
integrability holds true. Indeed, a prominent feature
of the elliptic case [6] is that it can be specialized
both to the hyperbolic case [5] and to the trigono-
metric case, given by

VðxÞ ¼ g2�2=m sin2ð�xÞ ðIIIÞ ½7�

To obtain the hyperbolic specialization, one
should take !0= i�=2� and send ! to 1; then [6]

reduces to [5] (up to an additive constant). Likewise,
[7] results from [6] by choosing != �=2� and
taking �i!0 to 1.

The physical picture associated with the trigono-
metric and elliptic systems is quite different from
that of the rational and hyperbolic ones. Of course,
the potentials [7] and [6] are again repulsive, but
now the internal motion is confined and oscillatory.
More specifically, due to energy conservation the
phase spaces

�III ¼ GIII � RN;

GIII ¼ fxN < � � � < x1; x1 � xN < �=�g ½8�

�IV ¼ GIV �RN;

GIV ¼ fxN < � � � < x1; x1 � xN < 2!g ½9�

are left invariant by the flow generated by the
trigonometric and elliptic N-particle Hamiltonian, resp.

Alternatively, one may interpret the trigonometric
Hamiltonian as describing particles constrained to
move on a circle and interacting via the inverse
square potential [2]. In this picture, the quantities
2�x1, . . . , 2�xN are viewed as angular positions on
the circle, and one needs a suitable quotient of the
phase space [8] by a discrete group action to
describe a state of the system.

Turning to integrability aspects, we begin by
noting that the total momentum Hamiltonian

P ¼
XN
j¼1

pj ½10�

obviously Poisson commutes with the above defin-
ing Hamiltonians of the systems. For N = 2, there-
fore, integrability is plain. It is possible to write
down explicitly the higher commuting Hamiltonians
for N > 2 as well but, in the nonrelativistic setting,
it is more illuminating to characterize them as the
power traces or (equivalently) the symmetric func-
tions of a so-called Lax matrix.

The Lax matrix is an N �N matrix-valued
function on the phase space of the system. It plays
a pivotal role not only for understanding integr-
ability, but also for setting up an action-angle
transformation. The latter issue is discussed again
later. Here the more conspicuous features of the Lax
matrix will be explained, focusing on the type II
system for expository ease. Then one can choose

Ljj ¼ pj; Ljk ¼ ig�=sinh �ðxj � xkÞ;
j;k ¼ 1; . . . ;N; j 6¼ k ½11�

Thus, L is Hermitean and we have

tr L ¼ P; tr L2 ¼ 2mH ½12�

Calogero–Moser–Sutherland Systems of Nonrelativistic and Relativistic Type 405



(The rational Lax matrix results from [11] by taking
� ! 0, and the trigonometric one by taking � ! i�.
The elliptic Lax matrix has a similar structure, but it
involves an extra ‘‘spectral’’ parameter.)

Although not obvious, it is true that all of the
power traces

Hk ¼
1

k
tr Lk; k ¼ 1; . . . ;N ½13�

are in involution (i.e., Poisson commute). One way to
understand this involves the so-called Lax pair
equation associated with the Hamiltonian flow gener-
ated by H = H2=m. This involves a second N �N
matrix function given by

Mjj ¼
X
l 6¼j

�ig�2

m sinh2 �ðxj � xlÞ

Mjk ¼
ig�2 cosh �ðxj � xkÞ
m sinh2 �ðxj � xkÞ

j 6¼ k

½14�

When the positions and momenta in L and M evolve
according to the H-flow, one has

_Lt ¼ ½Mt;Lt� ½15�

where [ � , � ] is the matrix commutator. (Indeed, [15]
amounts to the Hamilton equations, as is readily
checked.) Since M is anti-Hermitean, it is not
difficult to derive from this Lax pair equation that
the flow is isospectral: Lt is related to L0 by a
unitary transformation Lt = UtL0U�t obtained from
Mt, so that the spectrum of Lt is time independent.

This argument already shows the existence of N
conserved quantities under the H-flow, namely the
N eigenvalues of L. It is, however, simpler to work
with either the power traces Hk given by [13] or
with the symmetric functions Sk of L, given by

detð1N þ �LÞ ¼
XN
k¼0

�kSk ½16�

These Hamiltonians depend only on the eigenvalues
of L, so they are also conserved under the flow.
Note that

S1 ¼ P; S2 ¼ P2 �mH ½17�

To see why these Hamiltonians are in involution,
one can invoke the long-time asymptotics of the
H-flow. It reads

pðtÞ 	 p̂; p̂N < � � � < p̂1;

xjðtÞ 	 xþj þ tp̂j=m;

j ¼ 1; . . . ;N; t!1
½18�

Accordingly, one gets

Lt 	 diagðp̂1; . . . ; p̂NÞ ¼ L1; t!1 ½19�

Since the time evolution is a canonical transforma-
tion and the Poisson brackets {Hk, Hl} are time
independent (by the Jacobi identity), it now readily
follows from [19] that they vanish. (Indeed, Hk and
Hl reduce to power traces of L1, and the asymptotic
momenta p̂1, . . . , p̂N Poisson commute.)

Quantum Nonrelativistic CMS Systems

The canonical quantization prescription

pj ! �i�h@=@xj; j ¼ 1; . . . ;N ½20�

(�h being the Planck constant) gives rise to an
unambiguous quantum Hamiltonian

H ¼ � �h2

2m

XN
j¼1

@ 2
j þ

X
1�j<k�N

Vðxj � xkÞ ½21�

for any classical Hamiltonian [1]. Thus, the defin-
ing Hamiltonians of the above systems give rise to
well-defined partial differential operators (PDOs),
which act on suitable dense subspaces of the
Hilbert space L2(G�, dx),�= I, . . . , IV, with GI and
GII given by G in [4], and GIII, GIV by [8] and [9],
respectively.

We recall that there is no general result ensuring that
a classically integrable system admits an integrable
quantum version. More precisely, when one substi-
tutes [20] in N Poisson commuting Hamiltonians, it
need not be true that they commute as quantum
operators, even when no ordering ambiguities are
present. For the power trace Hamiltonians such
ambiguities do occur. (For example, [11] gives rise
to a term in H3 proportional to p1=sinh2 �(x1 � x2).)
On the other hand, no noncommuting factors occur
in the quantization of S1, . . . , SN. To verify this, one
need only note that Sk equals the sum of all k� k
principal minors of L, cf. [16]; choosing a diagonal
element pj in a summand, one therefore has no
dependence on xj in the remaining factors, hence no
ordering ambiguity.

As a result, the prescription [20] yields N
unambiguous operators Sk(x, �i�hr), which are
moreover formally self-adjoint on L2(G�, dx) for
each of the four cases �= I, . . . , IV. Although by no
means obvious, it is true that these operators do
commute. Thus, integrability is preserved under
quantization of the above systems. Now the power
traces of a matrix can be expressed as polynomials
in the symmetric functions (via the Newton
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identities), so this yields an ordering ensuring that
the quantized power traces commute as well.

Just as the action-angle transformation for a
classically integrable system ‘‘diagonalizes’’ all of
the Poisson commuting Hamiltonians at once (in the
sense that the transformed Hamiltonians depend
only on the action variables), one expects that there
exists a unitary operator that transforms all of the
commuting Hamiltonians to diagonal form. In the
classical setting, the existence of this diagonalizing
map follows (under suitable technical restrictions)
from the Liouville–Arnold theorem, whereas in the
quantum context the existence of such a joint
eigenfunction transformation is a far more delicate
issue. This problem is briefly discussed later again,
noting here that the solutions obtained to date vary
considerably in completeness and ‘‘explicitness’’ for
the four regimes.

Classical Relativistic CMS Systems

The nonrelativistic spacetime symmetry group is the
Galilei group. Its Lie algebra is represented by the
time translation generator H given by [1], space
translation generator P given by [10], and the Galilei
boost generator

B ¼ �m
XN
j¼1

xj ½22�

More precisely, the Poisson brackets are given by

fH;Pg ¼ 0; fH;Bg ¼ P; fP;Bg ¼ Nm ½23�

so that the last bracket does not vanish (as is
the case for the Galilei Lie algebra). This deviation
is inconsequential, however, since the constant
Nm (central extension) yields trivial Hamilton
equations.

The relativistic spacetime symmetry group (Poin-
caré group) yields a Lie algebra that differs from
[23] only in Nm being replaced by H=c2, where c is
the speed of light. Clearly, the functions

H ¼ mc2
XN
j¼1

cosh
pj

mc

� �
P ¼ mc

XN
j¼1

sinh
pj

mc

� � ½24�

together with B given by [22] give rise to these
altered Poisson brackets. Physically, these three
generators describe a system of N relativistic free
mass-m particles in terms of their rapidities pj=mc.

A natural ansatz to take interaction into account
now reads

H ¼ mc2
XN
j¼1

cosh
pj

mc

� �
VjðxÞ

P ¼ mc
XN
j¼1

sinh
pj

mc

� �
VjðxÞ

VjðxÞ ¼
Y
k 6¼j

f ðxj � xkÞ

½25�

Indeed, it is plain that this still entails

fH;Bg ¼ P; fP;Bg ¼ H=c2 ½26�

But to obtain a relativistic particle system, the time
and space translations must also commute. The
corresponding requirement {H, P} = 0 yields a severe
constraint on the ‘‘pair potential’’ function f (x) in
[25] whenever N > 2. (For N = 2, one gets
{H, P} = 0 irrespective of the choice of f.)

As it turns out, the vanishing requirement is
satisfied when

f 2ðxÞ ¼ aþ b}ðxÞ ½27�

where a, b are constants and }(x) is the Weierstrass
function already encountered. Taking, for example,
a, b > 0, one can take the positive square root of the
right-hand side of [27]. This choice of f (x) yields the
defining Hamiltonian of the relativistic elliptic
system (type IV). In the three degenerate cases, it is
convenient to choose

f ðxÞ¼
ð1þg2=m2c2x2Þ1=2 ðIÞ
ð1þ sin2ð�g=mcÞ=sinh2ð�xÞÞ1=2 ðIIÞ ½28�
ð1þ sinh2ð�g=mcÞ=sin2ð�xÞÞ1=2 ðIIIÞ

8><>:
It is an elementary exercise to check that this
implies

lim
c!1
ðH �Nmc2Þ ¼ Hnr; lim

c!1
P ¼ Pnr ½29�

where Hnr and Pnr are the above nonrelativistic time
and space translation generators. Hence, the defin-
ing Hamiltonians of the relativistic systems reduce
to their nonrelativistic counterparts in the limit
c!1.

The special character of the function [27] makes
itself felt not only in ensuring Poincaré invariance,
but also in entailing integrability. To begin with,
note that the functions

S
N ¼ exp

�

 �

XN
j¼1

pj

�
; � ¼ 1=mc ½30�
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commute with H and P, so that integrability for
N = 3 is plain. More generally, the Hamiltonians

S
l ¼
X

I�f1;...;Ng
jIj¼l

exp

�

 �

X
j2I

pj

�Y
j2I
k62I

f ðxj � xkÞ;

l ¼ 1; . . . ;N

½31�

can be shown to mutually commute. Clearly, one has

S�l ¼ S�NSN�l; l ¼ 1; . . . ;N � 1 ½32�

and

H ¼ ðS1 þ S�1Þ=2m�2; P ¼ ðS1 � S�1Þ=2� ½33�

As anticipated by the notation, the functions
S1, . . . , SN may be viewed as the symmetric functions
of a Lax matrix. More precisely, in the elliptic case
this is true up to multiplicative constants that
depend on a spectral parameter occurring in the
Lax matrix. As before, only the Lax matrix for the
type II system is specified here. In this case, one can
dispense with the spectral parameter and choose

Ljk ¼ ejCjkek; j; k ¼ 1; . . . ;N ½34�

where

ej ¼ expð�xj þ �pj=2Þ
Y
l 6¼j

f ðxj � xlÞ1=2 ½35�

Cjk ¼ expð��ðxj þ xkÞÞ
sinhði��gÞ

sinh �ðxj � xk þ i�gÞ ½36�

In [35], f (x) is the type II function given by [28]. The
matrix C arises from Cauchy’s matrix 1=(wj � zk)
via a suitable substitution, and Cauchy’s identity

det
1

wj � zk

� �N

j;k¼1

¼
YN
j¼1

1

wj � zj

Y
1�j<k�N

ðwj �wkÞðzj � zkÞ
ðwj � zkÞðzj �wkÞ

½37�

ensures that [34] yields the Hamiltonians Sl of [31].
To conclude this section, we point out that the

relation

L ¼ 1N þ �Lnr þOð�2Þ; � ! 0 ½38�

where Lnr denotes the nonrelativistic Lax matrix
[11], can be used to deduce the involutivity of the
nonrelativistic Hamiltonians from that of their
relativistic counterparts.

Quantum Relativistic CMS Systems

When the canonical quantization prescription [20] is
applied to the classical Hamiltonians [31] with

f (x) = 1, one obtains commuting quantum operators
whose action is exemplified by

exp � �h

mc
i

d

dx

� �
FðxÞ ¼ F x� i

�h

mc

� �
½39�

That is, the operators act on functions that have an
analytic continuation in x1, . . . , xN from the real line
R to a strip around R in the complex plane C,
whose width is at least 2�h=mc.

Operators of this type are called analytic differ-
ence operators (henceforth A�Os). The choice
f (x) = 1 amounts to the free case g = 0 in [28].
For g 6¼ 0, however, the canonical quantization
exemplified by [39] yields noncommuting A�Os.
Thus, the factor ordering following from [31]
would entail that integrability breaks down at the
quantum level.

As mentioned before, there is no general result
guaranteeing that a different ordering that preserves
integrability exists. Even so, this is true in the
present case. Specifically, the function f (x) can be
factorized as fþ(x)f�(x), and then the A�Os

S
l ¼
X

I�f1;...;Ng
jIj¼l

Y
j2I
k 62I

f�ðxj � xkÞ

� exp

�
� i�h�

X
j2I

@j

�Y
j2I
k62I

f
ðxj � xkÞ ½40�

do commute. In the elliptic case [27], this factoriza-
tion involves the Weierstrass �-function, and com-
mutativity can be encoded in a sequence of
functional equations satisfied by the �-function.
For the type I–III systems the pertinent factorization
of [28] is given by

f
ðxÞ ¼
ð1
 i�g=xÞ1=2 ðIÞ
ðsinh �ðx
 i�gÞ=sinh �xÞ1=2 ðIIÞ ½41�
ðsin �ðx
 i�gÞ=sin �xÞ1=2 ðIIIÞ

8><>:
(Here one has g > 0, and the choice of square root is
such that f
(x)! 1 for g # 0.)

The nonrelativistic limit c!1 of the quantum
Hamiltonians [33] can be determined by expanding
S1 and S�1 in a power series in �= 1=mc. In this
way, one obtains once more [29], except for a small,
but crucial change in Hnr: instead of the coupling
constant dependence g2 in the potential energy, one
gets g(g� �h). The extra term arises from the action
of the term linear in � in the expansion of the
exponential on the term linear in � in the expansion
of the functions f
(x).

From the perspective of the nonrelativistic quan-
tum CMS systems, the change g2 ! g(g� �h) appears
ad hoc. As it transpires, however, the different
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dependence on g ensures that the eigenfunctions of
Hnr depend on g in a far simpler way. This will
become clear shortly.

Action-Angle Transforms and Duality

Under certain technical assumptions, any integrable
system given by N independent Poisson commu-
ting Hamiltonians S1(x, p), . . . , SN(x, p) on a 2N-
dimensional phase space admits local canonical
transformations to action-angle variables. Like the
spectral theorem on the quantum level, this
structural result is of limited practical value. Indeed,
just as the spectral theorem yields no concrete
information concerning eigenfunctions, bound-state
energies, scattering, etc., associated with a given
self-adjoint Hamiltonian, the Liouville–Arnold
theorem only yields general insight in the type of
motion that can occur and the geometric character
of the local maps (in terms of invariant tori).

To fully comprehend (‘‘solve’’) a given integrable
system, one should render the associated action-
angle map as concrete as possible. For the CMS type
systems, a complete solution to this problem has
only been achieved for the systems of type I–III. The
motion in the trigonometric systems is oscillatory, so
that a closeup via the action-angle transform
involves extensive geometric constructions. By con-
trast, the type I and II systems are scattering systems,
and here the action-angle map can be tied in with
the classical wave maps (Møller transformations).

We now sketch some salient features of the
action-angle maps for systems of type I and II. In
all cases the map (denoted �) is a canonical
transformation from the phase space � (eqn [3])
with 2-form dx ^ dp to the phase space

�̂ ¼ fðx̂; p̂Þ 2 R2N j p̂ 2 Gg ½42�

with 2-form dx̂ ^ dp̂. Thus, the actions p̂1, . . . , p̂N

vary over G given by [4] and the ‘‘angles’’ x̂1, . . . , x̂N

over R. Consequently, �̂ amounts to � with x and p
interchanged.

As should be the case, the transformed commuting
Hamiltonians

Ŝk ¼ Sk � ��1; k ¼ 1; . . . ;N ½43�

depend only on the action vector p̂. To be specific,
they arise from Sk(x, p) by taking g = 0 (no interac-
tion, hence no x dependence) and substituting p! p̂.
Indeed, the actions p̂k are the t!1 limits of the
momenta pk(t), where the t dependence refers to the
defining Hamiltonian of the system.

As it happens, the Lax matrix L is of decisive
importance to concretize the action-angle map �,

and in particular to reveal its hidden duality
properties. The starting point is a commutation
relation of L(x, p) with a diagonal matrix A(x)
given by

AðxÞ ¼ diagðdðx1Þ; . . . ; dðxNÞÞ

dðyÞ ¼
y (I)

expð2�yÞ (II)

� ½44�

Obviously, the symmetric functions Ďk(x) of A(x)
yield an integrable system on �, so the Hamiltonians

Dkðx̂; p̂Þ ¼ ð �Dk 
 ��1Þðx̂; p̂Þ; k ¼ 1; . . . ;N ½45�

yield an integrable system on the action-angle phase
space �̂. The crux of the matter is now that these
systems are familiar: they are also systems of type I
and II!

To be specific, let us denote the dual systems just
described by a caret, and the nonrelativistic/relati-
vistic systems by a suffix nr/rel, resp. Then the
duality properties alluded to are given by

Înr ’ Inr; Îrel ’ IInr

ÎInr ’ Irel; ÎIrel ’ IIrel

½46�

and ��1 serves as the action-angle map for the dual
systems.

In order to sketch why this state of affairs holds
true for the IIrel system, recall that its Lax matrix is
given by [34]. From this, one readily checks the
commutation relation

cothði��gÞ½A;L� ¼ 2e� e� ðALþ LAÞ ½47�

Since L is Hermitean, there exists a unitary U
diagonalizing L. It can now be shown that the
spectrum of L is positive and nondegenerate, and
that U�e has nonzero components. The gauge
ambiguity in U (given by a permutation matrix and
diagonal phase matrix) can, therefore, be fixed by
requiring

U�LU ¼ diagðexpð�p̂1Þ; . . . ; expð�p̂NÞÞ;
p̂N < � � � < p̂1 ½48�

ðU�eÞj > 0; j ¼ 1; . . . ;N ½49�

A suitable reparametrization of U�e then yields the
‘‘angle’’ vector x̂.

As a consequence, U�AU becomes a function of x̂
and p̂. In detail, one finds

ðU�AUÞðx̂; p̂Þ ¼ Lð�=2; 2�; p̂; x̂ÞT ½50�

where L(�, �; x, p) is given by [34] and T denotes the
transpose. Therefore, the ‘‘dual Lax matrix’’
Â = U�AU is essentially equal to L, explaining the
self-duality ÎIrel ’ IIrel announced above.
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With the action-angle transform under explicit
control, much more can be said about the solutions
to Hamilton’s equations for each of the commuting
Hamiltonians, both as regards finite times and as
regards long-time asymptotics (scattering). It is
beyond the scope of this article to enlarge on this,
but it is worth mentioning that the scattering reveals
the solitonic character of the particles. Indeed, the
set of asymptotic momenta p̂1, . . . , p̂N is conserved
under the scattering and the asymptotic position
shifts are factorized in terms of pair shifts. A quite
remarkable feature of the type I systems is that the
shifts actually vanish (‘‘billiard ball’’ scattering).

Eigenfunction Transforms and Duality

Both at the relativistic and at the nonrelativistic level
the commuting quantum Hamiltonians S1, . . . , SN

are formally self-adjoint on the Hilbert space
L2(G�, dx),�= I, . . . , IV. Thus, it may be expected
that it is possible to construct a unitary eigenfunc-
tion transform

�� : L2ðG�; dxÞ ! L2ðĜ�; d	�ðpÞÞ;
� ¼ I; . . . ; IV ½51�

diagonalizing Sk as multiplication by a real-valued
function Mk(p). Here Ĝ� encodes the joint spectrum
and d	�(p) is a suitable measure on Ĝ�.

Obviously, this expectation is borne out in the
free case g = 0. Then, �� is basically Fourier
transformation, its kernel consisting of a sum of
joint eigenfunctions

expð�ix � �ðpÞ=�hÞ; � 2 SN ½52�

with � ranging over the permutation group SN. For
�= I, II, one can take G� = Ĝ� = G (eqn [4]) and
d	�(p) = dp. Here one gets

MkðpÞ ¼
X

1�i1<���<ik�N

pi1 � � � pik

expð�pi1Þ � � � expð�pikÞ

(
½53�

in the nonrelativistic and relativistic case, resp. For
�= III, IV, one needs to take into account periodic
boundary conditions on the walls of G�, yielding a
discrete joint spectrum after the center-of-mass
motion is omitted. (With the above choices of GIII

and GIV, cf. [8] and [9], the center-of-mass motion is
a free motion along the line, so the total momentum
still varies continuously.) Of course, the diagona-
lized Sk are once more given by [53], since the kernel
of �� consists of free boson states.

Taking next g > 0, the above expectation has not
been confirmed for all of the eight regimes involved.
This is not only because in some cases not even the

existence of joint eigenfunctions has been shown,
but also because in the relativistic case the unitarity
of �II and �IV already breaks down for N = 2 when
g increases beyond a critical value, cf. [57] below. It
is quite likely that this happens for N > 2 as well,
but this is not readily apparent from the current
fragmentary knowledge on joint eigenfunctions for
N > 2.

The only two cases where the g > 0 joint
eigenfunction transform is of an elementary nature
are the IIInr and IIIrel cases. Indeed, the joint
eigenfunctions describing the internal motion are of
the form

 nðxÞ ¼WðxÞ1=2PnðxÞ; n 2 NN�1 ½54�

Here,

WðxÞ ¼
Y

1�j<k�N

wðxj � xkÞ ½55�

is a positive weight function on GIII and the Pn(x)
are multivariable orthogonal polynomials. Thus,
Pn(x) is a finite linear combination of the above
free boson states, with p in [52] a linear function of
n. For the IIInr case, these eigenfunctions were
already found by Sutherland. (Here, the functions
Pn(x) amount to polynomials, often called the Jack
polynomials, which arose in a statistics context.)
The IIIrel polynomials may be viewed as the special
AN�1 case of Macdonald’s orthogonal q-polyno-
mials for arbitrary root systems, with

q ¼ expð�2�h��Þ ½56�

(Note that q converges to 1 both in the nonrelati-
vistic limit c!1 and in the classical limit �h! 0.)

For the IInr case, the joint eigenfunctions were
found and studied a couple of decades ago by
Heckman and Opdam, yielding a multivariable
hypergeometric transform. Indeed, for N = 2, the
eigenfunctions can be expressed in terms of the
hypergeometric function 2F1, as has been known
since the early days of quantum mechanics. Like-
wise, the arbitrary-N Inr joint eigenfunction trans-
form (studied in detail by de Jeu) can be viewed as a
multivariable Hankel transform, the N = 2 kernel
being essentially a Hankel function.

Much less is known concerning IVnr eigenfunc-
tions, and a fortiori for the associated transform
�IV. For N = 2 the time-independent Schrödinger
equation amounts to the Lamé equation. Hence,
solutions are Lamé functions that can be studied in
particular via Fuchs theory (regular singularities). A
far more explicit form of the eigenfunctions dates
back to work by Hermite in the nineteenth century.
More precisely, provided the g dependence of the
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defining Hamiltonian is changed from g2 to g(g� �h)
(a change already encountered above), Hermite’s
results apply to couplings g = l�h, l = 2, 3, 4, . . . His
eigenfunctions have a structure that is nowadays
referred to as the Bethe ansatz. For the same g values
and arbitrary N, Hnr eigenfunctions of Bethe ansatz
type were found and studied by Felder and
Varchenko, but even for these g values much
remains to be done to achieve a complete under-
standing of the �IV transform.

A quite different approach, due to Komori and
Takemura, does yield rather detailed information on
�IV for arbitrary g > 0. The key feature of their
strategy is to view the IVnr case as a perturbation of
the IIInr case. This entails, however, that the validity
of their results is restricted to large imaginary period
of the }-function.

For the IVrel system, there are only rather
complete results on �IV for N = 2. More specifically,
the eigenfunction transform is known to be unitary
for

g 2 ½0; �hþ �=��� ½57�

and a dense set in a corresponding parameter space.
(For g outside this interval, unitarity is violated.)
The kernel of �IV involves eigenfunctions of Bethe
ansatz structure. For g = l�h, l = 2, 3, . . . and arbitrary
N, Bethe ansatz type Hrel eigenfunctions were found
by Billey, generalizing the Felder–Varchenko results
mentioned above.

It remains to discuss the Irel and IIrel systems. To
this end, we first recall the classical dualities [46]. It
is natural to expect that these dualities are still
present at the quantum level. For the Inr case, this is
readily confirmed: the transform is indeed invariant
under interchange of x and p. In fact, the N = 2
center-of-mass Hankel transform even depends only
on (x1 � x2)(p1 � p2), so that self-duality is manifest
in this case.

More generally, for N = 2 the expected dualities
[46] are indeed present. The IInr 2F1 transform
satisfies the Irel analytic difference equation in p1 �
p2 due to the contiguous relations obeyed by 2F1. The
IIrel transform is only unitary when g is restricted by
[57], and it is indeed self-dual in the same sense as the
action-angle map (Ruijsenaars).

Turning finally to the case N > 2, the multi-variable
hypergeometric transform �II does have the expected
duality property. More specifically, its inverse diag-
onalizes the commuting Irel A�Os (Chalykh). For IIrel

with N > 2 and g = l�h, l = 2, 3, . . . , Chalykh also
finds elementary joint eigenfunctions with the
expected self-duality. To date, no Hilbert space results
for the N > 2 IIrel case have been obtained.

To conclude, we mention that the soliton scatter-
ing behavior at the classical level is preserved under
quantization in all cases where this can be checked.
That is, no new momenta are created in the
scattering process and the S-matrix is factorized as
a product of pair S-matrices. Moreover, for the type
I cases, the S-matrix is a momentum-independent
(but g-dependent) phase, as a quantum analog of the
classical billiard ball scattering.

See also: Bethe Ansatz; Classical r-Matrices, Lie
Bialgebras, and Poisson Lie Groups; Functional
Equations and Integrable Systems; Integrable Discrete
Systems; Integrable Systems and Algebraic Geometry;
Integrable Systems in Random Matrix Theory; Integrable
Systems: Overview; Isochronous Systems; Ordinary
Special Functions; q-Special Functions; Quantum
Calogero–Moser Systems; Seiberg–Witten Theory;
Separation of Variables for Differential Equations;
Sine-Gordon Equation; Toda Lattices.
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Introduction

Lagrangian formulations of general relativity (GR)
were found by Hilbert and by Einstein himself,
almost immediately after the discovery of the theory.
The construction of Hamiltonian formulations of
GR, on the other hand, has taken much longer, and
has required decades of theoretical research.

The first such formulations were developed by
Dirac and by Bergmann and his collaborators, in the
1950s. Their cumbersome formalism was simplified
by the introduction of new variables: first by
Arnowit, Deser, and Misner in the 1960s and then
by Ashtekar in the 1980s. A large number of
variants and improvements of these formalisms
have been developed by many other authors. Most
likely the process is not over, and there is still much
to learn about the canonical formulation of GR.

A number of reasons motivate the study of
canonical GR. In general, the canonical formalism
can be an important step towards quantum theory;
it allows the identification of the physical degrees of
freedom, and the gauge-invariant states and obser-
vables of theory; and it is an important tool for
analyzing formal aspects of the theory such as its
Cauchy problem. All these issues are highly non-
trivial, and present open problems, in GR.

In turn, the structural peculiarity and the con-
ceptual novelty of GR have motivated re-analyses
and extensions of the canonical formalism itself.

The following sections discuss the source of the
peculiar difficulty of canonical GR, and summarize
the formulations of the theory that are most
commonly used.

The Origin of the Difficulties

The reason for the complexity of the Hamiltonian
formulation of GR is not so much in the intricacy of
its nonlinear field equations; rather, it must be found
in the conceptual novelty introduced by GR at the
very foundation of the structure of mechanics.

The dynamical systems considered before GR can
be formulated in terms of states evolving in time. One
assumes that a time variable t can be measured by a
physical clock, and that certain observable quantities
A of the system can be measured at every instant of
time. If we know the state s of the system at some

initial time, the theory predicts the value A(t) of
these quantities for any given later instant of time t.
The space of the possible initial states s is the phase
space �0. Observables are real functions on �0.
Infinitesimal time evolution can be represented as a
vector field in �0. This vector field is determined by
the Hamiltonian, which is also a function on �0. The
integral lines s(t) of this vector field determine
the time evolution A(t) = A(s(t)) of the observables.

This conceptual structure is very general. It can be
easily adapted to special-relativistic systems. How-
ever, it is not general enough for general-relativistic
systems. GR is not formulated as the evolution of
states and observables in a preferred time variable
which can be measured by a physical clock. Rather,
it is formulated as the relative (common) evolution
of many observable quantities. Accordingly, in GR
there is no quantity playing the same role as the
conventional Hamiltonian. In fact, the canonical
Hamiltonian density that one obtains from a
Legendre transformation from a Lagrangian
vanishes identically in GR.

The origin of this peculiar behavior of the theory is
the following. The field equations are written as
evolution equations in a time coordinate t. However,
they are invariant under arbitrary changes of t. That is,
if we replace t with an arbitrary function t0= t0(t) in a
solution of the field equations, we obtain another
solution. This underdetermination does not lead to a
lack of predictivity in GR, because we do not interpret
the variable t as the measurable reading of a physical
clock, as we do in non-general-relativistic theories.
Rather, we interpret t as a nonobservable mathematical
parameter, void of physical significance. Accordingly,
the notions of ‘‘state at a given time’’ and ‘‘value of
an observable at a given time’’ are very unnatural in GR.

A Hamiltonian formulation of GR requires a
version of the canonical formalism sufficiently
general to deal with this broader notion of evolu-
tion. Generalizations of the Hamiltonian formalism
have been developed by many authors, such as Dirac
(see below), Souriau, Arnold, Witten, and many
others. The first step in this direction was taken by
Lagrange himself: Lagrange gave a time-independent
interpretation of the phase space as the space � of
the solutions of the equations of motion (modulo
gauges). As we shall see, however, consensus is still
lacking on a fully satisfactory formalism.

Dirac Theory of Constrained Systems

Dirac has developed a Hamiltonian theory for
mechanical systems with constraints, precisely in
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view of its application to GR. Dirac’s theory is
beautiful, finds vast applications, and it is still
commonly taken as the basis to discuss Hamiltonian
GR, although GR does not fit very naturally into
Dirac’s scheme. In the following, only the part of
Dirac’s theory relevant for GR is summarized.

Consider a Lagrangian system with Lagrangian
variables qi, with i = 1, . . . , n. Call vi the corresponding
velocities. Let the system be defined by the Lagrangian
L(qi, vi). The momenta are defined as functions of qi

and vi by pi(q
i, vi) = @L(qi, vi)=@vi. The canonical

Hamiltonian H(qi, pi) = vi (qi, pi)pi � L(qi, vi(qi, pi))
(summation over repeated indices is understood) is
obtained by inverting the function pi(q

i, vi) and expres-
sing the velocities as functions of the momenta vi(qi, pi).
The phase space �0 is the space of the variables (qi, pi).
Infinitesimal time evolution is given by the vector field
V = vi(qi, pi)@=@qi þ fi(q

i, pi)@=@pi, where velocities
and forces are given by the Hamilton equations
vi = @H=@pi and fi =�@H=@qi.

More formally, the 2-form != dpi ^ dqi endows
�0 with a symplectic structure. In the presence of
such a structure, every function A determines a
vector field VA, defined by iVA

! = �dA. By inte-
grating this field, we have a flow in �0, called the
flow generated by A. Time evolution is the flow
generated by the Hamiltonian. Given two functions
A and B, their Poisson brackets are defined by the
function {A, B} =�VA(B) = VB(A). Therefore, the
time evolution of an observable A satisfies
dA=dt = {A, H}. A dynamical system is completely
characterized by the set (�0,!,A, H), where
A= (A1, . . . , AN) is the ensemble of the observables.

A constrained system, in the sense of Dirac, is
a system for which the image of the function vi !
pi(q

i, vi) is smaller than Rn. We can characterize
the image I of the map (qi, vi)! (qi, pi) with a set
of equations on �0

C�ðqi; piÞ ¼ 0 ½1�

where � = 1, . . . , m0. These are called the primary
constraints.

The ‘‘constraint surface’’ C is the largest subspace
of I which is preserved by time evolution. It can be
characterized by adding additional constraints, still
of the form (1), with �= m0 þ 1, . . . , m. These
additional constraints, called secondary constraints,
can be computed as the Poisson brackets of the
primary constraints with the Hamiltonian (plus the
Poisson brackets of these secondary constraints with
the Hamiltonian, and so on, until the Poisson
brackets of all the constraints with the Hamiltonian
vanish on in C). We say that an equation holds
weakly if it holds on C.

A constrained system is ‘‘first class’’ if the Poisson
brackets of the constraints among themselves
vanishes weakly. Maxwell theory and GR are first-
class constrained systems. In a first-class constrained
system, the constraints generate flows that preserve
C and foliate it into ‘‘orbits.’’ The space of these
orbits is called the physical phase space (see
Figure 1).

This flow is interpreted as a ‘‘gauge’’ transforma-
tion, namely as a change of mathematical descrip-
tion of the same physical state. As first observed by
Dirac, such interpretation is necessary if we demand
a deterministic physical evolution, for the following
reason. A first-class constrained system is a system
in which the time evolution qi(t) of the Lagrangian
variables is not completely determined by the
equations of motion. (The relation between con-
straints and underdetermination of the evolution is
simple to understand. In a Lagrangian system, the
number of equations of motion is equal to the
number of Lagrangian variables. If one of these
equations is a constraint (between the initial
velocities and initial coordinates), then one evolu-
tion equation is missing.) To recover a deterministic
physical evolution, we must interpret two ‘‘mathe-
matical’’ states that can evolve from the same initial
data, as describing the same ‘‘physical’’ state. As
shown by Dirac, the transformations generated by
the constraints are precisely the ones that implement
such an identification.

It follows that the physical states must be identified
with the equivalence classes of the points of C under
the gauge transformations generated by the con-
straints, namely with the orbits of their flow. It is
easy to show that (locally) there is a unique
symplectic 2-form !ph on �ph such that its pullback
to C is equal to the pullback of ! to C (i�!= ��!ph,
see Figure 1). Physical observables Aph are functions
on C that are gauge invariant, namely constant on

Γ0

Γph

C 

π

i
Orbits

Space of the orbits

π

Figure 1 The structure of a first-class constrained system.

�0: phase space, C : constraint surface, �ph: physical phase

space; i : imbedding of C in �; � projection to orbit space

(sending each point into its orbit).
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the orbits. That is, they are functions on �ph. The
Hamiltonian is a physical observable. The dynamical
system (�ph,!ph,Aph, H), where Aph is the ensemble
of the physical observables, is a complete description
of the physical system, called the gauge-invariant
formulation, with no more constraints or gauges.

For instance, the phase space of Maxwell theory is
coordinatized by the Maxwell potential
A�(x),�= 0, 1, 2, 3, and its conjugate momentum
E�(x). Since the time derivative of A0 does not
appear in the Maxwell action, the primary con-
straint is

E0ðxÞ ¼ 0 ½2�

The secondary constraint turns out to be the Gauss
law,

@aE
aðxÞ ¼ 0 ½3�

where a = 1, 2, 3. The first generates arbitrary
transformations of A0, while the second gene-
rates the time-independent gauge transformations
�Aa(x) = @a�(x). The pair (A0, �0) can be dropped
altogether, since it is formed by a pure gauge
variable and a variable constrained to vanish.
The (gauge-invariant) Hamiltonian is H = 1=8�R

d3x (EaEa þ BaBa), where Ba = �abc@bAc is the
magnetic field and Ea is easily recognized as the
electric field. Ea and Ba are the physical
observables.

General Structure of GR Constraints

GR fits into Dirac theory with a certain difficulty.
Since the constraints are the generators of the gauge
invariances, it is easy to determine their structure in
GR. The gauge invariances of GR are given by the
coordinate transformations x� ! x0� = f �(x), where
x = (x, t). Accordingly, we have four primary con-
straints �� = 0, analogous to [2], and four secondary
constraints C�(x) = 0, analogous to [3]. These are
usually separated into the three ‘‘momentum’’
constraints

CaðxÞ ¼ 0 ½4�

which generate fixed-time spatial coordinate trans-
formations and the ‘‘Hamiltonian’’ constraint

CðxÞ ¼ 0 ½5�

which generates changes in the t coordinate.
The metric g��(x) that represents the gravitational

field in Einstein’s original formulation has ten
independent components per point. Each first-class
constraint indicates that one Lagrangian variable is
a gauge degree of freedom. The physical degrees of

freedom of GR are therefore (10� 4� 4) = 2 per
point. In the linearized theory, these are the two
degrees of freedom that describe the two polariza-
tions of a gravitational wave of given momentum.
Formulations of GR in which there are additional
gauge invariances (such as Cartan’s tetrad formula-
tion, see below) have, accordingly, more constraints.

Since the Hamiltonian generates evolution in the
Lagrangian evolution parameter t, and since such
evolution can be obtained as a gauge transforma-
tion, it follows that the Hamiltonian is a constraint
in GR. The vanishing of the Hamiltonian is a
characteristic feature of general-relativistic systems.
The Hamiltonian structure of GR is therefore
determined by its phase space and its constraints.
The gauge-invariant formulation of the theory is
given just by the set (�ph,!ph,Aph) and no Hamilto-
nian. The physical interpretation of this structure is
discussed in the last section.

ADM Formalism

In Einstein’s formulation, the Lagrangian variable of
GR is the metric field g��(x, t) (here we use the
signature [� , þ , þ , þ ]). Arnowit, Deser, and
Misner have introduced the following change of
variables:

qab ¼ gab; N ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffi
�g00

p
; Na ¼ qabga0 ½6�

where qab is the inverse of the three-dimensional
metric qab, used henceforth to raise and lower space
indices a, b = 1, 2, 3. This is equivalent to writing the
invariant interval in the form

ds2 ¼ �N2 dt2 þ qabðdxa þNa dtÞðdxb þ Nb dtÞ

These variables have an interesting geometric inter-
pretation. Consider a family of spacelike (‘‘ADM’’)
surfaces �t defined by t = constant. qab is the 3-metric
induced on the surface. N is called the ‘‘lapse’’ function
and Na is called the ‘‘shift’’ function. Their geometrical
interpretation is illustrated in Figure 2.

When written in terms of these variables, the
action of GR takes the form

S½qab;N;N
a� ¼

Z
d4x

ffiffiffi
q
p

N½Rþ kabkab � k2�

where q = det qab and R are the determinant and the
Ricci scalar of the metric qab;

kab ¼
1

2N
@tqab �DaNb �DbNað Þ

is the extrinsic curvature of the constant time
surface; and Da is the covariant derivative of qab.
This action is independent of the time derivatives of
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t + dt

t

N

N a dt

(x, t)

(x, t + dt)

Figure 2 The geometrical interpretation of the lapse N(x , t)

and shift Na(x , t) fields. Two ADM surfaces, defined by the

values t and t þ dt , are displayed. N(x , t)dt is the proper length

of the vector joining the two surfaces, normal to the first surface

at (x , t). This is the proper time lapsed between the two surfaces

for an observer at rest on the first surface at (x , t). The quantity

dxa = Na(x , t)dt is the shift (the displacement) between the

endpoint of this vector and the point (x , t þ dt) having the same

spacial coordinates as (x , t).
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N and Na. The conjugate momenta � and �a of these
quantities are therefore the primary constraints and
the pairs (�, N) and (�a, Na) can be taken out of the
phase space as for the pair (E0, A0) in the Maxwell
example. We can therefore take the 3-metric qab(x)
and its conjugate momentum pab(x) as the canonical
variables of GR. The momentum is related to the
‘‘velocity’’ @tqab, by

pab ¼ ffiffiffi
q
p ðkab � kqabÞ

where k = kabqab.
The secondary constraints [4] and [5] turn out to be

Ca ¼
ffiffiffi
q
p

Db
1ffiffiffi
q
p pb

a

� �
¼ 0 ½7�

and

C ¼ 1ffiffiffi
q
p pabpab �

1

2
p2

� �
� ffiffiffi

q
p

R ¼ 0 ½8�

where p = pabqab

If the two fields qab(x, t) and pab(x, t) satisfy the
Hamilton equations

@qabðx; tÞ
@t

¼ fqabðx; tÞ;HðtÞg ½9�

@pabðx; tÞ
@t

¼ fpabðx; tÞ;HðtÞg ½10�
where

HðtÞ ¼
Z

d3x Nðx; tÞC½qabðx; tÞ; pabðx; tÞ�

þNaðx; tÞCa½qabðx; tÞ; pabðx; tÞ�

with arbitrary functions N(x, t), Na(x, t), then the
metric g��(x, t), defined from qab, N, Na by eqn [6], is
the general solution of the vacuum Einstein equation
Ricci[g] = 0. Therefore, these equations provide a
Hamiltonian form of the Einstein field equation.
Tetrad Formalism

The tetrad formalism, developed by Cartan, Weyl,
and Schwinger, has definite advantages with respect
to the metric formalism. It allows the coupling of
fermion fields to GR and is, therefore, needed to
couple the standard model to GR. In the tetrad
formalism, the gravitational field is represented by
four covariant fields eI

�(x), where I, J, . . . = 0, 1, 2, 3
are flat Lorentz indices raised and lowered with the
Minkowski metric 	IJ = diag[�1, þ1, þ1, þ1]. The
relation with the metric formalism is given by

g�� ¼ 	IJe
I
�eJ

�

In this formulation, GR has an additional local
SO(3,1) gauge invariance, given by local Lorentz
transformations on the I indices. The corresponding
canonical formalism is usually defined in a gauge
in which ei

0 = 0, where i, j, . . . = 1, 2, 3 are flat
three-dimensional indices raised and lowered with
the �ij = diag[þ1, þ1, þ1]. In this gauge, the
Lorentz group is reduced to the local SO(3) group
of spatial transformations, and the ADM variable
are defined by

eI
� ¼

N Ni

0 ei
a

� �
½11�

where Ni = ei
aNa. This is equivalent to writing the

invariant interval in the form

ds2 ¼ �N2 dt2 þ ðeai dxa þNi dtÞ ei
b dxb þNi dt

� �
The reduced canonical variables can be taken to be
the field ei

a(x) that represents the ‘‘triad’’ of the
ADM surface, and its conjugate momentum pa

i (x).
Their relation with the three-dimensional metric
variables is given by transforming internal indices
into tangent indices with the triad field ei

a and its
inverse ea

i . In particular,

qab ¼ �ije
i
ae

j
b ½12�

pab ¼ ebipa
i ½13�

Also, for later reference,

ki
a � eibkab ¼

2

det e
pi

a � 1
2 ei

ap
� �

½14�

where p = ei
apa

i .
The momentum and Hamiltonian constraints are

the same as in the ADM formulation, with qab and
pab expressed in terms of the triad variables. The
additional constraint that generates the internal
rotations is

Gi ¼ �ijkej
a pak ¼ 0 ½15�
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Ashtekar Formalism

The Ashtekar formalism simplifies the form of the
constraints and casts GR in a form having the same
kinematics as Yang–Mills theory. With its variants, it
is widely used in nonperturbative quantum gravity, in
particular in the loop formulation (see Loop Quan-
tum Gravity). It can be obtained from the tetrad
canonical formalism by the canonical transformation

Ai
a ¼ 1

2 �
i
jk!

jk
a þ iki

a ½16�

Ea
i ¼ det e ea

i ½17�

where !ij = !
ij
a dxa is the (torsion-free) spin connec-

tion of the triad 1-form field ei = ei
a dxa, determined

by the Cartan equation

dei þ !
j
k ^ ek ¼ 0

The ‘‘electric’’ field E is real, while the Sen–Ashtekar
connection Ai = Ai

a dxa is complex and satisfies the
reality condition

Ai þ Ai ¼ 2�i½e� ½18�

The connection Ai has a simple geometrical inter-
pretation. It is the pullback Aai =!(þ)

a0i on the t = 0
ADM surface of the self-dual part

!
ðþÞ
IJ ¼

1

2
!IJ �

i

2
�IJ

KL!KL

� �
of the four-dimensional torsion free spin connection
!IJ
� determined by the tetrad field eI

�.
In terms of these fields, the constraint equations

can be written in the form

Gi ¼ DaEa
i ¼ 0 ½19�

Ca ¼ Fi
abEa

i ¼ 0 ½20�

C ¼ �ijkFi
abEjaEkb ¼ 0 ½21�

where Da is the covariant derivative and Fab is the
curvature defined by the connection A. The first of these
constraints is the nonabelian version of the Gauss law
[3]: it is the gauge constraint of Yang–Mills theory. The
constraints are polynomial in the canonical variables.

These equations are often written using a basis 
i

in the su(2) Lie algebra, and defining the su(2)
connection A = Ai
i and the su(2)-valued vector
field Ea = Eai
i. In terms of these fields the con-
straints can be written in the form

G ¼ DaEa ¼ 0

Ca ¼ tr½FabEa� ¼ 0

C ¼ tr½FabEaEb� ¼ 0

where the trace is on su(2).
A variant of this formalism commonly used in
quantum gravity is obtained by replacing [16] with
the Barbero connection

Ai
a ¼ 1

2 �
i
jk !

jk
a þ � ki

a ½22�

where � is an arbitrary complex number, called the
Immirzi parameter. In terms of this connection, [21]
is replaced by

C ¼ �ijkFi
abEjaEkb þ 1þ �2

4
det eðkabkab � k2Þ ¼ 0

where ei
a and kab are given as function of E and A by

[22] and [17]. The choice � = 1, with the constraint
[19]–[21], gives the canonical formulation of Eucli-
dean GR.

All the formulations described extend readily to
matter couplings. The structure of the constraints
remains the same – with additional constraints corre-
sponding to matter gauge invariances, if any. The GR
constraints are modified by the addition of matter terms.
In particular, the Hamiltonian constraint C and the
momentum constraint Ca are modified by the addition
of terms determined by the energy density and the
momentum density of the matter, respectively. In the
Ashtekar formulation, a fermion field modifies the
Gauss law constraint by the addition of a torsion term.
Evolution

In the gauge-invariant canonical structure of GR, there
is no explicit time flow generated by a Hamiltonian. If
the formalism is utilized just in order to express the
Einstein equation in first-order canonical form, this is
not a difficulty, because evolution in the coordinate
time is generated by the constraints. On the other
hand, if we are interested in understanding the
structure of states, observables, and evolution of GR,
the situation appears to be puzzling. An additional
complication arises from the fact that virtually no
gauge-invariant observable Aph is known explicitly as
a function on the phase space. These issues become
especially relevant when the canonical formalism is
taken as a starting point for quantization. How is
physical evolution represented in canonical GR?

The first relevant observation is that the gauge-
invariant phase space �ph is better understood as a
phase space in the sense of Lagrange: namely as the
space � of the solutions of the equations of motion
modulo gauges, rather than a space of instantaneous
states. Recall that in GR the notion of ‘‘instanta-
neous state’’ is rather unnatural.

In the ADM formulation, for instance, an orbit on
the constraint surface of GR can be understood as
the ensemble of all possible values that the variables
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(qab(x), pab(x)) can take on arbitrary spacelike ADM
surfaces embedded in a given solution of the
Einstein equation. Motion along the orbit (which
has dimension 4�13) corresponds to arbitrary
deformations of the surface.

Physical applications of classical GR deal with
relations between ‘‘partial observables.’’ A partial
observable is any variable physical quantity that can
be measured, even if its value cannot be determined
from the knowledge of the physical state. An example
of partial observable in nonrelativistic mechanics is
given precisely by the nonrelativistic time t. Partial
observables are represented in GR as functions on �0.
A physical state in �ph determines an orbit in C, and
therefore a set of relations between partial observables
(see Figure 1). That is, it determines the possible values
that the partial observables can take ‘‘when’’ and
‘‘where’’ other partial observables have given values.
All physical predictions of classical GR can be
expressed in this form.

One of the partial observables can be selected to
play the role of a physical clock time, and evolution
can be expressed in terms of such clock time. In
general, it is difficult – if not impossible – to find a
clock time observable in terms of which evolution is
a proper conventional Hamiltonian evolution. Mat-
ter couplings partially simplify the task. For
instance, if the motion of planet Earth is coupled
to GR, then proper time along this motion from a
significative event on Earth, which is a partial
observable, can be a convenient clock time. In pure
gravity, the ‘‘York time’’ defined as the trace of the
extrinsic curvature TY = k, on ADM surfaces where
k is spatially constant, has been extensively and
effectively used as a clock time in formal analysis of
the theory. A Hamiltonian that generates evolution
in a given clock time T can be formally obtained by
solving the Hamiltonian constraint with respect to a
momentum PT conjugate to T. Such ‘‘reparametriza-
tions’’ of the relative evolution of the partial
observables can be useful to analyze equations and
to help intuition, but they are by no means necessary
to have a well-defined interpretation of the theory.

Another possibility to introduce a preferred time
flow is to consider asymptotically flat solutions of
the field equations. In this case, one can define a
nonvanishing Hamiltonian, given by a boundary
integral at spacial infinity. This Hamiltonian gen-
erates evolution in an asymptotic Minkowski time.
This choice is convenient for describing observations
performed from a large distance on isolated gravita-
tional systems. Many general-relativistic physical
observations do not belong to this category.

Various other techniques to define a fully gen-
erally covariant canonical formalism have been
explored. Among these: definitions of the physical
symplectic structure directly on the space of the
solutions of the field equations; generalization of the
initial and final surfaces to boundaries of compact
spacetime regions; construction of ‘‘evolving con-
stants of motion,’’ namely families of gauge-invar-
iant observables depending on a clock time
parameter; multisymplectic formalisms that treats
space and time derivatives on a more equal footing;
and others. Many of these techniques are attempts
to overcome the unequal way in which time and
space dependence are treated in the conventional
Hamiltonian formalism.

GR has deeply modified our understanding of
space and time. An extension of the canonical
formalism of mechanics, compatible with such a
modification, is needed, but consensus on the way
(or even the possibility) of formulating a fully
satisfactory general-relativistic extension of Hamil-
tonian mechanics is still lacking.

See also: Asymptotic Structure and Conformal Infinity;
Constrained Systems; General Relativity: Overview;
Loop Quantum Gravity; Quantum Cosmology; Quantum
Geometry and its Applications; Spin Foams;
Wheeler–De Witt Theory.
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Introduction

Shared entanglement between a sender and receiver
can significantly improve the usefulness of a
quantum channel for the communication of either
classical or quantum data. Superdense coding and
teleportation provide the most well-known examples
of this improvement; free entanglement doubles the
classical capacity of a noiseless quantum channel
and makes it possible for a noiseless classical channel
to send quantum data. In fact, the entanglement-
assisted classical and quantum capacities of a
quantum channel are in many senses simpler and
better behaved than their unassisted counterparts
(Holevo 1998, Schumacher and Westmoreland
1997, Devetak 2005). Most importantly, these
capacities can be calculated using simple formulas
and finite optimization procedures (Bennett et al.
1999, 2002). No such finite procedure is known for
either of the unassisted capacities. Moreover, the
entanglement-assisted classical and quantum capa-
cities are related by a simple factor of 2. The
unassisted capacities, in contrast, have completely
different formulas. In fact, the simple factor of 2
generalizes to a statement known as the quantum
reverse Shannon theorem, which governs the rate at
which one quantum channel can simulate another
(Bennett et al. 2005). The answer is given by the
ratio of the entanglement-assisted capacities.

Notation

Quantum systems will be denoted by A, B, and so
on as well as their variants such as A0 and Â. The
choice of letter will generally indicate which party
holds a given system, with A reserved for the sender,
Alice, and B for the receiver, Bob. Given a quantum
system C, C�n will often be written as Cn. These
symbols will be used to denote both the Hilbert
space of the quantum system and the set of density
operators on that system. Thus, a quantum channel
N : A0 !B refers to a trace-preserving, completely
positive (TPCP) map from the operators on the
Hilbert space of A0 to those of B. idC refers to the
identity channel on C. The map N � idC will
frequently be abbreviated to N in order to simplify
long expressions. Likewise, the density operator
j’ih’j of a pure quantum state j’i will be
abbreviated to ’. �C will refer to the maximally

mixed state on C and �d to the maximally mixed
state on a specified d-dimensional quantum system.

For a given quantum state ’AB on the composite
system AB, ’A = trB ’

AB and

HðAÞ’ ¼ Hð’AÞ ¼ �trð’A log2 ’
AÞ ½1�

is the von Neumann entropy of ’A, while

HðAjBÞ’ ¼ �IcðAiBÞ ¼ HðABÞ’ �HðBÞ’ ½2�

is its conditional entropy and

IðA; BÞ’ ¼ HðAÞ’ þHðBÞ’ �HðABÞ’ ½3�

its mutual information.

Entanglement-Assisted Classical
and Quantum Capacities

The entanglement-assisted classical capacity of a
quantum channel N : A0 !B is the optimal rate at
which classical information can be communicated
through the channel while in addition making use of
an unlimited number of maximally entangled states.

The formal definition proceeds as follows. Alice
and Bob are assumed to share nS ebits in the form of
a maximally entangled state j�i~A~B of Schmidt rank
2nS. Conditioned on her message m 2 {1, 2, . . . , 2nR},
Alice will apply an encoding operation Em : ~A!A0n.
Bob’s decoding is given by a POVM {�m}2nR

m = 1 on the
composite system ~BBn. The procedure is said to have
maximum probability of error � if

max
m

tr �mðN�n � EmÞð�Þ
� �

� 1� � ½4�

These elements, illustrated in Figure 1, consisting of
the shared entanglement, as well as the encoding and
decoding operations meeting the criterion of eqn [4],
are called a (2nR, 2nS, n, �) entanglement-assisted clas-
sical code for the channel N . A rate R is said to be
achievable if there exists a choice of S� 0 and a
sequence of entanglement-assisted classical codes
(2nR, 2nS, n, �n) with �n! 0. The entanglement-assisted

Ã
A′n

    
n B 

n

B

M
m ′ = 1Λm ′

m

{ }

Figure 1 Circuit representation of the elements of an

entanglement-assisted classical code for the channel N . Alice

encodes message m by applying the operation Em to her half

of the shared entanglement. Bob decodes by applying the

POVM f�m0g on the output of the channel and his half of the

shared entanglement.
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classical capacity CE(N ) of N is defined to be the
supremum over all achievable rates.

Theorem 1 (Bennett et al. 1999, 2002). The
entanglement-assisted classical capacity CE of a
quantum channel N : A0 !B is given by

CEðN Þ ¼ max
�

IðA; BÞ� ½5�

where the maximization is over states �AB=N (’AA0)
arising from the channel by acting on the A0 half of
any pure state j’iAA0.

The theorem bears a strong formal resemblance to
Shannon’s noisy coding theorem for the classical
capacity of a classical noisy channel. There the
capacity formula is also given by an optimization of
the mutual information, but over joint distributions
between the input and output alphabets arising from
the action of the channel. Such a joint distribution
cannot exist in general for a quantum channel
because the no-cloning theorem excludes the possi-
bility of the input and output existing simulta-
neously. Equation [5] instead refers to a natural
substitute for the joint input–output distribution: a
quantum state arising from the quantum channel
acting on half of an entangled pure state.

Another point worth stressing is that, unlike the
known formulas for the unassisted classical and
quantum capacities of a quantum channel, eqn [5]
refers to only a single use of N instead of the limit
of many uses, N�n

. The formula can therefore
readily be used to evaluate CE for any channel of
interest.

Consider, for example, the d-dimensional depo-
larizing channel

Dpð�Þ ¼ ð1� pÞ�þ p�d ½6�

that with probability p completely randomizes the
input but otherwise leaves the input invariant. For
such channels, the maximum is achieved by choos-
ing a maximally entangled state for j’iAA0 , yielding

CEðDpÞ ¼ 2 log2 d

� hd2 1� p
d2 � 1

d2

� �
½7�

where for any 0 � q � 1 and integer r� 1,

hrðqÞ ¼ � q log2 q� ð1� qÞ

� log2

1� q

r� 1

� �
½8�

is the Shannon entropy of the distribution
(q, (1� q)=(r� 1), . . . , (1� q)=(r� 1)).

Entanglement assistance also simplifies the rela-
tionship between the classical and quantum

capacities of a channel. Proceeding as before to
formally define the quantum capacity, Alice and Bob
are again assumed to share a maximally entangled
state j�i~A~B of Schmidt rank 2nS. Alice’s encoding
operation will be a TPCP map E : Â~A!A0n acting
on an input system Â and her half of the shared
entanglement, ~A. Bob’s decoding will likewise be a
TPCP map D : ~BBn! B̂ acting on the output of the
channel, Bn, and his half of the shared entangle-
ment, ~B. Â and B̂ are assumed to be isomorphic
quantum systems of some fixed dimension 2nQ. The
procedure is said to have subspace fidelity 1� � if

B̂h’j
�
D � N�n � E

�
�

~A~B � ’Â
� �

j’iB̂� 1� � ½9�

for all j’iÂ 2 Â. These elements, illustrated in
Figure 2, are together called a (2nQ, 2nS, n, �)
entanglement-assisted quantum code for the channel
N . A rate Q is said to be achievable if there exists a
choice of S� 0 and a sequence of entanglement-
assisted quantum codes (2nR, 2nS, n, �n) with �n! 0.
The entanglement-assisted quantum capacity QE(N )
of N is defined to be the supremum over all
achievable rates.

There is considerable freedom in the definition of
the entanglement-assisted quantum capacity. It
could, for example, be defined as the largest amount
of maximal entanglement that can be generated
using the channel, minus the entanglement con-
sumed during the protocol itself. Alternatively, the
fidelity criterion eqn [9] could be strengthened to
require that D � N�n � E preserve not only pure
states on Â but any entanglement between Â and a
reference system. All of these variants yield the same
capacity formula:

QEðN Þ ¼ 1
2 CEðN Þ ½10�

This equivalence is a direct consequence of the
existence of the teleportation and superdense coding
protocols. When maximal entanglement is available,
teleportation converts the ability to send classical
data into the ability to send quantum data at half
the classical rate. Conversely, by consuming

Ã

Â

B

ϕ〉 A′n Bn

B

    
n

Figure 2 Circuit representation of the elements of an

entanglement-assisted quantum code for the channel N . E is

Alice’s encoding operation, which acts on both her input state

and her half of the shared entanglement. Bob decodes using a

quantum operation D acting on the output of the channel and his

half of the shared entanglement.
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maximal entanglement, superdense coding converts
the ability to send quantum data into the ability to
send classical data at double the quantum rate.

Sketch of Proof

The proof of a capacity theorem can usually be
broken into two parts, achievability and optimality.
The achievability part demonstrates the existence of
a sequence of codes reaching the prescribed rate
while the optimality part shows that it is impossible
to do better.

The main idea in the achievability proof can be
understood by studying the special case where

’A0 = �A0 . Let dA0 = dimA0 and {Uj}
d2n

A0
j = 1 be a set of

Weyl operators for A0n. The relevant property of
these operators is that averaging over them imple-
ments the constant map: for all density operators �,

1

d2n
A0

Xd2n
A0

j¼1

Uj�U
y
j ¼ �A0n ½11�

Consider the state �j that arises if Alice acts with Uj

on the A0n half of a rank-dn
A0 maximally entangled

state j’iAA0n and then sends the A0n half of the
resulting state through N . (Note that here A0n also
plays the role of ~A.) The entropy of the resulting
state is

Hð�jÞ ¼ H NððUj � I~BÞ’ðU
y
j � I~BÞÞ

� �
½12�

¼ H Nð’Þð Þ ½13�

since Uj does not change the local density operator
on A0n.

On the other hand, if Alice selects a value of j
from the uniform distribution, then the resulting
average input state to the channel will be

�A0n� �A ¼ ’A0n� ’A ½14�

and the corresponding average output state will be
N (’A0n)� ’A, which has entropy

HðN ð’A0nÞÞ þHð’AÞ ½15�

Therefore, the Holevo quantity of the ensemble of
output states, defined as the entropy of the average
state minus the average of the entropies of the
individual output states, will be equal to

Hð’AÞ þH Nð’A0nÞ
� �

�H Nð’AA0nÞ
� �

½16�

This is precisely the quantity I(A; B)� for the state
N (’AA0n) since the channel N transforms the A0n

system into B. Moreover, if Bob is given the A part of
the maximally entangled state, then this is the Holevo

quantity of an ensemble of states that can be produced
by Alice acting on half of a shared entangled state and
then sending her half through the channel. Invok-
ing the Holevo–Schumacher–Westmoreland (HSW)
theorem for the classical capacity (Holevo 1998,
Schumacher and Westmoreland 1997) therefore com-
pletes the proof; using coding, the Holevo quantity is
an achievable communication rate.

The proof that eqn [5] is optimal involves a series
of entropy manipulations similar to the optimality
proofs for the unassisted classical and quantum
capacities. From the point of view of quantum
information, the truly unusual part of the proof is
the demonstration that it is unnecessary to consider
multiple copies of N (Cerf and Adami 1997).
Specifically, let

f ðN Þ ¼ max
�

IðA; BÞ� ½17�

where the maximization is defined as in Theorem 1.
Techniques analogous to those used for the unas-
sisted capacities yield the upper bound

CEðN Þ� lim
n!1

1

n
f ðN�nÞ ½18�

Unlike the unassisted case, however, a relatively easy
argument shows that

f ðN 1 �N 2Þ ¼ f ðN 1Þ þ f ðN 2Þ ½19�

(The analogous statement is an important conjecture
for the classical capacity and is known to be false for
the quantum capacity (DiVincenzo et al. 1998).) As
a result, CE(N ) � f (N ), which is the optimality part
of Theorem 1.

To see the origin of eqn [19], it will be helpful to
invoke Stinespring’s theorem to write N j = trEj

UBjEj

j ,
where U j : A0j!BjEj is an isometry. Fix a state
j’iAA0

1
A0

2 and let �= (U1 � U2)(’). Equation [19]
follows from the fact that

IðA; B1B2Þ� � IðAB2E2; B1Þ�
þ IðAB1E1; B2Þ� ½20�

Simply redefining A to be AB2E2 shows that the first
term of the right-hand side is upper bounded by
f (N 1). The second term, likewise, is upper bounded
by f (N 2). Equation [20] is itself equivalent to the
inequality

HðB1B2jE1E2Þ� þHðB1B2Þ�
� HðB1jE1Þ� þHðB2jE2Þ�
þHðB1Þ� þHðB2Þ� ½21�

The inequality H(B1B2)� � H(B1)� þH(B2)� holds
by the subadditivity of the von Neumann entropy.
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Repeated applications of the strong subadditivity
inequality, moreover, lead to the inequality

HðB1B2jE1E2Þ��HðB1jE1Þ�
þHðB2jE2Þ� ½22�

Together, they prove eqn [20] and, thence, eqn [19].
The intuitive meaning of this ‘‘single-letterization’’ is
unclear, but regardless, it is interesting to note that
the proof involved invoking a pair of purifying
environment systems, E1 and E2, and studying the
entropy relationships between the true outputs of
the channel and the environment’s share.

The Quantum Reverse Shannon Theorem

A strong argument can be made that the entanglement-
assisted capacity of a quantum channel is the most
important capacity of that channel and that all the
other capacities are, in some sense, of less significance.
The fact that it is unnecessary to distinguish between
the classical and quantum entanglement-assisted capa-
cities because they are related by a factor of 2 is a hint
in that direction, as is the simple, single-letter formula
for CE(N ).

A more general argument can be made by
considering the problem of having one channel
simulate another. Indeed, the quantum capacity of
a quantum channel is simply the optimal rate at
which that channel can simulate the noiseless
channel id2 on a single qubit. Likewise, the classical
capacity of a quantum channel is its optimal rate for
simulation of a qubit dephasing channel

� 7! j0ih0j�j0ih0j þ j1ih1j�j1ih1j ½23�

In this spirit, the fact that CE(N ) = 2QE(N ) can be
re-expressed in the form

QEðN Þ ¼
CEðN Þ
CEðid2Þ

½24�

Equivalently, when entanglement is free, the optimal
rate at which N can simulate a noiseless qubit channel
is given by the ratio between the entanglement-
assisted classical capacities of N and id2. The
quantum reverse Shannon theorem generalizes this
statement to the simulation of arbitrary channels in
the presence of free entanglement.

Suppose that Alice and Bob would like to use
N 1 : A0 !B to simulate another channel N 2 : A0 !B.
Fix an input state ’A0 and let j’iAA0n be a purification
of (’A0 )�n. As always, assume that Alice and Bob share
a maximally entangled state j�i~A~B of Schmidt rank
2nS. Alice’s encoding operation will be a TPCP map
E : ~AA0n!A0m acting on n copies of the input system
A0 and her half of the shared entanglement, ~A. Bob’s

decoding will likewise be a TPCP map D : Bm ~B!Bn

acting on m copies of the output of the channel, and his
half of the shared entanglement, ~B. This procedure is
said to �-simulate N�n

2 on (’A0)�n if

F N�n
2

�
’AA0n

	
;
�
D � N�m

1 � E
	�

�
~A~B � ’AA0n

	� �
� 1� � ½25�

where F is the mixed state fidelity F(�, �) =
(tr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�1=2��1=2

p
)2. The entire procedure, illustrated in

Figure 3, is said to be a (2nS, m, n, �) entanglement-
assisted simulation of N 2 by N 1. A rate R, measured
in copies of N 2 per copy of N 1, is said to be
achievable for ’A0 if there exists a choice of S� 0 and
a sequence of (2nS, mn, n, �n) entanglement-assisted
simulations with n=mn!R while �n! 0.

The quantum reverse Shannon theorem states
that the entanglement-assisted capacity completely
governs the achievable simulation rates.

Theorem 2 (Winter 2004, Bennett et al.). Given
two channels N 1 : A0 !B and N 2 : A0 !B, R is an
achievable simulation rate for N 2 by N 1 and all
input states ’A0 if and only if

R � CEðN 1Þ
CEðN 2Þ

½26�

Note that the form of eqn [26] ensures that the
simulation is asymptotically reversible: if a channel
N 1 is used to simulate N 2 and the simulation is then
used to simulate N 1 again, then the overall rate
becomes

CEðN 1Þ
CEðN 2Þ

CEðN 2Þ
CEðN 1Þ

¼ 1 ½27�

Thus, in the presence of free entanglement and for a
known input density operator of the form (’A0 )�n, a
single parameter, the entanglement-assisted classical
capacity, suffices to completely characterize the
asymptotic properties of a quantum channel.

Ã

A′n
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A′m Bn

(a)
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1 
m

2 
n

B 

n

Figure 3 Circuit representation of an entanglement-assisted

simulation of N 2 by N 1. (a) The simulation circuit, with Alice’s

encoding operation E acting on n copies of A0 and Bob’s

decoding operation producing n copies of B. (b) The circuit that

the protocol is intended to simulate. As stated, the quantum

reverse Shannon theorem allows the simulation circuit to depend

on the density operator of the input state restricted to A0n .
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Moreover, since two channels that are asymptoti-
cally equivalent without free entanglement will
surely remain equivalent if free entanglement is
permitted, eqn [26] gives essentially the only
possible nontrivial, single-parameter asymptotic
characterization of quantum channels. This is the
sense in which the entanglement-assisted capacity
should be regarded as the most important capacity
of a quantum channel.

The proof of the quantum reverse Shannon
theorem is quite involved, but some of its features
can be understood without much work. First, note
that by the optimality statement of the entanglement-
assisted classical capacity, the desired simulation can
exist only if eqn [26] holds. Otherwise, composing
the simulation of N 2 by N 1 with a sequence of codes
achieving CE(N 2) would result in a sequence of codes
beating the capacity formula for N 1.

Similarly, note that one method to simulate a
channel N 1 using N 2 is to first use N 2 to simulate
the noiseless channel and then use the simulated
noiseless channel to simulate N 1. Since the achiev-
able rates for the first step are characterized by the
entanglement-assisted capacity theorem, proving the
achievability part of Theorem 2 reduces to finding
protocols for simulating a general noisy quantum
channel N 2 by a noiseless one. That perhaps sounds
like a strange goal, but nonetheless is the difficult
part of the quantum reverse Shannon theorem.

It is likely that the quantum reverse Shannon
theorem can be extended to cover other types of
inputs than the known tensor power states (’A0)�n.
The most desirable form of the theorem would be
one valid for all possible input density operators on
A0�n, providing a single simulation procedure
dependent only on the channels and not the input
state. It is known that without modifying the form
of the free entanglement, this most ambitious form
of the theorem fails, but it is conjectured that the
full-strength theorem does hold provided very large
amounts of entanglement are supplied in the form of
the so-called embezzling states (van Dam and
Hayden 2003).

Relationships between Protocols

There is another sense in which the entanglement-
assisted capacity can be viewed as the fundamental
capacity of a quantum channel: an efficient protocol
for achieving the entanglement-assisted capacity can
be converted into protocols achieving the unassisted
quantum and classical capacities, or at least very
close variants thereof.

An efficient protocol in this case refers to one that
does not waste entanglement. Suppose thatN : A0 !B

can be written trEUBE for some isometry UBE. Let
j’iAA0 be a pure state and j�iABE = UBEj’iAA0 the
corresponding purified channel output state. Careful
analysis of the entanglement-assisted classical commu-
nication protocol achieving the rate I(A; B)� leads to
an entanglement-assisted quantum communication
protocol consuming entanglement at the rate
(1=2)I(A; E)� ebits per use of N and yielding commu-
nication at the rate of (1=2)I(A; B)� qubits per use N .
The protocol achieving this goal is known as the
‘‘father’’ (Devetak et al. 2004).

If the entanglement consumed in the father were
actually supplied by quantum communication from
Alice to Bob, then the net rate of quantum
communication produced by the resulting protocol
would be (1=2)I(A; B)� � (1=2)I(A; E)� qubits from
Alice to Bob, that is, the total produced minus the
total consumed.

This quantity, how much more information B has
about A than E does, can be simplified using an
interesting identity. Since j�iABE is pure,

IðA; EÞ� ¼ HðAÞ� þHðEÞ� �HðAEÞ� ½28�

¼ HðAÞ� þHðABÞ� �HðBÞ� ½29�

Expanding I(A; B)� and canceling terms then reveals
that

1
2IðA; BÞ � 1

2IðA; EÞ ¼ �HðAjBÞ�
¼ IcðAiBÞ� ½30�

where the function Ic is known as the coherent
information. After optimizing over input states and
multiple channel uses, this is precisely the formula for
the unassisted quantum capacity of a quantum channel
(Devetak 2005). Thus, the net rate of qubit commu-
nication for the protocol derived from the father
exactly matches the rates necessary to achieve the
unassisted quantum capacity. The only caveat is that
the protocol derived from the father uses quantum
communication catalytically, meaning that some com-
munication needs to be invested in order to get a gain
of Ic(AiB). For the unassisted quantum capacity, no
investment is necessary. Nonetheless, detailed analysis
of the situation reveals that the amount of catalytic
communication required can be reduced to an amount
sublinear in the number of channel uses, meaning the
rate of required investment can be made arbitrarily
small. In this sense, the father protocol essentially
generates the optimal protocols for the unassisted
quantum capacity.

Protocols achieving the unassisted classical capa-
city can be constructed in a similar way. In this case,
one starts from an ensemble E= {pj,N ( A0

j )} of
states generated by the channel. Achievability of
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the unassisted classical capacity formula follows
from achievability of rates of the form

�ðEÞ¼H
�X

j

pjNð A0

j Þ
�

�
X

j

pjH Nð A0

j Þ
� �

½31�

for arbitrary ensembles of output states. Consider
the channel eNð�Þ ¼X

j

hjj�jji 	 N ð jÞ ½32�

and input state j’iAA0 =
P

j

ffiffiffiffi
pj
p jjiAjjiA

0
. If �= eN (’),

then I(A; B)� is equal to �(E). Thus, there are protocols
consuming entanglement that achieve the classical
communications rate �(E) for the modified channeleN . Because the channel eN includes an orthonormal
measurement which destroys all entanglement between
A and B, however, it can be argued that any
entanglement used in such a protocol could be replaced
by shared randomness, which could then in turn be
eliminated by a standard derandomization argument.
The net result is a procedure for choosing rate �(E)
codes for the channelN consisting of states of the form
 j1 � 	 	 	 �  jn , which is the essence of the achievability
proof for the unassisted classical capacity.

This may seem like an unnecessarily cumbersome
and even circular approach to the unassisted
classical capacity given that the proof sketched
above for the entanglement-assisted classical capa-
city itself invokes the unassisted result in the form of
the HSW theorem. The approach becomes more
satisfying when one learns that simple and direct
proofs of the father protocol exist that completely
bypass the HSW theorem (Abeyesinghe et al. 2005).

Thus, the entanglement-assisted communication
protocols can be easily transformed into their
unassisted analogs, confirming the central place of
entanglement-assisted communication in quantum
information theory.
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Introduction

Any processing of quantum information, be it
storage or transfer, can be represented as a quantum
channel: a completely positive and trace-preserving
map that transforms states (density matrices) on the
sender’s end of the channel into states on the
receiver’s end. Very often, the channel S that sender
and receiver (conventionally called Alice and Bob,
respectively) would like to implement is not readily
available, typically due to detrimental noise effects,
limited technology, or insufficient funding. They
may then try to simulate S with some other channel
T, which they happen to have at their disposal. The
quantum channel capacity Q(T, S) of T with respect
to S quantifies how well this simulation can be
performed, in the limit of long input strings, so that
Alice and Bob can take advantage of collective pre-
and post-processing (cf. Figure 1). Higher capacities
may result if Alice and Bob are allowed to use
additional resources in the process, such as classical
side channels or a bunch of maximally entangled
pairs shared between them.

Quantum capacity thus gives the ultimate bench-
marks for the simulation of one quantum channel by
another and for the optimal use of auxiliary
resources. Together with the compression rate of a
quantum source (see Source Coding in Quantum
Decoding

R
es

ou
rc

es

T T T S≈ S

Encoding

Figure 1 Equipped with collective encoding and decoding

operations (and perhaps some auxiliary resources), n = 3

instances of the channel T simulate m = 2 instances of the

channel S. The transmission rate of the above scheme is 2/3.

Capacity is the largest such rate, in the limit of long messages

and optimal encoding and decoding.
Information Theory), it lies at the heart of quantum
information theory.

In a very typical scenario, Alice and Bob would
like to implement the ideal (noiseless) quantum
channel S = id: they are interested in sending
quantum states undistorted over some distance, or
want to store them safely for some period of time, so
that all the precious quantum correlations are
preserved. The capacity Q(T)�Q(T, id) is then the
maximal number of qubit transmissions per use of
the channel, taken in the limit of long messages and
using collective encoding and decoding schemes
asymptotically eliminating all transmission errors.
This is what is generally called the quantum capacity
of the channel T, and it is our main focus in this
article. Little is known so far about the quantum
capacity for the simulation of other (nonideal)
channels (cf. the section ‘‘Related capacities’’).

In remarkable contrast to the classical setting,
quantum channel capacities are very much affected
by additional resources. This leads to unexpected
and fascinating applications such as teleportation
and dense coding. But it also results in a bewildering
variety of inequivalent channel capacities, which still
hold many challenges for future research.

Notation

A quantum channel which transforms input systems
on a Hilbert space HA into output systems on a
(possibly different) Hilbert space HB is represented
(in Schrödinger picture) by a completely positive and
trace-preserving linear map T :B�(HA)!B�(HB),
where B�(H) denotes the space of trace class
operators on the Hilbert space H (see Channels in
Quantum Information Theory). We write A instead
of B�(HA) to streamline the presentation, and An for
the n-fold tensor product B�(HA)�n.

It is evident that the definition of channel capacity
requires the comparison of different quantum
channels. A suitable distance measure is the norm
of complete boundedness (or cb-norm, for short),
denoted by k � kcb. For two channels T and S, the
distance (1=2)kT � Skcb can be defined as the largest
difference between the overall probabilities in two
statistical quantum experiments differing only by
exchanging one use of S by one use of T. These
experiments may involve entangling the systems on
which the channels act with arbitrary further
systems; hence the cb-norm remains a valid distance-
measure if the given channel is only part of a larger
system. Equivalently, we may set kTkcb :¼
supn kT � idnk, where kRk := supk%k1 �1 kR(%)k1
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denotes the norm of linear operators, and
k%k1 := tr

ffiffiffiffiffiffiffi
%�%
p

is the trace norm on the space of
trace-class operators B�(H).

We use base two logarithms throughout, and we
write ld x := log2 x and exp2 x := 2x.
Quantum Channel Capacity

The intuitive concept underlying quantum channel
capacity is made rigorous in the following
definition:

Definition 1 A positive number R is called achiev-
able rate for the quantum channel T :A!B with
respect to the quantum channel S :A0!B0 iff for any
pair of integer sequences (n�)�2N and (m�)�2N with
lim�!1 n� =1 and lim�!1

m�

n�
�R we have

lim
�!1

inf
D;E
kDT � n�E� S�m�kcb ¼ 0 ½1�

the infimum taken over all encoding channels E and
decoding channels D with suitable domain and
range. The channel capacity Q(T, S) of T with
respect to S is defined to be the supremum of all
achievable rates. The quantum capacity is the special
case Q(T) := Q(T, id2), with id2 being the ideal
qubit channel.

In this article, we mainly concentrate on
channels between finite-dimensional systems. This
is enough to bring out the basic ideas. Many of the
concepts and results discussed here can be general-
ized to Gaussian channels, which play a central
role as building blocks for quantum optical
communication lines (Holevo and Werner 2001,
Eisert and Wolf).

There is considerable freedom in the definition
of quantum channel capacity, at least for ideal
reference channels (Kretschmann and Werner
2004). In particular, the encoding channels E in
eqn [1] may always be restricted to isometric
embeddings.

In addition, it is not necessary to check an infinite
number of pairs of sequences (n�)�2N and (m�)�2N

when testing a given rate R, as Definition 1 would
suggest. Instead, it is enough to find one such pair
which achieves the rate R infinitely often,
lim�!1m�=n� = R.

Without affecting the capacity, the cb-norm kTkcb

may be replaced by the unstabilized operator norm
kTk or by fidelity measures, which are in general
much easier to compute. In particular, one might
choose the minimum fidelity,

FðTÞ :¼ min
k k¼1

h jTðj ih jÞj i ½2�
or even the average fidelity,

�FðTÞ :¼
Z
h jTðj ih jÞj i d ½3�

Unfortunately, this equivalence is restricted to
capacities with noiseless reference channel S = id.
In the vicinity of other (nonideal) channels, equiva-
lence of the stabilized and unstabilized error criteria
may be lost. Of course, the comparison of channels
is ultimately based on the comparison of a state to
its image, and here the pure states are the worst
case. Hence, the remarkable insensitivity of the
quantum capacity to the choice of the error criterion
stems from the observation that the comparison
between an arbitrary state and a pure state is rather
insensitive to the criterion used.

Instead of requiring the error quantity in eqn [1] to
approach zero in the large block limit �!1, one
might feel tempted to impose that the errors vanish
completely for some sufficiently large block length,
since this is the standard setup in the theory of
quantum error correction (see Quantum Error Correc-
tion and Fault Tolerance). While it is true that errors
can always be assumed to vanish exponentially in eqn
[1], requiring perfect correction may completely change
the picture: if a channel has some small positive
probability for depolarization, the same also holds for
its tensor powers, and no such channel allows the
perfect transmission of even one qubit. Hence, the
capacity for perfect correction will vanish for such
channels, while the standard capacity (in accordance
with Definition 1) will be close to maximal, Q(T)	 1.
The existence of perfect error-correcting codes thus
gives lower bounds on the channel capacity, but is not
required for a positive transfer rate.

In the other extreme, one might sometimes feel
inclined to tolerate (small) finite errors in the
transmission. For some " > 0, we define Q"(T)
exactly like the quantum capacity in Definition 1,
but require only that the error quantity in eqn [1]
falls below " for some sufficiently large �.
Obviously, Q"(T) 
 Q(T) for any quantum
channel T. We also have lim"!0 Q"(T) = Q(T)
(Kretschmann and Werner 2004). In the classical
setting, even a strong converse is known: if " > 0 is
small enough, one cannot achieve bigger rates by
allowing small errors, that is, C"(T) = C(T). It is still
undecided whether an analogous property holds for
the quantum capacity Q(T).
Related Capacities

This article is chiefly concerned with the quantum
capacity of a quantum channel. A variety of other
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capacities have been derived from Definition 1 by
either amending the channel S to be simulated, or
allowing Alice and Bob to make use of additional
resources. Their interrelations are reviewed in Bennett
et al. (2004)

Much interest has been devoted to the hybrid
problem of transmitting classical information undis-
torted over noisy quantum channels. The classical
capacity C(T) of a quantum channel T is discussed in
the article Quantum Channels: Classical Capacity of
this Encyclopedia. It is obtained by choosing the ideal
one-bit channel rather than the one-qubit channel as
the standard of reference in Definition 1. Encoding
channels E and decoding channels D are then
restricted to preparations and measurements, respec-
tively. Since a quantum channel can also be employed
to send classical information, we have C(T) 
 Q(T).
There are, obviously, examples in which this
inequality is strict: the entanglement-breaking channel
T(%) =

P
jhjj%jji jjihjj is composed of a measurement

in the orthonormal basis {jji}j, followed by a prepara-
tion of the corresponding basis states. It destroys all
the entanglement between the sender and a reference
system, implying Q(T) = 0. Yet all the basis states jji
are transmitted undistorted, which is enough to
guarantee that C(T) = 1.

Definition 1 also applies to purely classical
channels, and thus to the setting of Shannon’s
information theory. A classical channel T between
two d-level systems is completely specified by the
d � d matrix (Txy)d

x, y = 1 of transition probabilities.
For these channels the cb-norm difference is just
(twice) the maximal error probability:

kid� Tkcb = 2 supx{1� Txx}

which is the standard error criterium for classical
information transfer.

Dense coding and teleportation suggest that
entanglement is a powerful resource for information
transfer. It doubles the classical channel capacity of
a noiseless channel, and it allows to send quantum
information over purely classical channels. Surpris-
ingly, the entanglement-assisted capacities are often
simpler and better behaved than their unassisted
counterparts. Unlike the classical and quantum
capacities proper, they are relatively easy to calcu-
late using finite optimization procedures, and there
has recently been significant progress in under-
standing the simulation rates for nonideal channels
in this scenario (see Capacities Enhanced by
Entanglement).

The quantum channel capacity is unaffected by
entanglement-breaking side channels. In particular,
classical forward communication alone cannot
enhance it. However, unlike in the purely classical
case, both the quantum and classical channel
capacity (but not the entanglement-assisted capacity)
may increase under classical feedback.
Elementary Properties

The capacity of a composite channel T1 � T2 cannot
be bigger than the capacity of the channel with the
smallest bandwidth. This in turn suggests that
simulating a concatenated channel is in general easier
than simulating any of the individual channels. These
relations are known as bottleneck inequalities:

QðT1 �T2; SÞ� minfQðT1; SÞ;QðT2; SÞg ½4�

QðT; S1 � S2Þ 
 maxfQðT; S1Þ;QðT; S2Þg ½5�

Instead of running T1 and T2 in succession, we may
also run them in parallel. In this case, the capacity
can be shown to be superadditive,

QðT1�T2; SÞ 
 QðT1; SÞ þQðT2; SÞ ½6�

For the standard ideal channels, we even have
additivity. The same holds true if both S and one
of the channels T1, T2 are noiseless, the third
channel being arbitrary. However, results on the
activation of bound-entangled states seem to suggest
that the inequality in eqn [6] may be strict for some
channels (see Entanglement).

Finally, the two-step coding inequality tells us that
by using an intermediate channel in the coding
process we cannot increase the transmission rate:

QðT1;T2Þ 
 QðT1;T3ÞQðT3;T2Þ ½7�

Applying eqn [7] twice with T2 = id and T3 = id
immediately yields upper and lower bounds on the
channel capacity with nonideal reference channel,

QðT1Þ
QðT2Þ


 QðT1;T2Þ 
 QðT1ÞQðid;T2Þ ½8�

The evaluation of the lower bound in eqn [8] then
requires efficient protocols for simulating a noisy
channel T2 with a noiseless resource.

There are special cases in which the quantum
channel capacity can be evaluated relatively easily,
the most relevant one being the noiseless channel idn,
where by the subscript n we denote the dimension of
the underlying Hilbert space. In this case, we have

Qðidn; idmÞ ¼
ld n

ld m
½9�

The lower bound Q(idn, idm) 
 ldn=ldm is immedi-
ate from counting dimensions. To establish the
upper bound, we use the fact that a noiseless
quantum channel cannot simulate itself with a rate
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exceeding unity: Q(idm, idm)� 1. This is just the
upper bound we want to prove for the special case
n = m, and it can be extended to the general case
with the help of the two-step coding inequality [7]:
Q(idm, idn) Q(idn, idm)�Q(idm, idm)� 1, implying
Q(idn, idm)� 1=Q(idm, idn)� ld n=ld m, where in the
last step we have applied the lower bound with the
roles of n and m interchanged.

Combining eqn [9] with the two-step coding
inequality [7], we see that for any channel T

QðT; idnÞ ¼
ld m

ld n
QðT; idmÞ ½10�

which shows that quantum channel capacities relative
to noiseless channels of different dimensionality only
differ by a constant factor. Fixing the dimensionality
of the reference channel then only corresponds to a
choice of units. Conventionally, the ideal qubit
channel id2 is chosen as a standard of reference, as
in Definition 1 above, thereby fixing the unit ‘‘bit.’’

The upper bound on the capacity of ideal channels
can also be obtained from a general upper bound on
quantum capacities (Holevo and Werner 2001),
which has the virtue of being easily calculated in
many situations. It involves the transposition map,
which we denote by �, defined as matrix transposi-
tion with respect to some fixed orthonormal basis.
The transposition is positive but not completely
positive, and thus does not describe a physical
channel (see Channels in Quantum Information
Theory). We have k�kcb = d for a d-level system.
For any channel T and small " > 0,

QðTÞ�Q"ðTÞ� ld kT�kcb ¼: Q�ðTÞ ½11�

where Q" is the finite error capacity introduced in
the section ‘‘Quantum channel capacity.’’

The upper bound Q�(T) has some remarkable
properties, which make it a capacity-like quantity in
its own right. For example, it is exactly additive,

Q�ðS�TÞ ¼ Q�ðSÞ þQ�ðTÞ ½12�

for any pair S, T of channels, and it satisfies
the bottleneck inequality:

Q�ðSTÞ� min{Q�ðSÞ; Q�ðTÞ}

Moreover, it coincides with the quantum capacity on
ideal channels, Q�(idn) = Q(idn) = ld n, and it vanishes
whenever T� is completely positive. In particular, if
id�T maps any entangled state to a state with positive
partial transpose, we have Q�(T) = 0.
State–Channel Duality

Quantum capacity is closely related to the distillable
entanglement, which is the optimal rate m/n at
which n copies of a given bipartite quantum state %
shared between Alice and Bob can be asymptotically
converted into m maximally entangled qubit pairs
(see Entanglement). Similar to the quantum capa-
city, the definition involves the large block limit
n, m!1 and an optimization over all conceivable
distillation protocols. These may consist of several
rounds of local quantum operations and (forward or
two-way) classical communication. The one-way
and two-way distillable entanglement of % will be
denoted by D1(%) and D2(%), respectively.

Suppose that Alice and Bob are connected by a
quantum channel T and run such a one-way distilla-
tion protocol on (many copies of) the state
%T := (T� id)j�ih�j, where j�i := (1=

ffiffiffiffiffiffi
dA

p
)
P

i ji, ii
is maximally entangled onHA�HA0 . If the distillation
yields maximally entangled qubits at positive rate R,
Alice may apply the standard teleportation scheme to
send arbitrary quantum states to Bob undistorted at
that same rate R. Like the distillation protocol itself,
teleportation requires classical forward communica-
tion, which however does not affect the channel
capacity (cf. the section ‘‘Related capacities’’). Thus,
Q(T) 
 D1(%T). If two-way distillation is allowed, we
have Q2(T) 
 D2(%T) for the capacity Q2(T) assisted
by two-way classical side communication.

Conversely, if Alice and Bob use a bipartite
quantum state % shared between them as a substitute
for the maximally entangled state j�i in the
standard teleportation protocol, they will implement
some noisy quantum channel T%. If this channel
allows to transfer quantum information at nonvan-
ishing rate R, Alice may share maximally entangled
states with Bob at that same rate R. Consequently,
D1(%) 
 Q(T%) and D2(%) 
 Q2(T%).

These relations (Bennett et al. 1996) allow to
bound channel capacities in terms of distillable
entanglement and vice versa. If the two maps
T 7! %T and % 7!T% are mutually inverse, we even
have D1(%) = Q(T%) and D2(%) = Q2(T%). In this
case, the duality %ÐT% is the physical implementa-
tion of Jamiolkowski’s isomorphism between bipar-
tite states and channels (see Channels in Quantum
Information Theory). This has been shown
(Horodecki et al. 1999) to hold for isotropic states,
which are invariant under the group of all U�U
transformations, where U is the complex conjugate
of the unitary U. The corresponding channels are
partly depolarizing.

In general, T%T
6¼T. However, the so-called con-

clusive teleportation allows us to implement T at
least probabilistically, resulting in the relation

1

d2
A

QðTÞ�D1ð%TÞ�QðTÞ ½13�
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The duality [13] can be applied to show that both
the unassisted and the two-way quantum capacities
are continuous in any open set of channels
having nonvanishing capacities (Horodecki and
Nowakowski 2005).
Coding Theorems

Computing channel capacities straight from Defini-
tion 1 is a tricky business. It involves optimization in
systems of asymptotically many tensor factors, and
can only be performed in special cases, like the
noiseless channels in the section ‘‘Elementary prop-
erties.’’ Coding theorems aspire to reduce this
problem to an optimization over a low-dimensional
space. They usually come in two parts: the converse
provides an upper bound on the channel capacity
(typically in terms of some entropic expression),
while the direct part consists of a coding scheme
that attains this bound. By Shannon’s celebrated
coding theorem, the classical capacity of a classical
noisy channel can be obtained from a maximization
of the mutual information over all joint input–
output distributions.

For the quantum channel capacity, the relevant
entropic quantity is the coherent information,

IcðT; %Þ :¼ H Tð%Þð Þ �H T� idðj %ih %jÞ
� �

½14�

where H denotes the von Neumann entropy:
H(%) = �tr% ld%, and  % 2 HA�HA0 is a purifica-
tion of the density operator % 2 A. The coherent
information does not increase under quantum
operations, Ic(S � T, %)� Ic(T, %) for any quantum
channel S and state % 2 A. This is the data
processing inequality (Barnum et al. 1998), which
shows that the regularized coherent information
provides an upper bound on the quantum channel
capacity: if Alice and Bob have a coding scheme for
the channel T with capacity Q(T), n channel uses
allow them to share a maximally entangled state of
size 
 exp2 n Q(T). The coherent information of this
state equals 
 n Q(T), and was no larger prior to
Bob’s decoding.

Recently, Devetak (2005) developed a coding
scheme to show that this bound is in fact attainable.
Different proofs were outlined by Lloyd and Shor.

Theorem 1 For every quantum channel T,

QðTÞ ¼ lim
n!1

1

n
max
%

Ic T � n; %ð Þ ½15�

Unlike the classical or quantum mutual information,
coherent information is strictly superadditive for
some channels (DiVincenzo et al. 1998). Hence,
taking the limit n!1 in eqn [15] is indeed required,
and in general the evaluation of the capacity formula
[15] still demands the solution of asymptotically large
variational problems. This should be contrasted with
the entanglement-assisted capacities CE(T) = 2QE(T)
(where a simple nonregularized coding theorem is
known to hold, see Capacities Enhanced by Entan-
glement) and the capacity for classical information
C(T) (where additivity is conjectured but not proved,
see Quantum Channels: Classical Capacity). Even a
maximization of the single-shot coherent information
Ic(T, %) appears to be a difficult optimization
problem, since this quantity is neither convex nor
concave and may have multiple local maxima (Shor
2003). Thus, even for simple-looking systems like the
qubit depolarizing channel, so far we only have upper
and lower bounds on the quantum channel capacity,
but do not yet know how to compute its exact value.

We now sketch Devetak’s proof of Theorem 1,
assuming only some familiarity with Holevo–
Schumacher–Westmoreland (HSW) random codes
for the classical channel capacity (see Quantum
Channels: Classical Capacity). It is easily seen from
Stinespring’s dilation theorem (see Channels in
Quantum Information Theory) that a noiseless
quantum channel provides perfect security against
eavesdropping. This is one of the characteristic traits
of quantum mechanics and lies at the heart of
quantum cryptography. In his proof, Devetak
showed a way to turn this around and upgrade
coding schemes for private classical information to
quantum channel codes.

The relation between quantum information trans-
fer over a channel T :A!B and privacy against
eavesdropping is best understood in terms of the
companion channel TE :A!E. TE arises from a
given Stinespring isometry V :HA!HB �HE of
T�TB by interchanging the roles of the output
system B and the environment E:

TBð%Þ ¼ trEV%V
� Ð TEð%Þ ¼ trBV%V

� ½16�

The channel TE describes the information flow into
the environment E, a system we assume to be under
complete control of a potential eavesdropper, Eve
say. The setup for private classical information
transfer (including the definition of rates and capa-
city) is then exactly the same as for the classical
channel capacity (see Quantum Channels: Classical
Capacity), but the protocols now have to satisfy the
additional requirement that TE releases (almost) no
information to the environment. This can be achieved
by randomizing over �E 
 exp2 n�(TE , {pi, %i}) code
words of a standard HSW code of total size

 exp2 n�(TB, {pi, %i}), where {pi, %i} is the quantum
ensemble from which a set of random code words
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{�k, l}
�B, �E
k = 1, l = 1 is generated. The appearance of

the Holevo bound

�ðT;fpi;%igÞ :¼H
X

i

piTð%iÞ
 !

�
X

i

piH
�
Tð%iÞ

�
½17�

in the dimension of both these code spaces can be
understood from the size of the relevant typical
subspaces (Devetak and Winter 2004).

The randomization guarantees that the remaining
�B 
 exp2 n(�(TB)� �(TE)) code words are almost
indistinguishable to Eve:

1

�E

X�E
l¼1

T�n
E �kl � �jl

� ������
�����

1

� "; 8j;k ¼ 1; . . . ; �B ½18�

The net transfer rate for private classical informa-
tion is then R
�(TB)� �(TE), which is just the total
transfer rate for the channel Alice! Bob reduced by
the transfer rate Alice ! Eve.

Remarkably, if %=
P

i pi j iih ij is a decomposi-
tion of % 2 A into pure states, the private transfer
rate exactly equals the coherent information,

IcðTB; %Þ ¼ H TBð%Þð Þ �H TEð%Þð Þ
¼ �ðTBÞ � �ðTEÞ ½19�

The so-called entropy exchange

H TEð%Þð Þ= H TB � idðj %ih %Þ
� �

quantifies the extent to which a formerly pure
ancilla state becomes mixed via interaction with
the signal states. Equation[19] then nicely reflects
the intuition that for high-rate quantum information
transfer the signal states should not entangle too
much with the environment. In fact, for an almost
noiseless channel the entropy exchange nearly
vanishes, and the optimized coherent information
almost attains the maximal value 1, while for nearly
depolarizing channels we have Ic(TB, %)	�H(%)� 0.

So far, we have sketched a protocol for private
classical information transfer. Devetak’s coherenti-
fication allows to pass from the transmission of
classical messages to the transmission of coherent
superpositions. This technique has also been applied
to obtain entanglement distillation protocols from
secret key distillation, and offers a unified view on
the secret classical resources and their quantum
counterparts (Devetak and Winter 2004, Devetak
et al. 2004).

In order to transfer quantum information, Alice
will only need to send one half of a maximally
entangled state of dimensionality 
 exp2 n Ic(TB, %).
As described in the previous section, teleportation
then allows her to transfer arbitrary quantum states
from a subspace of that size.
Given a set of pure state code words
{j’kli}�B, �E

k = 1, l = 1 of a private classical information
protocol, for entanglement transfer Alice prepares
the input state

j�iA0A ¼
1ffiffiffiffiffi
�B
p

X�B
k¼1

jkiA0 �
1ffiffiffiffiffi
�E
p

X�E
l¼1

j’kliA ½20�

where A0 denotes a reference system that Alice keeps
in her lab. On his share of the resulting output state
j�0iA0BE Bob will then employ the corresponding
measurement operators {Mkl}

�B, �E
k, l = 1 to implement the

coherent measurement

VM j’iB :=
X

kl

ffiffiffiffiffiffiffiffi
Mkl

p
j’iB � j kliB1B2

which places the measurement outcomes into some
reference system B1�B2. Any measurement which
identifies the output with high probability only
slightly disturbs the output state, and thus Bob’s
coherent measurement leaves the total system in an
approximation of the state

j�00i ¼ 1ffiffiffiffiffiffiffiffiffiffi
�B�E
p

X�B ;�E
k¼1;l¼1

jkiA0 jkiB1
jliB2
j’0kliBE ½21�

in which Eve and Bob are still entangled. A
completely depolarizing channel TE would directly
yield a factorized output state B�E here. Although
the randomization in eqn [18] does not necessarily
result in complete depolarization, there is a controlled
unitary operation which Bob may apply to effectively
decouple Eve’s system, resulting in the output state

 (1=

ffiffiffiffiffi
�B
p

)
P

k j kkiA0B1
�E, which is the maximally

entangled state of size �B 
 exp2 n Ic(TB, %) required
for teleportation. The direct part of the capacity
theorem then follows by applying the above coding
scheme to large blocks and maximizing over (pure)
input ensembles, concluding the proof.

Devetak’s proof of the coding theorem seems to
indicate that the private classical capacity Cp(T)
equals the quantum capacity Q(T) for every
quantum channel T. However, for the coherentifica-
tion protocol, we have restricted the private coding
schemes to pure state input ensembles, and thus we
can only conclude that Q(T)�Cp(T). The existence
of bound-entangled states with positive one-way
distillable secret key rate (Horodecki et al. 2005)
implies that this inequality can be strict. A general
procedure does exist to retrieve (almost) all the
information from the output of a noisy quantum
channel that releases (almost) no information to the
environment. But this requires a stronger form of
privacy than eqn [18].
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Quantum Channels with Memory

This article has so far been restricted to memory-
less quantum channels, in which successive chan-
nel inputs are acted on independently. Messages of
n symbols are then processed by the tensor
product channel T �n, as in Definition 1 and
illustrated in Figure 1. In many real-world applica-
tions, the assumption of having uncorrelated noise
cannot be justified, and memory effects need to be
taken into account. For a quantum channel T with
register input A and register output B, such effects
are conveniently modeled (Bowen and Mancini
2004) by introducing an additional memory
system M, so that now T :M�A!B�M is a
completely positive and trace-preserving map with
two input systems and two output systems. Long
messages with n signal states will then be
processed by the concatenated channel
Tn :M�An!Bn�M. In such a concatenation,
the memory system is passed on from one channel
application to the next, and thus introduces
(classical or quantum) correlations between con-
secutive register inputs.

Remarkably, this relatively simple model can be
shown (Kretschmann and Werner 2005) to encom-
pass every reasonable physical process: every sta-
tionary channel S :A1!B1 which turns an infinite
string of input states (on the quasilocal algebra A1)
into an infinite string of output states on B1 and
satisfies the causality constraint is in fact a con-
catenated memory channel. Causality here means
that the outputs of the stationary channel S at given
time t0 do not depend on inputs at times t > t0.
Figure 2 illustrates the structure theorem for causal
stationary quantum channels. In general, it produces
not only the memory channel T with memory
algebra M, but also a map R describing the
influence of input states in the remote past.
Intuitively, such a map is often not needed, because
memory effects decrease in time: the memory
channel T is called forgetful if outputs at a large
time t depend only weakly on the memory initializa-
tion at time zero. In fact, memory effects can be
S R= T T

tr tr

tr

Time Time

Figure 2 By the structure theorem, a causal automaton S can

be decomposed into a chain of concatenated memory channels

T plus some input initializer R. Evaluation with the partial trace tr

means that the corresponding output is ignored.
shown to die out even exponentially. The set of
these channels is open and dense in the set of
quantum memory channels. Hence, generic memory
channels are forgetful.

The capacity of memory channels is defined in
complete analogy to the memoryless case, replacing
the n-fold tensor product T �n in Definition 1 by
the n-fold concatenation Tn. The coding theorems
for (private) classical and quantum information
can then be extended from the memoryless case
to the very important class of forgetful channels
(Kretschmann and Werner 2005).

Nonforgetful channels call for universal coding
schemes, which apply irrespective of the initializa-
tion of the input memory. Such schemes are
presently known only for very special cases.
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Figure 1 Capillary tube in infinite reservoir, in downward

gravity field.
Historical and Conceptual Background

A capillary surface is the interface separating two
fluids that lie adjacent to each other and do not mix.
Examples of such surfaces are the upper surface of
liquid partially filling a vertical cylinder (capillary
tube), the surface of a liquid drop resting in
equilibrium on a tabletop (sessile drop) and the
surface of a liquid drop hanging from a ceiling
(pendent drop); further instances are the surface of a
falling raindrop, the bounding surface of the liquid
in the fuel tank of a spaceship, and the interface
formed by a fluid mass rotating within another fluid.
This last example extends to the problem of rotating
stars.

Interfaces separating fluids and solids share some
of the physical attributes of capillary surfaces, and
the study of wetted portions of rigid ‘‘support
surfaces’’ becomes essential for describing global
behavior of capillary configurations. However, some
significant distinctions appear that change the
formal structure of the problems, and must be
accounted for in the theory.

Phenomena governed by capillarity pervade all of
daily life, and most are so familiar as to escape
special notice. By contrast, throughout the eigh-
teenth century and presumably earlier, great atten-
tion centered on the rise of liquid in a narrow glass
circular-cylindrical tube dipped vertically into a
liquid reservoir (Figure 1); this striking event had a
dramatic impact that confounded intuition. Clarifi-
cation of the behavior became one of the major
problems challenging the scientific world of the
time, and was not achieved during that period. The
term ‘‘capillary,’’ adapted from the Latin ‘‘capillus’’
for hair, was applied to the phenomenon since it was
observed only for tubes with very fine openings; the
more general usage adopted in the definition above
derives from the recognition of a class of phenomena
with a common physical basis.

The first recorded observations concerning
capillarity seem due to Aristoteles c. 350 BC. He
wrote that ‘‘a broad flat body, even of heavy
material, will float on water, however a narrow
thin one such as a needle will always sink.’’ Any
reader with access to a needle and a glass of water
will have little difficulty refuting the assertion.
Remarkably, the error in reasoning seems not to
have been pointed out for almost 2000 years,
when Galileo addressed the problem in his
Discorsi, about 1600. The only substantive studies
till that time are apparently those of Leonardo da
Vinci a hundred years earlier. Leonardo intro-
duced reasoning close in spirit to that of current
literature; however, the Calculus was not available
to him, and he was not in a position to develop his
ideas in quantitative ways.

Young’s Contribution

The later discovery of the Calculus provided a
driving impetus guiding many new studies during
the eighteenth century. But despite the enormity of
that weapon, it did not on its own suffice, and initial
quantitative success had to await two initiatives



taken by Thomas Young in 1805. Young based his
studies on the concept of surface tension that had
been introduced by von Segner half a century earlier.
Segner hypothesized that every curve on a fluid/fluid
interface S experiences on both its sides an orthogo-
nal force � per unit length, which (for given
temperature) depends only on the materials and is
directed into the tangent planes on the respective
sides. The presence of such forces can be indicated
by simple experiments. They become clearly evident
in the case of thin (soap) films spanning a frame, in
which case there is an easily observed orthogonal
pull on the frame, see the section ‘‘Du al inte rpreta-
tion of � : distincti on be tween fluids and solids.’’
Young made two basic conceptual contributions
(Y1, Y2):

Y1. Relation of pressure jump across a free interface
to mean curvature and surface tension.

Consider a piece of surface S in the shape of a
spherical bowl of radius R, separating two immisci-
ble fluid media, as in Figure 2. In equilibrium, any
pressure difference �p across S must be balanced by
a tension � on its rim �. If S projects to a disk of
(small) radius r on the plane tangent to S at the
symmetry point, we are led to

�r2�p ’ 2�r� sin# ½1�

where # is inclination of S at the rim, relative to the
plane. We thus find at the base point

�p ¼ 2�
d sin#

dr
¼ 2�

1

R
½2�

Young then went on to consider a general S, without
symmetry hypothesis. Letting 1=R1, 1=R2 denote the
planar curvatures at a point in S of two normal
sections in orthogonal directions, he asserted that

�p ¼ 2�
1

2

1

R1
þ 1

R2

� �
� 2�H ½3�

where H is the mean curvature of S at the point.
Although Young provided no formal justification for
this step, we can establish it with the aid of a general
formula from differential geometry that was not
known in his lifetime:Z

S

2HN dS ¼
I

r

n ds ½4�

where N is a unit normal on S, and n is unit
conormal (as indicated in Figure 2) on �. Multi-
plying both sides of [4] by �, the right-hand side
becomes the net surface tension force on S. Since
that must equal the net balancing pressure force, we
obtain Z

S

�p� 2�Hð ÞN dS ¼ 0 ½5�

Letting the diameter of S tend to zero, the assertion
follows.

We emphasize here the implicit assumption above,
that � is a constant depending only on the particular
materials, and not on the shape of S. This author
knows of no source in which that is clearly
established, although experiments and experience
provide some a posteriori justification. See the
further comments under Y2, and later in sections
‘‘Gauss’ contribu tion: the energy method ’’ an d
‘‘Dual interpre tation of � : distinc tion between fluids
and solids. ’’

Y2. The capillary contact angle.

Young asserted that there are surface tensions for
solid/fluid interfaces analogous to those just intro-
duced, and again depending only on the materials.
This assertion is erroneous, as was suggested in
writings of Bikerman and of others, and more
recently established in a definitive example by Finn.
Using his premise, Young attempted to characterize
the contact angle � made by the fluid surface with a
rigid boundary, by requiring that the net tangential
component of the three surface tension vectors
vanish at the triple interface; this leads to the often
employed but incorrect ‘‘Young diagram,’’ see
Figure 3, and the relation

cos � ¼ �1 � �2

�0
½6�

p1

p2

σn

Figure 2 Pressure change across fluid element, balanced by

surface tension.
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Figure 3 Young diagram; balance of tangential forces.

Residual normal force remains.
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for cos � in terms of the magnitudes of the three
‘‘surface tensions.’ ’ Young concluded that the
contact angle depends only on the materials, and
in no other way on the conditions of the problem.
This basic assertion is by a fortuitous acciden t
correc t, as follows from the contribution by
Gauss described below; it underlies all modern
theory.

Using Y1 and Y2, Young produced the first
verifiable prediction for the rise height u0 in
the circular capillary tube of Figure 1. He
assumed the interface to be spherical, so that H
is constant and a = cos �=H. He assumed vanish-
ing outside pressure. According to classic laws of
hydrostatics, �p = �gu0 = 2�H by Y1, where � is
fluid density; there follows the celebrated rela-
tion, presented entirely in words in his 1805
article:

u0 �
2 cos �

�a
; � ¼ �g

�
½7�

Young scorned the mathematical method, and
made a point of deriving and publishing his
results on capillarity without use of any mathe-
matical symbols. This personal idiosyncrasy
causes his publications to be something of a
challenge to read.

The Laplace Contribution

In 1806, Laplace published the first analytical expres-
sion for the mean curvature of a surface u(x, y), and
showed that the expression can be written as a
divergence. He obtained the equation

div Tu � 2H; Tu � ruffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ruj j2

q ½8�

Thus, if H is known from geometrical or physical
considerations, as it is for the capillary tube in
the example just considered, one finds a second-
order (nonlinear) equation for the surface height
of any solution as a graph. The equation is
elliptic for any function u(x, y) inserted into the
coefficients, however not uniformly so; the parti-
cular nonuniformity leads to some striking and
unusual behavior of its solutions, as we shall see.
With the aid of [8], Laplace improved the Young
estimate [7] to

u0 �
2 cos �

�a
� 1

cos �
� 2

3

1� sin3 �

cos3 �

 !" #
a ½9�

Both Young and Laplace proposed their for-
mulas for ‘‘narrow tubes’’, but neither gave any

quantitative indication of what ‘‘narrow’’ should
signify. Note that whenever 0 � � < �=2, [9]
becomes negative when the nondimensional Bond
Number B =�a2 exceeds 8; since u is known to be
positive in the indicated range for �, [9] provides
no information in that case, whereas [7] is still of
some value. Nevertheless, [9] is asymptotically
exact and consists of the first two terms of the
formal expansion in powers of a; that was first
proved by D Siegel in 1980, almost 200 years
following the discovery of the formulas. In 1968,
P Concus extended the formal expansion for the
height to the entire traverse 0 < r < a. F Brulois
(1981) and independently E Miersemann (1994)
proved the expansion to be asymptotic to every
order. Explicit bounds for the rise height above
and below, making quantitative the notion of
‘‘narrow,’’ were obtained by Finn.

Laplace supplied the first detailed mathematical
investigations into the behavior of capillary surfaces,
applying his ideas to many specific examples. His
underlying motivation apparently derived at least
partly from astronomical problems, and he pub-
lished his contributions in two ‘‘Suppléments’’ to the
tenth volume of his Mécanique Céleste.

Gauss’ Contribution: The Energy Method

Young and Laplace both based their reasonings
on force-balance arguments, which at best were
unclear and at worst conceptually wrong. In
1830, Gauss took up the problem anew from a
variational point of view, using the Johann
Bernoulli principle of virtual work. To do so, he
attempted to characterize both surface energies
and bulk fluid energies in terms of postulated
particle attractions and repulsions. In an aston-
ishing 30 pages, he essentially introduced founda-
tions of modern potential theory, of measure
theory, and of thermodynamics. He ended up
with elaborate expressions that could not readily
be applied, and which at least to some extent he
did not use. He asserted, for example, that the
bulk internal energy would be proportional to
volume, which for an incompressible fluid is
constant under admissible deformations, and on
that basis he ignored the bulk energy term
completely. His procedures then led him, in an
independent and more convincing way, to the
identical equation and boundary condition that
had been produced by his predecessors. It must,
of course, be remarked that his justification for
ignoring the bulk energy term would not be
correct for a compressible liquid (see the section
‘‘Com pressibility’’), a nd it is open to some
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question for the central motivating problem of a
capillary tube dipped into an infinite liquid bath,
in which event there is no volume constraint.

The material that follows is guided by the ideas of
Gauss; however, I have found it advantageous to
replace his elaborate hypotheses on particle attrac-
tions and repulsions by a simpler phenomenological
reasoning as to the nature of the energy terms to be
expected.

To fix ideas, we consider a semi-infinite cylinder
of general section � and of homogeneous material,
closed at the bottom, situated vertically in a down-
ward gravity field g per unit mass, and partly filled
with an incompressible liquid of density � covering
the bottom (a more exact discussion, taking account
of compressibility, is indicated below in the section
‘‘Compr essib ility’’). We assume an equilibr ium fluid
configuration with the liquid bounded above by an
ideally thin interface S : u(x, y) (see Figure 4). We
distinguish the energy terms that occur:

1. Surface energy. This is the energy required to
create the surface interface S. We can characterize it
by noting that fluid particles within or exterior to the
liquid are attracted equally to neighboring particles in
all directions; however, at the surface S there is a
differential attraction, to particles of the exterior
medium (such as air) above, or to the liquid below
(see Figure 5). Thus, particles in the interface are
pulled orthogonally to S. In general, for a liquid–gas
interface, significant work will be done only on the
liquid and those particles will be pulled toward the
liquid; otherwise, the liquid would evaporate across
the interface and disappear. The work done in that
(infinitesimal) motion is proportional to the area of S,
so that for the surface energy ES we obtain

ES ¼ �
Z

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ruj j2

q
dx ½10�

The constant � has the dimensions of force per unit
length, and turns out to be the surface tension of the
interface. We note from [10] its dual interpretation
as areal energy density on S, arising from formation
of that surface. This alternative interpretation lends
conceptual support to the supposition that � is
consta nt on S. See the sect ion ‘‘Dual interpre tation
of � : dist inction be tween fluids and solids.’’

Implicit in the above discussion are deep
premises about the nature of the forces acting
within the fluid. Essentially these forces must be
perceptible only at infinitesimal distances, and
grow rapidly with decreasing distance. Forces
both of attraction and of repulsion must be
present. The recognition of the need for such
forces can be traced back to Newton. Quantita-
tive postulates as to their precise nature were
introduced by van der Waals in the late nine-
teenth century, and the topic remains still in
active study. Since these forces appear at mole-
cular distance levels, their introduction leads
inevitably to questions of statistical mechanics.
Additionally, our discussion of work done in
forming the surface implicitly assumes a compres-
sible transition layer there, in conflict with our
treatment of S as an ideally thin interface
bounding an incompressible fluid. In these senses,
it is striking that [10] – which is in accord with
classical constructions – could be obtained via
global qualitative postulates concerning a con-
tinuum in static equilibrium, in which the specific
nature of the forces is not introduced.

Rayleigh measured the thickness of the surface
interface between water and air to be of mole-
cular size, thus providing experimental justifica-
tion for the procedure adopted.

2. Wetting energy. A similar discussion applies at
the interface separating the liquid and solid at the
cylinder walls; however, this time the net attraction
can be in either direction, as particles from neither
medium can migrate significantly into the other. For
the wetting energy EW , we write, with � the
boundary of �,

EW ¼ ���
I

�

u ds ½11�

γ

Σ
νΩ

g

S

Figure 4 Liquid in cylindrical capillary tube, of general section �.

Reproduced with permission from the American Institute of

Aeronautics and Astronautics.
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Figure 5 Attractions on a fluid element: (1) interior to the fluid;

(2) on the surface interface.
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We designate � as the relative adhesion coefficient of
the liquid–gas–solid configuration. We assume that
the cylinder walls are of homogeneous material, so
that � will be constant. In general, � is a difference of
factors that apply on the walls at the two interfaces,
with the liquid and with the external medium.

3. Gravitational energy. The work done in
lifting an amount of liquid ��h�� against the
gravity field from the base level to a height h in a
vertical tube of small section �� is �gh�h��. Thus,
the work done in filling that tube up to the
surface height u is (�gu2=2)��, and the total
gravitational energy is

EG ¼
�g

2

Z
�

u2 dx ½12�

4. Volume constraint. In the configuration con-
sidered the volume is to be unvaried during
admissible deformations; we take account of the
constraint by introducing a Lagrange parameter 	,
and an additional ‘‘energy’’ term

EV ¼ 	�
Z

�

u dx ½13�

According to the principle of virtual work, the
sum E of the above energies must remain unvaried
in any deformation that respects all mechanical
constraints other than the volume constraint. We
choose a deformation u! uþ "
, with 
 smooth in
the closure of �, which determines a functional E(").
From E0(0) = 0 follows

Z
�

r
 � ruffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ruj j2

q þ 
 �uþ 	ð Þ

8><>:
9>=>;dx

� �
I

�


 ds ¼ 0 ½14�

from which Z
�



�
�div Tuþ �uþ 	ð Þ

�
dx

þ
I

�


 � � Tu� �ð Þds ¼ 0 ½15�

with Tu � ru=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ruj j2

q
, and with � the unit

exterior normal on �. Choosing first 
 to have
compact support in �, the boundary term vanishes,
and the ‘‘fundamental lemma’’ of the calculus of
variations yields

div Tu ¼ �uþ 	; � ¼ �g=� ½16�

throughout �. Thus, the area integral in [15]
vanishes for any 
. We are therefore free to choose


 as we wish on the boundary, and the fundamental
lemma now yields � � Tu = � on �. We now note
that for any liquid surface u(x, y) there holds

� � Tu ¼ cos � ½17�

on �, where � is the angle between the cylinder wall
and the surface S, measured within the liquid. Since
� is assumed to be constant, that is so also for �. It is
a physical constant: the contact angle, that must be
measured in an independent experiment, and cannot
be prescribed in advance or calculated within the
scope of the theory.

The constant �, originally introduced as a general
proportionality constant, is now characterized as
�= cos �. We thus see that a physical surface of the
form envisaged is possible only if �1 � � � 1.
Physically, one expects that if � < �1 the liquid
will separate from the walls, while, if � > 1, the
liquid will spread over the walls as a thin film.

Equation [16] and boundary condition [17]
provide a nonlinear second-order equation that is
elliptic for any function u(x, y), and also a non-
linear transversality condition on the boundary, for
determining the surface interface S. The expression
div Tu is exactly twice the mean curvature of the
surface S. If � 6¼ 0 then 	 can be eliminated by
addition of a constant to u. The problem [16]–[17]
for the fluid in a vertical cylindrical capillary tube
of general section becomes thus a geometrical one:
to find a surface whose mean curvature is a
prescribed function of position in space, and
which meets the cylindrical boundary walls in a
prescribed angle �.

In the absence of gravity, [16] takes the form

div Tu ¼ 2H ½18�

for a surface of constant mean curvature H. The
constant H is determined by integrating [18] over �,
and using [17]:

2H ¼ �j j cos �

�j j ½19�

where �j j and �j j denote the respective perimeter
and area, and thus H is independent of volume.
From the known uniqueness up to an additive
constant of the solutions of [18], [17] it follows
that the shape of the solution surface is indepen-
dent of volume. That result holds also for [16], [17]
in view of the possibility to eliminate 	 from the
equation by addition of a constant, and the
uniqueness of the solutions of the resulting
equation.

Equations [16]–[17] or [18]–[17] are appropriate
for determining capillary surfaces that are graphs
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u(x, y) over a base domain �. More generally, any
surface S in 3-space satisfies the equation

�x ¼ 2HN ½20�

where H is its scalar mean curvature and N is a unit
normal vector on S. Here � is the ‘‘intrinsic
Laplacian’’ in the metric of S. This is the appropriate
relation to be applied in situations for which the
physical surface folds over itself and cannot be
expressed globally as a graph. The formal simplicity
of [20] is deceptive; the challenges arising from the
nonlinearity in the equation can be formidable, and
very little general theory is as yet available.

Dual Interpretation of �: Distinction between
Fluids and Solids

We have already remarked the duality in connection
with eqn [10] above. It can be made explicit with a
simple experiment proposed by Dupré. One makes a
rigid frame with a sliding bar of length l, as in
Figure 6, and dips the frame into soap solution. On
lifting the frame from the solution the opening will
be filled with a soap film, and one finds a force
F = 2�l on the bar, directed orthogonal to the bar
(the factor 2 appears since the film has two sides).
The work done in sliding the bar a distance �x is
�F = 2�l�x, which can also be written �F = 2��A
with �A an element of area. In this sense, the two
interpretations of � are formally equivalent, for
fluid/fluid interfaces.

The equivalence cannot be extended to solid/fluid
interfaces. Consider a rigid spherical ball of generic
material and radius R, freely floating in an infinite
liquid bath in a gravity-free environment, see
Figure 7a. It can be shown that the unique
symmetric solution to the problem is a horizontal
surface, as in the figure. A variational procedure as
above shows that if e0, e1, e2 are the interfacial
energy densities associated with the three interfaces,
then

cos � ¼ e1 � e2

e0
½21�

in formal analogy with the Young relation [6]. But
e1, e2 cannot be interpreted as interfacial forces
whose net tangential component cancels that of e0.

To do so would lead to a net downward force �v on
the ball (see Figure 7b), contradicting the supposed
equilibrium state.

Mathematical and Physical Predictions:
Experiments

In the following sections, we study the kinds of
behavior imposed on a surface S by the requirement
that it appear as solution of one of the indicated
equations and boundary conditions. Some of these
properties are quite surprising in the context of
classically expected behavior of solutions of equa-
tions of mathematical physics. The mathematical
predictions were, however, corroborated in certain
cases experimentally, as we discuss below.

Uniqueness and Nonuniqueness

We begin by considering uniqueness questions. We
start with a semi-infinite capillary tube, closed at the
bottom, to be partially filled with a prescribed
volume of (incompressible) liquid making contact
angle � on the container walls (Figure 8a). If � � 0,
any solution is uniquely determined. That is a quite
general theorem, valid for a wide class of domains �
including all piecewise smooth domains (at the
corners of which data of the form [17] cannot be
prescribed); formally, data can be omitted on any
boundary set of linear Hausdorff measure zero. In
this result, no growth conditions need be imposed
near the boundary (note that such a statement
would be false for solutions of the Laplace equation
under Dirichlet boundary conditions).

Next we consider a sessile liquid drop on a
horizontal plate (Figure 8b). Again the solution is
uniquely determined by the volume and by �,
although the known proof differs greatly from that
of the other case.

We now consider a smooth deformation of the
base plane, depending on a parameter t, which
carries it into the cylinder; that can be done in such
a way that the supporting surface is at all times
‘‘bowl-shaped,’’ as in Figure 8c. Since the bowl
formation tends to restrict the possible deformations

F

Figure 6 Dupré apparatus for exhibiting surface tension.

γ
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σ2

σ1

(a)
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(b)

Figure 7 (a) Floating spherical ball; presumed ‘‘Young’’ forces.

(b) Normal and vertical components of Young forces; contra-

diction to presumed equilibrium.
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of the fluid consistent with smooth contact with the
supporting rigid surface, one might expect that
the corresponding capillary surface S(t), arising
from the identical fluid mass, will for each t be
uniquely determined.

That is however not true, even for symmetric
configurations. We can see that from the configuration
of Figure 8d, consisting of a vertical circular cylinder
whose base is a 45	 cone. We assume a contact angle
�= 45	 and adjust the radius so that a horizontal
surface lying just below the cylinder/cone juncture
provides the prescribed volume. This is a formal
solution surface. Now fill the configuration with a
larger volume, so that the contact line will lie above the
juncture. The upper surface will no longer be flat, in
view of the 45	 contact angle, and takes an appearance
as indicated in the figure. Finally, we decrease the fluid
volume, keeping all other parameters unchanged. As
noted above, the upper surface moves rigidly down-
ward, and it is clear that if the original surface is close
enough to the juncture line, then the prescribed volume
will be attained before the contact line reaches the
juncture. Thus, uniqueness fails.

In this construction as just described, the bounding
surface is not smooth; however, one sees easily that
the procedure continues to work if the edge and
vertex are smoothed locally. In fact, one can carry the
procedure to a striking conclusion; by appropriate
smoothing, one can construct a bounding surface

admitting an entire continuum of distinct solution
interfaces, all with the same contact angle and
enclosing the same fluid volume (Gulliver and
Hildebrandt; Finn). This can be done for any gravity
field. Figure 9 illustrates seven members of the family
of interfaces, in the particular case �= 0.

The question immediately arises as to which if
any of the continuum of surfaces will be seen in
an experiment. In fact, it can be proved that none
of the indicated surfaces is mechanically stable
(Finn, Concus and Finn, Wente). Since the indicated
family includes all symmetric surfaces that are
stationary for the energy functional, we find that
any stable stationary configuration must be asym-
metric. Thus, we have obtained an example of
symmetry breaking, in which all conditions of the
problem are symmetric, but for which all physically
acceptable solutions are asymmetric.

These results were subjected to computational test
by M Callahan using the Surface Evolver software,
to experimental test by M Weislogel in a drop
tower, and to experimental test by S Lucid in the
Mir Space Station. The results of the latter experi-
ment are compared in Figure 10 with the computer
calculations. In both cases, both a local minimizer
(potato chip) and a presumed global minimizer
(spoon) were observed.

The seven surface interfaces indicated in Figure 9
all provide the same sum of surface and wetting
energy, and bound the same volume of fluid. They
all satisfy an eqn [18] with constant H, in
accordance with hypotheses of incompressibility
and vanishing gravity. Thus, formally, all configura-
tions have identical mechanical energy. The surfaces

Figure 9 Seven spherical capillary interfaces in an ‘‘exotic’’

container of homogeneous material in zero gravity. All interfaces

bound the same volume and have the same sum of free surface

and wetting energies. If all pressures above the interfaces are the

same, then the pressures below them successively increase as the

curvature vectors of the vertical sections change from upwardly to

downwardly directed. Reproduced from Mathematics Intelligences

24(3) 2002 21–33 with permission from Springer-Verlag Heidelberg.
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Ω
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Figure 8 Support configurations: (a) capillary tube, general

section; (b) horizontal plate; (c) convex surface appearing during

deformation of horizontal plate to capillary tube; and (d)

Nonuniqueness of configuration appearing during convex defor-

mation. Reproduced from Mathematics Intelligencer 24(3) 2002

21–33 with permission from Springer-Verlag Heidelberg.
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are all spherical caps; however, the radii R of the
caps vary considerably. According to Y1 above, the
pressure change across each interface is �p = 2�=R.
Since one may assume the outer region to be a
vacuum with zero pressure for all caps, we find that
the pressures within the fluids vary greatly among
the configurations. One would thus expect that
work is done within the fluid in passing from one
configuration to another, a circumstance we have
excluded by hypothesis when determining the
family. From this point of view, the (customary)
hypothesis of incompressibility that was used in
determining the family is put into significant ques-
tion; we examine this point in some detail in the
section ‘‘Compr essibili ty.’’

Discontinuous Dependence I

Capillary surfaces can exhibit striking discontinuous
dependence on the defining data. As initial example,
we consider the behavior of a solution of [18]–[17]
at a protruding corner point P of the domain � of
definition. For simplicity, we assume the corner
bounded locally by straight segments, meeting in an
opening angle 2� < �, thus forming locally a wedge
domain. In anticipation of material to follow, we
assume contact angles �1 and �2 on the respective
sides, 0 � �1, �2 � �. One can show that a necessary
condition for a solution surface over a domain �� as
in Figure 11 to have a continuous normal vector up
to P is that the data point (�1, �2) lie in the closure of
the rectangle R of Figure 12. (This figure includes

also additional material anticipating the section
‘‘Drop s in wedg es’’).

For data points interior to R, this criterion also
suffices for the existence of at least one such solution
surface, for any prescribed H; such surfaces can in
fact be produced explicitly as spherical caps (planes
if H = 0). It remains to discuss what can occur with
data arising from the remaining four subregions of
the square.

If (�1, �2) 2 D
1 , then there is no solution to
[18]–[17] in any neighborhood of the corner point
P. On the other hand, an explicit solution for any
H > 0 can be found as a lower spherical cap on
the segment �1 þ �2 = �� 2� that separates Dþ1
from R (see Figure 13, which indicates the
equatorial circle). Correspondingly, if H < 0 then
an explicit solution can be found on the separation
line between D�1 and R. Thus, there is a

Spoon (left)

Spoon (left)

Potato chip

Potato chip

Rotationally
symmetric

Figure 10 Symmetry breaking in exotic container, g = 0. Below:

calculated presumed global minimizer (spoon) and local minimizer

(potato chip). Above: experiment on Mir: symmetric insertion of fluid

(center); spoon (left); potato chip (right). This is a grayscale version

of a color figure reproduced from Journal of Fluid Mechanics, 224:

383–94, (1991) with permission of Cambridge University Press.

P

α
Γ

Ωδ

δ

Figure 11 Wedge domain. Reproduced from Finn R ‘‘Capillary

Surface Interfaces’’ in Notices of AMS 46 No.7 (1999) with

permission of the American Mathematical Society.
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Figure 12 Domain R of data yielding continuous normal to

capillary surface in wedge of opening 2a < p. The symbols D

and I are clarified in the section ‘‘Behavior at a corner point.’’

Reproduced from ‘‘Capillary Wedges Revisited’’ in SIAM J. Math.

Anal. 27 No.1 (1996) 56–69 with permission from SIAM.
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discontinuous change in behavior in crossing from
R to either of the D1 regions.

This behavior was put to experimental test by
W Masica, who considered the case 0 < �1 = �2 =
� < �=2 near the crossing point �= �cr with Dþ1 , for
which �þ �cr = �=2. He partially filled a regular
hexagonal cylinder of acrylic plastic, successively
with two different liquids, making respective contact
angles greater or less than �cr with the plastic. For
each liquid, Masica then allowed the cylinder to fall
in a 132 m drop tower. Figure 14 compares the two
configurations after about 5 s of free fall. In the case
� > �cr he obtained the spherical-cap solution,
which in this case covers the entire base domain �
and appears as an explicit solution of [18]–[17].
When � < �cr, the liquid rose to the top of the
cylinder near the edges, filling out the edges over the
corner points. The surface interface S does not cover
�, but instead folds back over itself, doubly covering
a portion of �. Thus, a physical surface appears as it
must, but it is not a solution of [18] over �.

Discontinuous Dependence II

About 1970, M Miranda raised informally the
question, whether a capillary tube Z0, whose section

�0 lies strictly interior to a section �1 of a tube Z1,
will raise liquid from an infinite reservoir in a
downward directed gravity field to a higher level
over �0 than will Z1 over that subdomain of its
section. That is true if both cylinders are circular,
and in the intervening years its correctness was
established in a number of other cases of particular
interest.

Finn and Kosmodem’yanskii, Jr. showed, how-
ever, by example that the assertion fails in a large
range of cases, and in fact can fail with arbitrarily
large height differences, uniformly over �0. Beyond
that, the construction exhibits a strikingly discontin-
uous change of behavior, under perturbations of a
disk as inner domain. Perhaps more remarkably, the
assertion can hold with the inner domain a disk, but
with discontinuous reversal of behavior as the disk is
perturbed to neighboring disks. That was shown in a
form of the example given later by Finn, and
illustrated in Figure 15. Here the outer domain �1

is polygonal, with sides that extend to be tangent to
a unit disk �0, as indicated. The angle � is to be
chosen so that 0 � �=2� � � �min, where �min is the
smallest of the interior vertex half-angles of �1. In
view of the assumed infinite fluid reservoir, there is
no volume constraint, and the governing equation
[16] takes the form

div Tu ¼ �u; � ¼ �g=� > 0 ½22�

Taking at first the inner domain to be �0, it can
be shown that for the corresponding solutions u0

and u1 of [22], there holds u0 > u1 over �0 for

P.2α

γ2 γ1

γ1

γ2

Figure 13 Construction of solution as lower hemisphere; g 1 þ
g 2 = p � 2a, H > 0. Reproduced from ‘‘Capillary Wedges Revis-

ited’’ in SIAM J. Math. Anal. 27 No.1 (1996) 56–69 with

permission from SIAM.

(a) (b)

Figure 14 Liquid in hexagonal cylinder, during free fall in drop

tower: (a) a þ g > p=2; (b) a þ g < p=2.

·
1 + ε1

Ω0

Ωε

Ω1

Figure 15 Discontinuous reversal of limiting height behavior. All

sides of the polygonal domain �1 are tangent to the unit disk �0.

For the corresponding solution heights u0 in �0, u" in the disk �"

of radius 1þ e, and u1 in �1, there holds u1 � u0 < 0, for any

downward gravity. But lim�!0(u1 � u") = þ1, for any e > 0.
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any � > 0, and thus the Miranda question has a
positive answer for that configuration. But if we
replace �0 by a concentric disk �" � �1 of radius
1þ ", we find

inf
�"

u1 x;�ð Þ � sup
�"

u" x;�ð Þ
( )

� 2"

1þ "
cos �

�

�����
�����

<
1� sin!

cos �
þ 1þ "ð Þ 1� sin �

cos �
½23�

where != arccos(cos �= sin�), and u" is the solution
of [22], [17] in �". Since � does not appear on the
right side of [23], there follows in particular that for
any " > 0, there holds

lim
�!0

inf
�"

u1 x;�ð Þ � sup
�"

u" x;�ð Þ
( )

¼ 1 ½24�

In particular, a negative answer to Miranda’s
question appears for all gravity sufficiently small.
But as observed above, a positive answer occurs in
�0, for any positive gravity. Thus, the limiting
behavior as �! 0 changes discontinuously, as "! 0.
We find that the two limiting procedures cannot be
interchanged: for any x 2 �0, we obtain

lim
"!0

lim
�!0

u1 x;�ð Þ � u" x;�ð Þ
� �

¼ þ1:

lim
�!0

lim
"!0

u1 x;�ð Þ � u" x;�ð Þ
� �

� const: < 0
½25�

Existence Questions I

For the general equation [20] there is an established
literature on existence of surfaces containing a
prescribed space curve. There is very little literature
relating to the capillarity boundary condition that
the solution surface S meet a prescribed ‘‘support’’
surface W in a prescribed angle �. The existence of
at least one such surface interior to a prescribed
sufficiently smooth closed space domain was proved
by Almgren, and then Taylor proved smoothness at
the contact curve. These are abstract theorems that
are basic for the theory but in general do not
provide specific information in particular cases of
interest.

Special interest attaches to the nonparametric
cases [16] or [18] with boundary condition [17],
especially in view of the discontinuous behavior
properties described above. These cases were studied
in depth by a number of authors, with results that
put the above examples into some perspective.

M Emmer proved the existence of a unique
solution of [16]–[17] for any compact � having
Lipschitz boundary with Lipschitz constant L such
that

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ L2
p

cos � < 1� " for some " > 0. Finn and

Gerhardt (F and G) extended this condition, and
showed in particular that solutions exist in general
in piecewise smooth �. This result contrasts with the
zero-gravity case [18] discussed in the section
‘‘Exi stence questions II,’’ for which solutions fail to
exist when

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ L2
p

cos � > 1 at a protruding corner
(see the section ‘‘Discon tinuous dep endence I’’).
However, in the cases

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ L2
p

cos � > 1 studied
by F and G the solution u(x) is necessarily
unbounded in the corner. This condition is equiva-
lent to � < � � �=2j j at the corner. Concus and Finn
showed that if � � � � �=2j j in a neighborhood ��

of a corner with rectilinear sides, as indicated in
Figure 11, then the solution u(x) satisfies

u x;�ð Þj j < 2

��
þ � ½26�

independent of �, � in the range considered. Here it
is assumed that [16] is normalized so that 	= 0;
when � 6¼ 0 this can always be achieved by adding a
constant to u. On the other hand, if � < � � �=2j j,
then

u x;�ð Þ � cos#�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � sin2 #

p
k�r

½27�

where k = sin�= cos � and # is polar angle relative
to a bisector at the vertex; hence u becomes
unbounded as O(1=r). Thus, the behavior changes
discontinuously as the configuration for which
�= � � �=2j j is crossed.

This prediction was corroborated by T Coburn in
a ‘‘kitchen sink’’ experiment in the Medical School
at Stanford University. Coburn formed a wedge
using two sheets of acrylic plastic, resting on a glass
plate, and inserted a drop of distilled water at the
base of the wedge. Initially, the wedge was opened
sufficiently that �þ � � �=2, and he obtained the
configuration of Figure 16a, with the maximum
height slightly lower than that indicated by [26]. By
closing down the angle slightly, the liquid rose to
over ten times that height, as shown in Figure 16b.
This experiment was later repeated by Weislogel
under laboratory conditions; it incidentally estab-
lishes the contact angle of water and acrylic plastic
in the Earth’s atmosphere as 80	 
 2	.

The indicated procedure provides in general a
very accurate way to measure contact angles, when
the angle is not far from �=2. For � near zero or � in
the Earth’s gravity field, the discontinuity is con-
fined to a microscopic neighborhood of the vertex,
and can be difficult to observe. This technical
difficulty was addressed by Fischer and Finn, who
introduced ‘‘canonical proboscis’’ domains, the
theory of which was further developed by Finn and
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Leise and by Finn and Marek. For such domains the
change in behavior is not strictly discontinuous, but
it is nearly so, and it extends over large portions of
the cylinder section, so that it is easily observable.
Concus, Finn, and Weislogel conducted space
experiments, demonstrating the feasibility of the
method as a means for measuring contact angles in
general ranges.

In [26]–[27] no growth conditions at the corner
are imposed; the estimates hold for every solution
defined in �� and assuming the prescribed data on
the side walls, with no data prescribed at the vertex.
The formula [27] is the initial term of a formal
asymptotic expansion of the solution, in powers of r.
Miersemann obtained the complete expansion,
asymptotic to every order, when � < � � �=2j j. He
obtained somewhat less complete information in the
bounded case [26].

Chen, Finn, and Miersemann provided a form of
[27] that is applicable for any data (�1, �2) on the
respective sides of the wedge, that arise from the D
1
regions of Figure 12. Lancaster and Siegel and
independently Chen, Finn, and Miersemann showed
that if �2� � �1 þ �2 � � � 2�, then every solution
is bounded at the vertex. This result holds also for
the zero gravity eqn [18].

In the case of [18], Concus and Finn showed that
in the D
1 regions no solution exists, regardless of H.
Again, this result holds without growth conditions.

From these considerations and from remarks in
the section ‘‘Disconti nuous depend ence I’’ follo ws
that for data in D
2 , all solutions either of [18] or of
[16] are bounded but have discontinuous derivatives
at the vertex P. Extrapolating from the behavior of

particular computed solutions, Concus and Finn
conjectured that all solutions of [18] or of [16] that
arise from data in D
2 are discontinuous at P. A
number of attempts to prove or to disprove this
conjecture have till now been unsuccessful.

An existence theorem for [16]–[17] alternative to
that of Emmer was obtained independently by
Ural’tseva, using a very different approach. This
procedure yielded smoothness estimates up to the
boundary, but required a hypothesis of boundary
smoothness, so that the result does not mesh with the
discontinuous dependence behavior as does that of
Emmer. Later versions of the existence result, again
under boundary smoothness requirements, were given
by Gerhardt, Spruck, and Simon and Spruck. In the
procedure introduced by Emmer, the boundary trace is
shown to exist only in a very weak sense (which,
however, suffices for a uniqueness proof). The later
work can be adapted to show that the Emmer
solutions are smooth on the smooth parts of @�.

None of the above procedures provides existence for
the zero gravity case [18]. As we shall see in the
following section, that is not an accident of the
methods, but reflects subtle properties of the equations.

Existence Questions II

We consider here the zero-gravity case [18], over a
domain � bounded by a piecewise smooth curve �,
under the boundary condition [17]. Integrating [18]
over � and using [17], we find 2H �j j= �j j cos �. Let
�� � �, ��= � \ @��, � = � \ @��. The same proce-
dure over ��, using that Tuj j < 1 for any u(x, y),
leads to the bound

� �; �½ � > 0 ½28�

where � is defined by

� �; �½ � � �j j � ��j j cos � þ 2H ��j j ½29�

The inequality [28] must hold for any choice of
�� � �. This provides a necessary condition for
existence of a solution to [18]–[17] in �. E Giusti
showed that when �� is interpreted in a generalized
sense as a Caccioppoli set, the condition [28]
becomes also sufficient for existence.

It is easy to give specific examples of convex
analytic domains �, in which subdomains �� can be
found such that [28] fails. Thus, the general
existence results for [16] do not carry over to [18],
regardless of local domain smoothness. Neverthe-
less, in many cases of interest (e.g., a circular disk or
an ellipse that is not too eccentric), solutions of
[18]–[17] do exist for any � and are well behaved.
Finn investigated the condition [28] in general by
showing the existence of a system of arcs {�} � �

(a) (b)

Figure 16 Distilled water in wedges formed by acrylic plastic

plates; g > 0. (a) a þ g > p=2; (b) a þ g < p=2. Reproduced

from P Concus and R Finn, ‘‘On Capillary Free Surfaces in a

Gravitational Field’’ in Acta Math 132 (1974) 207–223 with

permission of Institut Mittag-Loeffler.
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that minimize �. All such arcs are circular of radius
1/2H, and meet � either at smooth points in an
angle �, or else at a reentrant corner point in an
angle �� � �, measured on the side of � opposite to
that into which the curvature vector points
(Figure 17). All minimizing configurations are
bounded by arcs of that form, although not all
such configurations minimize. In a typical situation
one will encounter only a finite number of such arcs,
in which case only a finite number of cases need be
examined. If � > 0 in each such case, then a
solution of [18]–[17] exists for the given � and �.
It may occur that no such arcs exist; we then observe
that since �[;; �] = �[�; �] = 0, � cannot become
nonpositive for any �� � � unless a minimizing �
can be found in �, contradicting the assumed
nonexistence of minimizers. Thus, the criterion is
then vacuously satisfied, and we conclude that a
solution of [18]–[17] exists.

One has, of course, to ask what happens
physically in cases for which �[�; �] � 0 for some
� as above. The possible modes of behavior were
studied in particular cases by Tam and later by
deLazzer, Langbein, Dreyer, and Rath; Finn and
Neel characterized the general case. Formally, the
fluid rises to infinity throughout domains �� of the
form indicated, but with H replaced by a value
H� < H; on the opposite side of the circular arcs �,
the fluid is asymptotic to the vertical cylinders over
�. In a physical situation, the fluid will rise to the
top of the container in a nearly cylindrical region
adjacent to a portion of the container walls,
approximating the indicated behavior and partially
wetting the top of the container. One sees that
behavior in Figure 14b, in which the fluid fills out
regions adjacent to the corners. An analogous
configuration would still be observed if the corners
were smoothed locally. If insufficient fluid is
available, a portion of the base � could become
unwetted.

Behavior at a Corner Point

Lancaster and Siegel (L and S) studied the behavior of
the limits (which they designate by Ru) of bounded
solutions of [16] or of [18] along radial segments

tending to a corner point P of a domain �. These limits
can exhibit remarkable idiosyncratic behavior. For
simplicity of exposition, we restrict ourselves here to
rectilinear boundary segments at P, and assume
constant boundary angles �1, �2 6¼ 0, � on the two
sides. L and S prove first that the limits Ru exist and
vary continuously with direction of approach; then
they show the existence of ‘‘fan’’ regions of directions
adjacent to those of the sides, in which the limits are
constant independent of direction, see Figure 18. They
obtain that if the opening angle 2� at P satisfies 2� <
�, then for data in the rectangle R of Figure 12 the fans
overlap (see Figure 18a), so that the solution is
necessarily continuous at P. For data in Dþ2 , the
solution decreases from the �1 side �1 to the �2 side �2

(‘‘D’’ behavior), subject to the Concus–Finn conjecture
(see the section ‘‘Existence questions I’’), with the
reverse behavior (‘‘I’’) in D�2 . Concus and Finn showed
that if 2� < � then in D
1 there is no bounded solution
of [16]–[17] or [18]–[17] as a graph. For [16]–[17],
unbounded solutions do however exist for such data
(see the section ‘‘Existence questions I’’).
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Figure 17 Extremal configuration for the functional �.
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Figure 18 (a) Fan domains APA0 and BPB 0 of constant limiting

values; 2a < p so that the fans overlap when data are in R. (b)

2a > p; case 1. Fans APA0 and BPB 0 of constant radial limits

appear. Limiting value changes strictly monotonically as

approach direction changes from A0P to B 0P . (c) 2a > p; case 2.

In addition to the two fans adjacent to the sides of the

wedge, a half plane of constant radial limits appears.
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If 2� > �, then the fans do not overlap, and
in fact continuity at P cannot in general be
expected. Outside the indicated fan regions adja-
cent to the wedge sides, the limit values either
change strictly monotonically with angle of
approach, as in Figure 18b, or else they do so
except for approaches within a third, central fan,
which covers a full half-space, and interior to
which the limiting values again remain constant,
see Figure 18c. L and S give an example under
which that behavior actually occurs. Remarkably,
in the example the prescribed data are the same on
both boundary segments. The solution is never-
theless discontinuous at P, with an interval in
which the radial limit increases, another interval in
which it decreases, two fans of constant limit
adjacent to the sides, and a fan of breadth � in-
between.

General conditions for continuity at a reentrant
corner (2� > �) have not yet been established. L and
S give a sufficient condition, depending on a
hypothesis of symmetry. Since no such hypothesis
is needed when 2� < �, one might at first expect it
to be superfluous. However, Shi and Finn showed
that by introducing an asymmetric domain perturba-
tion that in an asymptotic sense can be arbitrarily
small, the solution can be made discontinuous at P.
That can be done without affecting any other
hypotheses of the L and S theorem.

In as yet unpublished work, D Shi characterized
all possible behaviors at a reentrant corner, subject
to the validity of the Concus–Finn conjecture at a
protruding corner. If � � 0 then all solutions of [16]
or of [18] in a neighborhood of P in � are bounded
at P. The further behavior depends on the particular
data, and is indicated in Figure 19. Note the analogy
with Figure 12, although the interpretations in the
figures differ in detail. Here the symbol I denotes
strictly increasing from the side �1 to �2, except on
the fan regions of constant limits; ID denotes
constancy on a fan adjacent to �1, then strictly
increasing, then constancy on a fan of opening �,
then strictly decreasing, then constancy on a fan
adjacent to �2. D and DI are defined analogously.
All cases can be realized in particular configurations.

Drops in Wedges

Closely related to the material just discussed is the
question of the possible configurations of a con-
nected drop of liquid placed into a wedge formed by
intersecting plates of possibly differing materials, in
the absence of gravity. Thus, one has distinct
contact angles �1, �2 on the two plates. Finn and
McCuan showed that if (�1, �2) 2 R then the only

possibility is that the drop surface S is part of a
sphere. For data in D
1 , no such drop can exist,
barring exotically singular behavior at the vertex
points where the edge of the wedge meets S.

For data in D
2 the situation is less clear. Concus,
Finn, and McCuan (CFM) showed that local
behavior exhibiting such data is indeed possible;
however, they conjectured that such behavior
cannot occur for simple drops. In conjunction with
the above results, they were led to the conjecture
that the free surface S of any liquid drop in a planar
wedge, that meets the wedge in exactly two vertices
and the wedge faces in constant contact angles
�1, �2, is necessarily spherical. Here it is supposed
only that 0 � �1, �2 � �.

The behavior of a drop of prescribed volume, as
the data move from the midpoint of R to the D
regions along parallels to the sides of R, is displayed
in Figure 20. As one moves into the D
2 regions, the
drop detaches from one side of the wedge and
becomes a spherical cap resting on a single planar
surface, in accord with the above conjecture. As D�1
is approached, the liquid becomes a drop of very
large radius that fills out a long thin region in the
wedge, and disappears to infinity as the boundary of
R is crossed. However, as Dþ1 is entered, the
configuration transforms smoothly into a spherical
liquid bridge, connecting the two faces of the wedge
without contacting the wedge line.

Stability Questions

A number of authors, for example, Langbein, Vogel,
Finn and Vogel, Steen, and Zhou, have studied the
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Figure 19 p < 2a < 2p. Possible modes of behavior. Repro-

duced with permission from the Pacific Journal of Mathematics.
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stability of liquid drops trapped between parallel
plates, forming an annular liquid bridge joining the
plates under the capillarity boundary condition of
prescribed contact angles �1, �2 on the respective
plates. These studies consider the effects of dis-
turbances within the fluid, assuming the plates are
rigid and perfectly parallel. CFM show that from the
point of view of physical prediction, the results of
these studies may be open to some question.
Specifically, they show that unless the drop is
initially of spherical form, then infinitesimal tilting
of one of the plates always results in a discontinuous
transition of the drop form. Depending on the
particular data, the transition can be to a spherical
drop; however, it can also occur that the tilting

causes the entire fluid to disappear to infinity in the
wedge.

CFM proved that if a connected liquid mass with
spherical outer surface S cuts off areas W1j j, W2j j
from plates �1, �2 which it meets in angles �1, �2, as
in Figure 20, then

�
X2

1

Wj

�� �� cos �j þ Sj j ¼ 3 Vj j
R

½30�

where Sj j denotes area of the spherical free surface
interface, Vj j the enclosed volume, and R the radius.
An immediate consequence is that the mechanical
energy E of the configuration is

E ¼ 3� Vj j
R

½31�

where � is surface tension. Using this result, they
show that if a spherical liquid mass meets two
wedge faces in angles �1, �2 in the absence of
gravity, then the configuration has smaller mechan-
ical energy than does any connected liquid mass of
the same volume that meets only one of the faces in
the contact angle for that face. In turn, the drop on a
single face has smaller energy than does a spherical
ball of the same volume that meets no face. Note
that in all zero-gravity cases for which stability
relative to plate tilting can be expected, the liquid
mass must be spherical.

Compressibility

Until very recently, all literature on capillarity was
based on a hypothesis that the body of the fluid
is incompressible. Indeed, from the point of view
of macroscopic mechanical measurements, most
liquids are nearly incompressible. But all liquids are
also to some extent compressible, and this property
was even conceptually essential in our characteriza-
tion in the section ‘‘Gauss’ contribution: the energy
method’’ of the surface energy, even for the nomin-
ally incompressible case. It is as yet unclear to what
extent the compressibility properties of the bulk
liquid will influence the physical predictions of the
theory. In this connection, see the remarks at the end
of the section ‘‘Uniqueness and nonuniqueness.’’

The Equations I

Finn derived two possible equations extending [16]
and [17], arising from different modelings. Both
characterize equilibrium points as stationary points
for the mechanical energy, and both are based on a
hypothesized pressure–density relation �= �0 þ

(p� p0). The first equation takes account of
the change in density with height, arising from

(b) Center point(b) In R, near D1
–

(a) In R, near D1
+ (a) In R, near D2

+

(c) In D1
– (c) In R, near D2

–

(A) (B)

Figure 20 (A) Drop configurations in wedge with opening

angle 2a = 50	, for three data positions on the line g 1 = g 2 = g
(a) g = 70	 (in R , near Dþ1 ); (b) g = 90	 (in R, near D�1 ); (c)

g = 110	 (in D�1 ). The first two cases yield edge blobs, the third a

spherical tube that does not contact the edge line. (B) Drop

configurations in a wedge of opening angle 2a = 50	, for three

data choices in R , on the line g 1 = p � g 2 = g ; (a) g = 70	 (near

Dþ2 ); (b) g = 90	 (center of R); (c) g = 35	 (near D�2 ). As D
2 is

entered, original boundary conditions can no longer be satisfied

by spherical drop, but configuration changes smoothly into drop

on single plane, with prescribed data for that plane. Reproduced

with permission from Concus P, Finn R and McCuan J (2001)

Liquid bridges, edge blobs, and Scherk-type capilliary surfaces.

Indiana University Mathematics Journal 50: 411–441.
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the gravity field. For a container consisting of a
semi-infinite vertical cylinder, closed at the bottom,
one obtains

div Tu ¼ �0g

�
uþ 
g 1� cos !ð Þ þ 	 ½32�

where ! is the angle between the upward directed
surface normal and the vertical axis, and 	 is to be
determined by a volume constraint. Athanassenas
and Finn proved that for a general smooth domain
�, prescribed �, and prescribed fluid mass M subject
to the restriction

M < �0 �j j=
g ½33�

there exists exactly one solution of [32] achieving
the boundary data �.

The condition [33] is necessary for existence with
the prescribed mass.

The methods used for this theorem do not permit
regularity conditions to be relaxed to allow domains
with corner points. An approximation procedure
yields an existence theorem for such cases, however
the uniqueness proof then fails; it can be replaced by
a weaker result, estimating the difference between
two eventual solutions: Let u, v, be solutions of [32]
in a piecewise smooth domain �, and suppose � �
Tu � � � Tv on � = @� except at the corner points,
where no data are prescribed. Then

u � vþ 
�=�0 ½34�

throughout �.
Note that in this result, no growth condition is

imposed at the corner points. It can happen that
both u and v are unbounded at a corner point;
nevertheless, [34] holds uniformly over �.

The solutions of [32] emulate many of the
characteristics of solutions of [16]. Notably, there is
again a dichotomy of behavior, depending on open-
ing angle 2� at a corner point, with all solutions
either bounded, or unbounded with growth like 1=r.

The Equations II

If in addition to taking account of the change of density
with height, one accounts for the energy change due to
expansion or contraction of volume elements with
changing density, one is led to the equation

div Tu ¼ �0 � 
p0

�

e
gu � 1ð Þ

þ 
g 1� cos!ð Þ þ � ½35�

Here the changes from the incompressible case are
much more significant than for [32]. In order to
ensure stable behavior of solutions, it seems appro-
priate to impose the condition �0 > 
p0. The general

existence theorem above can no longer be expected;
it is possible to give explicit examples of analytic
domains, and constant data �, for which no solution
of the problem exists. Thus, even in a large down-
ward gravity field, the solutions can emulate the
behavior of solutions of [18]. That can happen,
however, only for data � exceeding �=2. The
condition [33] is again necessary for existence.

For eqn [34], � cannot be eliminated by addition
of a constant to the solution, and its determination
creates a new level of difficulty toward solution of
the physical existence question. Athanassenas and
Finn proved unique existence of solutions of [35],
[17] for a capillary tube of general smooth section �
dipped into an infinite liquid bath (which corre-
sponds to � = 0), when 0 � � � �=2. If � > �=2 then
solutions do not always exist; it can happen that the
surface moves down to the bottom of the tube,
regardless of the depth of immersion. Under a
hypothesis of radial symmetry, Finn and Luli were
able to prove the existence of solutions with
prescribed mass in a semi-infinite cylinder closed at
the bottom, in the range 0 � � < �, and uniqueness
if 0 � � � �=2. Note that in this case, values � >
�=2 are not excluded. For large enough mass, the
surface will always cover the base of the tube.

Closing Remarks

This brief survey is intended only as a general
indication of the current state of the theory; much
material of interest could not be included. Nor have
we addressed hysteresis effects on contact angle.
Detailed references to the material discussed and also
to further information can be found in the articles
listed below. More recent publications can be located
by following links in MathSciNet or Zentralblatt.
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Burgers Type Equations

We consider here two types of equations: the scalar
partial differential equations (PDEs) of the form

@f

@t
þ ’ðf Þ @f

@x
¼ " @

2f

@x2
; " > 0 ½1�

f = f (x, t), x 2 R, t 2 Rþ, and the scalar difference–
differential equations of the form

@F

@t
þ ’ðFÞ Fðx; tÞ � Fðx� "; tÞ

"
¼ 0; " > 0 ½2�

F = F(x, t), x 2 R, t 2 Rþ.
Equation [1] for the case of linear f 7!’(f )

was called as Burgers equation by Hopf (1950),
who justified this by the remark: ‘‘equation was
first

@f

@t
þ f

@f

@x
¼ " @

2f

@x2

introduced by J. M. Burgers (1940) as a simplest
model to the differential equations of fluid flow’’. In
fact, eqn [1] for linear ’(f ) was introduced earlier in
1915 by Bateman. Equation [1] for general ’(f )
appeared later in very different models, for example,
in the model for displacement of oil by water, in a
model of road traffic, etc.

For ’(f ) = a þ b � f , Hopf and Cole have studied
[1] basing on the substitution

f ¼ � 1

b
aþ " @g

@x

�
g

� �
reducing [1] to the heat equation

@y

@t
¼ " @

2g

@x2

This transformation (often called as the Hopf–
Cole transform) appeared for the first time in 1906
in the book of Forsyth ‘‘Theory of differential
equations.’’

Equation [2] first appeared for ’(F) = a þ b � F,
"= 1, x = n 2 Z, in Levi, Ragnisco, Bruchi (1983) as
a semidiscrete equation reducible to the linear
equation

dGnðtÞ
dt

¼ aðGn�1ðtÞ �GnðtÞÞ

by the substitution

Fðn; tÞ ¼ � a

b

GnðtÞ �Gn�1ðtÞ
GnðtÞ

� �
Equation [2] for general ’(F) was introduced by

Henkin, Polterovich (1991) for the description of a
Schumpeterian evolution of industry. For any " > 0,
one can consider [2] as the family of difference–
differential equations, depending on the parameter
�= {x="} 2 [0, 1), where {x="} denotes the frac-
tional part of x=". For physical applications of [1]
(see Gelfand (1959), Landan and Lifschitz (1968),
Lax (1973)), the inviscid case (" =þ0) is the most
interesting. But, for some special physical models
and for some social and biological applications (see
Henkin, Polterovich (1991), Serre (1999)), the
interesting case concerns eqn [2] with "= 1 and
x 2 Z.

The results considered in this article concern
mainly the Cauchy problem for eqns [1] and [2]
with initial data f(x, 0), F(x, 0) satisfying the
conditions

f ðx; 0Þ ! ��; x! �1Z 0

�1
jf ðx; 0Þ � ��jdx

þ
Z 1

0

j�þ � f ðx; 0Þjdx <1

½3�

and correspondingly

Fðk"þ �"Þ ! ��; k! �1X0

k¼�1
jFðk"þ �"; 0Þ � ��j

þ
X1
k¼0

j�þ � Fðk"þ �"; 0Þj <1

½4�

where �� � �þ, � 2 [0, 1) and the mapping
� 7! {F(k" þ �", 0) � �sgn k, k 2 Z} 2 l1 is smooth.
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The standard classical questions concerning
Cauchy problems [1], [3] and [2], [4], namely
those relating to existence, unicity, regularity, and
conservation laws are well established (see Oleinik
(1959), and Serre (1999)). This section formulates
only those which are essential for the study
of asymptotic behavior of solutions f(x, t) and
F(x, t), when t!1 or "! 0, and of the relation
between vanishing viscosity and difference scheme
approximations for inviscid Burgers type
equations.

One can see that asymptotic behavior of solutions
of [2], [4] when "! þ0 is not the same as the
asymptotic behavior of [1], [3] when "! þ0, in
spite of fact that in the limiting case " = þ0 both [1]
and [2] look identical. It can be explained by the
fact that eqn [2] can be interpreted as a semidiscrete
approximation of the nonconservative (nonphysical)
equation

@F

@t
þ ’ðFÞ @F

@x
¼ "

2
’ðFÞ @

2F

@x2

However, the problem [2], [4] can be naturally
transformed into conservative (physical) initial pro-
blem. Indeed, the substitution

f ¼
Z F

0

dy

’ðyÞ

(under condition of integrability of 1=’(y)) trans-
forms [2] into the equation

@f ðx; tÞ
@t

þ  ðf ðx; tÞÞ �  ðf ðx� "; tÞÞ
"

¼ 0 ½5�

where  0(f ) =’(F). Equation [5] is the so-called
monotone one-sided semidiscrete approximation of
conservative viscous equation,

@f

@t
þ ’ðFÞ @f

@x
¼ "

2

@

@x
’ðFÞ @f

@x

� �
½6�

where

f ðx; 0Þ !
Z ��

0

dy

’ðyÞ ; x! �1

The results of finite-difference approximations
for nonlinear conservation laws (see A. Harten,
J. Hyman, P. Lax (1976)) explain both the similarity
of behavior of [6] and [5] as well as some difference
in the behavior of [1] and [2].

For further exposition the following assumption is
useful:

Assumption 1 Let ’ in [1], [2] be a positive and
continuously differentiable function on the interval
[��, �þ]. Let ’0 have only isolated zeros.

From references one can deduce the following gene-
ral properties of Cauchy problems [1], [3] and [2], [4].

Theorem 0 Under Assumption 1, we have:

(i) There exists a unique (weak) solution f(x, t), x 2
R, t 2 Rþ of the problem [1], [3]; this solution is
necessarily smooth for t > 0; besides, it satisfies
the following conservation laws for t > 0:

f ðx; tÞ ! ��; x! �1
f ðx; tÞ ! �þ; x! þ1
d

dt

Z 1
0

ð�þ � f ðx; tÞÞ
� �

dx�
Z 0

�1
ðf ðx; tÞ � ��Þdx

¼
Z �þ

��
’ðyÞdy

Moreover, if the initial value f(x, 0) is nonde-
creasing as a function of x, then solution f(x, t)
is nondecreasing as a function of x for all t � 0.

(ii) There exists a unique solution F(x, t) x 2 R, t 2
Rþ of the problem [2], [4]; this solution is
smooth for t > 0; besides, it satisfies the follow-
ing conservation laws for t > 0 and � 2 [0, 1):

Fðk"þ �"; tÞ ! ��; k! �1
Fðk"þ �"; tÞ ! �þ; k! þ1

d

dt

X1
k¼1

Z �þ

Fðk"þ�";tÞ

dy

’ðyÞ �
X0

k¼�1

Z Fðk"þ�";tÞ

��

dy

’ðyÞ

" #
¼ �þ � ��

Moreover, if for some � 2 [0, 1) the F(k" þ �", 0) is
nondecreasing as a function of k 2 Z then solution
F(k" þ �", t) is also nondecreasing as a function of
k 2 Z for all t � 0 and the same �.

Gelfand’s Problem and Iljin–Oleinik
Theorem

The main results considered in this article are related
to the following problem, formulated explicitly by
Gelfand (1959): to find the asymptotic (t!1) of the
solution f (x, t) of the eqn [1] with the initial condition

f ðx; 0Þ ¼ ��; if �x > �x�

f 0ðxÞ; if x 2 ½x�; xþ�

�
½7�

where �� � �þ.
Gelfand found a solution to this problem for the

inviscid case " =þ0 with initial conditions
f (x, 0) =�� if x < 0, and f (x, 0) =�þ if x � 0 (see
below), and remarked that it would be interesting to
prove that the main term of the asymptotic (t!1)
of f (x, t) satisfying [1], [7] coincides with the
solution of [1], [7] for " =þ0.
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Gelfand’s problem admits natural extension for
eqn [2] with the initial conditions

Fðx; 0Þ ¼ ��; if �x > �x�

Fðx; 0Þ ¼ F0ðxÞ; if x 2 ½x�; xþ�
½8�

Let us introduce, for u 2 [��, �þ], the function
 (u) =�

R u
�� ’(y)dy. Let the function  ̂(u), u 2

[��, �þ], be upper bound of the convex set

fðu; vÞ: v �  ðuÞ; u 2 ½��; �þ�g

By Assumption 1, the set s = {u 2 [��, �þ]:
 (u) <  ̂(u)} is the finite union of intervals,
s= (��, �0)[ (�1, �1)[ �� � (�L, �þ), where ��=�0�
�0��1 < �1 � � � ��L� �L =�þ.

Let us define the function f̂(x, t) by

f̂ ðx; tÞ ¼
��; if x< ’ð��Þ � t
ð ̂0Þð�1Þ x=tð Þ; if ’ð��Þ � t� x� ’ð�þÞ � t
�þ; if x> ’ð�þÞ � t

8<:
where in the case  ̂

0
(u)� �l, u 2 (�l, �l), l =0,

1, . . . , L; also, by definition, ( ̂
0
)(�1)(�l)= [�l, �l].

Theorem 1 (Gelfand) The solution f (x, t) of the
problem [1], [7] for the case " =þ0 and initial
conditions f (x, 0) =��, if �x > 0, has the explicit
form: f (x, t) = f̂(x, t).

The analogous statement is valid also for the
problem [2], [8] if, in the construction above, one
takes

�ðuÞ ¼
Z u

0

dy

’ðyÞ

instead of  (u), u 2 [��, �þ].
The Gelfand problem for [1], [3] and [1], [7] with

monotonic ’(f ) was solved by Iljin and Oleinik
(1960). In the case ��=�þ, the solution of this
problem follows from an earlier work of Lax (1957).
For the case of linear ’(f ), the solution of this problem
follows from an earlier work of Hopf (1950).

For semidiscrete initial problems [2], [4] and [2],
[8], the analog of the asymptotic results of Hopf and
Iljin–Oleinik have been obtained and applied by
Henkin and Polterovich (1991).

The case of increasing ’(f ) has been studied in
detail. In this case, for both initial problems [1], [3]
and [2], [4], there is uniform convergence of solutions
f (x, t) and F(x, t) to the so-called rarefaction profile

g x=tð Þ ¼ ��; �x > ’ð��Þt
’ð�1Þ x=tð Þ; x 2 ½’ð��Þ � t; ’ð�þÞ � t�

�
t!1 (see Iljin and Oleinik (1960) and Henkin
and Polterovich (1991)). More precise result in
this case about convergence to the so-called

N-wave has been obtained by Dafermos (1977)
and Liu (1978).

For the case of a general ’(f ), in particular, for
the case of nonincreasing ’(f ), we need the notion
of shock profile. Following Serre (1999), three
definitions can be introduced.

Definition The initial problem [1], [3] (correspond-
ingly, [2], [4]) admits (��, �þ)-shock profile (�� < �þ)
if there exists a traveling-wave solution of this equation,
that is, of the form f = f̃(x� ct) (correspondingly,
F = F̃(x � Ct)), such that f̃(x)! �� when x! �1
(correspondingly, F̃(x)! �� when x! �1).

From the results of Gelfand (1959) and Oleinik
(1959), it follows that initial problem [1], [3] admits
(��, �þ)-shock profile iff

c ¼ 1

�þ � ��
Z �þ

��
’ðyÞdy

<
1

u� ��
Z u

��
’ðyÞdy; 8u 2 ð��; �þÞ ½9�

From the results of Henkin and Polterovich
(1991) and Belenky (1990), it follows that initial
problem [2], [4] admits (��, �þ)-shock profile iff

1

C
¼ 1

�þ � ��
Z �þ

��

dy

’ðyÞ

>
1

u� u�

Z u

��

dy

’ðyÞ ; 8u 2 ð��; �þÞ ½10�

In the case " =þ0, the equality in [9] and [10] is
called the Rankine–Hugoniot condition, the inequal-
ity in [9] and [10] is called the entropy condition (or
the Gelfand–Oleinik condition).

Definition For initial problem [1], [3] (correspond-
ingly, [2], [4]) admitting (��, �þ)-shock profile and
for " =þ0, we will call by shock waves the weak
solutions of [1], [3] (correspondingly, [2], [5], [4]) of
the form

~f
��

ðx� ctÞ ¼ ��; if �x � �ct

~F
��ðx� CtÞ ¼ ��; if �x � �Ct

where c, C satisfy Rankine–Hugoniot and entropy
conditions [9], [10].

Definition The (��, �þ)-shock profile for [1] (cor-
respondingly, for [2]) is called strict if in addition to
[9], [10] we have the Lax (1954) condition:

’ð�þÞ < c < ’ð��Þ ½11�

and correspondingly

’ð�þÞ < C < ’ð��Þ ½12�
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The (��, �þ)-shock profile for [1] or [2] is called
semicharacteristic if one of the inequalities in [11] or
[12] is strict and the other is an equality. This profile
is called characteristic if both inequalities in [11] or
[12] are equalities.

One can check (Iljin and Oleinik 1960, Henkin and
Polterovich 1991) that if in addition to Assumption 1
the function ’ on [��, �þ] is nonconstant and
nonincreasing then eqn [1] (correspondingly, [2])
admits a strict (��, �þ)-shock profile.

The main result of Iljin–Oleinik (1960) for eqn [1]
and analogous statement of Henkin and Polterovich
(1991) for eqn [2] can be presented as follows.

Theorem 2

(i) Let the initial problem [1], [3] admit a strict
(��,�þ)-shock profile f̃. Let f (x, t), x 2 R, t 2
Rþ, be a solution of [1], [3]. Then there exists
d0 2 R

sup
x2R

jf ðx; tÞ � ~f ðx� ct � d0Þj ! 0; t!1 ½13�
The value of d0 is determined uniquely by relation
Z 1
�1
ff ðx; 0Þ � ~f ðx� d0Þg dx ¼ 0

(ii) Let the initial problem [2], [4] admit a strict
(��, �þ)-shock profile F̃. Let F(x, t), x 2 R, t 2
Rþ be a solution of [2], [4]. Then there exists
continuous function D0(�), � 2 [0, 1), such that

sup
x2R

jFðx; tÞ � ~Fðx� Ct �D0ðfx="gÞj ! 0;

t!1
½14�
The function D0(�), � 2 [0, 1], is determined
uniquely from relation
X1

k¼�1
f�ðFðn; 0ÞÞ � �ð~Fðn�D0ÞÞg ¼ 0
where
�ðFÞ ¼
Z A

F

dy

’ðyÞ ; F < A; ~F < A

(iii) If in conditions (i) and (ii), we take " =þ0 then
there exist d0, D0 such that 8� > 0, we have

sup
x�ctþd0þ�

j�þ � f ðx; tÞj

þ sup
x�ctþd0��

j�� � f ðx; tÞj ! 0; t!1

sup
x�CtþD0þ�

j�þ � Fðx; tÞj

þ sup
x�CtþD0��

j�� � Fðx; tÞj ! 0; t!1

½15�
The values of d0 and D0 are determined by
Z d0

�1
ðf ðx;0Þ � ��Þdxþ

Z 1
d0

ðf ðx;0Þ � �þÞdx ¼ 0Z D0

�1
ðFðx;0Þ ���Þdxþ

Z 1
D0

ðFðx;0Þ � �þÞdx ¼ 0

Remarks

(i) The statements of Theorem 2 give a positive
answer to Gelfand’s question for the case of
initial problem [1], [3] and [2], [4], admitting
strict shock profiles.

(ii) For linear ’(f ) = a þ bf , a > 0, aþ b�þ > 0,
b < 0, the traveling waves f̃, F̃ for [1], [3] and
[2], [4] can be found explicitly:

~f ¼ �� þ �þ � ��
1þ expf�pðx� ctÞg

c ¼ aþ b

2
ð�þ þ ��Þ; p ¼ ð�

� � �þÞb
2"

~F ¼ �� þ �þ � ��
1þ expf�Pðx� CtÞg

C ¼ b

�
ln

aþ b�þ

aþ b��
; P ¼ �

"
ln

aþ b��

aþ b�þ
where
b� ¼ ð�þ b��Þ 1� aþ b�þ

aþ b��

� ��� �
(iii) For initial problems [1], [7] and [2], [8], �þ >

��, the asymptotic convergence statements
[13]–[15] admit the precise asymptotic esti-
mates (see Iljin and Oleinik (1960) for [1], [7]:

sup
x2R

jf ðx; tÞ � ~f ðx� ct � d0Þj ¼ Oðe��tÞ

� > 0; " > 0
½16�

sup
x2R

jFðx; tÞ � ~Fðx� Ct �D0ðfx="gÞÞj ¼ Oðe��tÞ

� > 0; " > 0 ½17�

f ðx; tÞ ¼ �� for � x > �ðct þ d0Þ
t � t0; " ¼ þ0

Fðx; tÞ ¼ �� for � x > �ðCt þD0Þ
t � t0; " ¼ þ0

½18�

Theorem 2(i) is proved basing on the following
idea. Let f satisfy the initial problem [1], [3] and let
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f̃(x � ct þ d0) be (��, �þ)-shock profile for [1],
satisfying condition [13]. Put

�ðx; tÞ ¼
Z x

�1
ff ðy; tÞ � ~f ðy� ct � d0Þgdy

The function �(x, t) satisfies the nonlinear parabolic
equation

@�

@t
þ ’ð�~f þ ð1� �Þf Þ @�

@x
¼ " @

2�

@x2

where �(x, t) is some smooth function of (x, t) with
values in [0, 1].

Besides, by conservation law of Theorem 0(i), we
have �(x, t)! 0, x! �1, 8t � 0.

Estimates basing on maximum principle and
appropriate comparison statements give that
�(x, t)) 0, x 2 R, t!1. It implies that

f ðx; tÞ � ~f ðx� ct � d0Þ ) 0; x 2 R; t!1

Theorem 2(ii) is proved in a similar way. Let F(n,
t) satisfy the initial problem [2], [4] with x = n 2
Z, "= 1, �= {x} = 0, and let F̃(n � Ct � D0) be
(��, �þ)-shock profile for [2], satisfying condition
[14]. Put

�ðn; tÞ ¼
Xn

�1
f�ðFðn; tÞÞ � �ð~Fðn� Ct �D0ÞÞg

Then function �(n, t) satisfies the semidiscrete
parabolic equation

d�ðn; tÞ
dt

¼’ð�ð�1Þð��ðFÞ

þ ð1� �Þ�ð~FÞÞÞð�ðn� 1; tÞ ��ðn; tÞÞ

where �(n, t) is some function with values in [0, 1].
Besides, by conservation law of Theorem 0(ii), we

have

�ðn; tÞ ! 0; n! �1; 8 t � 0

Estimates, basing on generalized maximum prin-
ciple and comparison statements, give that
�(n, t)) 0, n 2 Z, t!1. It implies that

Fðn; tÞ � ~Fðn� Ct þD0Þ ) 0; n 2 Z; t!1

Remark For the cases of nonstrict shock profiles
(characteristic or semicharacteristic) the statements
of Theorem 2 are not valid. The reason is that,
under initial conditions [3], [4] for any d0 and D0,
we have Z 1

�1
ff ðx; oÞ � ~f ðx� d0Þgdx ¼ 1
and, correspondingly,X1
�1
f�ð~Fðk"þ �"�D0Þ � �ðFðk"þ �";0ÞÞg ¼ 1

So, the crucial argument, related to conservation
law, does not hold.

One can extend the important Theorems 2(i), 2(ii)
for the case of nonstrict shock profiles in two different
ways: by changing conditions of these theorems or by
changing conclusions of these theorems.

The first method (started by Mei, Matsumura, and
Nishihara in 1994) was completed by the following
L1-asymptotic stability result (Serre 2004).

Theorem 3 (Freistühler–Serre). Let eqns [1], [2]
admit (��, �þ)-shock profiles and f̃, F̃ – the corre-
sponding train-wave solutions of [1], [2]. Let
f (x, t), F(n, t), x 2 R, n 2 Z, t 2 Rþ be solutions of
eqns [1], [2] with such initial conditions thatZ 1

�1
jf ðx; 0Þ � ~f ðxÞjdx <1

X1
�1
jFðn; 0Þ � ~FðnÞj <1

Then Z 1
�1
jf ðx; tÞ � ~f ðx� ct � d0Þjdx! 0

and, correspondingly,X1
�1
jFðn; tÞ � ~Fðn� Ct �D0Þj ! 0; t!1

where constants d0 and D0 are calculated from the
same relations as in Theorem 2.

Remark For the inviscid case " =þ0, the state-
ment of Theorem 3 is still valid for equations
admitting strict shock profiles, but generally is not
valid for equations admitting only nonstrict shock
profiles (see Serre (2004)).

The second method permits, keeping initial con-
ditions [3], [4], to localize the positions of viscous
shock waves for generalized Burgers equations
(see the next section).
Asymptotic Behavior of Solutions of
Generalized Burgers Equations

The main current interest and the main difficulty in
the study of Gelfand’s problem for generalized
Burgers equations consist in the following question
formulated explicitly for initial problem [1], [3] by
Liu et al. (1998): ‘‘In the Cauchy problem there is
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the question of determining the location of viscous
shock waves’’. A similar question and related
conjecture were formulated by Henkin and Potter-
ovich (1999) for the initial problem [2], [4].

For solving this problem, it is important to solve it
first for the Burgers type equations admitting
nonstrict shock profiles.

Theorem 4 (Henkin–Shananin–Tumanov).

(i) Let the initial problem [1], [3] admit the nonstrict
(��, �þ)-shock profile [9] and f̃(x � ct) be a
corresponding traveling-wave solution. Let

’0ð��Þ 6¼ 0; if ’ð��Þ ¼ c

’0ð�þÞ 6¼ 0; if ’ð�þÞ ¼ c

Let f (x, t) be a solution of [1], [3]. Then there
exist constants �0 and d0 such that

sup
x2R

jf ðx; tÞ � ~f ðx� ct � 	�0 ln t � d0Þj ! 0; t!1

where

ð�þ ���Þ � �0

¼
�1=’0ð�þÞ; if ’ð��Þ> c¼ ’ð�þÞ
1=’0ð��Þ; if ’ð��Þ ¼ c> ’ð�þÞ
1=’0ð��Þ� 1=’0ð�þÞ; if ’ð��Þ ¼ c¼ ’ð�þÞ

8><>:
(ii) Let the initial problem [2], [4] with 	=1 admit the

nonstrict (��, �þ)-shock profile [10] and F̃(n � Ct)
be a corresponding traveling-wave solution. Let

’0ð��Þ 6¼ 0; if ’ð��Þ ¼ C

’0ð�þÞ 6¼ 0; if ’ð�þÞ ¼ C

Let F(n, t) be a solution of [2], [4]. Let

�Fðn; 0Þ¼def
Fðn; 0Þ � Fðn� 1; 0Þ � 0

Then there exist constants �0 and D0 such that

sup
n2Z

jFðn; tÞ � ~Fðn� Ct � �0 ln t �D0Þj ! 0;

t!1

where

ð�þ � ��Þ � �0

¼

�C=ð2’0ð�þÞÞ; if ’ð��Þ > C ¼ ’ð�þÞ
C=ð2’0ð��ÞÞ; if ’ð��Þ ¼ C > ’ð�þÞ
ðC=2Þ½�1=’0ð�þÞ
þ1=’0ð��Þ�; if ’ð��Þ ¼ C ¼ ’ð�þÞ

8>>><>>>:

Remarks

(i) One could think that nonstrict shock profiles
as in Theorem 4 can appear only in exceptional
cases. But Proposition 2 and Theorem 5 below
show, on the contrary, that characteristic shock
profiles and, as a consequence, the behavior of
initial problems [1], [3] and [2], [4] as in Theorem
4 are rather a rule than an exception.

(ii) The statement of Theorem 4(i) (and also of
Theorem 5(i)) below) disprove the Gelfand hope
that the main term of asymptotic (t!1) of
f (x, t), satisfying [1], [7], coincides with the
solution of [1], [7] for 	 =þ0 with the same
initial condition. Indeed, in conditions of Theorem
4, we have ’(��) = c or ’(�þ) = c, but ’0(��) 6¼
’0(�þ); then for any 	 > 0 the traveling wave
f̃(x� ct � 	�0 ln t � d0) for [1], [3], concentrated
near the point x	(t) = ct þ 	�0 ln t þ d0, moves
away (t!1) from the shockwave for [1], [7] for
	 =þ0, concentrated near the point x0(t) = ct þ
o( ln t), where o( ln t)= ln t! 0, t!1.

(iii) Theorem 4 (and also Theorem 5 below) also
illustrate another interesting phenomenon: for
the case ’0(��) 6¼ ’0(�þ), one has asymptotic
convergence of the solution of [1], [3] (corre-
spondingly of [2], [4]) to the traveling
wave f̃(x � ct � 	�0 ln t � d0) (correspondingly
F̃(x � Ct � 	�0 ln t � D0)), which does not
satisfy eqn [1] or correspondingly eqn [2]. Such
a phenomenon was first discovered by Liu and
Yu (1997) in the special boundary-value pro-
blem for the classical Burgers equations, if
u(x, t) satisfies the following conditions:

if ut þ u � ux ¼ uxx; uð0; tÞ ¼ 1; uð1; tÞ ¼ �1;

uðx;0Þ ¼ �th
x

2
; then

juðx; tÞ þ th
1

2
ðx� lnð1þ tÞÞj ! 0; t!1; x� 0

Theorem 4 is proved in basing on the following
idea. Let f (x, t) satisfy [1], [3] and F(n, t) satisfy [2],
[4]. Let f̃(x � ct) be the traveling wave for [1], [3]
and F̃(n � Ct) be the traveling wave for [2], [4].
Suppose that ’(��)> c=C=’(�þ). Let dA(t) and
DA(t), A > 0 be functions such thatZ ctþA

ffiffi
t
p

ct�A
ffiffi
t
p ff ðx; tÞ � ~f ðx� ct � dAðtÞÞgdx ¼ 0 ½19�

and, correspondingly,

X½CtþA
ffiffi
t
p
�

k¼½Ct�A
ffiffi
t
p
�
f�ðFðk; tÞÞ ��ð~Fðk�Ct�DAðtÞÞÞg

þ ðCtþA
ffiffi
t
p
� ½CtþA

ffiffi
t
p
�Þð�ðFðCtþA

ffiffi
t
p
�þ 1; tÞÞ

��ð~Fð½CtþA
ffiffi
t
p
�þ 1�CtþDAðtÞÞ ¼ 0

½20�
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The relations [9], [20] can be called ‘‘localized
conservation law.’’ The proof contains two difficult
parts.

The first part consists in proving that for A > 2
ffiffiffi
c
p

(correspondingly, A > 2
ffiffiffiffi
C
p

) the following asymp-
totics are valid:

dAðtÞ ¼
	 � ln t

ð�� � �þÞ’0ð�þÞ þ d0 þ oð1Þ; t!1

DAðtÞ ¼
C ln t

2ð�� � �þÞ’0ð�þÞ þD0 þ oð1Þ; t!1

½21�

where d0, D0 are independent of A.
The second part gives the following convergence

statements:

sup
x2½ct�A

ffiffi
t
p
;ctþA

ffiffi
t
p
�

		 Z x

ct�A
ffiffi
t
p ff ðy; tÞ � ~f ðy� ct � dAðtÞÞg

dy
		! 0; t!1

sup
x2½Ct�A

ffiffi
t
p
;CtþA

ffiffi
t
p
�

		 Xn

k¼½Ct�A
ffiffi
t
p
�
f�ðFðk; tÞÞ

� �ð~Fðk� Ct �DAðtÞÞÞg
		! 0; t!1

The precise a priori estimates of local solutions of
[1], [2] play an important role in the proof. An
example of such an estimate, also useful for further
results, is given below.

Proposition 1 Let, in eqn [2], C =’(0) > 0, 	=
1, 0 � ’0(0) < �0, x̄ def

= (x� Ct)=
ffiffiffiffiffiffi
Ct
p

. Let the func-
tion F(x, t), defined in the domain �0 = {(x, t): a1 <
x̄ < a2}, a2 > 0, satisfy eqn [2],

�Fðx; tÞ¼def
Fðx; tÞ � Fðx� 1; tÞ � 0

jFðx; tÞj � �ffiffiffiffiffiffi
Ct
p ; ðx; tÞ 2 �0; t � t0

Then

�Fðx; tÞ � B � �
Ct

; ðx; tÞ 2 �0; t � t0

where

B ¼ B0 a2 þ
1

d
þ �0�

C

� �
1þ lnð1þ a2Þð Þ

� �
d ¼ minð�x� a1; a2 � �xÞ

and B0 is an absolute constant.

It is interesting to compare a priori estimate of
Proposition 1 with some similar (but less precise)
estimates in the theory of classical quasilinear
parabolic equations (Ladyzhenskaya et al. 1968).

We will formulate now the general conjecture
concerning asymptotic behavior of solutions of
initial problems [1], [3] and [2], [4] and some
partial results which confirm this conjecture. To
simplify formulation we admit the following.

Assumption 2 Let  ̂(u) and �̂(u) be upper bounds of
the convex hulls for the graphs of

 ðuÞ ¼ �
Z u

��
’ðyÞdy

and

�ðuÞ ¼
Z u

��

dy

’ðyÞ

respectively, with u 2 [��, �þ]. We suppose that

s ¼ fu 2 ½��; �þ� :  ðuÞ <  ̂ðuÞg
¼ ð��; �0Þ [ ð�1; �1Þ [ � � � ð�L; �

þÞ

where

�� ¼ �0 < �0 < �1 < �1 < � � � < �L < �L ¼ �þ

or, correspondingly,

S ¼ fu 2 ½��; �þ� : �ðuÞ < �̂ðuÞg
¼ ð��; b0Þ [ ða1; b1Þ [ � � � ðaM; �

þÞ

where

�� ¼ a0 < b0 < a1 < b1 < � � � < aM < bM ¼ �þ

In addition, we suppose that ’0(�l) 6¼ 0, ’0(�l) 6¼
0, l=0, 1, . . . , L or, correspondingly, ’0(am) 6¼
0, ’0(bm) 6¼ 0, m=0, 1, . . . ,M.

Proposition 2 (Weinberger 1990, Henkin and
Polterovich 1999). Under Assumptions 1, 2, one has:

(i) If u 2 [��, �þ] n s and, correspondingly, u 2
[��, �þ] n S, then following functions are well
defined:

gl
x

t


 �
¼

�l; if x < ’ð�lÞ � t
’ð�1Þ x=tð Þ; if ’ð�lÞ � t � x

� ’ð�lþ1Þ � t
�lþ1; if x > ’ð�lþ1Þ � t;

l ¼ 0; 1; . . . ;L

8>>><>>>:

and, correspondingly,
Gl
x

t


 �
¼

bm; if x< ’ðbmÞ � t
’ð�1Þ x=tð Þ; if ’ðbmÞ � t � x

� ’ðamþ1Þ � t
am; if x> ’ðamþ1Þ � t;

m¼ 0;1; . . . ;M

8>>><>>>:
(ii) For any interval (�l, �l)	 s and, correspond-

ingly, (am, bm)	 S there exist traveling waves
f̃l(x � clt) for [1] with overfall (�l, �l) and,
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correspondingly, F̃m(x � Cmt) for [2] with over-
fall (am, bm), where

cl ¼
1

�l � �l

Z �l

�l

’ðyÞdy

cl ¼ ’ð�lÞ; l ¼ 0; . . . ;L� 1

cl ¼ ’ð�lÞ; l ¼ 1; . . . ;L
and, correspondingly,
C�1
m ¼

1

bm � am

Z bm

am

dy

’ðyÞ
Cm ¼ ’ðbmÞ; m ¼ 0; . . . ;M� 1

Cm ¼ ’ðamÞ; m ¼ 1; . . . ;M

Conjecture (Henkin and Polterovich 1994, 1999,
Henkin and Shananin 2004). Let

~f ðx; t; �0; . . . ; �LÞ

¼
XL

l¼0

~f lðx� clt � "�lðtÞÞ þ
XL�1

l¼0

gl
x

t


 �
�
XL�1

l¼0

�l

�
XL

l¼1

�l; L � 1

~Fðn"; t;�0; . . . ;�MÞ

¼
XM
m¼0

~Fmðn"� Cmt � "�mðtÞÞ þ
XM�1

m¼0

Gm
n"

t


 �
�
XM�1

m¼0

bm �
XM
m¼1

am; M � 1

Then under Assumptions 1, 2, the following state-
ments are valid:

(i) For any solution f (x, t), x 2 R, t 2 Rþ, of ini-
tial problem [1], [3], there exist shift-functions �l(t):

��l ln t þOð1Þ � �lðtÞ � �þl ln t þOð1Þ
0 � ��l � �þl <1; l ¼ 0; 1; . . . ;L
such that
sup
x2R

jf ðx; tÞ � ~f ðx; t; �0; �1; . . . ; �LÞj ! 0;

t!1

(ii) Moreover, in (i) one can take

��l ¼ �þl
¼ "

ð�l ��lÞ




� 1

’0ð�lÞ
; if l¼ 0< L;’ð�0Þ 6¼ ’ð�0Þ

1

’0ð�lÞ
� 1

’0ð�lÞ
; if 0< l< L

1

’0ð�lÞ
; if l¼ L> 0;’ð�LÞ 6¼ ’ð�LÞ

8>>>>>><>>>>>>:
(iii) For any solution F(n", t), n 2 Z, t 2 Rþ, of initial
problem [2], [4], there exist shift-functions �m(t):

��m ln t þOð1Þ � �mðtÞ � �þm ln t þOð1Þ
0 � ��m � �þm <1; l ¼ 0; 1; . . . ;L
such that
sup
n2Z

jFðn"; tÞ � ~Fðn"; t;�0;�1; . . . ;�MÞj ! 0;

t!1

(iv) Moreover, in (iii) one can take

��m¼�þm

¼ Cm

ðbm�amÞ




� 1

’0ðbmÞ
; if m¼ 0<M;’ða0Þ 6¼’ðb0Þ

1

’0ðamÞ
� 1

’0ðbmÞ
; if 0<m<M

1

’0ðamÞ
; if m¼M> 0;’ðaMÞ 6¼’ðbMÞ

8>>>>>>><>>>>>>>:
The main result confirming formulated conjec-

tures is the following.

Theorem 5 (Henkin and Shananin). Conjecture
(i) for L = 1 and corresponding conjecture (iii) for
M = 1 are true, that is,for solution of initial problem
[1], [3] there exist shift functions �l(t) = O (ln t) such
that for t!1 we have

f ðx; tÞ7!
~f 0ðx� c0t � "�0ðtÞÞ; if x � c0t
’ð�1Þðx=tÞ; if c0t � x � c1t
~f 1ðx� c1t � "�1ðtÞÞ; if x � c1t

8<:
and for solution of initial problem [2], [4] there exist
shift functions �m(t) = O(ln t) such that for t!1
we have

Fðn"; tÞ7!

~F0ðn"� C0t � "�0ðtÞÞ; if n" � C0t
’ð�1Þðn"=tÞ; if C0t � n"

� C1t
~F1ðn"� C1t � "�1ðtÞÞ; if n" � C1t

8>><>>:
The proof of Theorem 5 is of the same nature as

the proof of Theorem 4.

Remarks

(i) The proof of stronger Conjectures (ii) and (iv)
for L = 1 or M = 1 are in preparation.

(ii) The numerical results, Rykova and Spivak (pre-
print, 2004), confirm conjecture (iii) for M = 2.

(iii) The results of Weinberger (1990) and Henkin
and Polterovich (1999) confirm convergence
statements of Conjectures (i), (iii) for all L and
M, but only on the intervals of rarefaction
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profiles: x 2 [’(�l)t, ’(�lþ1)t] or, correspond-
ingly, x 2 [’(bm)t, ’(amþ 1)t], t > 0.

The problem of finding asymptotics (t!1) of
solutions of (viscous) conservation laws has been
posed originally not only for generalized Burgers
equations but also for systems of conservation laws in
one spatial variable (see Gelfand (1959)). In this
direction many important results on existence and
asymptotic stability of viscous shock profiles (con-
tinuous and discrete) have been obtained and applied
(see Benzoni-Gavage (2004), Lax (1973), Serre
(1999), Zumbrun and Howard (1998) and references
therein). The results of type of Theorems 4,5 have not
yet been obtained for systems of conservation laws.

It is also very interesting to study asymptotic
behavior of scalar (viscous) conservation laws in
several spatial variables (continuous or discrete),
basing on the asymptotic properties of Burgers type
equations. In this direction there have been several
important results and problems (see Bauman and
Phillips (1986), Henkin and Polterovich (1991),
Hoff and Zumbrun (2000), Serre (1999),
Weinberger (1990), and references therein).
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What is a Cellular Automaton?

Cellular automata (CAs) were first introduced by
J von Neumann in his investigation of ‘‘complexity,’’
following an inspired suggestion by S Ulam. But in the
last 50 years they have been investigated and used in a
number of fields; widely different terminologies have
been used by researchers that now it is difficult even
to give a precise general definition of a CA. Thus,
some definitions and approximations are in order.

First a broad definition:

1. have a number of cells (boxes);
2. at any (discrete) time step, any cell can present

itself in a certain ‘‘state’’ among a finite number
of different states;

3. the state of any cell can change (evolve) from a
time step to the subsequent time step; and

4. there is a rule (evolution law, EL) which
determines this transition.

Note that the number of cells can be finite or infinite;
the cells can be arranged on a line, on a surface, in the
ordinary three-dimensional (3D) space, or possibly in a
hyperspace (in any case, the cells can be numbered); the
different states of a cell can be denoted by integer
numbers but, in different contexts of application of
CAs, different imaginative pictures have also been used
(e.g., different colors, dead and living cells, number of
balls in a box, etc.); the evolution of a CA proceeds in
finite time steps (time is also discrete); the EL, provided
that it is effective on any possible configuration of a
given CA (computability), is otherwise completely
arbitrary (indeed, there are not only deterministic and
probabilistic ELs, but also those that ‘‘evolve’’ in time –
following a meta-EL, which in turn can be determinis-
tic or probabilistic).

Consider some examples of CAs.

Example 1 (CA1) Consider a linear array of seven
boxes (cells; one can number them c(i), i = 1, 2, . . . , 7).
Each box can be empty or it can contain a ball (so
there are just two states for each cell). Given a
configuration of this CA at time t, what happens at
time t þ 1 (EL)?

(i) the state of the first box c(1) never changes;
(ii) for each other box c(i), i = 2, 3, . . . , 7;

(iia) if the box is empty and the box on its left is
empty then put a ball in the box;

(iib) if there is a ball in the box and also there is a ball
in the box on its left then empty the box.

An example of the evolution of such a rather trivial
CA is given in Figure 1.

A more precise notation can now be established.
First, let us denote the state of a cell at time t by a

‘‘state function,’’ say S. According to the point (iib)
above, the number of possible states is arbitrary but
finite: denote this number by the positive integer M
(M > 1). Then S takes values on a finite field, say
ZM = Z=MZ = {0, 1, 2, . . . , M� 1} (in plain words,
we have denoted the M states for the CA by the
first M non-negative integers). Different cells can be
labeled with a progressive number: c(n), n = n1, n1 þ
1, . . . , n2 � 1, n2; possibly, in case of an infinite
number of cells, one has n1�!�1 and/or
n2�!þ1. In the case of n1 =�1, n2 =1, one
speaks of a unidimensional CA. Of course, the field S
depends on n as well as on time (remember that, for a
CA, ‘‘time’’ is a discrete variable: t = 0, 1, 2, . . .). The
field S(n, t) describes completely the CA. If the EL is
deterministic, then one can determine (com-
pute) S(n, t) step by step for t > 0 from the initial
configuration S(n, 0) (initial datum, ID). Consider
only static ELs, namely those that do not change in
time. A further distinction can be made: there are
ELs such that the future state of the generic cell,
S(n, t þ 1), depends on the whole current configura-
tion of the CA (these are called nonlocal ELs) and
there are ELs for which S(n, t þ 1) depends only on

c (1) c (2) c (3) c (4) c (5) c (6) c (7)

t = 0

t = 1

t = 2

t = 3

t = 4

t = 5

t = 6

t = 7

Figure 1 A seven time-step evolution of CA1 starting from a

given ID (t = 0). Note that a stable configuration has been

reached at t = 6.
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the current state of a finite number, say N, of cells
(local ELs):

fSðnþ ki; tÞg; i ¼ 1; 2; . . . ;N; ki 2 Z

¼) Sðn; t þ 1Þ ½1�

Note that, in principle, the set of cells that
determine, according to the EL, the future state of the
generic cell n, could depend on n, namely one can have
N = N(n), as well ki = ki(n), i = 1, 2, . . . , N(n) (see
CA2 below). In any case, such a set of cells is called
the interaction set (IS). Moreover, the distance from
the cell n of the farthest cell in the IS is called
the range R (of the interaction): R = max( kij j). If
IS � {c(n� R), c(n� Rþ 1), . . . c(n), . . . c(nþ R� 1),
c(nþ R)}, then this IS is called a neighborhood of
range R. It is, moreover, clear that, for unidimensional
CA, there exists at least one infinite subset of cells that
have the same state. If there is only one such subset,
then it is called the vacuum set and the state of its
cells is called vacuum state: let V denote the value of
this state (0 � V < M, S(n, t) �!n!�1V).

Example 2 (CA2) An example of CA with
n-dependent IS (M = 2, R = 3, V = 0). This is the
EL: the cell c(n) changes its state (0! 1, 1! 0) iff

(i) n is even and at least one of the two cells on its
left is not in the vacuum state;

(ii) n is odd and one or three of the three cells on its
right are not in the vacuum state.

An example of the evolution of such a CA is given
in Figure 2.

Usually, only a subclass of ELs is considered for
which the phenomenon of vacuum excitation
cannot occur. Namely, during the evolution of
the CA, an infinite subset of the vacuum set
cannot change its state in just one time step. In
other words: if the set of cells starting from the
first cell and ending with the last one for which

S(n, t) 6¼ V be called population set (PS), then PS is
a finite set at each time.

Of course, one can easily devise an EL for which
this is not true; nevertheless, the EL itself is still
valid (computable), for instance,

Example 3 (CA3) This is an unidimensional CA,
namely there are infinite cells on a line (n 2 Z). The
cells have M states and V = 0; the EL reads:

the state of each cell cycles in the set of available states
ð0! 1; 1! 2; . . . ;M� 2!M� 1;M� 1! 0Þ

Note that the range R is zero, there is a vacuum
excitation; nevertheless, the EL is effective.

Deterministic, static, and local ELs that do not give
rise to vacuum excitation are called normal ELs (NELs).

Since M, N are finite for an NEL, one can give the
NEL itself as a table, considering every possible
configuration of the IS and specifying the outcome
for each configuration (note that there are MN

possible configurations).

Example 4 (CA4) n 2 Z, M = 2, V = 0, IS � {c(n),
c(n� 1), c(nþ 2)}, N = 3, R = 2. The EL is:

Sðn; tÞ 0 0 0 0 1 1 1 1
Sðn� 1; tÞ 0 0 1 1 0 0 1 1
Sðnþ 2; tÞ 0 1 0 1 0 1 0 1
Sðn; t þ 1Þ 0 1 1 0 1 1 0 1

½2�

An example of the evolution of such a CA is given
in Figure 3.

However, these NELs can also be given in an
alternative representation (more useful in view of the
extensions of the concept of CA itself, see below).
Namely, an NEL can be given as a discrete-time
EL for the state function S(n, t) in the finite field
ZM = {0, 1, 2, . . . , M� 1}.

Figure 2 Three hundred and eighty time steps of CA2, starting

from a random chosen initial configuration. Note the left–right

asymmetry due to the asymmetry of its IS and EL.

Figure 3 Four hundred and sixty-one time steps of CA4,

starting from a random chosen PS of 50 cells.
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Figure 5 A class-1 CA: every ID rapidly evolves to

periodic structures; M = 3,V = 0, R = 2, EL: S(n, t þ 1) =
3

S(n, t)þ
S(n � 1, t)S(n þ 2, t).
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For example, the NEL above for CA4 can be
expressed as follows:

Sðn; t þ 1Þ¼2 Sðn� 1; tÞ þ Sðn; tÞ þ Sðnþ 2; tÞ
þ Sðn; tÞSðnþ 2; tÞ
þ Sðn� 1; tÞSðn; tÞSðnþ 2; tÞ ½3�

Here and in the following, the symbol ¼M denotes a
congruence mod M.

Another example is the following.

Example 5 (CA5) n 2 Z, M = 3, N = 3, V = 0, R = 1,
IS � {c(n� 1), c(n), c(nþ 1)}. The NEL is:

Sðn; t þ 1Þ¼3 Sðn� 1; tÞ þ Sðn; tÞ þ Sðnþ 1; tÞ
þ 2Sðn� 1; tÞSðnþ 1; tÞ ½4�

An example of the evolution of such a CA is given
in Figure 4.

Classification of ELs

Considering a CA with given M > 1, N � 1, the
number L of possible deterministic, static ELs is

LðM;NÞ ¼M MNð Þ ½5�

Of course, this number can be very large for
relatively small values of M and N also. Never-
theless, it is a finite positive integer, so that, for
given M, N, one could denote every EL by an
integer number and investigate the typical behavior
of each EL. A considerable reduction of this
number is obtained if one limits attention to
totalistic ELs, namely to those whose outcome
depends only on the global configuration of the
IS, often just on

�ðn; tÞ¼
XN
i¼1

SðnþkiÞ; i¼ 1;2; . . . ;N; ki 2Z ½6�
Figure 4 Four hundred and sixty-one time steps of CA5,

starting from a random chosen PS of 50 cells.
Deep and extensive computer investigations have
been exploited for unidimensional CAs with small
values of M, N. Surprisingly enough, it seems that
the typical behavior of all these CAs can be (roughly
and heuristically) classified in just four classes
(Wolfram 2002):

� Class 1 (simple): possibly after a complicated
transient, simple patterns emerge.
� Class 2 (fractalic): possibly after a transient,

overall regular nested structures are obtained.
� Class 3 (chaotic): complicated but seemingly

random behavior.
� Class 4 (complex): possibly after a transient,

localized structures emerge that interact in com-
plex ways.

Due to the looseness of the above definitions,
perhaps a better way to distinguish between classes
is to train one’s eye. Consider some examples of
CAs for each class: the typical behavior of class-1
CA is shown in Figures 5 and 6, of class-2 CA in
Figures 7 and 8, of class-3 CA in Figures 4 and 9,
of class-4 CA in Figures 10 and 11. Note, however,
that often one has ‘‘mixed type’’ CA: for example,
CA4 is of class 1 on the right and of class 2 on
the left (see Figure 3); Figure 12 exhibits a CA
where the typical behaviors of classes 2 and 3 are
superimposed.
Extensions

The concept of a CA is so simple that many
extensions of the above-sketched definition of a
CA can be easily devised. A (nonexhaustive) survey
of such extensions follows.



Figure 8 A class-2 CA: a double fractal structure appears; M =4,

V =0, R = 2, EL: S(n, t þ 1)=
4

S(n � 2, t)þS(n, t)þS(n þ 2, t):

Figure 7 A class-2 CA: Sierpinsky triangles appear; M = 2,

V = 0, R = 1, EL: S(n, t þ 1) =
2

S(n � 1, t)þ S(n þ 1, t).

Figure 6 A class-1 CA, a random ID vanishes after 337

time steps, M = 5, V = 0, R = 2, EL: S(n, t þ 1) =
5

S(n � 1, t)

S(n�2,t)þS(nþ1,t)S(nþ2,t)þS(n�1,t)S(nþ1,t)þS(n�2,t)

S(nþ2,t).

Figure 9 A class-3 CA: M = 5, V = 0, R = 2, EL: S(n, t þ 1) =
5

2S(n � 1, t) þ S(n þ 1, t) þ S(n, t)(S(n þ 1, t) þ S(n þ 2, t))þ
S(n � 1, t)S(n þ 1, t).
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Vector CA

In this extension, the state function S(n, t) is
considered as a ‘‘vector,’’ namely S(n, t) �
(S1(n, t), S2(n, t), . . . SL(n, t)), L being a positive inte-
ger. Each component Sl(n, t)(l = 1, 2, . . . , L) takes
values in a finite field, say ZMl

= {0, 1, 2, . . . , Ml �
1}, and evolves, according to some EL, interacting
with the other components. Of course, one can give
separately the time evolution for each component;
however, it is also possible to give a global
representation of a vector CA, introducing a global
function ~S(n, t) that takes values in the finite field
ZM, M = M1M2 . . . ML; for example,

~Sðn; tÞ ¼ SLðn; tÞ þ
XL�1

l¼1

Slðn; tÞ
YL
k>l

Mk

 !
½7�

Thus, in a sense, vector CAs are still usual CAs
with a complicated EL.

Example 6 (CA6) A two-component vector CA:

S1ðn; tþ 1Þ ¼M1 S1ðn; tÞS1ðnþ 1; tÞ
þ ðM1� 1ÞS2ðn� 1; tÞS2ðn; tÞþ c1 ½8�

M2
S2ðn; t þ 1Þ ¼ S1ðn� 1; tÞS2ðn; tÞ
þ S1ðn; tÞS2ðnþ 1; tÞ þ c2 ½9�



Figure 10 A class-4 CA (Wolfram CA 110): M = 2, V = 0, R = 1,

EL: S(n, tþ1)=
2

S(n, t)þS(nþ1, t)þS(n, t)S(nþ1, t)þS(n�1, t)

S(n, t)S(nþ1, t).

Figure 11 A class-4 CA. Note the interacting moving struc-

tures on the left and on the right; note also the apparently

chaotic behavior in the center; M = 2,V = 0,R = 2,EL: S(n,t þ 1)=
2

S(n,t)þ S(n þ 1,t)þ S(n � 1,t)S(n þ 2,t).

Figure 12 A mixed-class CA: a fractalic structure is super-

imposed on a chaotic one; M = 4, V = 0, R = 2, EL: S(n, t þ 1) =
2

S(n, t)(S(n � 2, t)þ S(n þ 2, t))þ S(n � 1, t)S(n þ 1, t).

Figure 13 Global behavior of the vector CA6.
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The global behavior of this CA can be expressed,
for example, through the global state function

~Sðn; tÞ ¼M2S1ðn; tÞ þ S2ðn; tÞ ½10�
Obviously, ~S 2 ZM with M = M1M2. Figure 13
represents the global behavior of this CA with
M1 = 2, M2 = 3, c1 = 1, c2 = 1, V = 0.

Note that this CA can be considered as an
extension of the celebrated quadratic map.
Multidimensional CA

Up to now we have considered CAs with finite number
of cells (finite CAs) or with an infinite number of cells
arranged on a line (unidimensional CAs). Now we
consider CAs with cells arranged on a surface,
usually a plane (bidimensional CAs), or on 3-space
(tridimensional CAs), or even on a hyperspace (multi-
dimensional CAs). In any case, if the number of cells
is finite, the evolution of such CAs, according to an
NEL, must end up to a final cycle: this is due to the
finiteness of the ‘‘phase space’’ (thus, these CAs should
be classified as class 1; however, note that, if the
‘‘phase space’’ is large enough, the dynamics of
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such CAs can still be very rich). Usually, one
considers an infinite number of cells tessellating
the whole s-space, s = 2, 3, . . . (e.g., squares or
hexagons on the plane, cubic cells in 3-space). The
changes in the previous notation and definitions are
plain: for example, for a bidimensional CA, the state
function depends now on two discrete ‘‘space’’
variables (S(n1, n2, t), n1 2 Z, n2 2 Z); furthermore,
there is a greater freedom in choosing a neighbor-
hood of range R. Two most-used neighborhoods of
range 1 are shown below:

Neumann neighborhood

	 	 	 	 	
	 	 
 	 	
	 
 } 
 	
	 	 
 	 	
	 	 	 	 	
Moore–Conway neighborhood

	 	 	 	 	
	 
 
 
 	
	 
 } 
 	
	 
 
 
 	
	 	 	 	 	

½11�

The most famous (and interesting) bidimensional
CA is ‘‘Life’’, introduced by J H Conway, which is
discussed next.

Example 7 (CA ‘‘Life’’; Moore–Conway neighbor-
hood, V = 0, M = 2). A cell in the vacuum state 0 is
called ‘‘dead’’; a cell in the state 1 is called ‘‘alive.’’
The EL is as follows:

(i) If a cell is dead at time t, it comes alive at time
t þ 1 if and only if exactly three of its eight
neighbors are alive at time t (reproduction).

(ii) If a cell is alive at time t, it dies at time t þ 1 if and
only if fewer than two (loneliness) or more than
three (overcrowding) neighbors are alive at time t.

Clearly, this is a totalistic NEL. Now considering
the explicit form of � (see [6]):

�ðn1;n2; tÞ ¼�Sðn1;n2; tÞ

þ
X1

k1¼�1

X1

k2¼�1

Sðn1þ k1;n2þ k2; tÞ ½12�

the above EL can be simply expressed as:

Sðn1; n2; t þ 1Þ ¼ �3;� þ �2;�Sðn1; n2; tÞ ½13�

where �3,� is the Kroenecker symbol.
Life is a class-4 CA; it exhibits a rich variety of

interesting structures: stable structures, oscillators
(periodic structures), gliders and ships (moving
structures), emitters and absorbers (namely, struc-
tures that, after a time period, reconstitute them-
selves, but meanwhile they have emitted or adsorbed
moving structures). These structures are essential to
prove that Life can be used to construct a universal
Turing machine (see below). One can get a rough
idea of such ‘‘richness’’ from Figure 14.

As in the previous case of vector CA, one could
object that also multidimensional CAs are not true
extensions of the unidimensional CAs. Indeed, since
the whole set of cells is still a countable set, one
could number the cells with just a discrete ‘‘space’’
variable (say n 2 Z ). For example, in the case of a
square tessellation of the plane, we could enumerate
the cells in the plane starting from the origin as
follows:

22 �!

21 20 19 18
�13 �12 �11 4 5 6 17
�14 �9 �10 3 2 7 16
�15 �8 �1 0 1 8 15
�16 �7 �2 �3 10 9 14
�17 �6 �5 �4 11 12 13
�18 �19 �20 �21

 � �22

½14�

Thus, any multidimensional CA could in principle
be viewed as a unidimensional one. Of course, one
has to pay a price for this: ISs and ELs that are
simple for a multidimensional CA become cumber-
some for its unidimensional version and vice versa.
Higher Time Derivatives

Up to now, we have considered CAs whose evolved
state S(t þ 1) depends only on the state S(t), namely
the state of the CA itself at the previous time step. In
other words the EL involves just the first (discrete)
time derivative (1 CA). One can easily extend all the
previous definitions to consider higher-order discrete
time derivatives (K CA). Of course, the ID and the IS
for such a CA involve the state of the CA at K
subsequent time steps.

An example of a unidimensional 2 CA is given
below.

Example 8 (CA7) M = 3, V = 0, R = 1. The EL is:

Sðn; tþ1Þ¼3 Sðn� 1; tÞþ Sðn; t�1Þþ Sðnþ1; tÞ ½15�

An example of the evolution of such a CA is given in
Figure 15.



(e) (f)

(c) (d)

(a) (b)

Figure 14 CA ‘‘Life’’: (a) Time 0. Near the lower border, five

stable structures (from the left to the right: a ‘‘block’’, a ‘‘boat’’, a

‘‘ship’’, a ‘‘loaf’’, a ‘‘beehive’’); near the left border three ‘‘blinkers’’

(period-2 oscillators); near the right corner, a symmetric structure

that, in one time step, evolves into a ‘‘pulsar’’ (a period-3

oscillator), on the left-up corner a ‘‘glider’’ (a moving structure);

on the right-up corner a ‘‘medium weight spaceship’’ (another

moving structure); in the center, a configuration that vanishes in a

few time steps. (b) Time 1. The structures on the lower border are

unchanged, the blinkers, the glider, and the space ship are in an

intermediate state, on the right border, the pulsar starts to pulse.

(c) Time 2. The three blinkers on the left border are again in their

original configurations (periodic structure with period 2), the

pulsar, the glider and the spaceship are in another intermediate

state. (d) Time 3. The pulsar is in its second state, the glider and

the spaceship in their third, the structure in the center is going to

vanish. (e) Time 4. The pulsar has completed its pulsation (period-

3 oscillator, see Figure 14b); the structure in the center has

vanished, the glider and the spaceship have recovered their

original configurations (see Figure 14a) but meanwhile they have

moved of a cell in four time steps (1n4 of the highest velocity

attainable by a moving structure in a CA of range 1). The glider is

moving downward and to the right, the space ship in horizontal to

the left. (f) Time 60. The space ship has almost completed its

crossing, the glider has reached the center and it is in a collision

route with the pulsar.

Figure 15 CA7, clearly a class-2 CA.
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It is plain that taking a suitable continuum limit
of a K CA one gets a partial differential equation of
order K for the evolution. However, there are also
special and interesting CAs, called ‘‘filter’’ CAs,
that in a suitable continuum limit end up in integral
evolution equations. For a filter unidimensional
CA, the evolved state at the cell n, S(n, t þ 1),
depends also on the (already) evolved states of the
cells on its left (or right): for example, an NEL of
the type

Sðn; t þ 1Þ¼M FðSðnþ ki; tÞ; Sðn� ~kj; t þ 1ÞÞ
i ¼ 1; 2; . . . ;N; ki 2 Z

j ¼ 1; 2; . . . ; ~N; ~kj 2 N ½16�

is still valid (computable). Extensions to K CAs or
vector CAs or multidimensional CA are plain. Very
often filter CAs exhibit a class-4 behavior with
particle-like structures moving and interacting in a
complex way; see the following example and
examples in the next section.

Example 9 (CA8) M = 2, V = 0, R = 2. The EL is:

Sðn; t þ 1Þ¼2 Sðn� 1; t � 1ÞSðn� 2; tÞ
þ Sðn; tÞ þ Sðnþ 1; tÞSðnþ 2; tÞ ½17�

An example of the evolution of such a CA is given
in Figure 16.

Invertible CA

For most of the ELs there is a loss of information
in the course of the evolution (see, e.g., Figures 5
and 6). Indeed, different definitions of ‘‘CA
entropy’’ have been introduced to measure the
‘‘randomness’’ in the behavior of a given CA.
However, since CAs are important in physical



Figure 16 CA8, a ‘‘filter’’ CA. Note the emerging of particle-like

structures moving to the left and to the right and interacting in

complex ways.

(a)

(b)

Figure 17 CA9, a 6 CA: (a) a 50 time-step evolution from a

peculiar ID; (b) a 50 time-step evolution of the inverse EL, starting

from the last six configurations of Figure 17a (taken in inverse

order); the ID of Figure 17a is recovered (in inverse order).
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modeling as well as in cryptography and data
compression, there is great interest in a special
subclass of CAs which are ‘‘invertible’’ (time
reversible). Namely, for an ‘‘invertible’’ CA fol-
lowing a given EL and starting from an arbitrary
ID, there exists an ‘‘inverse’’ EL such that one
can recover the ID from the evolved states.
Invertible CAs can be easily devised in the case of
K CA (K > 1). For example, if K = 2, 3 . . . , one can
consider ELs of the form

Sðn; tþ1Þ¼M Sðn; t�Kþ1ÞþF Sðnþkj
i; t� jÞ

� �
½18a�

where

i ¼ 1; 2; . . . ;Nj; kj
i 2 Z

j ¼ 0; 1; 2; . . . ;K� 2
½18b�

and F is an arbitrary polynomial function.
It is then clear that the inverse EL reads

~Sðn;~tþ1Þ¼M ~Sðn;~t�Kþ1Þ

þðM�1ÞF ~Sðnþkj
i;~tþ j�Kþ2

� �
½19�

Indeed, if an arbitrary ID evolves according to
the EL [18], then applying the inverse EL [19] to K
subsequent evolved states (taken in reversed order),
eventually the original ID is recovered (in reversed
order) (see the following example).
Example 10 (CA9) A 6 CA: M = 2, V = 0, R = 1.
The EL is:

Sðn; t þ 1Þ¼2 Sðn; t � 5Þ þ Sðn; t � 3Þ þ Sðnþ 1; t � 2Þ
þ Sðn� 1; t � 1Þ
þ Sðn; t � 2ÞSðnþ 1; t � 2Þ
þ Sðn; tÞSðn� 1; tÞ ½20�

The inverse EL, according to [19], reads
(Figure 17)

~Sðn;~t þ 1Þ¼2 ~Sðn;~t � 5Þ þ ~Sðn;~t � 1Þ þ ~Sðnþ 1;~t � 2Þ
þ ~Sðn� 1;~t � 3Þ
þ ~Sðn;~t � 2Þ~Sðnþ 1;~t � 2Þ
þ ~Sðn;~t � 4Þ~Sðn� 1;~t � 4Þ ½21�
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Of course, more complicated invertible ELs can be
devised. Invertible ELs can be also easily devised for
‘‘filter’’ CA, for example, if an NEL for a ‘‘filter’’ CA
reads

Sðn; t þ 1Þ¼M Sðn; tÞ

þ FðSðnþ ki; tÞ; Sðn� ~kj; t þ 1ÞÞ ½22�

where ki and ~kj are positive integers
(i = 1, 2, . . . , N; j = 1, 2, . . . , ~N) and F is an arbitrary
(polynomial) function, then it is invertible and
the inverse NEL reads

~Sðn;~t þ 1Þ¼M ~Sðn;~tÞ þ ðM� 1Þ

� Fð~Sðnþ ki;~t þ 1Þ; ~Sðn� ~kj;~tÞÞ ½23�

Note that [22] is computable starting from
n = �1, whereas [23] is computable starting from
n = þ1.
(a)

(c)

Figure 18 CA10: (a) 230 time-step evolution, then the inverse EL

configuration. (b) Collisions between different kinds of particle-like

a solitonic one: the interaction produces just a phase shift, preser

(c) ‘‘Particles’’ moving with different velocities and interacting in comp

(d) A particle goes through a nonhomogeneous medium and underg
Example 11 (CA10) A 1.5 CA, M = 2, V = 0, R = 3.
The EL is:

Sðn; t þ 1Þ¼2 Sðn; tÞ þ Sðn� 3; t þ 1ÞSðn� 2; t þ 1Þ
þ Sðnþ 2; tÞSðnþ 3; tÞ
þ Sðn� 2; t þ 1ÞSðn� 1; t þ 1Þ
þ Sðnþ 1; tÞSðnþ 2; tÞ ½24�

Note that this EL is of the form [22]; therefore, it
is invertible (see Figure 18a). According to [23], the
inverse EL reads:

~Sðn;~t þ 1Þ¼2 Sðn;~tÞ þ ~Sðnþ 3;~t þ 1Þ~Sðnþ 2;~t þ 1Þ
þ ~Sðn� 2; tÞ~Sðn� 3; tÞ
þ ~Sðnþ 2;~t þ 1Þ~Sðnþ 1;~t þ 1Þ
þ ~Sðn� 1;~tÞ~Sðn� 2;~tÞ ½25�

This CA exhibits a very rich dynamics: any
complex ID rapidly decays in a great variety of coherent
particle-like structures, steady or moving to the right or
(d)

(b)

is applied for 230 further time step in order to recover the initial

coherent moving structures. The last collision (on the right) is

ving number, shape, and velocities of the involved ‘‘particles.’’

lex ways (solitonic collisions, particle creations and annihilations).

oes refraction by the medium itself.
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to the left with different velocities. The interactions
between different particles may be solitonic (the
particles emerge unchanged but shifted) or annihila-
tion–creation phenomena can occur (see Figures 18a–d).
Applications of CAs

CAs as Universal Constructors and
Turing Machines

In the 1950s, von Neumann, who contributed to the
development of the first computer (ENIAC), decided
to work out a mathematical theory of automata.
Such a theory was finalized to give an answer to the
following question: is it possible to build an
automaton such that it allows universal computa-
tion (i.e., it embodies a universal Turing machine)
and, moreover, it is able to build (in order of
decreasing generality)

1. an arbitrary automata (universal constructor);
2. a copy of itself (self-reproducing); and
3. an automaton that is itself a universal Turing

machine (constructor)?

The last question von Neumann had intention to
address was if in the process of automata self-
reproduction (if possible) a process of evolution
could take place, that is, if a simpler automaton
could generate a more complex one.

In the beginning, the idea of von Neumann was to
describe, using mathematical axioms, an automaton
moving inside a warehouse and selecting various
elementary spare parts (e.g., ‘‘muscles,’’ switches, rigid
girders) and then assembling them into a new auto-
maton. While this original idea was very realistic, it was
also very difficult to pursue, so that von Neumann,
following a suggestion by Ulam, decided to consider his
questions in the more abstract framework of CAs.

The particular CA he considered is an infinite
square CA with 29 possible states. The transition rule
is dependent upon the cell to update and its north,
east, south, and west neighbor cell (the von Neumann
neighborhood). Among the 29 possible states there is
one state that is ‘‘quiescent’’ (the vacuum state).

von Neumann proved the existence of a configura-
tion of �50 000 cells immersed in a sea of quiescent
states that embodies a universal Turing machine and
that is a universal constructor. An infinite one-
dimensional ‘‘tape’’ is used to store a description of
the automaton to build. The universal constructor
reads the description on the tape, develops a
‘‘constructing arm’’ that builds the configuration
described on the tape in an unoccupied part of the
cellular space, makes a copy of the tape and finally
attaches it to the newly built automaton and retracts
the constructing arm. When on the tape, it stores a
description of the universal constructor itself, then it
self-reproduces. The total size of the self-reproducing
automaton amounts to �200 000 cells. (Some com-
puter simulations of von Neumann self-reproducing
automaton are available on the web.)

Since von Neumann’s CA is a very complex one,
it led researchers to think that a CA able to simulate
a universal Turing machine should also be quite
complex. The perspective changed completely after
the introduction of CA Life. Conway was looking
for a simple CA with a possible rich dynamics;
however, it was subsequently realized that Life was
much more complicated that anyone could have
thought. Finally, thanks to the development of faster
computers that allowed visualization of the evolu-
tion of quite large populations and through the
contribution of a large number of researchers, it was
proved that a universal Turing machine could be
embedded in Life.

The discovery that even a simple CA such as Life
could incorporate a universal Turing machine led to
the question whether it could be possible to build a
universal Turing machine inside a simple one-
dimensional CA. This is indeed the case: up to
now, the simplest CA capable of universal computa-
tion is the W110 CA (see Figure 10), as proved
recently by Cook after a conjecture formulated by
Wolfram in 1985.
CAs for Computer Simulations

One of the major applications of CAs is the
computer simulation of various dynamical pro-
cesses. Even if CAs were not invented for this
purpose, they possess peculiarities that make them
particularly suitable for this task. The main advan-
tage of using a CA for a dynamical simulation is due
to their completely discrete nature that allows exact
simulations on a computer. Thus, any spurious
effect due to rounding errors is ruled out. Another
advantage is that the EL of a CA can be seen as a
function between finite sets. For this reason, one can
specify the EL through a ‘‘lookup table’’ (see [2]):
then when running the simulations, the computer
has only to access the table instead of computing the
function every time, shortening considerably the
computation time. Another great advantage of CAs
in computer simulations is that, for their very nature
(at least for local EL), they can be implemented on
parallel machines. These two concepts are at the
basis of dedicated computers for CAs simulations
developed by Toffoli, Margolus, and co-workers
(CAM series). The possibility to use efficiently
parallel computers for CA simulation could prove



Figure 19 A CA that ‘‘computes’’ the 3n þ 1 Collatz–Ulam

map. The ID for the CA is the initial number for the iterated map

(binary notation, order 2300, randomly chosen, displayed on the

left vertical axis). The CA, according to the Collatz conjecture,

ends up to the final stable configuration (horizontal line on the

right for the CA, 1!4! 2! 1 for the map).
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to be fundamental when computer speeds approach
saturation. Moreover, CAs themselves can mimic
parallel computations, see, for example, Figure 19,
where a nonlocal CA ‘‘computes’’ very efficiently the
celebrated Collatz–Ulam 3nþ 1 map.
(a)

(b)

Collisions

Free flight

Figure 20 (a) An example of configuration for the HPP model.

(b) Head on collisions and three particle collisions in the HPP

model.
CAs in Physics

Since Newton, physics has been described through
differential equations and continuous functions.
However, such a mathematical description is not
fit for simulation on a computer, and some
discretizations must be considered. First, one has to
discretize space and time passing from differential
equations to (finite systems of) finite difference
equations; second, one has to round off the values
of the functions to store them in the memory of the
computer. The main drawback of this procedure is
that in chaotic systems such approximations can
rapidly lead to great differences between the real
and the simulated behavior. As already noticed, this
problem does not appear in CA. Thus, one would
like to use this good characteristic of CAs in physical
modeling taking due account of the continuous
nature of the physics involved. This requires atten-
tion and ingenuity in constructing reliable CA
models for physical processes. For example, this
goal has been achieved in the so-called lattice gas
automata (LGAs).

LGAs are CA models for the microscopic
dynamics of fluids and gases. The thermodynamic
limit of these CAs yields the correct continuous
functions for the macroscopic quantities (density,
pressure, viscosity, etc.).

The first step toward LGAs was the discovery that
the HPP model developed in the 1970s by Hardy,
Pomeau and De Pazzis was in fact a CA. The HPP
model describes the behavior of a fluid (or a gas) in
a plane. The configuration space is given by a
bidimensional square lattice and the particles are
described by arrows lying on the edges of the lattices
and pointing to some vertex (see Figure 20a).

The particles are assumed to be all identical and
with the same velocity, and particles on the same
edge with the same direction are not allowed
(exclusion principle). The EL prescribes that parti-
cles move with unitary velocity along the edges in
the direction pointed by the arrow (free flight)
unless there are exactly two particles on the edges
connected to a given vertex and they point in
opposite directions (collision); in this case they are
replaced by two arrows pointing outward on the
previously empty edges (see Figure 20b). Clearly,
the EL conserves the number and the momentum of
the particles.

The HPP model can be described algebraically.
The admissible particle velocities are just

c1 ¼ þx̂; c2 ¼ þŷ; c3 ¼ �x̂; c4 ¼ �ŷ ½26�
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Accordingly, only four bits nj(x, t), j = 1, 2, 3, 4, are
required to denote the presence (1) or the absence
(0) of a particle with velocity cj pointing vertex x at
time t. The dynamical rule for HPP can be written in
the form

njðxþ cj; t þ 1Þ ¼ njðx; tÞ þ !jðx; tÞ ½27�

where term nj(x, t) on the right-hand side accounts
for the free flight of particles, while !j(x, t) modifies
the trajectories in the case of collisions. The !j are
determined by the state of the system according to
the following rules:

!1 ¼�n1ð1� n2Þn3ð1� n4Þ
þ ð1� n1Þn2ð1� n3Þn4 ½28a�

!2 ¼�n2ð1� n3Þn4ð1� n1Þ

þ ð1� n2Þn3ð1� n4Þn1 ½28b�

!3 ¼�n3ð1� n4Þn1ð1� n2Þ

þ ð1� n3Þn4ð1� n1Þn2 ½28c�

!4 ¼�n4ð1� n1Þn2ð1� n3Þ

þ ð1� n4Þn1ð1� n2Þn3 ½28d�

It is plain that eqns [27] and [28] can be
interpreted as the EL for a CA.

In the thermodynamic limit, the equations govern-
ing the dynamics of the macroscopic quantities of
the fluid are given by the continuity equation and by
anisotropic Navier–Stokes equations. The aniso-
tropy in the Navier–Stokes equations is due to the
fact that the invariance group of the square lattice is
too small. This problem was solved by Frisch,
Hasslacher, and Pomeau in 1986, with the introduc-
tion of the FPP model. It turns out that a hexagonal
lattice has enough symmetries to recover the
isotropic Navier–Stokes equations in the thermo-
dynamic limit. So, the FPP model is an example of a
model where even if the microscopic dynamics is
almost a caricature of the real dynamics, the
thermodynamic limit gives rise to the correct
physical equations.

CAs have been used to simulate many other
physical processes (unfortunately, there is no space
here for a sufficiently elaborate description). The
principal fields of application are: percolation
theory, magnetism, diffusion phenomena, sandpiles,
models of earthquakes, crystal growth, etc.

The more intriguing aspect of some even simple CAs
(e.g., CA9, CA10: see Figures 16 and 18) is their very
rich particle-like dynamics. For instance, the existence
of solitonic collisions suggested that the techniques
recently developed to find and treat ‘‘integrable’’
nonlinear dynamical systems (nonlinear continuous
and discrete evolution equations, many-body pro-
blems) could profitably be extended to find ‘‘integr-
able’’ CAs. Indeed, many such CAs have been found
that exhibit ‘‘solitons’’ and are endowed with non-
trivial conservation laws (of course, this is very
important in physical modeling). Moreover, the
above-cited similarity between certain CA behaviors
and elementary particle physics phenomena suggests
that the fundamental structure of reality (at the Planck
level) could indeed be that of a CA (cells of Plank
length, discrete time flow): attempts to construct this
underlying CA physics have been pursued.
Other Applications

CAs exhibit a great plasticity, which makes them
well suited to model systems in a wide range of
fields. This is mainly due to the fact that CAs with
very simple rules can also simulate universal Turing
machines, so that they can exhibit a very rich and
complicated overall dynamics (in principle, one
could simulate any dynamical system using a simple
CA). There is another reason for the wide applic-
ability of CA modeling even outside of physics:
namely, it is well known that algorithms, not
differential equations, are better instruments to
schematize dynamical processes for complex and
organized systems. Since simple algorithms can be
naturally implemented on CAs, the latter are very
useful for realizing simple models and simulations in
many fields: biology, economics, ecology, neural
networks, traffic models, etc.

Moreover, applications of CAs in informatics and
specifically in cryptography and data compression
have been investigated.

See also: Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Generic Properties of
Dynamical Systems; Integrable Systems: Overview.
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Introduction

We consider differentiable dynamical systems gen-
erated by a diffeomorphism or a vector field on a
manifold. We restrict to the finite-dimensional case,
although some of the ideas can also be developed in
the general case (Vanderbauwhede and Iooss 1992).
We also restrict to the behavior near a stationary
point or a periodic orbit of a flow.

Let the origin 0 of Rn be a stationary point of a C1

vector field X, that is, X(0) = 0. We consider the
linear approximation A = dX(0) of X at 0 and its
spectrum �(A), which we decompose as �(A) = �s [
�c [ �u, where �s resp. �c resp. �u consists of those
eigenvalues with real part <0 resp. = 0 resp. >0. If
�c = ; then there is no central manifold, and the
stationary point 0 is called hyperbolic. Let Es, Ec,
and Eu be the linear A-invariant subspaces corre-
sponding to �s resp. �c resp. �u. Then Rn = Es 

Ec 
 Eu. We look for corresponding X-invariant
manifolds in the neighborhood of 0, in the form of
graphs of maps. More precisely:

Theorem 1 Let the vector field X above be of class
Cr (1� r<1). There exist map germs �ss : (Es,0)!
Ec
Eu, �sc : (Es
Ec,0)! Eu, �uu : (Eu,0)! Es
Ec,
�cu : (Ec
Eu,0)! Es, and �c : (Ec,0)! Es
Eu of
class Cr such that the graphs of these maps are
invariant for the flow of X. Moreover, these maps
are of class Cr, and their linear approximation at 0
is zero, that is, their graphs are tangent to,
respectively, Es,Es
Ec,Eu,Ec
Eu, and Ec. If X is
of class C1 then �ss and �uu are also of class C1. If
X is analytic then �ss and �uu are also analytic.

The graph of �c is called the (local) central
(or, center) manifold of X at 0 and it is often
denoted by Wc. Thus, it is an invariant manifold
of X tangent at the generalized eigenspace of
dX(0) corresponding to the eigenvalues having zero
real part.
(Non) uniqueness, Smoothness

Most proofs in the literature (Vanderbauwhede
1989) use a cutoff in order to construct globally
defined objects, and then obtain the invariant graph
as the solution of some fixed-point problem of a
contraction in an appropriate function space.
Although this solution is unique for the globalized
problem, this is not the case at the germ level:
another cutoff may produce a different germ of
a central manifold. In other words, locally a
central manifold might not be unique, as is
easily seen on the planar example x2@=@x�
y@=@y. On the other hand, the 1-jet of the map
�c, in case of a C1 vector field, is unique, so if
there would exist an analytic central manifold then
this last one is unique; in the foregoing example,
it is the x-axis. But for the (polynomial) example
(x� y2)@=@xþ y2@=@y one can calculate that the
1-jet of x =�c(y) is given by j1�c(y) =

P
n�1 n!ynþ1,

which has a vanishing radius of convergence, so
there is no analytic central manifold. On the other
hand, by the Borel theorem we can choose a
C1-representative for �c. This can be generalized
in the planar case:

Proposition 1 If n = 2 and if X is C1 and if the
1-jet of X in the direction of the central manifold
is nonzero, then this central manifold is C1.
In particular, if X is analytic then the central
manifold is either an analytic curve of stationary
points or is a C1 curve along which X has a
nonzero jet.

For proofs and additional reading, the reader is
referred to Aulbach (1992). In general, a central
manifold is not necessarily C1 (van Strien 1979,
Arrowsmith and Place 1990): for the system in
R3 given by

ðx2 � z2Þ @
@x
þ ðyþ x2 � z2Þ @

@y
þ 0 � @

@z

one can find a Ck central manifold for every k but
there is no C1 central manifold. Indeed, in this case
the domain of definition of �c shrinks to zero when
k tends to infinity.



Central Manifold Reduction

The importance of a central manifold lies in the
principle of central manifold reduction, which
roughly says that for local bifurcation phenomena
it is enough to study the behavior on the central
manifold, that is, if two vector fields, restricted to
their central manifolds, have homeomorphic integral
curve portraits, and if the dimensions of Es and Eu

are equal, then the two vector fields have home-
omorphic integral curve portraits in Rn, at least
locally near 0. Let us be more precise:

Theorem 2 Let m be the dimension of Ec. There
exists p, 0 � p � n�m, such that X is locally
C0-conjugate to

X0 ¼
Xm
i¼1

~Xiðz1; . . . ; zmÞ
@

@zi

þ
Xmþp

i¼mþ1

zi
@

@zi
�

Xn

i¼mþpþ1

zi
@

@zi

where (z1, . . . , zm) is a coordinate system on a
central manifold, (z1, . . . , zn) is a coordinate system
on Rn extending (z1, . . . , zm) and

Pm
i = 1

~Xi @=@zi

is the restriction of X to a central manifold.
Moreover, if

Y ¼
Xm
i¼1

~Yiðz1; . . . ; zmÞ
@

@zi

þ
Xmþp

i¼mþ1

zi
@

@zi
�

Xn

i¼mþpþ1

zi
@

@zi

and if
Pm

i = 1
~Yi @=@zi is C0-equivalent (resp. C0-

conjugate) to
Pm

i = 1
~Xi @=@zi then X is C0-equivalent

(resp. -conjugate) to Y.

For a proof and further reading (a generalization)
see Palis and Takens (1977).

In case that more smoothness than just C0 is
needed, we have the principle of normal lineariza-
tion along the central manifold. More concretely, let
x denote a coordinate in the central manifold and
let y be a complementary variable, that is, let
X = Xc@=@xþXh@=@y. We define the normally
linear part along the central manifold by

NX :¼ Xcðx; 0Þ
@

@x
þ @Xh

@y
ðx; 0Þ � y @

@y

Under certain nonresonance conditions (Takens
1971, Bonckaert 1997) on the real parts of the
eigenvalues of dX(0), there exists a Cr local
conjugacy between X and NX for each r 2 N
(assuming X to be of class C1). If there are
resonances, then one can conjugate with the

so-called seminormal or renormal form containing
higher-order terms (see Bonckaert (1997, 2000) and
references therein; here one can also find results for
cases where extra constraints should be respected,
like symmetry, reversibility, or invariance of some
given foliation etc.).

Parameters

Having an eigenvalue with zero real part is
ungeneric, so in bifurcation problems we consider
p-parameter families X� near, say, �= 0. With
respect to the results above, we remark that such a
family can be considered as a vector field near
(0, 0) 2 Rn � Rp tangent to the leaves Rn � {�}. In
fact, the parameter direction Rp is contained in Ec.
In all the results mentioned, this structure ‘‘of being
a family’’ is respected. For example, in Theorem 2
we replace ~Xi(z1, . . . , zm) by ~Xi(z1, . . . , zm,�). Hence,
if ~X� is a versal unfolding of ~X0 then X� is a versal
unfolding of X0. By this, the search for versal
unfoldings is reduced to the unfolding of singula-
rities whose linear approximation at 0 has a purely
imaginary spectrum.

Diffeomorphisms, Periodic Orbits

A completely analogous theory can be developed for
fixed points of diffeomorphisms f : (Rn, 0)! Rn.
Here we split up the spectrum of the linear part
L = df (0) at 0 as �(L) = �s [ �c [ �u, where �s resp.
�c resp. �u consists of those eigenvalues with
modulus <1 resp. = 1 resp. >1. This theory can be
applied to the time-t map of a vector field (and will
give the same invariant manifolds) and to the
Poincaré map of a transversal section of a periodic
orbit of a vector field (Chow et al. 1994).

Normal Forms

The general idea of a normal form is to put a
(complicated) system into a form ‘‘as simple as
possible’’ by means of a change of coordinates. This
idea was already developed to a great extent by
H Poincaré. Simple examples are: (1) putting a square
matrix into Jordan form, (2) the flow box theorem
(Arrowsmith and Place 1990) near a nonsingular
point. Depending on the context and on the purpose
of the simplification, this concept may vary greatly. It
depends on the kind of changes of coordinates that are
tolerated (linear, polynomial, formal series, smooth,
analytic) and on the possible structures that must be
preserved (e.g., symplectic, volume-preserving, sym-
metric, reversible etc.). Let us restrict to local normal
forms, that is, in the vicinity of a stationary point of a
vector field or a diffeomorphism (the latter can be

468 Central Manifolds, Normal Forms



applied to the Poincaré map of a periodic orbit). We
concentrate on the simplification of the Taylor series.
The general idea is to apply consecutive polynomial
changes of variables; at each step we simplify terms of
a degree higher than in the step before. The ideal
simplification would be to put all higher-order terms
to zero, which would (at least at the level of formal
series) linearize the system. But as soon as there are
resonances (see below), this is impossible: the planar
system 2x@=@xþ (yþ x2)@=@y cannot be formally
linearized.

Setting

Let X be a Crþ1 vector field defined on a neighbor-
hood of 0 2 Rn, and denote A = dX(0) (its linear
approximation at 0). The Taylor expansion of X at
0 takes the form

XðxÞ ¼ A � xþ
Xr

k¼2

XkðxÞ þOðjxjrþ1Þ

where Xk 2 Hk, the space of vector fields whose
components are homogeneous polynomials of
degree k. The classical formal normal-form theorem
is as follows. We define the operator LA on Hk by
putting LAh(x) = dh(x) � A � x� A � h(x); one calls LA

the homological operator. One checks that
LA(Hk) � Hk. One also denotes this by ad A(h)(x):
see further in the Lie algebra setting. Let Rk be the
range of LA, that is, Rk = LA(Hk). Let Gk denote any
complementary subspace to Rk in Hk. The formal
normal-form theorem states, under the above
settings:

Theorem 3 (Chow et al. 1994, Dumortier 1991)
There exists a composition of near identity changes
of variables of the form

x ¼ yþ �kðyÞ ½1	

where the components of �k are homogeneous
polynomials of degree k, such that the vector field
X is transformed into

YðyÞ ¼ A � yþ
Xr

k¼2

gkðyÞ þOðjyjrþ1Þ

where gk 2 Gk, k = 2, . . . , r.

Sometimes this theorem is applied to the restric-
tion of a vector field to its central manifold, for
reasons explained in the last section. This is the
reason why we did not assume X to be C1; in the
latter case one can let r!1 and obtain a normal
form on the level of formal Taylor series (also called
1-jets). Using a theorem of Borel, we infer the
existence of a C1 change of variables � such that

the Taylor series of �
(X) is A � yþ
P1

k = 2 gk(y). For
practical computations, it is often appropriate to
first simplify the linear part A and to diagonalize it
whenever possible. Hence, it is convenient to use a
complexified setting and to use complex polyno-
mials or power series. One can show that all
involved changes of variables preserve the property
of ‘‘being a complex system coming from a real
system,’’ that is, at the final stage we can return to a
real system (see, e.g., Arrowsmith and Place (1990)
for a more precise mathematical description).

Hence, we can assume that A is an upper
triangular matrix. Let the eigenvalues be �1, . . . ,�n.
It can be calculated that the eigenvalues of LA, as an
operator Hk ! Hk, are then the numbers h�,�i � �j

where � 2 Nn,
Pn

j = 1 �j = k and 1 � j � n. Hence, if
these would all be nonzero then Bk = Hk, and then
we have an ideal simplification, that is, all gk equal
to zero. However, if such a number is zero, that is,

h�; �i � �j ¼ 0 ½2	

it is called a resonance between the eigenvalues. In
such a case, we have to choose a complementary
space Gk. From linear algebra it follows that one
can always choose

Gk ¼ kerðLA
 Þ ½3	

where A
 is the adjoint operator. But this choice [3] is
not unique and is, from the computational point of
view, not always optimal, especially if there are
nilpotent blocks. This fact has been exploited by
many authors. A typical example is the case where
A = y@=@x. On the other hand, if A is semisimple we
can choose the complementary space to be ker(LA), so
LAgk = 0; we can assume it to be the (complex)
diagonal[�1, . . . ,�n]. In that case we can be more
explicit as follows. Let ej = @=@xj denote the standard
basis on Cn. For a monomial one can calculate that

LAðx�ejÞ ¼ ðh�; �i � �jÞx�ej ½4	

If the latter is zero, then the monomial is called
resonant. This implies that the normal form can be
chosen so that it only contains resonant monomials.

Putting a system into normal form not only
simplifies the original system, it also gives more
geometric insight on the Taylor series. To be more
precise, suppose (for simplicity, this can be general-
ized (Dumortier 1997)) that A is semisimple. One
can calculate that the condition LAgk = 0 implies:
exp (�At)gk( exp (At)x) = gk(x) for all t 2 R. This
means that gk is invariant for the one-parameter
group exp(At). A typical example in the plane
is: A has eigenvalues i�, �i�. Note that the (only)
resonances are h(i�, �i�), (pþ 1, p)i � i�= 0 and
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h(i�, �i�), (p, pþ 1)i þ i�= 0 for all p 2 N. We
suppose that the original system was real, that is,
on R2; we can choose linear coordinates such that
for z = xþ iy, �z = x� iy the linear part is
A = diagonal[i�, �i�]. Applying the remarks above,
we conclude that the normal form only contains the
monomials (z�z)pz@=@z and (z�z)p�z@=@�z. The geo-
metric interpretation here is that these monomials
are invariant for rotations around (0, 0). This can
also be seen on the real variant of this: the Taylor
series of the (real) normalized system has the
form (�þ f (x2 þ y2))(x@=@y� y@=@x)þ g(x2 þ y2)
(x@=@xþ y@=@y) and is invariant for rotations.
Warning: the dynamic behavior of a formal normal
form in the central manifold can be very different
from that of the original vector field, since we are
only looking at the formal level. A trivial example is
(take f = g = 0 in the foregoing example) X(x, y) =
�(x@y� y@x)� exp (�1=(x2))@=@x, where orbits
near (0, 0) spiral to (0, 0), whereas the normal form
is just a linear rotation. This difference is due to the
so-called flat terms, that is, the difference between
the transformed vector field and a C1-realization of
its normalized Taylor series (or polynomial). In case
of analyticity of X, one can ask for analyticity of the
normalizing transformation �. Generically, this is
not the case in many situations. The precise meaning
of this ‘‘genericity condition’’ is too elaborate to
explain in this brief review article. We provide some
suggestions for further reading in the next section.
One could roughly say that, in the central manifold,
the normal form has too much symmetry and is too
poor to model more complicated dynamics of the
system, which can be ‘‘hidden in the flat terms.’’ To
quote Il’yashenko (1981): ‘‘In the theory of normal
forms of analytic differential equations, divergence
is the rule and convergence the exception . . . .’’

In many applications, we want to preserve some
extra structure, such as a symplectic structure, a
volume form, some symmetry, reversibility, some
projection etc.; the case of a projection is important
since it includes vector fields depending on a para-
meter. Sometimes a superposition of these structures
appears (e.g., a family of volume-preserving systems).
We would like that the normal-form procedure
respects this structure at each step. One can often
formulate this in terms of vector fields belonging to
some Lie subalgebra L0. The idea is then to use
changes of variables like [1], where �k is then generated
by a vector field in L0. This will guarantee that all
changes of variables are ‘‘compatible’’ with the extra
structure. Unlike the general case where we could
work with monomials as in [4], we will have to
consider vector fields hk in L0 whose components are
homogeneous polynomials of degree k. If this can be

done, one says that L0 respects the grading by the
homogeneous polynomials. In order to fix ideas,
suppose that L0 are the divergence-free planar vector
fields. Note that a monomial xiyj@=@x is not diver-
gence free. We can instead use time mappings of
homogeneous vector fields of the form a(qþ
1)xpþ1yq@=@x� a(pþ 1) xp yqþ1@=@y. Up to terms
of higher order we can use the time-one map of hk

instead of xþ hk(x). In case that one asks for a C1-
realization of the normalizing transformation, we need
an extra assumption on the extra structure, that is, on
L0, called the Borel property: denote by J1, 0 the set of
formal series such that each truncation is the Taylor
polynomial of an element of L0. The extra assumption
is: each element of J1, 0 must be the Taylor series of a
C1 vector field in L0. It can be proved (Broer 1981)
that the following structures respect the grading and
satisfy the Borel property: being an r-parameter family,
respecting a volume form on Rn, being a Hamiltonian
vector field (n even), and being reversible for a linear
involution.

One could consider other types of grading of the
Lie-algebras involved.

This method, using the framework of the so-called
filtered Lie algebras, is explained and developed
systematically in a more general and abstract
context in Broer (1981).

In nonlocal bifurcations, such as near a homo-
clinic loop, for example, it is not enough to perform
central manifold reduction near the singularity: a
simplified smooth model in a full neighborhood of
the singularity is often needed, for example, in order
to compute Poincaré maps.

Let us start with the ‘‘purely’’ hyperbolic case (i.e.,
dim Ec = 0). First we compute the formal normal
form such as the above. If there are no resonances
[2] then we can formally linearize the vector field X.
If X is C1 then a classical theorem of Sternberg
(1958) states that this linearization can be realized
by a C1 change of variables (i.e., no more flat terms
remaining). In case there are resonances, we must
allow nonlinear terms: the resonant monomials. In
this case we can also reduce C1 to this normal form.
Using the same methods, it is also possible to reduce
to a polynomial normal form, but this time using
Ck(k <1) changes of variables. More precisely, if k
is a given number and if we write the vector field as
X = XN þ RN, where XN is the Taylor polynomial
up to order N (which can be assumed to be in
normal form) and where RN(x) = O(jxjNþ1), then for
N sufficiently large there is a Ck change of variables
conjugating X to XN near 0. The number N depends
on the spectrum of A = dX(0). An elegant proof of
these facts can be found in Il’yashenko and Yakovenko
(1991). For the case when extra structure must be
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preserved, see Bonckaert (1997), which also deals with
the partially hyperbolic case (dim Ec � 1). As already
remarked above, the case of a parameter-dependent
family can be regarded as a partially hyperbolic
stationary point preserving this extra structure.

The question of an analytic normal form, also in
the hyperbolic case, leads to convergence questions
and calls upon the so-called small-divisor problems.
The classical results are due to Poincaré and Siegel.
Let us summarize them; they are formulated in the
complex analytic setting:

Theorem 4

(i) If the convex hull of the spectrum of A does not
contain 0 2 C then X can locally be put into
normal form by an analytic change of variables.
Moreover, this normal form is polynomial.

(ii) If the spectrum {�1, . . . ,�n} of A satisfies the
condition that there exists C > 0 and � > 0 such
that for any m 2 Nn with

P
j mj � 2:

jhð�1; . . . ; �nÞ;mi � �jj �
C

jmj� ½5	

for 1 � j � n then X can be locally linearized by
an analytic change of variables.

Note that case (i) contains the case where 0 is a
hyperbolic source or sink. This case (i) in Theorem 4
can be extended if there are parameters: if X
depends analytically on a parameter " 2 Cp near
"= 0 then the change of variables is also analytic in
"; moreover, the normal form is then a polynomial
in the space variables whose coefficients are analy-
tically dependent on the parameter ".

For case (ii) this is surely not the case, since the
condition [5] is fragile: a small distortion of the
parameter generically causes resonances, be it of a
high order. To fix ideas, consider n = 2 and suppose
�1 < 0 < �2. By a generic but arbitrary small
perturbation, we can have that the ratio of these
eigenvalues becomes a negative rational number
�p=q, which gives a resonance of the form [2]
with j = 1 and �= (qþ 1, p), so [5] is violated.

So analytic linearization, or even a polynomial
analytic normal form, is ungeneric for families of
such hyperbolic stationary points. The search for
analytic normal forms, that is, simplified models, for
families is still under investigation. A first simplifica-
tion is obtained via the stable and unstable manifold
from Theorem 1, that is, the graphs of �ss and �uu.
When X is analytic near 0 then these manifolds are
also analytic. So, up to an analytic change of variables,
we can assume that Es and Eu are invariant, which
gives a simplification of the expression of X. More-
over, there is analytic dependence on parameters.

For local diffeomorphisms there are completely
similar theorems pertaining to all the cases consid-
ered above.

Concluding Remarks

The concept of central manifold can be extended to
more general invariant sets (see Chow et al. (2000)
and references therein). It can also be extended to
the infinite-dimensional case and can be applied to
partial differential equations (Vanderbauwhede and
Iooss 1992).

Concerning the generic divergence of normalizing
transformations, the reader is referred to Broer and
Takens (1989), Bruno (1989), Il’yashenko (1981), and
Il’yashenko and Pyartli (1991). Although the power
series giving the normalizing transformation generally
diverges, the study of the dynamics is often performed
by truncating the normal form at a certain order.
Recently, Iooss and Lombardi (2005) considered the
question as to what an optimal truncation is. It is
shown, in case dX(0) is semisimple, that the order of
the normal form can be optimized so that the remainder
satisfies some estimate shrinking exponentially fast to
zero as a function of the radius of the domain.

Concerning normal forms preserving the
Hamiltonian structure, see Birkhoff (1966) and
Siegel and Moser (1995) for a starting point; this is
an extended subject on its own, sometimes called
Birkhoff normal form, and it would require another
review article.

Further simplifications of the normal form can
sometimes be obtained by taking into account
nonlinear terms (instead of just A) in order to obtain
reductions of higher-order terms (see Gaeta (2002)
and especially the references therein).

Applications of normal forms and central mani-
folds to bifurcation theory have been explained in
Dumortier (1991).

See also: Averaging Methods; Bifurcation Theory;
Dynamical Systems and Thermodynamics; Dynamical
Systems in Mathematical Physics: An Illustration from
Water Waves; Finite Group Symmetry Breaking;
Korteweg–de Vries Equation and Other Modulation
Equations; Multiscale Approaches; Normal Forms and
Semiclassical Approximation; Symmetry and Symmetry
Breaking in Dynamical Systems.
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Introduction

Consider a typical quantum system such as a string
of ions in a trap. To ‘‘process’’ the quantum
information the ions carry, we have to perform in
general many steps of a quite different nature.
Typical examples are: free time evolution (including
unwanted but unavoidable interactions with the
environment), controlled time evolution (e.g., the
application of a ‘‘quantum gate’’ in a quantum
computer), preparations and measurements. Each
processing step can be described by a channel which
transforms input systems into output system of a
possibly different type (e.g., a measurement trans-
forms quantum systems into classical information).

Systems, States, and Algebras

To get a unified mathematical description of systems
of different physical nature, it is useful to consider

C
-algebras (which are, in our case, always finite
dimensional): quantum systems can be represented
in terms of the algebra B(H) of (bounded) operators
on the Hilbert space H= Cd; for classical informa-
tion we have to choose the set C(X) of (continuous),
complex-valued functions on the finite alphabet X;
and the tensor product of both B(H)� C(X)
describes hybrid systems which are half-classical
and half-quantum. Assume now that A is one of
these algebras. Effects (i.e., yes/no measurements on
the system in question) are then described by A 2 A
satisfying 0 � A � 1, states are positive, normalized
linear functionals ! :A ! C, and the probability to
get the result ‘‘yes’’ during an A measurement on a
system in the state ! is given by !(A). Since A is
assumed to be finite dimensional, each state ! on
B(H) is represented by a density operator �, that is,
!(A) = tr(�A). Likewise, a state ! on C(X) has the
form !(A) =

P
x A(x)px, where (px)x2X denotes a

probability distribution on X, and a state ! on
B(H)� C(X) is described by a sequence (�x)x2X of
positive (trace-class) operators on B(H) withP

x tr(�x) = 1 such that !(A) =
P

x tr(�xAx). Here
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we have used the fact that an element A 2 B(H)�
C(X) can be represented in a canonical way by a
sequence (Ax)x2X of operators on H. The set of
states will be denoted in the following by S(A) and
the set of effects by E(A).

Completely Positive Maps

Our aim is now to get a mathematical object which
can be used to describe a channel. To this end,
consider two C�-algebras, A,B, describing the input
and output system, respectively, and an effect A 2 B
of the output system. If we invoke first a channel
which transforms A systems into B systems, and
measure A afterwards on the output systems, we end
up with a measurement of an effect T(A) on the
input systems. Hence, we get a map T : E(B)! E(A)
which completely describes the channel (note that
the direction of the mapping arrow is reversed
compared to the natural ordering of processing).
Alternatively, we can look at the states and interpret
a channel as a map T� :S(A)! S(B) which trans-
forms A systems in the state � 2 S(A) into B systems
in the state T�(�). To distinguish between both
maps, we can say that T describes the channel in the
Heisenberg picture and T� in the Schrödinger
picture. On the level of the statistical interpretation,
both points of view should coincide of course, that
is, the probabilities (T��)(A) and �(TA) to get the
result ‘‘yes’’ during an A measurement on B systems
in the state T��, respectively a TA measurement on
A systems in the state �, should be the same. Since
(T��)(A) is linear in A, we see immediately that T
must be an affine map, that is, T(�1A1 þ �2A2) =
�1T(A1)þ �2T(A2) for each convex linear combina-
tion �1A1 þ �2A2 of effects in B, and this in turn
implies that T can be extended naturally to a linear
map, which we will identify in the following with
the channel itself, that is, we say that T is the
channel.

Let us now change slightly our point of view and
start with a linear operator T :A ! B. To be a
channel, T must map effects to effects, that is, T has
to be positive: T(A) � 08A � 0 and bounded from
above by 1, that is, T(1) � 1. In addition, it is natural
to require that two channels in parallel are again a
channel. More precisely, if two channels T :A1 ! B1

and S :A2 ! B2 are given, we can consider the map
T � S which associates to each A� B 2 A1 �A2 the
tensor product T(A)� S(B)2 B1 � B2. It is natural to
assume that T � S is a channel which converts
composite systems of type A1 �A2 into B1 � B2

systems. Hence, S� T should be positive as well.

Definition 1 Consider two observable algebras
A,B and a linear map T :A ! B � B(H).

(i) T is called positive if T(A) � 0 holds for all
positive A 2 A.

(ii) T is called completely positive (CP) if T �
Id :A� B(Cn)! B(H)� B(Cn) is positive for
all n 2 N. Here Id denotes the identity map
on B(Cn).

(iii) T is called unital if T(1) = 1 holds.

Consider now the map T� :B� ! A� which is dual
to T, that is, T��(A) = �(TA) for all � 2 B� and A 2 A.
It is called the Schrödinger-picture representation of
the channel T, since it maps states to states provided T
is unital. (Complete) positivity can be defined in the
Schrödinger picture as in the Heisenberg picture, and
we immediately see that T is (completely) positive iff
T� is.

It is natural to ask whether the distinction
between positivity and complete positivity is
really necessary, that is, whether there are
positive maps which are not CP. If at least one
of the algebras A or B is classical, the answer is
no: each positive map is CP in this case. If both
algebras are quantum however, complete positiv-
ity is not implied by positivity alone. The most
prominent example for this fact is the transposi-
tion map.

If item (ii) holds only for a fixed n 2 N,
the map T is called n-positive. This is obviously
a weaker condition than complete positivity.
However, n-positivity implies m-positivity for
all m � n, and for A=B(Cd) complete positivity
is implied by n-positivity, provided n � d holds.

Let us consider now the question whether a
channel should be unital or not. We have already
mentioned that T(1) � 1 must hold since effects
should be mapped to effects. If T(1) is not equal to 1,
we get �(T1) = T��(1)<1 for the probability to
measure the effect 1 on systems in the state T��,
but this is impossible for channels which produce an
output with certainty, because 1 is the effect which
is always true. In other words, if a CP map is not
unital, it describes a channel which sometimes
produces no output at all and T(1) is the effect
which measures whether we have got an output. We
will assume henceforth that channels are unital if
nothing else is explicitly stated.

Quantum Channels

In this section we will discuss some basic properties
of CP maps which transform quantum systems into
quantum systems, in particular the Stinespring
theorem, which constitutes the most important
structural result. For a more detailed presentation,
including generalizations to more general input/
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output algebras the reader should consult the
textbook by Paulsen (2002).

The Stinespring Theorem

Hence consider channels between quantum systems,
i.e., A=B(H1) and B=B(H2). A fairly simple
example (not necessarily unital) is given in terms of
an operator V :H1 ! H2 by B(H1) 3 A 7!VAV� 2
B(H2). A second example is the restriction to a
subsystem, which is given in the Heisenberg picture
by B(H) 3 A 7!A� 1K 2 B(H�K). Finally the com-
position S � T = ST of two channels is again a
channel. The following theorem says that each
channel can be represented as a composition of
these two examples [7].

Theorem 2 (Stinespring dilation theorem). Every
completely positive map T :B(H1)! B(H2) has the
form

TðAÞ ¼ V�ðA� 1KÞV ½1�

with an additional Hilbert space K and an operator
V :H2 !H1 �K. Both (i.e., K and V) can be
chosen such that the span of all (A� 1)V� with A 2
B(H1) and � 2 H2 is dense in H1 �K. This
particular decomposition is unique (up to unitary
equivalence) and is called the minimal
decomposition.

By introducing a family j�jih�jj of one-dimen-
sional projectors with

P
j j�jih�jj= 1, we can define

the ‘‘Kraus operators’’ h , Vj�i= h � �j, V�i.
In terms of these, we can rewrite eqn [1] in
the following form (Kraus 1983):

Corollary 3 (Kraus form). Every CP map
T :B(H1)! B(H2) can be written in the form

TðAÞ ¼
XN
j¼1

V�j AVj ½2�

with operators Vj :H2 ! H1.

To get a third representation of channels, consider
the Stinespring form [1] of T and a vector  2 K
such that U(��  ) = V(�) can be extended to a
unitary map U :H�K ! H�K. It is then easy to
see that the dual T� of T can be written as:

Corollary 4 (Ancilla form). Assume that T :B(H)!
B(H) is a channel. Then there is a Hilbert space K, a
pure state �0, and a unitary map U :H�K ! H�K
such that

T�ð�Þ ¼ trK Uð�� �0ÞU�ð Þ ½3�

holds.

This representation of a channel has a (seemingly)
very nice physical interpretation, because we can
look at eqn [3] as the unitary interaction of the
system with an unobservable environment, which is
initially in the state �0. The problem, however, is
that there is a great arbitrariness in the choice of U
and �0. This is the weakness of the ancilla form
compared to the Stinespring representation.

Finally, let us state a related result. It characterizes
all decompositions of a given completely positive
map into completely positive summands. By analogy
with results for states on abelian algebras (i.e.,
probability measures), we will call it a Radon–
Nikodym theorem (see Arveson (1969) for a proof).

Theorem 5 (Radon–Nikodym theorem). Let
Tx :B(H1)! B(H2), x 2 X be a family of CP
maps and let V :H2 !H1 �K be the Stinespring
operator of �T =

P
x Tx; then there are uniquely

determined positive operators Fx in B(K) withP
x Fx = 1 and

TxðAÞ ¼ V�ðA� FxÞV ½4�

The Jamiołkowski Isomorphism

The subject of this section is a relation between CP
maps and states of bipartite systems, first discovered
by Jamiołkowski (1972), and which is very useful in
translating properties of bipartite systems into
properties of positive maps and vice versa.

The idea is based on the following setup. Alice
and Bob share a bipartite system in a maximally
entangled state

� ¼ 1ffiffiffi
d
p

Xd

�¼1

e� � e� 2 H�H ½5�

(where e1, . . . , ed denote an orthonormal basis of H).
Alice applies to her subsystem a channel T :B(H)!
B(H0) while Bob does nothing. At the end of the
processing, the overall system ends up in a state

RT ¼ ðT � IdÞj�ih�j ½6�

Mathematically, eqn [6] makes sense if T is only
linear but not necessarily positive or CP (but then
RT is not positive either). If we denote the space of
all linear maps from B(H) into B(H0) by L, we get a
map

L 3 T 7!RT 2 BðK �HÞ ½7�

which is easily shown to be linear (i.e.,
R�Tþ�S =�RT þ �RS for all �,� 2 C and all
T, S 2 L). Furthermore, this map is bijective, hence
a linear isomorphism.
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Theorem 6 The map defined in eqns [7] and [6] is
a linear isomorphism. The inverse map is given by

BðH �H0Þ 3 � 7!T� 2 L ½8�

with

he0�;T�ð�Þe0	i¼d tr �ðje0	ihe0�j � �TÞ
� �

½9�

where e01, . . . , e0d0 2 H
0 denote an (arbitrary) ortho-

normal basis of H0 and the transposition of � is
defined with respect to the basis e�,�= 1, . . . , d used
to define � in [5].

From the definition of RT in eqn [6], it is obvious
that RT is positive, if T is CP. To see that the
converse is also true is not as trivial (because a
transposition is involved), but it requires only a
short calculation, which is omitted here. Hence, we
get:

Corollary 7 The operator RT is positive, iff the
map T is CP.

Examples

Let us return now to the general case (i.e., arbitrary
input and output algebras) and discuss several
examples.

Channels Under Symmetry

It is often useful to consider channels with special
symmetry properties. To be more precise, consider
a group G and two unitary representations 
1, 
2

on the Hilbert spaces H1 and H2, respectively.
A channel T :B(H1)! B(H2) is called covariant
(with respect to 
1 and 
2) if

T½
1ðUÞA
1ðUÞ�� ¼ 
2ðUÞT½A�
2ðUÞ�

8A 2 BðH1Þ 8U 2 G ½10�

holds. The general structure of covariant channels
is governed by a fairly powerful variant of Stine-
springs theorem (Keyl and Werner 1999).

Theorem 8 Let G be a group with finite-dimen-
sional unitary representations 
j : G! U(Hj) and
T :B(H1)! B(H2) a 
1,
2-covariant channel.

(i) Then there is a finite-dimensional unitary
representation 
̃ : G! U(K) and an operator
V :H2 ! H1 �K with V
2(U) = 
1(U)� 
̃(U)V
and T(A) = V�A� 1V.

(ii) If T =
P

� T� is a decomposition of T in CP and
covariant summands, there is a decomposition
1 =

P
� F� of the identity operator on K into

positive operators F� 2 B(K) with [F�, 
̃(g)] = 0
such that T�(X) = V�(X� F�)V.

The most prominent examples of covariant
channels arise with H1 =H2 = Cd, G = U(d) and

1(U) = 
2(U) = U. All channels of this type are of
the form

TðAÞ ¼ ð1	 #ÞAþ #d	1trðAÞ1
with # 2 ½0; d2=ðd2 	 1Þ� ½11�

and are known as ‘‘depolarizing channels.’’ They
often serve as a standard model for noise. Two
particular cases are the ideal channel arising with
#= 0, and the completely depolarizing channel
(#= 1) which erases all information. If we choose

2(U) = �U (where the bar denotes complex conju-
gate) instead of 
2(U) = U, we get

TðAÞ ¼ #

d þ 1
trðAÞ1þ AT
� �

þ 1	 #
d 	 1

trðAÞ1	 AT
� �

; # 2 ½0; 1� ½12�

If we map these channels to states of bipartite
systems (using the Jamiołkowski isomorphism from
the last section), we get ‘‘Isotropic states’’ from
eqn [11] and ‘‘Werner states’’ from [12].

Classical Channels

The classical analog to a quantum operation is a
channel T : C(X)! C(Y) which describes the trans-
mission or manipulation of classical information. As
already mentioned in the subsection ‘‘Completely
positive maps,’’ positivity and complete positivity
are equivalent in this case. Hence, we have to
assume only that T is positive and unital. Obviously,
T is characterized by its matrix elements
Txy = �y(Tex), where �y 2 C�(X) denotes the Dirac
measure at y 2 Y and ex 2 C(X) is the canonical
basis in C(X). More precisely, �y and ex denote,
respectively, the probability distribution and the
function on X, given by

�y ¼ ð�xyÞx2X and exðyÞ ¼ �xy ½13�

We will keep this notation up to the end of this
article. Positivity and normalization of T imply that
0 � Txy � 1 and

1 ¼ �yð1Þ ¼ �y Tð1Þð Þ

¼ �y T
X

x

ex

 !" #
¼
X

x

Txy ½14�

holds. Hence the family (Txy)x2X is a probability
distribution on X and Txy is, therefore, the transition
probability to get the information x 2 X at the
output side of the channel if y 2 Y was sent.
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Observables

Let us consider now a channel which transforms
quantum information B(H) into classical information
C(X). Since positivity and complete positivity are
again equivalent, we just have to look at a positive
and unital map E : C(X)! B(H). With the canonical
basis ex, x 2 X, of C(X), we get a family
Ex = E(ex), x 2 X, of positive operators Ex 2 B(H)
with

P
x2X Ex = 1. Hence, the Ex form a positive

operator valued (POV) measure, i.e., an observable.
If, on the other hand, a POV measure Ex 2 B(H), x 2
X, is given, we can define a quantum-to-classical
channel E : C(X)! B(H) by

Eðf Þ ¼
X
x2X

f ðxÞEx ½15�

This shows that the observable Ex, x 2 X, and the
channel E can be identified.

Preparations

Let us now exchange the role of C(X) and B(H); in
other words, let us consider a channel R :B(H)!
C(X) with a classical input and a quantum output
algebra. In the Schrödinger picture, we get a family of
density matrices �x := R�(�x) 2 B�(H), x 2 X, where
�x 2 C�(X) denotes again the Dirac measure on X.
Hence, we get a parameter-dependent preparation
that can be used to encode the classical information
x 2 X into the quantum information �x 2 B�(H).

Instruments

An observable describes only the statistics of
measuring results, but does not contain information
about the state of the system after the measurement.
To get a description which fills this gap, we have
to consider channels which operate on quantum
systems and produce hybrid systems as output, that is,
T :B(H)� C(X)! B(K). Following Davies (1976),
we will call such an object an instrument. From T we
can derive the subchannel

CðXÞ 3 f 7!Tð1� f Þ 2 BðKÞ ½16�

which is the observable measured by T, that is,
tr(T(1� ex)�) is the probability to measure x 2 X on
systems in the state �. On the other hand, we get for
each x 2 X a quantum channel (which is not unital)

BðHÞ 3 A 7!TxðAÞ ¼ TðA� exÞ 2 BðKÞ ½17�

It describes the operation performed by the instru-
ment T if x 2 X was measured. More precisely, if a
measurement on systems in the state � gives the
result x 2 X, we get (up to normalization) the state
T�x(�) after the measurement, while

tr T�xð�Þ
� �

¼ tr T�xð�Þ1
� �

¼ tr �Tð1� exÞð Þ ½18�

is (again) the probability to measure x 2 X on �.
The instrument T can be expressed in terms of the
operations Tx by

TðA� f Þ ¼
X

x

f ðxÞTxðAÞ ½19�

Hence, we can identify T with the family Tx, x 2 X.
Finally, we can consider the second marginal of T

BðHÞ 3 A 7!TðA� 1Þ ¼
X
x2X

TxðAÞ 2 BðKÞ ½20�

It describes the operation we get if the outcome of
the measurement is ignored.

The best-known example of an instrument is a von
Neumann–Lüders measurement associated with a PV
measure given by family of projections Ex, x = 1,
. . . , d; for example, the eigenprojections of a self-
adjoint operator A 2 B(H). It is defined as the channel

T : BðHÞ � CðXÞ ! BðHÞ
with X ¼ f1; . . . ; dg and TxðAÞ ¼ ExAEx ½21�

Hence, we get the final state tr(Ex�)
	1Ex�Ex if we

measure the value x 2 X on systems initially in the
state � – this is well known from quantum mechanics.

Parameter-Dependent Operations

Let us change now the role of B(H)� C(X) and
B(K); in other words, consider a channel T :B(K)!
B(H)� C(X) with hybrid input and quantum output.
It describes a device which changes the state of a
system depending on the additional classical infor-
mation. As for an instrument, T decomposes into a
family of (unital!) channels Tx :B(K)! B(H) such
that we get T�(�� p) =

P
x pxT�x(�) in the Schrödin-

ger picture. Physically, T describes a parameter-
dependent operation: depending on the classical
information x 2 X, the quantum information � 2
B(K) is transformed by the operation Tx.

Finally, we can consider a channel T :B(H)�
C(X)! B(K)� C(Y) with hybrid input and output
to get a parameter-dependent instrument: similarly
to the above discussion, we can define a family of
instruments Ty :B(H)� C(X)! B(K), y 2 Y, by the
equation T�(�� p) =

P
y pyT

�
y (�). Physically, T

describes the following device: it receives the
classical information y 2 Y and a quantum system
in the state � 2 B�(K) as input. Depending on y, a
measurement with the instrument Ty is performed,
which in turn produces the measuring value x 2 X
and leaves the quantum system in the state (up to
normalization) T�y, x(�); with Ty, x given as in eqn
[17] by Ty, x(A) = Ty(A� ex).
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Introduction

Chaos is a type of behavior that can be exhibited by
a large class of physical systems and their mathe-
matical models. These systems are deterministic.
They are modeled by sets of coupled nonlinear
ordinary differential equations (ODEs):

_xi ¼
dxi

dt
¼ fiðx; cÞ ½1�

called dynamical systems. The coordinates x desig-
nate points in a state space or phase space.
Typically, x 2 Rn or some n-dimensional manifold
for some n � 3, and c 2 Rk are called control
parameters. They describe parameters that can be
controlled in physical systems, such as pumping
rates in lasers or flow rates in chemical mixing
reactions. The most important mathematical prop-
erty of dynamical systems is the uniqueness theorem,
which states that there is a unique trajectory through
every point at which f (x; c) is continuous and
Lipschitz and f (x; c) 6¼ 0. In particular, two distinct
periodic orbits cannot have any points in common.

The properties of dynamical systems are gov-
erned, in lowest order, by the number, stability, and
distribution of their fixed points, defined by
_xi = fi(x; c) = 0. It can happen that a dynamical
system has no stable fixed points and no stable
limit cycles (x(t) = x(t þ T), some T > 0, all t). In
such cases, if the solution is bounded and recurrent
but not periodic, it represents an unfamiliar type of
attractor. If the system exhibits ‘‘sensitivity to initial
conditions’’ (jx(t)	 y(t)j 
 e�tjx(0)	 y(0)j for
jx(0)	 y(0)j= � and � > 0 for most x(0)), the
solution set is called a ‘‘chaotic attractor.’’ If the

attractor has fractal structure, it is called a ‘‘strange
attractor.’’

Tools to study strange attractors have been
developed that depend on three types of mathe-
matics: geometry, dynamics, and topology.

Geometric tools attempt to study the metric
relations among points in a strange attractor.
These include a spectrum of fractal dimensions.
These real numbers are difficult to compute, require
very long, very clean data sets, provide a number
without error estimates for which there is no
underlying statistical theory, and provide very little
information about the attractor.

Dynamical tools include estimation of Lyapunov
exponents and a Lyapunov dimension. They include
globally averaged exponents and local Lyapunov
exponents. These are eigenvalues related to the
different stretching (� > 0) and squeezing (� < 0)
eigendirections in the phase space. To each globally
averaged Lyapunov exponent �i, �1 � �2 � � � � � �n,
there corresponds a ‘‘partial dimension’’ �i, 0 � �i � 1,
with �i = 1 if �i � 0. The Lyapunov dimension is
the sum of the partial dimensions dL =

Pn
i = 1 �i.

That the partial dimension �i = 1 for �i � 0 indicates
that the flow is smooth in the stretching (�i > 0) and
flow directions and fractal in the squeezing (�i < 0)
directions with �i < 1. Dynamical indices provide
some useful information about a strange attractor.
In particular, they can be used to estimate some
fractal properties of a strange attractor, but not vice
versa.

Topological tools are very powerful for a
restricted class of dynamical systems. These are
dynamical systems in three dimensions (n = 3). For
such systems there are three Lyapunov exponents
�1 > �2 > �3, with �1 > 0 describing the stretching
direction and responsible for ‘‘sensitivity to initial
conditions,’’ �2 = 0 describing the direction of the
flow, and �3 < 0 describing the squeezing direction
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and responsible for ‘‘recurrence.’’ Strange attractors
are generated by dissipative dynamical systems,
which satisfy the additional condition �1 þ �2 þ
�3 < 0. For such attractors, �1 = �2 = 1 and
�3 =�1=j�3j by the Kaplan–Yorke conjecture, so
that dL = 2þ �3 = 2þ �1=j�3j.

A number of tools from classical topology have
been exploited to probe the structure of strange
attractors in three dimensions. These include the
Gauss linking number, the Euler characteristic, the
Poincaré–Hopf index theorem, and braid theory.
More recent topological contributions include sev-
eral definitions for entropy, the development of a
theory for knot holders or braid holders (also called
branched manifolds), the Birman–Williams theorem
for these objects, and relative rotation rates, a
topological index for individual periodic orbits and
orbit pairs.

Three-dimensional strange attractors are
remarkably well understood; those in higher
dimensions are not. As a result, the description
that follows is largely restricted to strange attrac-
tors with dL < 3 that exist in R3 or other three-
dimensional manifolds (e.g., R2 	 S1). The obstacle
to progress in higher dimensions is the lack of a
higher-dimensional analog of the Gauss linking
number for orbit pairs in R3.

Overview

The program described below has two objectives:

1. classify the global topological structure of strange
attractors in R3; and

2. determine the ‘‘perestroikas’’ (changes) that such
attractors can undergo as experimental condi-
tions or control parameters change.

Four levels of structure are required to complete
this program. Each is topological and discretely
quantifiable. This provides a beautiful interaction
between a rigidity of structure, demanded by
topological constraints, and freedom within this
rigidity. These four levels of structure are:

1. basis sets of orbits,
2. branched manifolds or knot holders,
3. bounding tori, and
4. embeddings of bounding tori.

Branched Manifolds: Stretching
and Squeezing

A strange attractor is generated by the repetition of
two mechanisms: stretching and squeezing. Stretch-
ing occurs in the directions identified by the positive

Lyapunov exponents and squeezing occurs in the
directions identified by the negative Lyapunov
exponents. In R3 there is one stretching direction
and one squeezing direction.

A simple stretch-and-squeeze mechanism that
nature appears to be very fond of is illustrated in
Figure 1. In this illustration, a cube of initial
conditions at (a) is advected by the flow in a short
time to (b). During this process, the cube is
deformed by being stretched (�1 > 0). It also shrinks
in a transverse direction (�3 < 0). During the initial
phase of this deformation, two nearby points
typically separate exponentially in time. If they
were to continue to separate exponentially for all
times, the invariant set would not be bounded.
Therefore, this separation cannot continue indefi-
nitely, and in fact it must somehow reverse itself
after some time because the motion is recurrent. The
mechanism shown in Figure 1 involves folding,
which begins between (b) and (c) and continues
through to (d). Squeezing occurs where points from
distant parts of the attractor approach each other
exponentially, as at (d). Finally, the cube, shown
deformed at (d), returns to the neighborhood of
initial conditions (a). This process repeats itself and
builds up the strange attractor. As can be inferred
from this figure, the strange attractor constructed by
the repetitive process is smooth in the expanding
(�1) and flow (�2 = 0) directions but fractal in the
squeezing (�3) direction. The attractor’s fractal
dimension is �1 þ �2 þ �3 = 2þ �3 = 2þ �1=j�3j.

Figure 1 summarizes the boundedness and recur-
rence conditions that were introduced to define
strange attractors, and illustrates one stretching and
squeezing mechanism that occurs repetitively to
build up the fractal structure of the strange attractor

Boundary
layer

Squeeze Stretch(d)

(c)

(a)

(b)

Figure 1 A common stretch-and-fold mechanism generates

many experimentally observed strange attractors. The Topology

of Chaos; R Gilmore and M Lefranc; Copyright ª 2002, Wiley.

This material is used by permission of John Wiley & Sons, Inc.
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and to organize all the (unstable) periodic orbits in it
in a unique way. The particular mechanism shown
in Figure 1 is called a stretch-and-fold mechanism.
Other mechanisms involve stretch and roll, and tear
and squeeze.

The stretch-and-squeeze mechanisms are well
summarized by the cartoons shown in Figure 2. On
the left, a cube of initial conditions (top) is deformed
under the flow. The flow is downward. Stretching
occurs in one direction (horizontal) and shrinking
occurs in a transverse direction (perpendicular to the
page). In the limit of extreme shrinking (�3 !
�‘‘1”), the dynamics of the stretching part of the
flow is represented by the two-dimensional surface
shown on the bottom left. This surface fails to be a
manifold because of the singularity, called a splitting
point. This singularity represents an initial condition
that flows to an unstable fixed point with at least
one stable direction. On the right (squeezing), two
distant cubes of initial conditions (top) in the flow
are deformed and brought to each other’s proximity
under the flow (middle). In the limit of extreme
dissipation, two two-dimensional surfaces represent-
ing inflows are joined at a branch line to a single
surface representing an outflow. This surface fails to
be a manifold because of the branch line, which is a
singularity of a different kind. Points below the
branch line in this representation of the flow (on the

outflow side of the branch line) have two preimages
above the branch line, one in each inflow sheet. This
structure generates positive entropy.

A beautiful theorem of Birman and Williams
justifies the use of the two cartoons shown at the
bottom of Figure 2 to characterize strange attractors
in R3. As preparation for the theorem, Birman and
Williams introduced an important identification for
the nongeneric or atypical points that ‘‘are not
sensitive to initial conditions’’

x � y if jxðtÞ � yðtÞj �!t!1
0 ½2�

That is, two points in a strange attractor are
identified if they have asymptotically the same
future. In practice, this amounts to projecting the
flow down along the stable (�3 < 0) direction onto a
two-dimensional surface described by the stretching
(�1 > 0) and the flow (�2 = 0) directions. This
surface is not a manifold because of lower-
dimensional singularities: splitting points and branch
lines. The two-dimensional surface has many names,
for example, knot holder (because it holds the
periodic orbits that exist in abundance in strange
attractors), braid holders, templates, branched mani-
folds. The flow, restricted to this surface, is called a
semiflow. Under the semiflow, points in the branched
manifold have a unique future but do not have a
unique past. The degree of nonuniqueness is mea-
sured by the topological entropy of the dynamical
system. The Birman–Williams theorem is:

Theorem Assume that a flow �t

(i) on R3 is dissipative (�1 > 0, �2 = 0, �3 < 0 and
�1 þ �2 þ �3 < 0);

(ii) generates a hyperbolic strange attractor (the
eigenvectors of the local Lyapunov exponents
�1, �2, �3 span everywhere on the attractor).

Then the projection [2] maps the strange attractor
SA to a branched manifold BM and the flow �t on
SA to a semiflow �̂t on BM in R3. The periodic
orbits in SA under �t correspond 1:1 with the
periodic orbits in BM under �̂t with perhaps one or
two specified exceptions. On any finite subset of
orbits the correspondence can be taken via isotopy.

The beauty of this theorem is that it guarantees
that a flow �t that generates a (fractal) strange
attractor SA can be continuously deformed to a new
flow �̂t on a simple two-dimensional structure BM.
During this deformation, periodic orbits are neither
created nor destroyed. The uniqueness theorem for
ODEs is satisfied during the deformation, so orbit
segments do not pass through each other. As a
result, the topological organization of all the
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Figure 2 Left: The stretch mechanism is modeled by a two-

dimensional surface with a splitting point singularity. Right: The

squeeze mechanism is modeled by a two-dimensional surface

with a branch line singularity. The Topology of Chaos; R Gilmore

and M Lefranc; Copyright ª 2002, Wiley. This material is used

by permission of John Wiley & Sons, Inc.

Chaos and Attractors 479



unstable periodic orbits in the strange attractor is
the same as the topological organization of all the
unstable periodic orbits in the branched manifold. In
fact, the branched manifold (knot holder) defines
the topological organization of all the unstable
periodic orbits that it supports. Topological organi-
zation is defined by the Gauss linking number and
the relative rotation rates, another braid index.

The significance of this theorem is that strange
attractors can be characterized – in fact classified –
by their branched manifolds. Figure 3 shows a
branched manifold ‘‘for a figure-8 knot’’ as well as
the figure-8 knot itself (dark curve). If a constant
current is sent through a conducting wire tied into
the shape of a figure-8 knot, a discrete countable set
of magnetic field lines will be closed. These closed
field lines can be deformed onto the two-dimen-
sional surface shown in Figure 3. Each of the eight
branches of this branched manifold can be named.
One way to do this specifies the two branch lines
that are joined by the branch in the sense of the flow
(e.g., (a�) and (��) (but not (a�)). Every closed field
line can be labeled by a symbol sequence that is

unique up to cyclic permutation. This symbol
sequence provides a symbolic name for the orbit.
For example, (a�)(��)(�b)(ba) is a period-4 orbit.
The structure of a branched manifold is determined
in part by a transition matrix T. The matrix element
Tij is 1 if the transition from branch i to branch j is
allowed, 0 otherwise. The transition matrix for the
figure-8 branched manifold is shown in Figure 3.

The Birman–Williams theorem is stronger than its
statement suggests. More systems satisfy the state-
ment of the theorem than do the assumptions of the
theorem. The figure-8 knot, and its attendant
magnetic field, is not dissipative – in fact, it is not
even a dynamical system, yet the closed loops can be
isotoped to the figure-8 knot holder. There are other
ways in which the Birman–Williams theorem is
stronger than its statement suggests.

It is apparent from Figure 3 that the figure-8
branched manifold can be built up Legoª fashion
from the two basic building blocks shown in
Figure 2. This is more generally true. Every
branched manifold can be built up, Legoª fashion,
from the stretch (with a splitting point singularity)
and the squeeze (with a branch line singularity)
building blocks, subject to the following two
conditions:

1. outputs flow to inputs and
2. there are no free ends.

The figure-8 branched manifold is built up from
four stretch and four squeeze building blocks. As a
result, there are eight branches and four branch
lines.

Two often-studied strange attractors are shown in
Figures 4 and 5. Figure 4 shows the details of the
Rössler dynamical system. A similar spectrum of
features is shown in Figure 5 for the Lorenz equations.
The knot holder in Figure 5e is obtained from the
caricature in Figure 5d by twisting the right-hand lobe
by � radians.

Branched manifolds can be used to characterize
all three-dimensional strange attractors. Branched
manifolds that classify the strange attractors gener-
ated by four familiar sets of equations (for some
control parameter values) are shown in Figure 6.
The sets of equations, and one set of parameter
values that generate strange attractors, are presented
in Table 1.

The beauty of this topological classification of
strange attractors is that it is apparent, just by
inspection, that there is no smooth change of
variables that will map any of these systems to any
of the others for the parameter values shown.

Branched manifolds can be described algebrai-
cally. In Figure 7 we provide the algebraic

ab

aα

αβ

αa

ba

bβ

βα

βb

ab aα αβ αa ba bβ βα βb

0 0 0 0 0

0 0 1 1 0

0 0 0 0 1

01 1

00 0

10 0

1 1 0 0 0 00 0

1 1 0 0 0 00 0

0 0 0 0 1 10 0

0 0 1 1 0 00 0

0 0 0 0 0 01 1

a b β α

Figure 3 Figure-8 knot (dark curve) and the figure-8 branched

manifold. Transition matrix for the eight branches of the figure-8

branched manifold is also shown. Flow direction is shown by

arrows. The Topology of Chaos; R Gilmore and M Lefranc;

Copyright ª 2002, Wiley. This material is used by permission of

John Wiley & Sons, Inc.
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description of two branched manifolds. Figure 7a
shows the branched manifold that describes experi-
mental data generated by many physical systems.
The mechanism is a simple stretch-and-fold defor-
mation with zero global torsion that generates a
typical Smale horseshoe. There are two branches.
The diagonal elements of the matrix identify the
local torsion of the flow through the corresponding
branch, measured in units of �. Branch 0 has no
local torsion, and branch 1 shows a half-twist and
has local torsion þ1. The off-diagonal matrix

elements are twice the linking number of the
period-1 orbits in the corresponding pair of branches.
Since the period-1 orbits in these two branches do not
link, the off-diagonal matrix elements are 0. The
period-1 orbits in the branches labeled 1 and 2 in
Figure 7b have linking number þ1, so the off-diagonal
matrix elements are T(1, 2) = T(2, 1) = 2	þ1. The
array identifies the order (above, below) that the two
branches are joined at the branch line, the smaller the
value, the closer to the viewer. These two pieces of
information, four integers in Figure 7a and eight in

 = x + ay
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 = b + z(x – c)dz
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Figure 4 The Rössler dynamical system. (a) Rössler equations. (b) Time series z(t) and x(t) generated by these equations, and

(c) projection of the strange attractor onto the x–y plane. (d) Caricature of the flow and (e) knot holder derived directly from the

caricature. Control parameter values (a, b,c) = (2:0, 4:0, 0:398): The Topology of Chaos; R Gilmore and M Lefranc; Copyright ª 2002,

Wiley. This material is used by permission of John Wiley & Sons, Inc.
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Figure 5 (a) Lorenz equations. (b) Time series x (t) and z(t) generated by these equations, and (c) projection of the strange attractor

onto the x–y plane. (d) Caricature of the flow and (e) knot holder derived directly from the caricature by rotating the right-hand lobe by �

radians. Control parameter values (R,�, b) = (26:0, 10:0, 8=3): The Topology of Chaos; R Gilmore and M Lefranc; Copyright ª 2002,

Wiley. This material is used by permission of John Wiley & Sons, Inc.
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Figure 7b, serve to determine the topological organi-
zation of all the unstable periodic orbits in any
strange attractor with either branched manifold.

The periodic orbits are identified by a repeating
symbol sequence of least period p, which is unique
up to cyclic permutation. The symbol sequence
consists of a string of integers, sequentially identify-
ing the branches through which the orbit passes. For
a branched manifold with two branches, there are
two symbols. The number of orbits of period
p, N(p), obeys the recursion relation

pNðpÞ ¼ 2p �
Xk�p=2

1¼kjp
kNðkÞ ½3�

Table 2 shows the number of orbits of period
p � 20 for the branched manifolds with two and
three branches shown in Figure 7. The number of
orbits of period p grows exponentially with p, and
the limit hT = limp!1 log (N(p))=p defines the topo-
logical entropy hT for the branched manifold. The
limits are ln 2 and ln 3 for the branched manifolds
with two and three branches, respectively. The
linking numbers of orbits up to period 5 in the
Smale horseshoe branched manifold are shown in
Table 3, which identifies each of the orbits by its
symbol sequence (e.g., 00111).

Table 1 Four sets of equations that generate strange attractors

Dynamical

system ODEs

Parameter

values

_x = �y � z

Rössler _y = x þ ay (a, b, c) = (2:0, 4:0, 0:398)
_z = b þ z(x � c)

Duffing
_x = y
_y = ��y � x3 þ x

þA sin(!t)

(�, A,!) = (0:4, 0:4, 1:0)

van der Pol _x = by þ (c � dy2)x (b, c, d , A,!) =
_y = �x þ A sin(!t) (0:7, 1:0, 10:0, 0:25,�=2)

_x = ��x þ �y

Lorenz _y = Rx � y � xz (R,�, b) = (26:0, 10:0, 8=3)
_z = �bz þ xy

(a) (b)

(c) (d)

c
a

a b

c ′
a ′

b ′

b

–1
0

Figure 6 Branched manifolds for four standard sets of

equations: (a) Rössler equations, (b) periodically driven Duffing

equations, (c) periodically driven van der Pol equations, and

(d) Lorenz equations. The Topology of Chaos; R Gilmore and

M Lefranc; Copyright ª 2002, Wiley. This material is used by

permission of John Wiley & Sons, Inc.
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Figure 7 Branched manifolds are described algebraically. The

diagonal matrix elements describe the twist of each branch.

The off-diagonal matrix elements are twice the linking number of

the period-1 orbits in each of the two branches. The array

describes the order in which the branches are connected at the

branch line. (a) Smale horseshoe branched manifold. (b) Beginning

of a ‘‘gateau roulé’’ (jelly roll) branched manifold.

Table 2 Number of orbits of period p on the branched manifolds

with two and three branches, shown in Figure 7. The integers

N3(p) are constructed by replacing 2p by 3p in eqn [3]

Period

Two

branches

Three

branches Period

Two

branches

Three

branches

p N2(p) N3(p) p N2(p) N3(p)

1 2 3 11 186 16 104

2 1 3 12 335 44 220

3 2 8 13 630 122 640

4 3 18 14 1 161 341 484

5 6 48 15 2 182 956 576

6 9 116 16 4 080 2 690 010

7 18 312 17 7 710 7 596 480

8 30 810 18 14 532 21 522 228

9 56 2184 19 27 954 61 171 656

10 99 5880 20 52 377 174 336 264
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Tables of linking numbers have been used
successfully to identify mechanisms that nature uses
to generate chaotic data. This analysis procedure is
called topological analysis. Segments of data are
identified that closely approximate unstable periodic
orbits existing in the strange attractor. These data
segments are then embedded in R3. Each orbit is
given a trial identification (symbol sequence). Their
pairwise linking numbers are computed either by
counting signed crossings or using the time-
parametrized data segments and estimating the
integers numerically using the Gauss linking integral

LinkðA;BÞ

¼ 1

4�

I I
rAðt1Þ � rBðt2Þ
jrAðt1Þ � rBðt2Þj3

drAðt1Þ 	 drBðt2Þ

This table of experimental integers is compared with
the table of linking numbers for orbits with the same
symbolic name on a trial branched manifold. This
procedure serves to identify the branched manifold
and refine the symbolic identifications of the
experimental orbits, if necessary. The procedure is
vastly overdetermined. For example, the linking
numbers of only three low-period orbits serve to
identify the four pieces of information required to
specify a branched manifold with two branches.
Since six or more surrogate periodic orbits can
typically be extracted from experimental data,
providing 6

2

� �
= 15 or more linking numbers, this

topological analysis procedure has built-in self-
consistency checks, unlike analysis procedures
based on geometric and dynamical tools.

Basis Sets of Orbits

A branched manifold determines the topological
organization of all the periodic orbits that it

supports. Whenever a low-dimensional strange
attractor is subjected to topological analysis, it is
always the case that fewer periodic orbits are
present and identified than are allowed by the
branched manifold that classifies it. This is the case
for strange attractors generated by experimental
data as well as strange attractors generated by
ODEs. The full spectrum occurs only in the
hyperbolic limit, which has never been seen.

The orbits that are present are organized exactly
as in the hyperbolic limit – that is, as determined by
the underlying branched manifold. As control para-
meters change, the strange attractor undergoes
perestroikas. New orbits are created and/or old
orbits are annihilated in direct or inverse period-
doubling and saddle–node bifurcations. The orbits
that are present are always organized as determined
by the branched manifold. Orbits are not created or
annihilated independently of each other. Rather,
there is a partial order (‘‘forcing order’’) involved in
orbit creation and annihilation. This partial order is
poorly understood for general branched manifolds.
It is much better understood for the two-branch
Smale horseshoe branched manifold.

The forcing diagram for this branched manifold
is shown in Figure 8 for orbits up to period 8. It is
typically the case that the existence of one orbit in
a strange attractor forces the presence of a
spectrum of additional orbits. Forcing is transitive,
so if orbit A forces orbit B(A) B) and B forces C,
then A forces C: if A) B and B) C then A) C.
For this reason, it is sufficient to show only the
first-order forcing in this figure. The orbits shown
are labeled by their period and the order in which
they are created in a particular highly dissipative
limit of the dynamics: the logistic map (U-sequence
order in Figure 8). For example, 52 describes the
second (pair) of period-5 orbits created in the

Table 3 Linking numbers of orbits to period 5 in the Smale horseshoe branched manifold with zero global torsion

0 1 21 31 31 41 42 42 51 51 52 52 53 53

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 1 1 1 2 1 1 2 2 2 2 1 1

21 01 0 1 1 2 2 3 2 2 4 4 3 3 2 2

31 011 0 1 2 2 3 4 3 3 5 5 5 5 3 3

31 001 0 1 2 3 2 4 3 3 5 5 4 4 3 3

41 0111 0 2 3 4 4 5 4 4 8 8 7 7 4 4

42 0011 0 1 2 3 3 4 3 4 5 5 5 5 4 4

42 0001 0 1 2 3 3 4 4 3 5 5 5 5 4 4

51 01111 0 2 4 5 5 8 5 5 8 10 9 9 5 5

51 01101 0 2 4 5 5 8 5 5 10 8 8 8 5 5

52 00111 0 2 3 5 4 7 5 5 9 8 6 7 5 5

52 00101 0 2 3 5 4 7 5 5 9 8 7 6 5 5

53 00011 0 1 2 3 3 4 4 4 5 5 5 5 4 5

53 00001 0 1 2 3 3 4 4 4 5 5 5 5 5 4
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Figure 8 (a) Forcing diagram for orbits up to period 8 in the Smale horseshoe branched manifold. (b) The sequence (‘‘universal

order’’) in which orbits are created in the highly dissipative limit, which is the logistic map. The Topology of Chaos; R Gilmore and

M Lefranc; Copyright ª 2002, Wiley. This material is used by permission of John Wiley & Sons, Inc.
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logistic map in the transition from simple, non-
chaotic behavior to fully chaotic (hyperbolic)
behavior.

The orbits in the forcing diagram are organized
according to their one-dimensional entropy
(horizontal axis, U-sequence order) and their two-
dimensional entropy (vertical axis). Nonchaotic
(‘‘laminar’’) behavior occurs at the lower left of
this figure, where both entropies are zero. Fully
chaotic behavior occurs at the upper right, where
both entropies are ln 2. As control parameters
change, a dynamical system that can exhibit chaos
generated by a stretch-and-fold mechanism follows a
path in the forcing diagram from the lower left to
the upper right. Each such path is a ‘‘route to
chaos.’’ The Smale horseshoe mechanism exhibits
many different routes to chaos: each follows a
different path in the forcing diagram.

The state of a strange attractor at any stage in its
route to chaos can be specified by a ‘‘basis set of
orbits.’’ This is a set of orbits whose presence forces
the existence of all other orbits that can concur-
rently be found in the attractor, up to any finite
period. The basis set of orbits can be constructed
algorithmically. The algorithm is as follows:

1. Write down all the orbits that are present in
order of increasing two-dimensional entropy
from left to right.

2. For orbits with the same two-dimensional entropy,
order by increasing one-dimensional entropy.

3. Remove the ‘‘highest’’ (rightmost) orbit from this
list, together with all the orbits that it forces.
This is the first basis orbit.

4. Of the orbits remaining, again remove the right-
most and all the orbits that it forces. This is the
second basis orbit.

5. Continue until all orbits have been removed.

For any finite period, the above algorithm
terminates because there is only a finite number of
orbits. For example, if the orbit 52 is present as well
as all orbits with lower one-dimensional entropy,
the basis set is 87R, 76, 74F, 86F, 88, 52. As control
parameters change, a strange attractor undergoes
perestroikas that are quantitatively determined by
changes in the basis sets of orbits.
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Bounding Tori

As experimental conditions or control parameters
change, strange attractors can undergo ‘‘grosser’’
perestroikas than those that can be described by a
change in the basis set of orbits. This occurs when new
orbits are created that cannot be contained on the initial
branched manifold – for example, when orbits are
created that must be described by a new symbol. This is
seen experimentally in the transition from horseshoe
type dynamics to gateau roulé type dynamics. This
involves the addition of a third branch to the branched
manifold with two branches, as shown in Figures 7a
and 7b. Strange attractors can undergo perestroikas
described by the addition of new branches to, or
deletion of old branches from, a branched manifold.
These perestroikas are in a very real sense ‘‘grosser’’
than the perestroikas that can be described by changes
in the basis sets of orbits on a fixed branched manifold.

There is a structure that provides constraints on
the allowed bifurcations of branched manifolds
(creation/annihilation of branches), which is analo-
gous to the constraints that a branched manifold
provides on the bifurcations and topological organi-
zation of the periodic orbits that can exist on it. This
structure is called a bounding torus.

Bounding tori are constructed as follows. The semi-
flow on a branched manifold is ‘‘inflated’’ or ‘‘blown
up’’ to a flow on a thin open set in R3 containing this
branched manifold. The boundary of this open set is a
two-dimensional surface. Such surfaces have been
classified. They are uniquely tori of genus g; g = 0
(sphere), g = 1 (tire tube), g = 2, 3, . . . . The torus of
genus g has Euler characteristic 	= 2� 2g. The flow is
into this surface. The flow, restricted to the surface,
exhibits a singularity wherever it is normal to the
surface. At such singularities the stability is determined
by the local Lyapunov exponents: �1 > 0 and �3 < 0,
since the flow direction (�2 = 0) is normal to the
ABCBDED ABCDCB
abccbaaabbacca
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Figure 9 Three inequivalent canonical forms of genus 8 are show

figure with permission from Physical Review E, 69, 056206, 2004. C
surface. As a result, all singularities are saddles; so, by
the Poincaré–Hopf theorem, the number of singularities
is strongly related to the genus. The number is 2(g� 1).

The flow, restricted to the genus-g surface, can be
put into canonical form and these canonical forms can
be classified. The classification involves projection of
the genus-g torus onto a two-dimensional surface. The
planar projection consists of a disk with outer
boundary and g interior holes. All singularities can be
placed on the interior holes. The flow on the interior
holes without singularities is in the same direction as
the flow on the exterior boundary. Interior holes with
singularities have an even number, 4, 6, . . . . Some
canonical forms are shown in Figure 9.

Poincaré sections have been used to simplify the
study of flows in low-dimensional spaces by effec-
tively reducing the dimension of the dynamics. In
three dimensions, a Poincaré surface of section for a
strange attractor is a minimal two-dimensional sur-
face with the property that all points in the attractor
intersect this surface transversally an infinite number
of times under the flow. The Poincaré surface need
not be connected and in fact is often not connected.

The Poincaré section for the flow in a genus-g torus
consists of the union of g� 1 disjoint disks (g � 3) or
is a single disk (g = 1). The locations of the disks are
determined algorithmically, as shown in Figure 9. The
interior circles without singularities are labeled by
capital letters A, B, C, . . . and those with singularities
are labeled with lowercase letters a, b, c, . . . The
components of the global Poincaré surface of section
are numbered sequentially 1, 2, . . . , g� 1, in the order
they are encountered when traversing the outer
boundary in the direction of the flow, starting from
any point on that boundary. Each component of the
global Poincaré surface of section connects (in the
projection) an interior circle without singularities to
the exterior boundary. There is one component
between each successive encounter of the flow with
E ABCBDBE
abbccaa

(c)

A

E

aB

1

2

6

7 3

A E

C D

b c

B

a

1 7

2 6

5

4

n. Each is identified by a ‘‘period-7 orbit’’ and its dual. Reprinted
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Table 4 Number of canonical bounding tori as a function of

genus g

g N(g) g N(g) g N(g)

3 1 9 15 15 2 211

4 1 10 28 16 5 549

5 2 11 67 17 14 290

6 2 12 145 18 36 824

7 5 13 368 19 96 347

8 6 14 870 20 252 927
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holes that have singularities. Heavy lines are used to
show the location of the seven components of the
global Poincaré surface of section for each of the three
inequivalent genus-8 canonical forms shown in
Figure 9. The structure of the flow is summarized by
a transition matrix. For the canonical form shown in
Figure 9c the transition matrix is

T ¼

1 1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 1 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 1 1 0
0 1 0 0 0 0 1
1 0 0 0 0 0 1

2666666664

3777777775
where Ti, j = 1 if the flow can proceed directly from
component i to component j, 0 otherwise.

Bounding tori, dressed with flows, can be labeled. In
fact, two dual labeling schemes are possible. Following
the outer boundary in the direction of the flow, one
encounters the g� 1 components of the global Poin-
caré surface of section sequentially, the interior holes
without singularities at least once each, and the interior
holes with singularites at least twice each. The
canonical form (genus-g torus dressed with a flow) on
the genus-8 bounding torus shown in Figure 9a can be
labeled by the sequence in which the holes without
singularities are encountered (ABCBDED) or the order
in which the holes with singularities are encountered
(abbacca). Both sequences contain g� 1 symbols.
These labels are unique up to cyclic permutation.

Symbol sequences for canonical forms for bounding
tori act in many ways like symbol sequences for
periodic orbits on branched manifolds. Although there
is a 1:1 correspondence between bounded closed two-
dimensional surfaces in R3 and genus g, the number of
Table 5 All known strange attractors of dimension dL < 3 are bo

bounding tori depend on g � 1 symbols describing holes with or with

Strange attractor Holes w/o si

Rossler, Duffing, Burke, and Shaw A

Various lasers, gateau roulé A

Neuron with subthreshold oscillations A

Shaw–van der Pol A

Lorenz, Shimizu–Morioka, Rikitake AB

C2 covers of Rossler AB

C2 cover of Lorenza ABCD

C2 cover of Lorenzb ABCB

2 ! 1 Image of figure-8 branched manifold ABCB

Figure-8 branched manifold AEBECEDE

Cn covers of Rossler AB � � �N
Cn cover of Lorenza AB � � � (2N)

Cn cover of Lorenzb (AZ )(BZ ) � � �
Multispiral attractors A(B � � �M)N(

aRotation axis through origin.
bRotation axis through one focus.
canonical forms grows rapidly with g, as shown in
Table 4. In fact, the number, N(g), grows exponen-
tially and can even be assigned an entropy:

lim
g!1

lnðNðgÞÞ
g� 1

¼ ln 3 ½5�

In some sense, canonical forms that constrain
branched manifolds within them behave like branched
manifolds that constrain periodic orbits on them.

Every strange attractor that has been studied in R3

has been described by a canonical bounding torus that
contains it. This classification is shown in Table 5.

Branched manifold perestroikas are constrained
by bounding tori as follows. Each branch line of any
branched manifold can be moved into one of the
g� 1 components of the global Poincaré surface of
section. Any branched manifold contained in a
genus-g bounding torus (g � 3) must have at least
one branch between each pair of components of the
global Poincaré surface of section between which the
flow is allowed, as summarized by the canonical
form’s transition matrix. New branches can only be
added in a way that is consistent with the canonical
form’s transition matrix, continuity requirements,
and the no intersection condition.
unded by one of the standard dressed tori. Dual labels for the

out singularities

ngularites Holes with singularities Genus

1

1

1

1

aa 3

a2 3

a4 5

abba 5

ab(ab)�1 5

a2b2c2d2 9

an n þ 1

a2n 2n þ 1

(NZ ) a2b2 � � �n2 2n þ 1

B � � �M)�1 (ab � � �m)(ab � � �m)�1 2m þ 1
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In the simplest case, g = 1, a third branch can be
added to a branched manifold with two branches only
if its local torsion differs by 
1 from the adjacent
branch. In addition, the ordering of the new branch
must be consistent with the continuity and no
intersection (ODE uniqueness theorem) requirements.
Embeddings of Bounding Tori

The last level of topological structure needed for the
classification of strange attractors in R3 describes
their embeddings in R3. The classification using
genus-g bounding tori is intrinsic – that is, the
canonical form shows how the flow looks from
inside the torus. Strange attractors, and the tori that
bound them, are actually embedded in R3. For a
complete classification, we must specify not only the
canonical form but also how this form sits in R3.

This program has not yet been completed, but we
illustrate it with the genus-1 bounding torus in
Figure 10. Figure 10a shows the canonical form, and
two different embeddings of it in R3. The embedding
on the left is unknotted. The embedding on the right is
knotted like a figure-8 knot. Extrinsic embeddings of
genus-1 tori are described by tame knots in R3, and
tame knots can be used as ‘‘centerlines’’ for extrinsi-
cally embedded genus-1 tori. Higher-genus (g � 3)
canonical forms – intrinsic genus-g tori dressed with a
(b) (c)

(a)

Figure 10 (a) Canonical form for genus-1 bounding torus.

Extrinsic embeddings of the torus into R3 that are (b) unknotted

and (c) knotted like the figure-8 knot.
canonical flow – have a larger (but discrete) variety of
extrinsic embeddings in R3.
The Embedding Question

The mechanism that nature uses to generate chaotic
behavior in physical systems is not directly observable,
and must be deduced by examining the data that are
generated. Typically, the data consist of a single scalar
time series that is discretely recorded: xi, i = 1, 2, . . . .
In order to exhibit a strange attractor, a mapping of the
data into RN must also be constructed. If the attractor
is low dimensional (dL < 3), one can hope that a
mapping into R3 can be constructed that exhibits no
self-intersections or other degeneracies. Such a map is
called an embedding. Once an embedding in R3 is
available, a topological analysis can be carried out. The
analysis reveals the mechanism that underlies the
creation of the embedded strange attractor.

But how do you know that the mechanism that
generates the observed, embedded strange attractor
has anything to do with the mechanism nature used
to generate the experimental data?

If the embedding is contained in a genus-1 bounding
torus, then the topological mechanism that generates
the data, as defined by some unknown branched
manifold BMEXP, and the topological mechanism that
is identified from the embedded strange attractor
BMEMB, are identical up to three degrees of freedom:
parity, global torsion, and the knot type. As a result, in
this case (genus-1) a topological analysis of embedded
data does reveal nature’s hidden secrets.

See also: Ergodic theory; Fractal dimensions in
dynamics; Generic Properties of Dynamical Systems;
Gravitational N-body Problem (Classical);
Homeomorphisms and Diffeomorphisms of the Circle;
Homoclinic phenomena; Inviscid Flows; Lyapunov
Exponents and Strange Attractors; Nonequilibrium
Statistical Mechanics (Stationary): Overview; Random
Algebraic Geometry, Attractors and Flux Vacua; Random
Matrix Theory in Physics; Regularization for Dynamical
Zeta Functions; Singularity and Bifurcation Theory;
Symmetry and Symmetry Breaking in Dynamical
Systems; Synchronization of Chaos.
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Vector Bundles

Let Vectk(M, F) be the set of isomorphism classes of
real (F = R) or complex (F = C) vector bundles of
rank k over a smooth connected m-dimensional
manifold M. Let

VectðM;FÞ ¼
[
k

VectkðM;FÞ

Principal Bundles – Examples

Let H be a Lie group. A fiber bundle

� : P !M

with fiber H is said to be a principal bundle if there
is a right action of H on P which acts transitively on
the fibers, that is, if P=H = M. If H is a closed
subgroup of a Lie group G, then the natural
projection G! G=H is a principal H bundle over
the homogeneous space G=H. Let O(k) and U(k)
denote the orthogonal and unitary groups, respec-
tively. Let Sk denote the unit sphere in Rkþ1. Then
we have natural principal bundles:

OðkÞ�Oðkþ 1Þ ! Sk

UðkÞ�Uðkþ 1Þ ! S2kþ1

Let RPk and CPk denote the real and complex
projective spaces of lines through the origin in Rkþ1

and Ckþ1, respectively. Let

Z2 ¼ f�Idg � OðkÞ
S1 ¼ f� � Id : j�j ¼ 1g � UðkÞ

One has Z2 and S1 principal bundles:

Z2 ! Sk�1 ! RPk�1

S1 ! S2k�1 ! CPk�1

Frames

A frame s := (s1, . . . , sk) for V 2 Vectk(M, F) over an
open set O �M is a collection of k smooth sections
to V jO so that {s1(P), . . . , sk(P)} is a basis for the
fiber VP of V over any point P 2 O. Given such a
frame s, we can construct a local trivialization which
identifies O� Fk with VjO by the mapping

ðP;�1; . . . ; �kÞ ! �1s1ðPÞ þ � � � þ �kskðPÞ

Conversely, given a local trivialization of V, we can
take the coordinate frame

siðPÞ ¼ P� ð0; . . . ; 0; 1; 0; . . . ; 0Þ

Thus, frames and local trivializations of V are
equivalent notions.

Simple Covers

An open cover {O�} of M, where � ranges over some
indexing set A, is said to be a simple cover if any
finite intersection O�1

\ � � � \ O�k
is either empty or

contractible.
Simple covers always exist. Put a Riemannian

metric on M. If M is compact, then there exists a
uniform � > 0 so that any geodesic ball of radius � is
geodesically convex. The intersection of geodesically
convex sets is either geodesically convex (and hence
contractible) or empty. Thus, covering M by a finite
number of balls of radius � yields a simple cover.
The argument is similar even if M is not compact
where an infinite number of geodesic balls is used
and the radii are allowed to shrink near 1.

Transition Cocycles

Let Hom(F, k) be the set of linear transformations of
Fk and let GL(F, k) � Hom(F, k) be the group of all
invertible linear transformations.

Let {s�} be frames for a vector bundle V over some
open cover {O�} of M. On the intersection O� \ O�,
one may express s� = ��s�, that is

s�;iðPÞ ¼
X

1�j�k

 ��;i
jðPÞs�;jðPÞ
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The maps  �� :O� \ O� ! GL(F, k) satisfy

 �� ¼ Id on O�
 �� ¼  �� �� on O� \ O� \ O�

½1�

Let G be a Lie group. Maps belonging to a
collection { ��} of smooth maps from O� \ O� to G
which satisfy eqn [1] are said to be transition
cocycles with values in G; if G � GL(F, k), they
can be used to define a vector bundle by making
appropriate identifications.

Reducing the Structure Group

If G is a subgroup of GL(F, k), then V is said to have
a G-structure if we can choose frames so the
transition cocycles belong to G; that is, we can
reduce the structure group to G.

Denote the subgroup of orientation-preserving
linear maps by

GLþðR; kÞ :¼ f 2 GLðR; kÞ: detð Þ > 0g

If V 2 Vectk(M, R), then V is said to be orientable if
we can choose the frames so that

 �� 2 GLþðR; kÞ

Not every real vector bundle is orientable; the first
Stiefel–Whitney class sw1(V) 2 H1(M; Z2), which is
defined later, vanishes if and only if V is orientable.
In particular, the Möbius line bundle over the circle
is not orientable.

Similarly, a real (resp. complex) bundle V is
said to be Riemannian (resp. Hermitian) if we can
reduce the structure group to the orthogonal group
O(k) � GL(R, k) (resp. to the unitary group
U(k) � GL(C, k)).

We can use a partition of unity to put a positive-
definite symmetric (resp. Hermitian symmetric) fiber
metric on V. Applying the Gram–Schmidt process
then constructs orthonormal frames and shows that
the structure group can always be reduced to O(k)
(resp. to U(k)); if V is a real vector bundle, then the
structure group can be reduced to the special
orthogonal group SO(k) if and only if V is
orientable.

Lifting the Structure Group

Let � be a representation of a Lie group H to
GL(F, k). One says that the structure group of V can
be lifted to H if there exist frames {s�} for V and
smooth maps 	�� :O� \ O� ! H, so �	�� = ��
where eqn [1] holds for 	.

Spin Structures

For k 	 3, the fundamental group of SO(k) is Z2.
Let Spin(k) be the universal cover of SO(k) and let

� : SpinðkÞ ! SOðkÞ

be the associated double cover; set Spin(2) = S1 and
let �(�) =�2. An oriented bundle V is said to be spin
if the transition functions can be lifted from SO(k)
to Spin(k); this is possible if and only if the second
Stiefel–Whitney class of V, which is defined later,
vanishes. There can be inequivalent spin structures,
which are parametrized by the cohomology group
H1(M; Z2).

The Tangent Bundle of Projective Space

The tangent bundle TRPm of real projective space is
orientable if and only if m is odd; TRPm is spin if
and only if m 
 3 mod 4. If m 
 3 mod 4, there are
two inequivalent spin structures on this bundle as
H1(RPm; Z2) = Z2.

The tangent bundle TCPm of complex projective
space is always orientable; TCPm is spin if and only
if m is odd.

Principal and Associated Bundles

Let H be a Lie group and let

	�� : O� \ O� ! H

be a collection of smooth functions satisfying the
compatibility conditions given in eqn [1]. We define
a principal bundle P by gluing O� �H to O� �H
using 	:

ðP; hÞ� � ðP; 	��ðPÞhÞ� for P 2 O� \ O�

Because right multiplication and left multiplication
commute, right multiplication gives a natural action
of H on P:

ðP; hÞ� � ~h :¼ ðP; h � ~hÞ�
The natural projection P ! P=H = M is an H fiber
bundle.

Let � be a representation of H to GL(F, k). For

 2 P,� 2 Fk, and h 2 H, define a gluing

ð
; �Þ � ð
 � h�1; �ðhÞ�Þ

The associated vector bundle is then given by

P �� Fk :¼ P � Fk=�

Clearly, {�	��} are the transition cocycles of the
vector bundle P �� Fk.
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Frame Bundles

If V is a vector bundle, the associated principal
GL(F, k) bundle is the bundle of all frames; if V is
given an inner product on each fiber, then the
associated principal O(k) or U(k) bundle is the bundle
of orthonormal frames. If V is an oriented Riemannian
vector bundle, the associated principal SO(k) bundle is
the bundle of oriented orthonormal frames.

Direct Sum and Tensor Product

Fiber-wise direct sum (resp. tensor product) defines the
direct sum (resp. tensor product) of vector bundles:

� : VectkðM;FÞ � VectnðM;FÞ
! VectkþnðM;FÞ


 : VectkðM;FÞ � VectnðM;FÞ
! VectknðM;FÞ

The transition cocycles of the direct sum (resp.
tensor product) of two vector bundles are the direct
sum (resp. tensor product) of the transition cocycles
of the respective bundles.

The set of line bundles Vect1(M, F) is a group
under 
. The unit in the group is the trivial line
bundle l := M� F; the inverse of a line bundle L is
the dual line bundle L� := Hom(L, F) since

L
 L� ¼ l

Pullback Bundle

Let � : V !M be the projection associated with
V 2 Vectk(M, F). If f is a smooth map from N to M,
then the pullback bundle f �V is the vector bundle
over N which is defined by setting

f �V :¼ fðP; vÞ 2 N � V : f ðPÞ ¼ �ðvÞg

The fiber of f �V over P is the fiber of V over f (P).
Let {s�} be local frames for V over an open cover

{O�} of M. For P 2 f�1(O�), define

ff �s�gðPÞ :¼ ðP; s�ðf ðPÞÞÞ

This gives a collection of frames for f �V over the
open cover {f�1(O�)} of N. Let

f � �� :¼  �� � f

be the pullback of the transition functions. Then

ff �s�gðPÞ ¼ ðP;  ��ðf ðPÞÞs�ðf ðPÞÞÞ
¼ fðf � ��Þðf �s�ÞgðPÞ

This shows that the pullback of the transition
functions for V are the transition functions of the
pullback f �(V).

Homotopy

Two smooth maps f0 and f1 from N to M are
said to be homotopic if there exists a smooth map
F : N � I !M so that f0(P) = F(P, 0) and so that
f1(P) = F(P, 1). If f0 and f1 are homotopic maps from
N to M, then f �1 V is isomorphic to f �2 V.

Let [N, M] be the set of all homotopy classes
of smooth maps from N to M. The association
V ! f �V induces a natural map

½N;M� � VectkðM;FÞ ! VectkðN;FÞ

If M is contractible, then the identity map is
homotopic to the constant map c. Consequently,
V = Id�V is isomorphic to c�V = M� Fk. Thus, any
vector bundle over a contractible manifold is trivial.
In particular, if {O�} is a simple cover of M and if
V 2 Vect(M, F), then VjO� is trivial for each �. This
shows that a simple cover is a trivializing cover for
every V 2 Vect(M, F).

Stabilization

Let l 2 Vect1(M, F) denote the isomorphism class of
the trivial line bundle M� F over an m-dimensional
manifold M. The map V ! V � l induces a stabili-
zation map

s : VectkðM;FÞ ! Vectkþ1ðM;FÞ

which induces an isomorphism

VectkðM;RÞ ¼ Vectkþ1ðM;RÞ for k > m

VectkðM;CÞ ¼ Vectkþ1ðM;CÞ for 2k > m
½2�

These values of k comprise the stable range.

The K-Theory

The direct sum � and tensor product 
 make
Vect(M, F) into a semiring; we denote the associated
ring defined by the Grothendieck construction by
KF(M). If V 2 Vect(M, F), let [V] 2 KF(M) be the
corresponding element of K-theory; KF(M) is gener-
ated by formal differences [V1]� [V2]; such formal
differences are called virtual bundles.

The Grothendieck construction (see K-theory)
introduces nontrivial relations. Let Sm denote the
standard sphere in Rmþ1. Since

TðSmÞ � l ¼ ðmþ 1Þl

we can easily see that [TSm] = m[ l ] in KR(Sm),
despite the fact that T(Sm) is not isomorphic to ml
for m 6¼ 1, 3, 7.

Let L denote the nontrivial real line bundle over
RPk. Then TRPk � l = (kþ 1)L, so

½TRPk� ¼ ðkþ 1Þ½L� � ½ l �
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The map V ! Rank(V) extends to a surjective
map from KF(M) to Z. We denote the associated
ideal of virtual bundles of virtual rank 0 byfKFðMÞ :¼ kerðRankÞ

In the stable range, V ! [V]� k[ l ] identifies

VectkðM;RÞ ¼gKRðMÞ if k > m

VectkðM;CÞ ¼gKCðMÞ if 2k > m
½3�

These groups contain nontrivial torsion. Let L be the
nontrivial real line bundle over RPk. ThengKRðRPkÞ ¼ Z � f½L� � ½ l �g=2�ðkÞZf½L� � ½ l �g

where �(k) is the Adams number.

Classifying Spaces

Let Grk(F, n) be the Grassmannian of k-dimensional
subspaces of Fn. By mapping a k-plane � in Fn to the
corresponding orthogonal projection on �, we can
identify Grk(F, n) with the set of orthogonal projec-
tions of rank k:

f
 2 HomðFnÞ: 
2 ¼ 
; 
� ¼ 
; trð
Þ ¼ kg

There is a natural associated tautological k-plane
bundle

VkðF; nÞ 2 VectkðGrkðF; nÞ;FÞ

whose fiber over a k-plane � is the k-plane itself:

VkðF; nÞ :¼ fð
; xÞ 2 HomðFnÞ � Fn : 
x ¼ xg

Let [M, Grk(F, n)] denote the set of homotopy
equivalence classes of smooth maps f from M to
Grk(F, n). Since [f1] = [f2] implies that f �1 V is
isomorphic to f �2 V, the association

f ! f �VkðF; nÞ 2 VectkðM;FÞ

induces a map

½M;GrkðF; nÞ� ! VectkðM;FÞ

This map defines a natural equivalence of functors
in the stable range:

½M;GrkðR; � þ kÞ� ¼ VectkðM;RÞ for � > m

½M;GrkðC; � þ kÞ� ¼ VectkðM;CÞ for 2� > m
½4�

The natural inclusion of Fn in Fnþ1 induces natural
inclusions

GrkðF; nÞ�GrkðF; nþ 1Þ
VkðF; nÞ�VkðF; nþ 1Þ

½5�

Let Grk(F,1) and Vk(F,1) be the direct limit
spaces under these inclusions; these are the infinite-
dimensional Grassmannians and classifying bundles,

respectively. The topology on these spaces is the
weak or inductive topology. The Grassmannians are
called classifying spaces. The isomorphisms of
eqn [4] are compatible with the inclusions of eqn [5]
and we have

½M;GrkðF;1Þ� ¼ VectkðM;FÞ ½6�

Spaces with Finite Covering Dimension

A metric space X is said to have a covering
dimension at most m if, given any open cover {U�}
of X, there exists a refinement {O�} of the cover so
that any intersection of more than mþ 1 of the {O�}
is empty. For example, any manifold of dimension
m has covering dimension at most m. More
generally, any m-dimensional cell complex has
covering dimension at most m.

The isomorphisms of [2]–[4], and [6] continue to
hold under the weaker assumption that M is a metric
space with covering dimension at most m.

Characteristic Classes of Vector
Bundles

The Cohomology of Grk (F,1)

The cohomology algebras of the Grassmannians are
polynomial algebras on suitably chosen generators:

H�ðGrkðR;1Þ; Z2Þ ¼ Z2½sw1; . . . ; swk�
H�ðGrkðC;1Þ; ZÞ ¼ Z½c1; . . . ; ck�

½7�

The Stiefel–Whitney Classes

Let V 2 Vectk(M, R). We use eqn [6] to find
� : M! Grk(R,1) which classifies V; the map �
is uniquely determined up to homotopy and, using
eqn [7], one sets

swiðVÞ :¼ ��swi 2 HiðM; Z2Þ

The total Stiefel–Whitney class is then defined by

swðVÞ ¼ 1þ sw1ðVÞ þ � � � þ swkðVÞ

The Stiefel–Whitney class has the properties:

1. If f : X1 ! X2, then f �(sw(V)) = sw(f �V).
2. sw(V �W) = sw(V)sw(W).
3. If L is the Möbius bundle over S1, then sw1(L)

generates H1(S1; Z2) = Z2.

The cohomology algebra of real projective space
is a truncated polynomial algebra:

H�ðRPk; Z2Þ ¼ Z2½x�=xkþ1 ¼ 0
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Since TRPk � l = (kþ 1)L, one has

swðTRPkÞ ¼ ð1þ xÞkþ1

¼ 1þ kxþ ðkþ 1Þk
2

x2 þ � � � ½8�

Orientability and Spin Structures

The Stiefel–Whitney classes have real geometric
meaning. For example, sw1(V) = 0 if and only if V
is orientable; if sw1(V) = 0, then sw2(V) = 0 if and
only if V admits a spin structure. With reference to
the discussion on the tangent bundle or projective
space, eqn [8] yields

sw1ðTRPkÞ ¼ 0 if k 
 0 mod 2
x if k 
 1 mod 2

�
Thus, RPk is orientable if and only if k is odd.
Furthermore,

sw2ðTRPkÞ ¼ 0 if k 
 3 mod 4
x if k 
 1 mod 4

�
Thus, TRPk is spin if and only if k 
 3 mod 4.

Chern Classes

Let V 2 Vectk(M, C). We use eqn [6] to find
� : M! Grk(C,1) which classifies V; the map �
is uniquely determined up to homotopy and, using
eqn [7], one sets

ciðVÞ :¼ ��ci 2 H2iðM; ZÞ

The total Chern class is then defined by

cðVÞ :¼ 1þ c1ðVÞ þ � � � þ ckðVÞ

The Chern class has the properties:

1. If f : X1 ! X2, then f �(c(V)) = c(f �V).
2. c(V �W) = c(V)c(W).
3. Let L be the classifying line bundle over

S2 = CP1. Then
R

S2 c1(L) = �1.

The cohomology algebra of complex projective
space also is a truncated polynomial algebra

H�ðCPk; ZÞ ¼ Z½x�=xkþ1

where x = c1(L) and L is the complex classifying line
bundle over CPk = Gr1(C, kþ 1). If TcCPk is the
complex tangent bundle, then

cðTcCPkÞ ¼ ð1þ xÞkþ1

The Pontrjagin Classes

Let V be a real vector bundle over a topological
space X of rank r = 2k or r = 2kþ 1. The Pontrjagin

classes pi(V) 2 H4i(X; Z) are characterized by the
properties:

1. p(V) = 1þ p1(V)þ � � � þ pk(V).
2. If f : X1 ! X2, then f �(p(V)) = p(f �V).
3. p(V �W) = p(V)p(W) mod elements of order 2.
4.
R

CP2 p1(TCP2) = 3.

We can complexify a real vector bundle V to
construct an associated complex vector bundle VC.
We have

piðVÞ :¼ ð�1Þic2iðVCÞ

Conversely, if V is a complex vector bundle, we can
construct an underlying real vector bundle VR by
forgetting the underlying complex structure. Mod-
ulo elements of order 2, we have

pðVRÞ ¼ cðVÞcðV�Þ

Let TCPk be the real tangent bundle of complex
projective space. Then

pðTCPkÞ ¼ ð1� x2Þkþ1

Line Bundles

Tensor product makes Vect1(M, F) into an abelian
group. One has natural equivalences of functors
which are group homomorphisms:

sw1 : Vect1ðM;RÞ ! H1ðM; Z2Þ
c1 : Vect1ðM;CÞ ! H2ðM; ZÞ

A real line bundle L is trivial if and only if it is
orientable or, equivalently, if sw1(L) vanishes. A
complex line bundle L is trivial if and only if
c1(L) = 0. There are nontrivial vector bundles with
vanishing Stiefel–Whitney classes of rank k > 1. For
example, swi(TSk) = 0 for i > 0 despite the fact that
TSk is trivial if and only if k = 1, 3, 7.

Curvature and Characteristic Classes

de Rham Cohomology

We can replace the coefficient group Z by C at the cost
of losing information concerning torsion. Thus, we
may regard pi(V) 2 H4i(M; C) if V is real or ci(V) 2
H2i(M; C) if V is complex. Let M be a smooth
manifold. Let C1�pM be the space of smooth
p-forms and let

d : C1�pM! C1�pþ1M
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be the exterior derivative. The de Rham cohomology
groups are then defined by

Hp
deRðMÞ :¼ kerðd : C1�pM! C1�pþ1MÞ

imðd : C1�p�1M! C1�pMÞ

The de Rham theorem identifies the topological
cohomology groups Hp(M; C) with the de Rham
cohomology groups Hp

deR(M) which are given
differential geometrically.

Given a connection on V, the Chern–Weyl theory
enables us to compute Pontrjagin and Chern classes in
de Rham cohomology in terms of curvature.

Connections

Let V be a vector bundle over M. A connection

r : C1ðVÞ ! C1ðT�M
 VÞ

on V is a first-order partial differential operator
which satisfies the Leibnitz rule, that is, if s is a
smooth section to V and if f is a smooth function
on M,

rðfsÞ ¼ df 
 sþ frs

If X is a tangent vector field, we define

rXs ¼ hX;rsi

where h� , �i denotes the natural pairing between the
tangent and cotangent spaces. This generalizes to the
bundle setting the notion of a directional derivative
and has the properties:

1. rfXs = frXs.
2. rX(fs) = X(f )sþ frXs.
3. rX1þX2

s =rX1
sþrX2

s.
4. rX(s1 þ s2) =rXs1 þrXs2.

The Curvature 2-Form

Let !p be a smooth p-form. Then

r : C1ð�pM
 VÞ ! C1ð�pþ1M
 VÞ

can be extended by defining

rð!p 
 sÞ ¼ d!p 
 sþ ð�1Þp!p ^rs

In contrast to ordinary exterior differentiation, r2

need not vanish. We set

�ðsÞ :¼ r2s

This is not a second-order partial differential
operator; it is a zeroth-order operator, that is,

�ðfsÞ ¼ ddf 
 s� df ^rsþ df ^ rsþ fr2s

¼ f�ðsÞ

The curvature operator � can also be computed
locally. Let (si) be a local frame. Expand

rsi ¼
X

j

!
j
i 
 sj

to define the connection 1-form !. One then has

r2si ¼ d!
j
i � !k

i ^ !
j
k

� �

 sk

and so

�
j
i ¼ d!

j
i � !k

i ^ !
j
k

If s̃ = 
js
i j is another local frame, we compute

~! ¼ dgg�1 þ g!g�1 and ~� ¼ g�g�1

Although the connection 1-form ! is not tensorial, the
curvature is an invariantly defined 2-form-valued
endomorphism of V.

Unitary Connections

Let (� , �) be a nondegenerate Hermitian inner product
on V. We say that r is a unitary connection if

ðrs1; s2Þ þ ðs1;rs2Þ ¼ dðs1; s2Þ

Such connections always exist and, relative to a
local orthonormal frame, the curvature is skew-
symmetric, that is,

�þ �� ¼ 0

Thus, � can be regarded as a 2-form-valued element
of the Lie algebra of the structure group, O(V) in the
real setting or U(V) in the complex setting.

Projections

We can always embed V in a trivial bundle 1� of
dimension �; let �V be the orthogonal projection on
V. We project the flat connection to V to define a
natural connection on V. For example, if M is
embedded isometrically in the Euclidean space R�,
this construction gives the Levi-Civita connection on
the tangent bundle TM. The curvature of this
connection is then given by

� ¼ �V d�V d�V

Let VP be the fiber of V over a point P 2M. The
inclusion i : V � Rn defines the classifying map
f : P! Grk(R, n) where we set

f ðPÞ ¼ iðVPÞ
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Chern–Weyl Theory

Let r be a Riemannian connection on a real vector
bundle V of rank k. We set

pð�Þ :¼ det I þ 1

2�
�

� �
Let �T denote the transpose matrix of differential
form. Since �þ �T = 0, the polynomials of odd
degree in � vanish and we may expand

pð�Þ ¼ 1þ p1ð�Þ þ � � � þ prð�Þ

where k = 2r or k = 2rþ 1 and the differential forms
pi(�) 2 C1�4i(M) are forms of degree 4i.

Changing the gauge (i.e., the local frame) replaces
� by g�g�1 and hence p(�) is independent of the
local frame chosen. One can show that dpi(�) = 0;
let [pi(�)] denote the corresponding element of de
Rham cohomology. This is independent of the
particular connection chosen and [pi(�)] represents
pi(V) in H4i(M; C).

Similarly, let V be a complex vector bundle of
rank k with a Hermitian connection r. Set

cð�Þ :¼ det I þ
ffiffiffiffiffiffiffi
�1
p

2�
�

 !
¼ 1þ c1ð�Þ þ � � � þ ckð�Þ

Again ci(�) is independent of the local gauge and
dci(�) = 0. The de Rham cohomology class [ci(�)]
represents ci(V) in H2i(M; C).

The Chern Character

The total Chern character is defined by the formal
sum

chð�Þ :¼ trðe
ffiffiffiffiffi
�1
p

�=2�Þ

¼
X
�

ð
ffiffiffiffiffiffiffi
�1
p

Þ�

ð2�Þ��!
trð��Þ

¼ ch0ð�Þ þ ch1ð�Þ þ � � �

Let ch(V) = [ch(�)] denote the associated de Rham
cohomology class; it is independent of the particular
connection chosen. We then have the relations

chðV �WÞ ¼ chðVÞ þ chðWÞ
chðV 
WÞ ¼ chðVÞchðWÞ

The Chern character extends to a ring isomorph-
ism from KU(M)
Q to He(M; Q), which is a
natural equivalence of functors; modulo torsion,
K theory and cohomology are the same functors.

Other Characteristic Classes

The Chern character is defined by the exponential
function. There are other characteristic classes
which appear in the index theorem that are defined
using other generating functions that appear in
index theory. Let x := (x1, . . . ) be a collection of
indeterminates. Let s�(x) be the �th elementary
symmetric function;Y

�

ð1þ x�Þ ¼ 1þ s1ðxÞ þ s2ðxÞ þ � � �

For a diagonal matrix A := diag(�1, . . . ), denote the
normalized eigenvalues by xj :=

ffiffiffiffiffiffiffi
�1
p

�j=2�. Then

cðAÞ ¼ det 1þ
ffiffiffiffiffiffiffi
�1
p

2�
A

 !
¼ 1þ s1ðxÞ þ � � �

Thus, the Chern class corresponds in a certain sense
to the elementary symmetric functions.

Let f (x) be a symmetric polynomial or more
generally a formal power series which is symmetric.
We can express f (x) = F(s1(x), . . . ) in terms of the
elementary symmetric functions and define
f (�) = F(c1(�), . . . ) by substitution. For example,
the Chern character is defined by the generating
function

f ðxÞ :¼
Xk

�¼1

ex�

The Todd class is defined using a different
generating function:

tdðxÞ :¼
Y
�

x�ð1� e�x� Þ�1

¼ 1þ td1ðxÞ þ � � �

If V is a real vector bundle, we can define
some additional characteristic classes similarly. Let
{�

ffiffiffiffiffiffiffi
�1
p

�1, . . . } be the nonzero eigenvalues of a
skew-symmetric matrix A. We set xj =� �j=2�
and define the Hirzebruch polynomial L and the Â
genus by

LðxÞ :¼
Y
�

x�
tanhðx�Þ

¼ 1þ L1ðxÞ þ L2ðxÞ þ � � �

ÂðxÞ :¼
Y
�

x�
2 sinhðð1=2Þx�Þ

¼ 1þ Â1ðxÞ þ Â2ðxÞ þ � � �

The generating functions

x

tanhðxÞ and
x

2 sinhðð1=2ÞxÞ
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are even functions of x, so the ambiguity in the
choice of sign in the eigenvalues plays no role. This
defines characteristic classes

LiðVÞ 2 H4iðM; CÞ and ÂiðVÞ 2 H4iðM; CÞ

Summary of Formulas

We summarize below some of the formulas in terms
of characteristic classes:

1. c1(�) =

ffiffiffiffiffiffiffi
�1
p

tr(�)

2�
,

2. c2(�) =
1

8�2
{tr(�2)� tr(�)2},

3. p1(�) = � 1

8�2
tr(�2),

4. ch(V) = kþ c1 þ
c2

1 � 2c2

2
þ � � �

� �
(V),

5. td(V)= 1þc1

2
þ (c2

1þ c2)

12
þ c1c2

24
þ�� �

� �
(V),

6. Â(V) = 1� p1

24
þ 7p2

1 � 4p2

5760
þ � � �

� �
(V),

7. L(V) = 1þ p1

3
þ 7p2 � p2

1

45
þ � � �

� �
(V),

8. td(V �W) = td(V)td(W),

9. Â(V �W) = Â(V)Â(W),

10. L(V �W) = L(V)L(W).

The Euler Form

So far, this article has dealt with the structure groups
O(k) in the real setting and U(k) in the complex
setting. There is one final characteristic class which
arises from the structure group SO(k). Suppose k = 2n
is even. While a real antisymmetric matrix A of shape
2n� 2n cannot be diagonalized, it can be put in block
off 2-diagonal form with blocks,

0 ��
��� 0

� �
The top Pontrjagin class pn(A) = x2

1 � � � x2
n is a perfect

square. The Euler class

e2nðAÞ :¼ x1 � � � xn

is the square root of pn. If V is an oriented vector
bundle of dimension 2n, then

e2nðVÞ 2 H2nðM; CÞ

is a well-defined characteristic class satisfying
e2n(V)2 = pn(V).

If V is the underlying real oriented vector bundle
of a complex vector bundle W,

e2nðVÞ ¼ cnðWÞ

If M is an even-dimensional manifold, let em(M) :=
em(TM). If we reverse the local orientation of M,
then em(M) changes sign. Consequently, em(M) is a
measure rather than an m-form; we can use the
Riemannian measure on M to regard em(M) as a
scalar. Let Rijkl be the components of the curvature of
the Levi-Civita connection with respect to some local
orthonormal frame field; we adopt the convention
that R1221 = 1 on the standard sphere S2 in R3. If
"I,J := (eI, eJ) is the totally antisymmetric tensor, then

e2n :¼
X
I; J

"I;JRi1i2j2j1 � � �Rim�1imjmjm�1

ð8�Þnn!

Let R := Rijji and �ij := Rikkj be the scalar curvature
and the Ricci tensor, respectively. Then

e2 ¼
1

4�
R

e4 ¼
1

32�2
ðR2 � 4j�j2 þ jRj2Þ

Characteristic Classes of Principal
Bundles

Let g be the Lie algebra of a compact Lie group G.
Let � :P !M be a principal G bundle over M. For

 2 P, let

V
 :¼ ker �� : T
P ! T�
M and H
 :¼ V?

be the vertical and horizontal distributions of the
projection �, respectively. We assume that the metric
on P is chosen to be G-invariant and such that
�� :H
 ! T�
M is an isometry; thus, � is a Rieman-
nian submersion. If F is a tangent vector field on M,
let HF be the corresponding vertical lift. Let �V be
orthogonal projection on the distribution V. The
curvature is defined by

�ðF1; F2Þ ¼ �V½HðF1Þ;HðF2Þ�

the horizontal distributionH is integrable if and only if
the curvature vanishes. Since the metric is G-invariant,
�(F1, F2) is invariant under the group action. We may
use a local section s to P over a contractible coordinate
chart O to split ��1O=O�G. This permits us to
identify V with TG and to regard � as a g-valued
2-form. If we replace the section s by a section s̃, then
�̃ = g�g�1 changes by the adjoint action of G on g.

If V is a real or complex vector bundle over M,
we can put a fiber metric on V to reduce the
structure group to the orthogonal group O(r) in the
real setting or the unitary group U(r) in the complex
setting. Let PV be the associated frame bundle. A
Riemannian connection r on V induces an invariant
splitting of TPV =V �H and defines a natural
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metric on PV ; the curvature � of the connection r
defined here agrees with the definition previously.

Let Q(G) be the algebra of all polynomials on
g which are invariant under the adjoint action. If
Q 2 Q(G), then Q(�) is well defined. One has
dQ(�) = 0. Furthermore, the de Rham cohomology
class Q(P) := [Q(�)] is independent of the particular
connection chosen. We have

QðUðkÞÞ ¼ C½c1; . . . ; ck�
QðSUðkÞÞ ¼ C½c2; . . . ; ck�
QðOð2kÞÞ ¼ C½p1; . . . ; pk�

QðOð2kþ 1ÞÞ ¼ C½p1; . . . ; pk�
QðSOð2kÞÞ ¼ C½p1; . . . ; pk; ek�=e2

k ¼ pk

QðSOð2kþ 1ÞÞ ¼ C½p1; . . . ; pk�

Thus, for this category of groups, no new character-
istic classes ensue. Since the invariants are Lie-
algebra theoretic in nature,

QðSpinðkÞÞ ¼ QðSOðkÞÞ

Other groups, of course, give rise to different
characteristic rings of invariants.
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Introduction

The relationship between topological invariants and
functional integrals from quantum Chern–Simons
theory discovered by Witten (1989) raised several

challenges for mathematicians. Most of the tremen-
dous amount of mathematical activity generated by
Witten’s discovery has been concerned primarily with
issues that arise after one has accepted the functional
integral as a formal object. This has left, as an
important challenge, the task of giving rigorous
meaning to the functional integrals themselves and to
rigorously derive their relation to topological invar-
iants. The present article will discuss efforts to put the
functional integral itself on a rigorous basis.
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Chern–Simons Functional Integrals

We shall describe here the typical Chern–Simons
functional integral. For the purposes of this article,
we will confine ourselves to a simpler setting rather
than the most general possible one. In fact, we shall
work with fields over three-dimensional Euclidean
space R3 (instead of a general 3-manifold).

The typical Chern–Simons functional integral is of
the formZ

A
eiðk=4�ÞSCSðAÞWC1;R1

ðAÞ . . . WCn;Rn
ðAÞDA ½1�

Our objective in this section will be to specify what
the terms in this formal integral mean. Very briefly,
the integration is with respect to a formal ‘‘Lebesgue
measure’’ on A, an infinite-dimensional space of
geometric objects A called connections over R3 with
values in the Lie algebra LG of a group G. In the
first term in the integrand, in the exponent, k is a
real number, and SCS(A) is the Chern–Simons action
for the connection A. Each term WCi,Ri

(A) is a
Wilson loop observable, the trace in some represen-
tation Ri of the holonomy of the connection A
around the loop Ci. The entire integral, formal
though it may be, provides an invariant associated
with the system of loops C1, . . . , Cn.

Let G be a compact Lie group; for ease of
exposition, let us take G to be a closed, connected
subgroup of U(n). Thus, each element of G is an
n� n complex matrix g with g�g = I, the identity.
The Lie algebra LG consists of all n� n matrices A
which are skew-Hermitian, that is, satisfy A�= �A,
and for which etA 2 G for all real numbers t. On LG
there is a convenient inner product given by

hA;Bi ¼ trðAB�Þ

This inner product is invariant under the conjuga-
tion action of the group G on its Lie algebra LG.

By a connection over R3 we shall mean a C1

1-form with values in LG. The set of all connections
is an affine (in our case, actually a linear) space A. If
A 2 A, then define

SCSðAÞ ¼
Z

R3
trðA ^ dAþ 2

3A ^ A ^ AÞ ½2�

This is, up to constant multiple, the Chern–Simons
action functional.

Let A be a connection and consider a piecewise
smooth path

C : ½0; 1� ! R3

With this one can associate a G-valued path [0,1]!
G : t 7! g(t) 2 G satisfying the differential equation

g0ðtÞgðtÞ�1 ¼ �AðC0ðtÞÞ

subject to the initial condition g(0) = I, the identity.
The path t 7! g(t) describes parallel transport along C
by the connection A. If C is a loop then the final value
g(1) is the holonomy of A around C. If R is a repre-
sentation of G on some finite-dimensional vector space
then the trace of R(g(1)) is the Wilson loop observable:

WC;RðAÞ ¼ trðRðgð1ÞÞÞ ½3�

Thus, we have specified the meaning of the terms
appearing in the formal integral [1], where
C1, . . . , Cn of eqn [1] form a link (a family of
nonintersecting, imbedded loops) in R3 and
R1, . . . , Rn are finite-dimensional representations of
G. Witten showed that, at least for suitable values of
k, integrals of this form ought to produce topologi-
cal invariants, which he identified, for the link.

The integral [1] is problematic for several reasons.
First, there is no reasonable and useful analog of
Lebesgue measure on an infinite-dimensional space.
Even if one were to regularize this measure in some
simple way, one would run into the problem that the
measure would not live on the space of smooth
connections, and so the integrand would become
meaningless.

There are several different approaches to a
mathematical interpretation of [1]. The approach
that is often taken in practice is to simply ignore the
analytical problem and define the value of the
integral [1] to be what Witten’s calculations have
given. One approach, used, for instance, by Bar-
Natan (1995) is to expand the integrand in a series
and relate each individual integral in this expansion
separately to topological invariants. Discrete
approximation procedures to the continuum integral
have also been explored. In the abelian case, infinite-
dimensional oscillatory integral techniques have
been used to understand the functional integral.
Fröhlich and King (1999) showed the possibility of
interpreting parallel transport using ideas from
stochastic differential equations. Such an approach
has been used successfully in the case of two-
dimensional Yang–Mills theory, where the func-
tional integral actually corresponds to integration
with respect to a measure. In this article, we focus
on a method of understanding the normalized
Chern–Simons functional integral in terms
of infinite-dimensional distribution theory and
examining some ideas for understanding Wilson
loop expectation values in this setting.

Infinite Dimensional Distributions

Let (x0, x1, x2) denote the usual coordinates on R3.
Gauge symmetry, an issue which will not be
examined here, may be used to simplify the problem
of the Chern–Simons integral. In particular, one
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need only focus on connections which vanish in the
x2-direction, that is, connections of the form
A = A0dx0 þ A1dx1. For such A, the triple wedge-
product term in the Chern–Simons action disap-
pears, and we are left with the quadratic expression:

SCSðAÞ ¼
Z

R3
trðA ^ dAÞ ½4�

This is good, since the functional integral now
involves a quadratic exponent and so stands a good
chance of rigorous realization, just as Gaussian
measure can be given rigorous meaning in infinite
dimensions. However, in the Chern–Simons situa-
tion, there is no hope of actually getting a measure,
not even a complex measure.

The next best thing to a measure is a distribution
or ‘‘generalized function.’’ A distribution over a space
Y is a continuous linear functional on a topological
vector space of functions on Y. Thus, the objective is
to realize the Chern–Simons functional integral as a
continuous linear functional on some space of test
functions over A (more precisely, on an extension of
A). Before turning to the specific case of the Chern–
Simons integral, let us examine some elements of the
theory of infinite-dimensional distributions, in as
much as they are relevant to our needs.

Let us consider a Hilbert space E0, and a positive
Hilbert–Schmidt operator T on E0. For each integer
p � 0, let Ep = Tp(E0), which is a Hilbert space with
the inner product hx, yip = hT�px, T�pyi. Then we
have the chain of inclusions

E ¼
\
p�1

Ep � � � � E2 � E1 � E0 ½5�

with each inclusion Epþ1!Ep being Hilbert–
Schmidt. Let E�p = E0p be the topological dual of Ep,
the space of continuous linear functionals on Ep, and
let E0 be the topological dual of E, where the latter is
given the topology generated by all the norms k�kp.
Then we have the inclusions

E0 ’ E00 � E�1 � E�2 �� � �� E0 ¼
[
p�0

E�p ½6�

For each x 2 E there is the evaluation map
x̂ : E0 !R :� 7!�(x). A very special case of a general
theorem of Minlos guarantees that on the dual E0 there
is a measure � on the sigma algeba generated by all the
functions x̂ such that each x̂ is a Gaussian random
variable of mean zero and variance jxj20, that is,Z

E0
eitx̂ d� ¼ e�t2jxj20=2

for all x 2 E and t 2 R. This measure � is the
standard Gaussian measure on E0 for the infinite-
dimensional nuclear space E.

The inner products h� , �ip give rise to a nuclear space
structure on function spaces over E. Let U be the
algebra of functions on E0 generated by the exponen-
tials e�x̂, with x running over E and � over C. For each
p � 0, there is an inner product hh� , �iip on U such that

e�x̂��2jxj2p=2; e�ŷ��2jyj2p=2
D ED E

p
¼ e���hx;yip ½7�

For p = 0 the left-hand side coincides with the L2(�)
inner product. Let [E]p be the Hilbert space
completion of U in the hh� , �iip inner product. Then

� � � ½E�3 � ½E�2 � ½E�1 � ½E�0 ¼ L2ðE0; �Þ ½8�

Let [E] = \p� 0 [E]p, equipped with topology from all
the norms k�kp, and [E]0 its topological dual.
Elements of [E]0, being continuous linear functionals
on the ‘‘test function space’’ [E], are called distribu-
tions over E, in the language of white-noise analysis.

A fundamental tool in the study of infinite-
dimensional distributions is the S-transform. This
generalizes the traditional Segal–Bargmann trans-
form from the L2-setting to the context of distribu-
tions. Let Ec be the complexification of E. The inner
product h� , �i0 on E extends to a complex-bilinear
pairing Ec � Ec!C : (z, w) 7! z �w. The evaluation
pairing E0 � E!R also extends naturally to the
complexifications. For � a distribution belonging to
[E]0, define a function S� on E by

S�ðzÞ ¼ �ðczÞ

for all z 2 Ec. Here cz is the coherent state function on
E0 given by cz(�) = e�(z)�(1=2)z�z. A fundamental and
useful result in white-noise analysis, due originally to
Potthoff and Streit, specifies the range of the transform
S and allows reconstruction of a distribution � from
the function S�. Briefly, the range of S consists of
functions which are holomorphic, in an appropriate
sense, and have at most quadratic exponential growth.
In particular, this theorem implies that a function of the
form z 7! eaz�z, for any constant a, is in the range of �.

Rigorous Realization of Chern–Simons
Integrals

We return to the Chern–Simons context. As men-
tioned earlier, gauge symmetry may be invoked to
reduce the space of connections to the smaller space:

E ¼ X	X ½9�

where X =S(R3)
 LG is the space of rapidly
decreasing functions with values in the Lie algebra
LG. Let

T1 ¼ � d2

dx2
þ x2

4

 !�1
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as a linear operator on L2(R3), T2 = T
3
1 
 I the

induced operator on L2(R3)
 LG, and T = T2 	 T2.
Then, as described in the preceding section, we have
the space E and its dual E0. There is then the
standard Gaussian measure � on E0, and the space
[E]0 of distributions over E0.

The normalized Chern–Simons integral may be
viewed as a linear functional

�CS : F 7! 1

N

Z
E

eiðk=4�ÞSCSðAÞFðAÞDA ½10�

where N is a ‘‘normalizing’’ factor. Rigorous mean-
ing can be given to this by first formally working out
what the S-transform of �CS ought to be. Calcula-
tion shows that S� is indeed a holomorphic function
on Ec of quadratic growth. The Potthoff–Streit
theorem then implies that �CS does exist as a
distribution in the space [E]0. Let us examine this
in some more detail.

As before, we take A to be of the form
A = A0dx0 þ A1dx1, with the component A2 equal
to 0. Integration by parts shows that

k

4�
SCSðAÞ ¼ �

k

2�

Z
R3

trðA0@2A1Þ dvol ½11�

A formal computation reveals that S(�CS)(j) should
be given by

exp
2�i

k
tr j0@

�1
2 j1

� �� �
½12�

where j = (j0, j1), and

@�1
2 f ðxÞ ¼ 1

2

Z
ds½1ð�1;x2�ðsÞ � 1½x2;1ÞðsÞ� f ðx0; x1; sÞ

The Potthoff–Streit criterion implies the existence of
a distribution �CS, whose S-transform is given by the
above expression.

The distribution �CS is, however, not a suffi-
ciently powerful object to allow determination of
the Wilson loop expectations that one would really
like to have. For instance, �CS does not live on the
space of smooth connections and so the meaning of
parallel transport needs to be defined. The state of
knowledge, at the rigorous level, at this point is still
evolving, with progress reported by A. Hahn. We
describe some ideas for the Wilson loop expecta-
tions in the following.

The strategy for defining parallel transport along
a path is to smear out the path by means of bump
functions and essentially replace the path by a path
of test functions in E. The description given here is
mainly for the case of abelian G. Choose first a C1

non-negative bump function  on R3, vanishing
outside the unit ball and having L1 norm equal to 1.
For � > 0, let  � be the scaled bump function given

by  �(x) = ��3 (x=�). Next, for a smooth loop
[0, 1]! l(t) = (l0(t), l1(t), l2(t)), let l�(t) = �( � �l(t)),
the scaled bump function centered now at the path
point l(t). Now consider a generalized connection
A = (A0, A1) 2 E0. Set

Bl�

AðtÞ ¼ A0ðl�ðtÞÞl0ðtÞ0 þ A1ðl�ðtÞÞl0ðtÞ1 ½13�

The equation of parallel transport can be reformu-
lated as a differential equation for a matrix-valued
path t 7!Pl�

A(t) satisfying

d

dt
Pl�

AðtÞ þ Bl�

AðtÞPl�

AðtÞ ¼ 0 ½14�

and the initial condition Pl�

A(t) = I. With this smear-
ing, one can consider functions of the form

W�ðL; AÞ ¼
Yn
i¼1

trðPl�
i ðAÞÞ ½15�

for a link L consisting of loops l1, . . . , ln, instead of
the classical Wilson loop variable.

At this stage, it would be natural to consider
taking �#0 in �(W�(L)). However, this is still
problematic. A further regularization is needed,
roughly corresponding to the geometric notion of
framing. In the definition of �CS, alteration is made
to the quadratic form Q(j, j) in the exponent which
appears in the expression for S(�CS), replacing it
with Q(j,��s j), where {�s}s>0 is a family of suitable
diffeomorphisms of R3, with �0 being the identity.
In a sense, this splits a single loop l into l and a
neighboring loop �s � l. At the end, one has to take
s#0. The resulting limiting value is the expected
link-invariant. We shall not go into the case of
nonabelian G, which is more complex, for which
work continues to be in progress.

Infinite-dimensional distributions can be used to
formulate a rigorous theory for normalized Chern–
Simons functional integrals. The more specific ques-
tions raised by the Wilson-loop integrals in this setting
opens up new problems for further developments in
the distribution theory, connecting geometry, topol-
ogy, and infinite-dimensional analysis.
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Classical groups are Lie groups corresponding to
three classical geometries – linear, metric, and
symplectic. Let us start with the complex field C.
We consider the linear space Cn and the group
GL(n; C) of its automorphisms – nondegenerate
(invertible) linear transformations. The complex
linear metric space is the space Cn endowed by a
nondegenerate symmetric bilinear form; the orthogo-
nal group O(n; C) is the subgroup in GL(n; C) of
automorphisms of this structure. If, for n = 2l, we
replace the symmetric form by a nondegenerate skew-
symmetric form, we obtain the linear symplectic
space and the group Sp(l; C) of its automorphisms –
the symplectic group.

A fundamental observation of nineteenth century
geometry was that the transfer from the complex
field to the real one, gives not only three corres-
ponding groups for R but a much reacher collection
of real forms of complex classical groups: unitary,
pseudounitary, pseudoorthogonal, etc. (see below).
Classical geometries correspond to homogeneous
manifolds with classical groups of transformations.
Geometers understood that this produces a very
reach world of non-Euclidean geometries, including
the first example of non-Euclidean geometry –
hyperbolic geometry. Some classical algebraic the-
ories through such an approach obtain a geometrical
interpretation (see below the consideration of the
cone of symmetric positive forms). Between classical
manifolds there are Minkowski space, Grassman-
nians, and multidimensional analogs of the disk and
the half-plane. A substantial part of this theory is a
matrix geometry, which serves as a background for
matrix analysis. A rich geometry on classical
manifolds with many symmetries is a background
for a rich multidimensional analysis with many
explicit formulas. Classical geometries, starting with
Minkowski geometry, have appeared in some
problems of mathematical physics.

A crucial technical fact is the embedding of the
classical groups in the class of semisimple Lie groups;
it gives a very strong unified method to work with
semisimple groups and corresponding geometries – the
method of roots. Nevertheless, some special realiza-
tions and constructions for classical groups can also be
very useful. A very impressive example is the twistors
of Penrose, where an initial construction is the
realization of points of four-dimensional Minkowski
space as lines in three-dimensional complex projective
space. We mention below some general facts about
semisimple groups and homogeneous manifolds, but
the focus will be on special possibilities for the classical
groups. The class of simple Lie groups contains,
besides the classical groups, only a finite number of
exceptional groups which are also very interesting and
are connected, in particular, with noncommutative
and nonassociative geometries; they have applications
to mathematical physics.



Complex Groups and Homogeneous
Manifolds

Complex Classical Groups

The complete linear group GL(n; C) is the group of
nongenerate matrices g of order n (det g 6¼ 0) and the
special linear group SL(n; C) is its subgroup of
matrices with the determinant equal 1 (unimodular
condition). The unimodular condition kills the one-
dimensional center, perhaps, leaving only a finite
center. We realize the direct products of several copies
of complete linear groups with different dimensions,
for example, GL(k; C)�GL(l; C), as the groups of the
blockdiagonal nondegenerate matrices. The letter S
always means that we take matrices with determinant
1. So the notation S(L(k; C)� L(l; C)) means that we
take blockdiagonal matrices with blocks of sizes k, l
and with the determinant 1.

Let I be a nondegenerate symmetric matrix of
order n; then the orthogonal group O(n; C) is the
subgroup in GL(n; C) of matrices preserving the
corresponding symmetric form so that

g>Ig¼ I

These matrices can have the determinant �1. The
special orthogonal group SO(n; C) is the subgroup
of orthogonal matrices with determinant 1. Differ-
ent I’s give isomorphic orthogonal groups since they
are all linearly equivalent. If we take as I the unit
matrix E = En, then we receive the group of
orthogonal matrices in the classical sense: g>g = E.

If n = 2l and we replace in this definition the
symmetric matrix I by a nondegenerate skew-
symmetric matrix J, we obtain the symplectic
group Sp(l; C). Again, different J’s give isomorphic
groups. The typical example of J is

J¼ 0 El

�El 0

� �
It is convenient then to represent matrices g as

g¼ A B
C D

� �
where the blocks A, B, C, D are matrices of order l.
Then the symplectic condition is that A>D�
C>A = E and matrices A>C and D>B are symmetric.
If C = 0 then D = (A>)�1 and A�1B is a symmetric
matrix. In this way, we have in Sp(l; C) a subgroup
P of blocktriangular matrices of a very simple
structure; it is an example of subgroups which are
called parabolic.

There are two principal classes of homogeneous
spaces with complex semisimple Lie groups: flag
manifolds and Stein manifolds.

Flag Manifolds

These homogeneous spaces F = G=P with semi-
simple (in our case with classical) groups G have
parabolic subgroups P as the isotropy subgroups.
The group G = GL(n; C) transitively acts on the
flag manifolds F(n1, . . . , nr), 0 < n1 < � � � < nr < n,
whose elements are (n1, . . . , nr)-flags – sequences of
embedded subspaces in Cn of the dimensions
(n1, . . . , nr). The isotropy subgroup P = P(n1, . . . , nr)
is the subgroup of blocktriangle matrices with the
diagonal blocks of sizes k1, . . . , krþ1, kj = (nj �
nj�1), n0 = 0, nrþ1 = n. The flag manifolds are com-
pact complex manifolds. The matrices proportional
to the unit matrix En act trivially and we can
consider instead of the action of G = GL(n; C) the
transitive action of G = SL(n; C).

Let us pay particular attention to two extremal
cases. The first one is the case of the maximal
flag manifold when we have the sequence of
all integers (1, 2, 3, . . . , n� 1) – complete flags; the
subgroup P in this case is called Borelian. Another
case is minimal flag manifolds with r = 1 (for them
the unipotent radical of the parabolic subgroups is
commutative). Then in the case of SL(n; C) the
sequence has only one element n1 = k < n and we
have Grassmannian manifolds GrC(k; n) = F(k) of
k-dimensional subspaces in Cn. If k = 1 or k = n� 1,
we obtain the dual realizations of the complex
projective space CPn�1. We can interpret points
of GrC(k; n) also as (k� 1)-dimensional planes in
CPn�1.

We can define points of the projective space
CPn�1 by homogeneous coordinates – as the
equivalency classes (z � cz, z 2 Cn n {0}, c 2 C n 0).
For the Grassmannians we can similarly use matrix
homogeneous coordinates (Stiefel’s coordinates):
classes of (k� n)-matrices Z 2Mat(k, n) of the
maximal rank k relative to the equivalency

Z � uZ; u 2 GLðk; CÞ

The rows of a matrix Z correspond to a base in
subspace with the homogeneous coordinate Z; the
left multiplication on a matrix u replaces this base,
but does not change the subspace. The group
GL(n; C) acts by right multiplications:

Z 7!Zg

and this action preserves the equivalency classes.
Suppose k � n� k and the left k-minor of Z is not
zero. Such matrices give the dense coordinate chart
Ck(n�k): we can pick in the equivalency classes the
representatives (Ek, z), z 2Mat(k, n� k), and con-
sider the matrices z as (inhomogeneous) local
coordinates. In the inhomogeneous coordinates the
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action of the group has a matrix fractional linear
form: let

g¼
A B

C D

� �
A 2MatðkÞ; D 2Matðn� kÞ;
B 2Matðk; n� kÞ; C 2Matðn� k; kÞ

Then we have the transformation in inhomogeneous
coordinates:

z 7! ðAþ zCÞ�1ðBþ zDÞ

The condition C = 0 defines the parabolic sub-
group which has affine action in inhomogeneous
coordinates which is transitive in the coordinate
chart. In such a way the Grassmannian is a
compactification of Ck(n�k) (realized as a space of
k� (n� k) matrices). If n = 2k, we can consider it as
the compactification of the space of square matrices
z of order k with the flat generalized conformal
structure defined by translations of the isotropy cone
{det z = 0}.

There are similar constructions of flag manifolds
for other classical groups. We will consider only the
minimal flag manifolds. For O(2k; C) we consider
the isotropic Grassmannian GrI

C(2k; C) of isotropic
k-subspaces relative to the symmetric form I. We
take the matrix realization of GrC(k; 2k), using
Stiefel’s homogeneous coordinates, and add the
matrix equation

ZIZ> ¼ 0

which is well defined in the homogeneous coordi-
nates (compatible with the equivalency classes) and
defines isotropic subspaces relative to I. This matrix
cone is preserved by the subgroup O(2k; C) �
GL(2k; C) corresponding to the matrix I. If we
take the symmetric matrix

I¼ 0 Ek

Ek 0

� �
then in inhomogeneous coordinates (z is a square
k-matrix) this equation is transformed into the
condition that the matrix z is skew-symmetric. So,
in a natural sense, the isotropic Grassmannian is
the compactification of the linear space of skew-
symmetric matrices Alt(k) = CN, N = k(k� 1)=2.

A similar construction makes sense for the
symplectic group: if we replace the symmetric form
I with the skew-symmetric form J, we obtain the
equation of the matrix cone representing the
Lagrangian Grassmannian GrL

C(k; 2k) of Lagrangian
subspaces in 2k-dimensional linear symplectic space.
If we were to choose J as above, then in the

(inhomogeneous) coordinate chart we obtain the
condition that the matrix z is symmetric. Thus, we
have the (dense) coordinate chart on the Lagrangian
Grassmannian CN = Sym(k), N = k(kþ 1)=2 – the
linear space of symmetric matrices.

There is one more type of minimal flag manifolds
for the orthogonal group SO(n; C) – the quadric Q
in the projective space:

IðzÞ¼ zIz> ¼ 0

where rows z 2 Cnn{0} represent, in homogeneous
coordinates, points in CPn�1. If I = En we have the
equation (z1)2 þ � � � þ (zn)2 = 0. This quadric is the
complex compact conformal flat manifold
CCN, N = n� 2; it is the compactification of CN

endowed with the flat conformal structure corre-
sponding to the quadratic isotropic cone. The
parabolic group is generated by linear conformal
transformations and translations. On the quadric Q
the conformal structure is defined by intersections of
tangent spaces with Q. Apparently, this structure is
invariant relative to the natural action of SO(n; C).

Classical Stein Manifolds

Such homogeneous complex manifolds X = G=H have
complex reductive isotropy subgroups H. Contrary to
the flag manifolds which are compact, these manifolds
are Stein ones and there are many holomorphic
functions on them. The typical examples for
G = GL(n; C) are homogeneous spaces S(k1, . . . ,
krþ1), n = k1 þ � � � þ krþ1, for which the isotropy sub-
groups are blockdiagonal matrices with the blocks of
sizes k1, . . . , krþ1. Then points of the manifold can be
realized as generic sets of subspaces Lj � Cn,
dim Lj = kj, 1 � j � rþ 1 or, what is equivalent, gen-
eric sets of (kj � 1)-dimensional planes in CPn�1. Since
the isotropy subgroup of such a homogeneous space is a
subgroup of the parabolic subgroup P(n1, . . . , nr),
kj = nj � nj�1, we have the natural fibering S(k1, . . . ,
krþ1) ! F(n1, . . . , nr) (it is simple to see this geo-
metrically: the ith subspace of a flag in the base is the
direct sum of first i subspaces representing a point in
the fiber). This is a convenient tool to apply
complex analysis on S to the compact manifold F
where there are no nontrivial holomorphic functions.
Let us emphasize that such a connection exists only
for special classes of classical Stein manifolds.

Let us pay special attention to the subclass of
symmetric Stein manifolds. For such manifolds X, the
isotropy subgroup H is fixed relative to a holomorphic
involutive automorphism of G. Complex semisimple
Lie groups G (including classical ones) are symmetric
Stein manifolds relative to the action of their square
G�G by left and right multiplications.
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Classical Stein manifolds for SL(n; C) considered
above are symmetric if r = 1 and we have the
manifold of pairs of subspaces of complimentary
dimensions intersecting only on {0}. The simplest
example is the manifold of pairs of different points
of the projective line CP1. Let us point out again
that the transition to the generic pairs of points
transforms the compact complex manifold without
nonconstant holomorphic functions into a Stein
manifold with a large collection of holomorphic
functions.

Some other examples of symmetric Stein mani-
folds are connected with classical geometry and
linear algebra. The affine hyperboloid in Cn,

QðzÞ¼ 1

is a symmetric space for G = O(n; C), H = O(n� 1; C).
We can compare it with the projective quadric
Q(z) = 0 which is a minimal flag manifold. Let us
remark that there is a duality here: it is possible to
interpret points of the hyperboloid of dimension n
as generic hyperplane sections of the projective
quadric of dimension n� 1.

The space X of complex symmetric matrices of
order n with determinant 1 is symmetric for the
group SL(n; C) which acts by the changes of
variables in the corresponding quadratic forms:

z 7! g>zg; g 2 SLðn; CÞ

The transitive action reflects the possibility of
transforming such a form into a sum of squares.
The isotropy subgroup is SO(n; C).

The Stein symmetric manifold X = SO(n; C)=
S(O(k; C)�O(n� k; C)) is realized as the manifold
of k-dimensional subspaces in Cn on which the
restriction of the principal symmetric form I is
nondegenerate.

Isomorphisms in Small Dimensions

Isomorphisms of classical groups in small dimen-
sions produce isomorphisms of some classical
homogeneous manifolds. Such isomorphisms were
very important in the history of geometry; below are
a few examples. We will consider local isomorph-
isms (up to a finite center). We have SL(2; C) ffi
SO(3; C). Let us realize C3 as the space of symmetric
matrices z of order 2. Then, as we remarked above,
the two-dimensional submanifold X of matrices
with determinant 1 is the symmetric Stein manifold
for the group SL(2; C). On the other hand, we can
take det z as the quadratic symmetric form I in C3;
then X is the hyperboloid for this form and the
action of SL(2; C) on symmetric matrices gives the
orthogonal transformations relative to this form I.

Similarly, we can interpret the local isomorphism
SO(4; C) ffi SL(2; C)� SL(2; C). We realize C4 as the
space of square matrices z of order 2 with the
symmetric quadratic form I(z, z) = det (z). Then left
and right multiplications of z on unimodular
matrices (z 7! uzv, u, v 2 SL(2; C)) induce orthogonal
transforms for the form I and any orthogonal
transform can be represented in such a form (one
can see it by the calculation of dimensions).

The local isomorphism SL(4; C) ffi SO(6; C) has a
slightly more complicated nature. Let us consider the
Grassmannian GrC(2; 4) of lines in the projective
space CP3 with 2� 4 matrices Z as matrix homo-
geneous coordinates. Let pij, i < j, be the minors of Z
with ith and jth columns. They are called Plücker
coordinates on GrC(2; 4): the equivalency class of
Z is defined by the sequence of six numbers
p = (pij, 1 � i < j � j) 6¼ (0, . . . , 0) up to a constant
factor. Thus, we have an imbedding of GrC(2; 4) in the
projective space CP5. The image will be the quadric

p12p34 � p13p24 þ p14p24¼ 0

Thus, we have the isomorphism of two flag manifolds
and the action of SL(4; C) on the Grassmannian
transforms in orthogonal transformations of four-
dimensional quadric in CP5. The Plücker coordinates
can be defined for any Grassmannian, but they do not
produce in other cases some isomorphisms with other
flag manifolds; nevertheless, they realize them as
intersections of quadrics in projective spaces.

Compact Classical
Homogeneous Manifolds

Compact classical groups U(n), SU(n), O(n), SO(n),
Sp(l) are maximal compact subgroups in the corre-
sponding classical complex groups GL(n; C), SL(n; C),
O(n; C), SO(n; C), Sp(l; C). This condition defines
them up to an isomorphism. They are fixed subgroups
of some antiholomorphic involutive automorphisms.
The unitary groups U(n) and SU(n) are the groups
of unitary matrices (g
g = E,) correspondingly, of
unitary matrices with determinant 1. As the compact
orthogonal group we can take the intersection U(n) \
O(n; C). For the standard form I, it will be the group of
real orthogonal matrices: g>g = E (so the involution in
O(n; C) is the conjugation g 7! �g). Similarly, we can
take Sp(l) = SU(2l) \ Sp(l; C) (then the involution is
g 7! �J�gJ).

Compact classical groups act on compact homo-
geneous Riemann manifolds. There are two mech-
anisms connecting compact and complex
homogeneous manifolds. We observe the first
possibility in the case of flag manifolds which are
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compact. We considered them so far relative to the
action of complex (noncompact) groups. It turns out
that on the flag manifold F = G=P the maximal
compact subgroup U � G continues to be transitive:
so we can consider flag manifolds also as being
homogeneous with compact groups. Then F = U=C,
where C is the centralizer of a torus in U. There is a
Kähler metric on F, invariant relative to U. Thus, G
is the group of all automorphisms of F as the
complex manifold, but U is the group of its
automorphisms as the Kähler manifold. It defines
two sides of geometry of flag manifolds: complex
and Kähler. Flag manifolds are the only compact
homogeneous Kähler manifolds with semisimple Lie
groups (the class of all compact Kähler manifolds
also contains locally flat compact manifolds –
toruses). In the example considered above we have
F(n1, . . . , nr) = SU(n)=S(U(k0)� � � �U(kr)). In the lan-
guage of Stiefel (homogeneous) coordinates, we fix a
positive Hermitian form in Cn and characterize
subspaces by orthonormal bases. For r = 1 we have
Grassmannians GrC(k; n), in particular the projec-
tive space CPn�1 which we consider relative to the
action of the unitary groups. Relative to this action
they are Hermitian symmetric spaces. In the case of
minimal flag manifolds for other groups the action
of maximal compact subgroups also defines on them
the structure of compact Hermitian symmetric
spaces. Let us emphasize that relative to noncom-
pact groups of biholomorphic automorphisms G,
the minimal flag manifolds (including the Grass-
mannians) are not symmetric.

In the case of homogeneous Stein manifolds
X = G=H, the picture is different: the maximal
compact subgroups have no open orbits. There are
totally real orbits which are the compact forms of
X: XR = GR=HR, where GR and HR are compact
forms of G and H, respectively. It is the canonical
embedding of compact homogeneous manifolds
in their complexifications. The important special
case is the embedding of compact symmetric
manifolds in the Stein symmetric manifolds – their
complexifications.

For compact symmetric manifolds X = U=K the
groups U, K are compact Lie groups and elements
of K are fixed for an involutive automorphism �
such that K contains the connected component of
the subgroup of all fixed elements of �. This
possibility to connect several symmetric manifolds
with one involution is illustrated by the next
example. The sphere Sn�1 � Rn is the symmetric
space SO(n)=SO(n� 1); the real projective space
RPn�1 is SO(n)=O(n� 1). Here SO(n� 1) is the
connected component of O(n� 1) and Sn�1 is a
double covering of RPn�1. A few more examples, the

real Grassmannian GrR(k; n) of k-subspaces in Rn

can be defined as SO(n)=S(O(k)�O(n� k)). This
representation corresponds to the characterization
of subspaces by orthonormal bases. The considera-
tion of arbitrary bases defines the action of the
larger group GL(n; R) on GrR(k; n). Relative to this
action, the real Grassmannian is not symmetric since
the isotropy subgroup is parabolic and is not
involutive. Such a possibility to extend the group is
typical for a class of compact symmetric manifolds
called symmetric R-spaces. They are real forms of
Hermitian compact symmetric manifolds (minimal
flag manifolds). Let us also mention compact
symmetric spaces SU(n)=SO(n), which is the compact
form of the space of unimodular symmetric matrices
and can be presented by the submanifold of unitary
matrices in it. Also, all compact Lie groups G are
symmetric spaces relative to the action of G�G.

Noncompact Riemannian
Symmetric Manifolds

This class of symmetric manifolds has the strongest
connections with classical mathematics. Let us
consider noncompact real semisimple Lie groups –
real forms of complex semisimple Lie groups. They
correspond to antiholomorphic involutions in com-
plex groups.

Between real forms of SL(C, n) there are real and
quaternionic unimodular groups SL(R, n), SL(H, n)
and pseudounitary groups SU(p, q) of complex
matrices preserving a Hermitian form H of the
signature (p, q). The complex orthogonal group has
as real forms, in particular, pseudoorthogonal
groups SO(p, q) of real matrices preserving a
quadratic form of the signature (p, q).

Let G be a real simple Lie group and K be its
maximal compact subgroup. Then X = G=K is a
Riemann symmetric manifold of noncompact type;
K is defined by an involutive automorphism of G.
Therefore, in irreducible situation there is a corre-
spondence between noncompact Riemann sym-
metric manifolds and real simple noncompact Lie
groups. K-orbits on X are parametrized by points of
the orbit on X of a maximal abelian subgroup A –
the Cartan subgroup of the symmetric space X. Its
dimension l is the important invariant of X – its
rank. The algebraic base for geometry of X is the
Iwasawa decomposition

G¼KAN

where N is a maximal unipotent subgroup (in a
natural sense compatible with A). Then the para-
bolic subgroup P = AN is transitive on X.
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Symmetric Cones

Let us start with X = GL(n, R)=O(n). This manifold
corresponds to the classical theory of quadratic
forms: X can be realized as the manifold Symþ(n) of
symmetric positive matrices x� 0 of order n
(corresponding to positive quadratic forms). Then
the transitivity of GL(n; R) on X corresponds to the
possibility to transform positive forms to a sum of
squares. The sufficiency of triangle matrices for such
transformations corresponds to the transitivity on
X = Symþ(n) of the parabolic subgroup P of (upper)
triangle matrices with positive diagonal elements. So
A is the group of diagonal matrices with positive
elements and the submanifold of diagonal matrices
in X parametrizes K-orbits. The general fact about
A-parametrization in this example is the classical
fact about the reduction of quadratic forms to
diagonal form by orthogonal transformations.

There are complex and quaternionic versions
of this picture. The symmetric manifold
X = GL(n; C)=U(n) is realized as the manifold
Hermþ(n) of positive complex Hermitian matrices
(forms) and similarly classical facts of linear algebra
on Hermitian quadratic forms are transformed into
geometrical statements on symmetric spaces. Let us
emphasize that we consider here the group GL(n; C)
as the real group. The same situation exists with the
manifold Hermþ(H, n) of positive quaternionic
Hermitian matrices, which is the symmetric mani-
fold for the real group GL(n; H).

These three manifolds can be included in an
impressive geometrical structure. They all are con-
vex homogeneous cones V in linear spaces RN which
are self-dual (V = V
) relative to a bilinear form
h� , �i. Let us recall that

V
 ¼ fx; hx; yi > 0; y 2 V n 0g

Here V is the closure of V. So these three symmetric
manifolds are linear homogeneous self-dual cones.

There is only one more type of classical homo-
geneous self-dual cones – quadratic (Lorentzian)
cones

Ln ¼ fx 2 Rnþ1; x2
1 � x2

2 � � � � � x2
nþ1 > 0; x1 > 0g

which is also called the future light cone (the
condition x1 < 0 defines the past light cone). The
group of linear automorphisms of this cone is
SO(1, n)� Rþ; the first factor is the Lorentz group.

There is also one exceptional 27-dimensional
cone; it is possible to interpret this cone as the
cone of positive Hermitian matrices of third order
over Cayley numbers. There is a very nice structural
theory of homogeneous self-dual cones; it is con-
venient to develop this theory in the language of

Jordan algebras (Faraut and Koranyi 1994). Such
cones participate as elements of explicit construc-
tions of other classes of symmetric spaces (see
below).

Following Siegel, it is possible to connect with
homogeneous self-dual cones multidimensional ver-
sions of Euler integrals (�- and B-functions) (Faraut
and Koranyi 1994). They have many applications,
including those to integral formulas for complex
symmetric domains.

Riemann Symmetric Manifolds of Rank 1

The first example of non-Euclidean geometry is
connected with the Riemann symmetric manifolds of
rank 1 – hyperbolic spaces; X = SO(1, n)=O(n) is the
hyperbolic space of dimension n. It can be realized
as the upper sheet of the two-sheeted hyperboloid:

x2
0 � x2

1 � � � � � x2
n¼ 1; x0 > 0

Pseudoorthogonal linear transformations from
SO(1, n) preserve this surface; they play the role of
hyperbolic motions. The equivalent realization is in
the real ball x2

1 � � � � � x2
n < 1 relative to the

projective transformations preserving this ball.
Another example of a Riemann symmetric mani-

fold of rank 1 is the complex hyperbolic symmetric
space X = SU(1; n)=U(n). It can similarly be realized
either as the hyperboloid

jz0j2 � jz1j2 � � � � � jznj2¼ 1

in Cnþ1 relative to pseudounitary linear transforma-
tions or as the complex ball jz1j2 þ � � � þ jznj2 < 1
relative to complex projective transformations pre-
serving it. There are also quaternionic hyperbolic
spaces which are realized as the quaternionic balls in
the quaternionic projective spaces. These three series
exhaust all classical Riemann symmetric manifolds
of rank 1 of noncompact type. There is only one
exceptional symmetric manifold of rank 1: it has the
dimension 16 and can be interpreted as a two-
dimensional ball for Cayley numbers.

Classical Symmetric Domains in Cn

(Cartan Domains)

Riemann symmetric manifolds of noncompact type
which admit an invariant complex structure also
have an invariant Hermitian form corresponding to
the Riemann metrics. For this reason, we will call
them noncompact Hermitian symmetric manifolds
(we considered above the compact Hermitian sym-
metric manifolds). They are Stein manifolds, but as
opposed to symmetric Stein manifolds, which we
considered above, they are homogeneous relative to
real groups. The condition for a Riemann symmetric

Classical Groups and Homogeneous Spaces 505



506 Classical Groups and Homogeneous Spaces
manifold X = G=K to be Hermitian is that K has an
one-dimensional center. All Hermitian symmetric
manifolds of noncompact type can be realized as
bounded domains in Cn (but, of course, not all their
holomorphic automorphisms extend in Cn). In the
case of classical manifolds, these domains are called
Cartan’s domains: Cartan gave their explicit matrix
realizations.

The nature of groups of holomorphic automorph-
isms of symmetric domains X = G=K � CN is
explained by Cartan’s duality. Each such domain
(Hermitian symmetric manifold of noncompact
type) admits an embedding in a Hermitian sym-
metric manifold of compact type XC such that the
complexification GC of G is the group of holo-
morphic automorphisms of XC (correspondingly,
D is an open G-orbit on XC). Moreover, X lies
inside a (Zariski open) coordinate chart CN, which
is an orbit of a parabolic subgroup.

The simplest example is the complex ball CBn

(complex hyperbolic space) imbedded in the com-
plex projective space CPn. The affine chart Cn is the
orbit of the parabolic subgroup of affine transfor-
mations. Let us consider more complicated
examples.

Let XC be the Grassmannian GrC(k; n), q = n�
k � p; we will use matrix homogeneous coordinates
Z – k� n matrices – for the description of the
symmetric domain. Then GC = SL(n; C). Let us take
its real form G = SU(k; q), kþ q = n. We fix a
Hermitian form H of the signature (k, q) and realize
G as the group of matrices preserving H:

gHg
 ¼H

Then X = Xk, q = SU(k, q)=S(U(k)� U(q)) can be rea-
lized as the domain in the Grassmannian

ZHZ
 � 0

so that this Hermitian matrix of order k must be
positive. It is essential that this condition is invariant
relative to multiplications of Z on nondegenerate
matrices u on the left and, therefore, it is a well-
defined condition in homogeneous coordinates.

Let us specify the choice of H:

H1¼
Ek 0
0 �Eq

� �
Then the corresponding domain X1 is defined in
inhomogeneous coordinates Z = (Ek, z), z 2Mat(k, q),
by the condition

Ek� zz
 � 0

This matrix ball lies completely in the coordinate
chart Ckq. Its rank is equal to min (k, q). Thus, we
have the realization of this Hermitian symmetric
space as a bounded domain in CN, N = kq. In the
case k = 1, we have the usual (scalar) complex ball.
Let us remark that the edge of the boundary
(Shilov’s boundary) is the compact symmetric space

zz
 ¼ Ek

with the group of automorphisms S(U(k)� U(q))
(the isotropy subgroup of X). For k = q the edge
coincides with the set of unitary matrix U(k).

Different forms H of the signature (k, q) are
linearly equivalent and they correspond to different
(biholomorphically equivalent) realizations of this
Hermitian symmetric spaces. Let us, in the beginning,
set k = q; the inhomogeneous matrix coordinates are
square matrices of order k. Let us take the form

H2¼
0 iEk

�iEk 0

� �
Then, in inhomogeneous matrix coordinates, we
have the domain X2:

1

i
ðz� z
Þ� 0

(complex matrices with positive skew-Hermitian
parts). This domain (but not its boundary) lies in
the chart. It has the structure of the tube domain
T = Rn þ iV, n = k2, corresponding to the symmetric
cone of positive Hermitian matrices (we take the
space of such matrices as a real form of Cn). The
group of affine transformations of the tube domain:

z 7! uzu
 þ a; u 2 GLðk; CÞ; a 2 HermðkÞ

is transitive on X2; it is the parabolic subgroup in
SU(k, q).

The biholomorphic equivalency of the realizations
of X corresponding to different H is induced by the
equivalency of these forms. We have

H2¼�H1�

; �¼

ffiffiffi
2
p

2

Ek �iEk

�iEk Ek

� �
Then the transform Z 7!Z� transforms X2 in X1. In
inhomogeneous coordinates it is the fractional linear
matrix transform

z 7! iðzþ iEkÞ�1ðz� iEkÞ

It is the matrix version of the classical Cayley transform.
Similarly, we can write down the inverse transform.

If q 6¼ k, then there is also an analog of the tube
realization. Let r = q� k > 0 and

H2¼
0 iEk 0
�iEk 0 0

0 0 �Er

0@ 1A
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Let us represent the inhomogeneous coordinates
as z = (Ek, w, u), w 2Mat(k), u 2Mat(k, r). Then the
domain X2 is defined by the condition

1

i
ðw�w
Þ� uu
 � 0

This is an example of Siegel domains of the second
kind (Pyatetskii-Shapiro 1969). This domain has a
transitive group of affine transformations:

ðw;uÞ 7! ðwþ aþ 2ub
 þ bb
; uþ bÞ
a 2 HermðkÞ; b 2Matðk; rÞ

ðw;uÞ 7! ðcwc
; cuÞ c 2 GL ðk; CÞ

This class of symmetric domains in Grassman-
nians is called Cartan’s domains of the first class.
There are similar constructions for minimal flag
domains (compact Hermitian symmetric spaces)
with other groups. Let us consider the Lagrangian
Grassmannian GrL

C(k; 2k) corresponding to the
form J above. Here GC = Sp(k, C). Its real form
G = Sp(k; R) can be realized as the subgroup
of complex symplectic matrices preserving a
Hermitian form H of the signature (k, k). In other
words, we intersect the domains from the last
example with the Lagrangian Grassmannians. We
consider the coordinate chart with inhomogeneous
coordinates – symmetric matrices z 2 Sym(k). For
H1 we have the domain of symmetric matrices z
with the condition

Ek� z�z� 0; z¼ z>

This bounded realization is called Siegel’s disk. For
H2 the real form is the group of real symplectic
matrices and X2 is the domain

=z¼ 1

2i
ðz� �zÞ� 0; z¼ z>

of complex symmetric matrices with positive ima-
ginary parts; it is called Siegel’s half-plane. This is
the third class of Cartan’s domains. There are Siegel
domains of second kind connecting with the cones
of positive symmetric matrices; some of them are
homogeneous, but they are never symmetric.

There are two more series of classical minimal flag
manifolds: the isotropic Grassmannians and quadrics.
They both contain the dual bounded symmetric
domains (Cartan’s domains of second and fourth
classes correspondingly). Some of these domains in
the isotropic Grassmannians admit the realizations as
tubes with the cone of positive Hermitian quaternionic
matrices and others as Siegel domains of the second
kind corresponding to the same cones.

Symmetric domains in quadrics can be realized as
tube domains with the Lorentzian (light) cones.
The corresponding tubes are called the future (past)
tube, depending on which light cone was taken.
Let us consider this construction. The group of
holomorphic automorphisms of these domains is
G = SO(2; n) – the conformal extension of the
Lorentz group. To realize this group, let us fix a
real symmetric matrix Q of signature (2, n) and the
group is the group of linear transformations preser-
ving simultaneously the quadratic symmetric and
Hermitian forms with this matrix Q:

g>Qg¼Q; g
Qg¼Q

The standard realization corresponds to the diagonal
matrix Q with the diagonal (1, 1,�1, . . . ,�1).
Cartan’s domains of the fourth class are connected
components of the manifold

ZQZ>¼ 0; ZQZ
> 0

where rows Z are homogeneous coordinates in the
projective space CPnþ1. In other words, we consider
a domain on the quadric in the projective space
(which is the complex flat conformal space CCn).
For the standard Q the domain will lie in the
coordinate chart; thus it is the bounded realization.
For the tube realization, we take

Q¼
0 1 0
1 0 0
0 0 En

0@ 1A
Let Z= (z0,z1,w1, . . . ,wn), w= uþ iv, q(s, t)= s1t1�
s2t2� � � � � � � � � sntn and we consider the affine
chart Cnþ1 = {z0 =1}. We have

ZQZ> ¼ 2z1 þ qðw;wÞ¼ 0

ZQZ
 ¼ 2<z1 þ qðw; �wÞ> 0

The first condition gives 2<z1 = q(v, v)� q(u, u) and
then the second condition gives the final description
of the considered set in Cn

w:

qðv; vÞ¼ v2
1� v2

2� � � � � v2
n > 0; w¼ uþ iv

as the union of the future and the past tubes
(T�= {v100}). The edge Rn of these tubes (v = 0)
has the structure of the Minkowski space correspond-
ing to the form q. The parabolic subgroup is the affine
conformal group of the Minkowski space. It includes
the Poincaré group and is transitive on tubes. The
complete group of holomorphic automorphisms of
tubes G = SO(2, n) is the group of all (not only affine)
conformal transformations of the Minkowski space.
The complete edge of these symmetric domains in the
quadric CCn is the conformal compactification of the
Minkowski space (a compact symmetric R-space with
the compact group S(O(2)�O(n)) on which the
noncompact group SO(2, n) also acts).
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In addition to four Cartan’s classes of classical
domains there are two exceptional symmetric
domains in the dimensions 27 and 16 (dual to two
exceptional compact Hermitian symmetric spaces of
these dimensions). The first of them can be realized
as the tube domain corresponding to the exceptional
cone of positive Hermitian matrices with Cayley
numbers of order 3 (the dimension 27) and another
can be realized as a Siegel domain of the second
kind associated with the eight-dimensional future
tube. It is possible, using �-function of self-dual
homogeneous cones, to write explicit Bergman and
Cauchy–Szego integral formulas.
Noncompact Symmetric R-Spaces

There are several other interesting noncompact
symmetric manifolds. Let us mention the noncom-
pact symmetric R-spaces which are real forms of
complex symmetric domains. The typical example is
the domain of real square matrices x 2Mat(k):

Ek� xx>� 0

The condition is that this symmetric matrix is
positive. It is the Riemann symmetric space with
the group G = SO(k, k). It can be embedded in the
real Grassmannian GrR(k; 2k) with the matrix
homogeneous coordinates X 2MatR(k, 2k) and the
group SL(2k; R) acting of X by right multiplications.
Let

I1¼
Ek 0
0 �Ek

� �
and SO(k, k) be the subgroup of matrices preserving
the quadratic form I1: gI1g>= I1. This group will
preserve the domain XI1X> � 0 and, in the inho-
mogeneous coordinates X = (Ek, x), x 2MatR(k), it
will be exactly the same as the domain above. The
group SO(k, k) acts by matrix fractional linear
transformations. This domain is the real form on
Siegel’s ball. If we replace the form on

I2¼
0 Ek

Ek 0

� �
then we realize our symmetric manifold as the
domain

xþ x>� 0

So, the symmetric part of the matrix x must be
positive. This realization is homogeneous relative
to the linear automorphisms: x 7! axa> þ b, a 2
GL(k; R), b = �b>. A similar construction exists
for rectangular matrices.
Geometry of Isomorphisms in Small Dimensions

We connected above several local isomorphisms of
complex classical groups with some geometrical
facts. Let us mention now several similar examples
for real groups. We start from isomorphisms of
symmetric cones. The cone Symþ(2) of symmetric
positive matrices of second order is (linearly)
isomorphic to the future light cone L(2). The
comparison of the groups of automorphisms gives
the local isomorphism

SLð2; RÞffi SOð1; 2Þ

This isomorphism corresponds also to the isomorph-
ism of two classical realizations of hyperbolic plane –
of Poincaré and Klein. Let us also mention that the
isomorphism SL(2, R) ffi SU(1, 1) corresponds to the
holomorphic equivalency of the disk and the upper
half-plane. The isomorphism Hermþ(2) = L(3) corres-
ponds to the presentation of any Hermitian matrix of
the order 2 in Pauli’s coordinates,

z¼ t� x1 x2þ ix3

x2� ix3 tþ x1

� �
Then, det z = t2 � x2

1 � x2
2 � x2

3. To compare the
groups of automorphisms, we receive

SLð2;CÞ ffi SOð1; 3Þ

Similarly, in the quaternionic case, the isomorphism
of the cones Hermþ(2, H) gives the isomorphism

SLð2;HÞ ffi SOð1; 5Þ

The linear isomorphism of cones produces the
holomorphic isomorphism of corresponding tubes
and their groups of holomorphic automorphisms. So
each of these three isomorphisms gives automati-
cally one more isomorphism. Let us give it for the
first two cones:

Spð2;RÞ ffi SOð2; 2Þ; SUð2; 2Þ ffi SOð2; 3Þ

We just compared the descriptions of automorph-
isms of classical tubes from above.

Considering det (x) as the quadratic form of
signature (2, 2) on Mat(2) ’ R4, we obtain

SOð2; 2Þ ffi SLð2;RÞ� SLð2;RÞ

Each of local isomorphisms in the complex case
has different real forms which admit some geome-
trical interpretations. We mentioned above two real
forms of the isomorphism SL(4; C) ffi SO(6; C). The
isomorphism for SO(2, 2) admits another interpreta-
tion in the language of Plücker’s coordinates: points
of the quadric in RP5 of the signature (2, 3) can be
interpreted as (complex) lines in CP3 which lie on a
Hermitian quadric of the signature (2, 2) (Gindikin
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1983). The isomorphism above for the group
SL(2, H) also corresponds to Hopf’s fibering of
CP3 on complex lines over the sphere S4 or the
isomorphism S4 and the quaternionic projective line
HP1. In all these cases, isomorphisms of homo-
geneous manifolds intertwine the actions of locally
isomorphic groups.
Pseudo-Riemann Symmetric Manifolds

We obtain the next broad class of homogeneous
manifolds if we preserve conditions that the group G
is a real semisimple one, the isotropy subgroup H is
involutive, but we remove the restriction that H
must be (maximal) compact. Such symmetric mani-
folds are often called semisimple pseudo-Riemann
symmetric manifolds (since there are also pseudo-
Riemann symmetric manifolds whose groups are not
semisimple). This class of spaces contains symmetric
Stein manifolds XC = GC=HC. Each semisimple
symmetric manifold X = G=H admits complexifica-
tion as a symmetric Stein manifold. Each real
semisimple Lie group G is symmetric relative to
the group G�G.

The simplest family of semisimple symmetric
manifolds is the family of all hyperboloids of all
signatures

Hp;q¼fx2
1þ � � � þ x2

p� x2
pþ1� � � � � x2

n¼ 1g

with the groups SO(p, q). Their complexifications
are complex hyperboloids. There are two types
of Riemann manifolds in these families: compact
ones – spheres and noncompact ones – two-sheeted
hyperboloids; all others are pseudo-Riemann.

The Cartan duality holds for pseudo-Hermitian
symmetric manifolds: they are domains in compact
Hermitian symmetric manifolds (minimal flag mani-
folds) Z = GC=PC. They are open orbits of real
forms G of the groups of holomorphic automorph-
isms GG. We construct examples of such manifolds
if we consider one of the above-described realiza-
tions of noncompact Hermitian symmetric mani-
folds (through matrix homogeneous coordinates)
and replace the condition of positivity with the
condition that the symmetric (Hermitian) matrix in
the definition has a fixed nondegenerate signature
(i, k� i). We can call such pseudo-Hermitian sym-
metric manifolds satellites of Hermitian ones.
Correspondingly, we can consider nonconvex
tubes, for example, the set T of such symmetric
matrices whose imaginary parts have the signature
(i, n� i). This domain is linear homogeneous, but it
is not symmetric; to receive the symmetric manifold
we need to extend the nonconvex tube by a
manifold of smaller dimension (which plays a role
of infinity).

There are pseudo-Hermitian symmetric manifolds
which are not satellites of Hermitian ones. Let us
give an interesting example. The group SL(2p, R)
has two open orbits on the Grassmannian
GrC(p; 2p) which are both pseudo-Hermitian sym-
metric spaces. Let us consider as above the Stiefel
coordinates Z 2MatC(p, 2p) and let Z = Xþ iY.
Then the orbits are defined by the conditions

det
X
Y

� �
00

In the intersection with the coordinate chart
Z = (E, z), z 2MatC(p), z = xþ iy, we have the
conditions

det y00

Therefore, we obtain (nonconvex) tube domains in
CN = MatC(p), N = p2, corresponding to nonconvex
homogeneous cones V� of real matrices with
positive (negative) determinants. These tubes do
not coincide with the symmetric manifolds which
include also some sets of small dimensions outside of
the coordinate chart (on ‘‘infinity’’). There are other
homogeneous nonconvex cones such that corre-
sponding tube domains are Zariski open parts of
pseudo-Hermitian symmetric spaces (D’Atri and
Gindikin 1993). Between these cones are cones of
nondegenerate skew-symmetric matrices, of skew-
Hermitian quaternionic matrices. We again observe
strong connections with classical mathematics. Not
all pseudo-Hermitian symmetric manifolds admit
such tube realizations of dense parts. Analysis in
pseudo-Hermitian symmetric manifolds is very
interesting: we consider there instead of holo-
morphic functions �@-cohomology of some degree.

Geometric relations between different symmetric
manifolds are usually important for analytic applica-
tions since they can produce some nontrivial integral
transformations. In a broad sense, such transforms are
considered in integral geometry (Gelfand et al. 2003).
An important example is duality between some
compact Hermitian symmetric manifolds (when points
in one of them are interpreted as submanifolds in
another one). The simplest example is the projective
duality between dual copies of projective spaces or,
more generally, the realization of points of Grass-
mannians as projective planes. Such a duality can
induce a duality between orbits of real forms of groups.
In a special case, it can be a duality between Hermitian
and pseudo-Hermitian symmetric manifolds.

Here is one important example. Let us consider in
the projective space CP2k�1 the domain D which in
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homogeneous coordinates – rows z = (z0, z1, . . . , zn)
are defined by the equation zHz
 > 0, where H
is a Hermitian form of the signature (k, k), for
example,

jz0j2þ � � � þ jzkj2� jzkþ1j2� � � � � jznj2 > 0

This domain is (k� 1)-pseudoconcave and it con-
tains (k� 1)-dimensional complex compact cycles,
namely (k� 1)-dimensional planes. The manifold of
these planes is exactly the domain X in the Grass-
mannian GrC(k; 2k) (of projective (k� 1)-planes)
which is the noncompact Hermitian symmetric
space – the orbit of the group SU(k, k) (see above).
This picture is the geometrical basis for a deep
analytic construction. In the domain D the spaces
of (k� 1)-dimensional �@-cohomology are infinite
dimensional for some coefficients. Their integration
on (k� 1)-planes (the Penrose transform) gives
sections of corresponding vector bundles on X. The
images are described by differential equations –
generalized massless equations. The basic twistor
theory corresponds to k = 2 when X is isomorphic
to four-dimensional future tube (see above).

Similar dual realizations of Hermitian symmetric
manifolds exist only in special cases. The twistor
realization of four-dimensional future tube was
possible since the Grassmannian GrC(2; 4) is iso-
morphic to the quadric in CP5. This does not work
for the future tubes of bigger dimensions but there is
another possibility (Gindikin 1998). Let us have the
quadric Qn�1 � CPn be defined in the homogeneous
coordinates by the equation

&ðzÞ¼ ðz0Þ2�ðz1Þ2� � � � � ðznÞ2¼ 0

and z � � is the bilinear form. As already mentioned,
the set of (nondegenerate) hyperplane sections

� � z¼ 0; � 2 Cnþ1; &ð�Þ¼ 1

of Qn�1 is the corresponding hyperboloid Hn. Thus,
we have the duality between a flag manifold (the
quadric Qn�1) and a symmetric Stein manifold (the
hyperboloid Hn) with the same group SO(nþ 1, C);
they have different dimensions.

The group SO(1, n) has two orbits on Qn�1:
the real quadric QR = {z 2 Qn�1;=(z) = 0} and its
complement X = Qn�1nQR. Hyperplane sections
which do not intersect QR (lie at X) correspond
such � 2 Hn that

&ð<ðzÞÞ > 0

This set has two connected components D� which
are biholomorphically equivalent to the future and
past tubes T� of the dimension n. Let us emphasize
that their group of automorphisms is SO(2, n) in
spite of the fact that this group acts neither on X
nor on Hn. Such an extension of the symmetry
group is a very interesting phenomenon. It happens
for several other symmetric manifolds, but is not a
general fact. This geometrical construction gives a
possibility to construct a multidimensional version
of the Penrose transform from (n� 2)-dimensional
�@-cohomology with different coefficients into solu-
tions of massless equations on the future (past)
tubes.

The last duality is connected with some general
geometrical construction. We mentioned that each of
the Riemann symmetric manifolds X = G=K admits a
canonical embedding in the symmetric Stein manifold
XC = GC=KC. It turns out that X has in XC a canonical
Stein neighborhood – the complex crown �(X) such
that many analytic objects on X can be holomorphi-
cally extended on the crown (Gindikin 2002). For
example, all solutions of all invariant differential
equations on X (which are elliptic) admit such
holomorphic extension. In the last example, Dþ is
the crown of the Riemann symmetric space which is
defined, in Hn, by the condition =(�) = 0,<(�0) > 0.

Symmetric manifolds are distinguished from most
other homogeneous manifolds by a very rich
geometry which is a background for deep analytic
considerations. There are several important nonsym-
metric homogeneous manifolds. We already men-
tioned flag manifolds and Stein homogeneous
manifolds with complex semisimple Lie groups
which can be nonsymmetric. Pseudo-Riemann sym-
metric manifolds are open orbits of real groups on
compact Hermitian symmetric spaces. It turns out
that open orbits on other flag manifolds also
produce interesting homogeneous manifolds. Let
F = GC=PC be a flag manifold. Flag domains are
open orbits of a real form G on F. Of course,
pseudo-Hermitian symmetric manifolds are a special
case of this construction. Let us consider a simple
example with GC = SL(3; C) and P – the triangle
group. Then points of F are pairs {a point z and a
line l passing through it}. Let G = SU(2; 1); it has
two open orbits on CP2: the complex ball D and its
complementary DC. On F, the group G has three
open orbits (flag domains): in the first z 2 D, l is
arbitrary; in the second l � DC; in the third z 2 DC, l
intersects D. They are all 1-pseudoconcave. In one-
dimensional �@-cohomology of these flag domains
with coefficients in line bundles, are realized all
three discrete series of unitary representations of
SU(2, 1). For arbitrary semisimple Lie groups, all
discrete series of representations can also be realized
in �@-cohomology of flag domains. Crowns of
Riemann symmetric spaces which we just mentioned
parametrize cycles (complex compact submanifolds)
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in flag domains. Some general version of the Penrose
transform connects through the integration along
cycles cohomology in flag domains with holo-
morphic solutions of some differential equations in
crowns (generalized massless equations).

See also: Combinatorics: Overview; Compact Groups
and their Representations; Lie Groups: General Theory;
Pseudo-Riemannian Nilpotent Lie Groups; Several
Complex Variables: Compact Manifolds; Stability of
Minkowski Space; Symmetry Classes in Random Matrix
Theory; Twistor Theory: Some Applications; Twistors.
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Introduction

The notion of ‘‘classical r-matrices’’ has emerged as
a by-product of the quantum inverse scattering
method (which was developed mainly by L D
Faddeev and his team in their work at the Steklov
Mathematical Institute in Leningrad); it has given a
new insight into the study of Hamiltonian structures
associated with classical integrable systems solvable
by the classical inverse scattering method and its
generalizations. Important classification results for
classical r-matrices are due to Belavin and Drinfeld.
Based on the initial results of Sklyanin, Drinfeld
introduced the important concepts of ‘‘Poisson Lie
groups’’ and ‘‘Lie bialgebras’’ which arise as a
semiclassical approximation in the study of quan-
tum groups.

A Poisson group is a Lie group G equipped
with a Poisson bracket such that the multiplica-
tion m : G�G ! G is a Poisson mapping. A
Poisson bracket on G with this property is called
multiplicative. More explicitly, let �x, �x be the
left and right translation operators in C1(G) by
an element x 2 G,�x’(y) =’(xy), �x’(y) =’(yx).
Multiplication in G is a Poisson mapping, if for
any ’, 2 C1(G), we have

f’;  gðxyÞ ¼ f�x’; �x gðyÞ þ f�y’; �y gðxÞ ½1


Note that in general, multiplicative brackets are
neither left nor right invariant; in other words, for
fixed x translation operators �x, �x do not preserve
Poisson brackets.

Multiplicative Poisson brackets naturally arise in the
study of integrable systems which admit the so-called
‘‘zero-curvature representation.’’ The study of zero-
curvature equations, and in particular, of the Poisson
properties of the associated monodromy map, was the
main source of nontrivial examples (associated with
classical r-matrices, classical Yang–Baxter equations,
and factorizable Lie bialgebras). The special class of
multiplicative Poisson brackets encountered in this
context is closely related to factorization problems in
Lie groups (in particular, the matrix Riemann pro-
blem); these problems represent the key tools in
constructing solutions of zero-curvature equations.

The equivalent definition of Poisson Lie groups
uses the dual language of ‘‘Hopf algebras.’’ Let
A = F(G) be the commutative algebra of (smooth)
functions on a Lie group G equipped with the
standard coproduct � : A!A� A

�’ðx; yÞ ¼ ’ðxyÞ; ’ 2 FðGÞ; x; y 2 G

as usual, we identify the (topological) tensor product
F(G)� F(G) with F(G�G). The multiplicative



Poisson bracket on G equips F(G) with the structure
of a Poisson–Hopf algebra, that is

�f’;  g ¼ f�’;� g ½2�

Equation [2] is the starting point for the study of
relations between Poisson groups and quantum
groups. Following the general philosophy of defor-
mation quantization, we can look for a deformation
Ah of the commutative Hopf algebra A with the
deformation germ determined by the Poisson struc-
ture on A satisfying eqn [2]. The fundamental
theorem (conjectured by Drinfeld and proved by
Etingof and Kazhdan) asserts that any Poisson
algebra associated with a Poisson group admits a
formal quantization (in the category of Hopf
algebras).

Poisson Groups and Lie Bialgebras

Let G be a Lie group with Lie algebra g equipped
with a multiplicative Poisson bracket. Any Poisson
bracket is bilinear in differentials of functions; it is
convenient to express it by means of right- or left-
invariant differentials. For ’ 2 F(G) set

hr’ðxÞ;Xi ¼ ðd=dtÞt¼0’ðetXxÞ;
hr0’ðxÞ;Xi ¼ ðd=dtÞt¼0’ðxetXÞ;

X 2 g;r’ðxÞ;r0’ðxÞ 2 g�

Let us define the Poisson operator � : G !
Hom(g�, g) by setting

f’;  gðxÞ ¼ h�ðxÞr’ðxÞ;r i ½3�

For a finite-dimensional Lie algebra, we can identify
Hom(g�, g) with g� g; the skew symmetry of
Poisson bracket implies that � 2 g ^ g. By an abuse
of language, the same identification is traditionally
used for infinite-dimensional algebras (e.g., for loop
algebras) as well. Of course, in the latter case, the
corresponding Poisson tensors are represented by
singular kernels which do not lie in the algebraic
tensor product and should be regarded as
distributions.

Multiplicativity of Poisson bracket on G implies a
functional equation for �

�ðxyÞ ¼ ðAd x� Ad xÞ � �ðyÞ þ �ðxÞ ½4�

which means that � is a 1-cocycle on G (with values
in g ^ g). By setting

�ðXÞ ¼ d

dt

� �
t¼0

�ðetXÞ; X 2 g

we conclude from eqn [4] that � : g! g ^ g is a
1-cocycle on g, that is,

�ð½X;Y�Þ ¼ ½X� I þ I �X; �ðYÞ�
� ½Y � I þ I � Y; �ðXÞ�

Equation [4] implies that �(e) = 0, that is, a multi-
plicative Poisson structure is identically zero at the
unit element. Its linearization at this point induces
the structure of a Lie algebra on the cotangent space
T�e G ’ g�; namely, for any �, �0 2 g�, choose ’,’0 2
F(G) in such a way that re’= �,re’

0= �0, and set

½�; �0�� ¼ ref’; ’0g ½5�

It is easy to see that h[�, �0]�, Xi= h� ^ �0, �(X)i,
which proves that the bracket is well defined,
while eqn [5] implies the Jacobi identity.

Definition 1 Let g, g� be a pair of linear spaces set
in duality; (g, g�) is called a Lie bialgebra if both g
and g� are Lie algebras and the mapping � : g! g�
g which is dual to the commutator map [ , ]� : g� �
g� ! g� is a 1-cocycle on g.

Thus if G is a Poisson–Lie group, the pair (g, g�) is
a Lie bialgebra (called the ‘‘tangent Lie bialgebra’’ of
G). Poisson–Lie groups form a category in which the
morphisms are Lie group homomorphisms, which
are also Poisson mappings. A morphism
(g, g�) V (h, h�) in the category of Lie bialgebras is
a Lie algebra homomorphism g ! h such that the
dual map h� ! g� is again a Lie algebra homo-
morphism. It is easy to see that morphisms of
Poisson groups induce morphisms of their tangent
bialgebras. The converse is also true.

Theorem 1

(i) Let (g, g�) be a Lie bialgebra, G a connected,
simply connected Lie group with Lie algebra g.
There is a unique multiplicative Poisson bracket
on G such that (g, g�) is its tangent Lie bialgebra.

(ii) Morphisms of Lie bialgebras induce Poisson
mappings of the corresponding Poisson groups.

Basically, the theorem asserts that a Poisson
tensor is uniquely restored from the infinitesimal
cocycle on the corresponding Lie algebra; moreover,
the obstruction for the Jacobi identity vanishes
globally if this is true for its infinitesimal part at
the unit element of the group.

It is important to observe that Lie bialgebras
possess a remarkable symmetry: if (g, g�) is a Lie
bialgebra, the same is true for (g�, g). Hence, the
dual group G� (which corresponds to g�) also carries
a multiplicative Poisson bracket. The duality theory
for Lie bialgebras, based on the key notion of the
Drinfeld double, is discussed in the next section.
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Classical r-Matrices and Special
Classes of Lie Bialgebras

The general classification problem for Lie bialgebras
is unfeasible (e.g., classification of abelian Lie
bialgebras includes classification of all Lie algebras).
In applications, one mainly deals with important
special classes of Lie bialgebras, of which factoriz-
able Lie bialgebras are probably the most important.
In a sense, this class may be regarded as exhaustive,
since (as explained below) any Lie bialgebra is
canonically embedded into a factorizable one.
Various other special classes discussed in literature
are ‘‘coboundary bialgebras,’’ ‘‘triangular bialge-
bras,’’ and ‘‘quasitriangular bialgebras.’’

The Lie bialgebra (g, g�, �) is called a coboundary
bialgebra if the cobracket � is a trivial 1-cocycle on g,
that is,

�ðXÞ ¼ ½X� I þ I �X; r� for all X 2 g ½6�

the constant element r 2 g ^ g is called the ‘‘classical
r-matrix.’’ If g is semisimple, H1(g, V) = 0 for any
g-module V by the classical Whitehead theorem, and
hence all Lie bialgebra structures on g are of
coboundary type. The associated Lie bracket on g�

is given by the formula

½�; �0�� ¼ ad�g r� � �0 � ad�g r�0 � � ½7�

where we identified r 2 g ^ g with a skew-symmetric
linear operator r : g� ! g. The restrictions imposed
on r by the Jacobi identity are formulated in terms
of the so-called ‘‘Yang–Baxter tensor’’ [[r, r]] 2 g ^
g ^ g, which is a quadratic expression in r. To define
it, let us mark different factors in tensor products,
for example, g� g� g, by fixed numbers 1, 2, 3, . . .
which indicate their place; for simplicity, we assume
that g is embedded in an associative algebra A with a
unit. The embeddings are defined as

i12; i23; i13 : g� g�!A�A�A

by setting i12(X�Y)=X�Y�I, and similarly
in other cases. For a 2 g� g, we put i12(a) = a12,
etc. Set

½½r; r�� ¼ ½r12; r13� þ ½r12; r23� þ ½r13; r23� ½8�

The commutators in the RHS are computed in the
associative algebra A�A�A; it is easy to check
that the result does not depend on the choice of the
embedding g ,!A.

Proposition 1 The Jacobi identity for [ , ]� is valid if
and only if [[r, r]] is ad g-invariant, that is, if

½X� I � I þ I �X� I þ I � I �X; ½½r��� ¼ 0
for all X 2 g

A coboundary Lie bialgebra with [[r, r]] 2 (^3 g)g

is called ‘‘quasitriangular’’; it is called ‘‘triangular’’
if r satisfies the classical Yang–Baxter equation
[[r, r]] = 0. (Both terms come from another name of
the classical Yang–Baxter equation, the ‘‘classical
triangle equation.’’)

When a Lie algebra g admits a nondegenerate
invariant inner product, the class of quasitriangular
Lie bialgebra structures on g admits an important
specialization. Let g� g� ’ g� g be the natural
isomorphism induced by the inner product. Let I 2
g� g� be the canonical element; its image t 2 g� g
under this isomorphism is called the ‘‘tensor
Casimir element.’’ Clearly, t 2 (S2g)g and, more-
over, [t12, t23] 2 (^3 g)g. When g is semisimple, the
mapping (S2g)g! (^3 g)g : s 7! [s12, s23] is an iso-
morphism; in particular, if g is simple, both spaces
are one dimensional and generated by a tensor
Casimir (which is unique up to a scalar multiple). A
Lie bialgebra (g, r) is called factorizable if r 2 g ^ g
satisfies the modified classical Yang–Baxter
equation

½r; r� ¼ c½t12; t23�; c ¼ const 6¼ 0 ½9�

The convenient normalization is c =�1=4 (it can be
achieved by an appropriate normalization of r).
Instead of dealing with the modified Yang–Baxter
equation, we may relax the antisymmetry condition
imposed on r. Set r�= r� (1=2)t 2 g� g. Since t
is ad g-invariant, the symmetric part of r� drops
out from the cobracket; on the other hand, one
has [[r�, r�]] = 0. Regarding r� as a linear operator,
r� 2 Hom(g�, g), we get the following important
result:

Proposition 2 Let (g, g�) be a factorizable Lie
bialgebra.

(i) The mappings r� 2 Hom(g�, g) are Lie algebra
homomorphisms; moreover, r�þ= �r�.

(ii) The combined mapping

ir : g� ! g	 g : X 7! ðrþX; r�XÞ

is a Lie algebra embedding.
(iii) Any X 2 g admits a unique decomposition

X = Xþ �X� with (Xþ, X�) 2 Im ir.

The additive decomposition in a factorizable Lie
bialgebra gives rise to a multiplicative factorization
problem in the associated Lie group. Namely, ir may
be extended to a Lie group embedding ir : G� !G�
G and any x 2 G, which is sufficiently close to the
unit element, admits a decomposition x = xþx�1

�
with (xþ, x�) 2 Im ir.

Any Lie bialgebra (g, g�) admits a canonical
embedding into a larger Lie bialgebra (called its
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‘‘double’’) which is already factorizable. Namely, set
d = g	 g� as a linear space and equip it with the
natural inner product,

X; Fð Þ; X0; F0ð Þh ih i ¼ F;X0h i þ F0;Xh i ½10�

Theorem 2

(i) There exists a unique structure of the Lie algebra
on d such that: (a) g, g� 
 d are Lie subalgebras.
(b) The inner product [10] is invariant.

(ii) Let Pg, Pg� be the projection operators onto
g, g� 
 d parallel to the complementary sub-
algebra. Set rd

þ= Pg, rd
�= �Pg� ; then (d, rd

�) is a
factorizable Lie bialgebra.

(iii) The inclusion map (g, g�) V (d, d�) is a homo-
morphism of Lie bialgebras and the dual inclusion
map (g�, g) V (d, d�) is an antihomomorphism.

Conversely, let a be a Lie algebra equipped with a
nondegenerate invariant inner product, a� 
 a its Lie
subalgebras such that (i) a� are isotropic with respect
to inner product, (ii) a = aþ. þ a� as a linear space.
The triple (a, aþ, a�) is called a ‘‘Manin triple.’’ Let
P� be the projection operators onto a� in this
decomposition. Set r�= �P�. Then (a, r�) is a
factorizable Lie bialgebra; moreover, aþ and a� are
set into duality by the inner product in a and inherit
the structure of a Lie bialgebra, and a is their double.

If (g, g�) is itself a factorizable Lie bialgebra, its
double admits a simple explicit description. Set
d = g	 g (direct sum of Lie algebras); let us equip
d with the inner product

hhðX;X0Þ; ðY;Y 0Þii ¼ hX;Yi � hY;Y 0i

Let g� 
 d be the diagonal subalgebra; we identify
g� with the embedded subalgebra ir(g�) 
 d.

Proposition 3

(i) (d, g�, ir(g�)) is a Manin triple.
(ii) As a Lie algebra, d = g	 g is isomorphic to the

double of g.

Key examples of factorizable Lie bialgebras are
associated with semisimple Lie algebras and their
loop algebras.

1. Let k be a compact semisimple Lie algebra: g = kC

its complexification regarded as a real Lie algebra,
� 2 Aut g the Cartan involution which fixes k, and
g = k	 p the associated Cartan decomposition.
Fix a real split Cartan subalgebra a 
 p and the
associated Iwasawa decomposition g = k. þa. þn;
put s = a. þn. Let B be the complex Killing form
on g; let us equip g with the real inner product
(X, Y) = Im B(X, Y), then (g, k, s) is a Manin

triple. Hence, any compact semisimple Lie group
K carries a natural Poisson structure; its double
G = D(K) is the complex group G = KC (regarded
as a real Lie group). The associated factorization
problem in G is the Iwasawa decomposition
G = KAN, which exists globally.

2. Let g be a real split semisimple Lie algebra, h its
Cartan subalgebra, and �þ a system of positive
roots. Fix an invariant inner product on g which
is positive on h, and let {e�;� 2 ��þ} be the root
vectors normalized in such a way that
(e�, e��) = 1. Let

n� ¼
M
�2�þ

R � e��

Fix an orthonormal basis {Hi} in h; let P�, P0

be the projection operators onto n�, h in the
Bruhat decomposition g = n�. þh. þnþ. The
standard Lie bialgebra structure on g is given
by the r-matrices r�= �P� � 1

2 P0. In tensor
notation,

r� ¼ �
X
�2�þ

e� ^ e�� �
1

2

X
i

Hi �Hi ½11�

Let b�= h. þn� be the opposite Borel subalge-
bras; the inner product in g sets them into
duality, and (bþ, b�) is a Lie sub-bialgebra
in (g, g�). Let G be the connected, simply
connected Lie group associated with g, B�=
HN� its opposite Borel subgroups which corres-
pond to b�. Let p : B�!B�=N� ’ H be the
canonical projection. The associated factoriza-
tion problem in G, g =bþb�1

� , (bþ,b�) 2 Bþ �
B�,p(bþ)=p(b�)�1, is closely related to the
Bruhat decomposition; it is solvable for all g in
the open Bruhat cell BþN� 
G.

3. Let Lg = g�C((z)) be the loop algebra of a finite
dimensional semisimple Lie algebra g, as usual we
denote the ring of formal Laurent series by C((z)).
Put Lgþ= g�C[[z]], Lg�= g� z�1C[z�1]. Fix an
invariant inner product on g and equip Lg with
the inner product

hhX;Yii ¼ Resz¼0hXðzÞ;YðzÞi dz

Then (Lg, Lgþ, Lg�) is a Manin triple. The associa-
ted classical r-matrix is called ‘‘rational r-matrix’’; in
tensor notation, it is represented by a singular kernel

rðz; z0Þ ¼ t

z� z0

where t 2 g� g is the tensor Casimir, which is
essentially the Cauchy kernel.

4. Let us assume that g = sl(n); in this case, the loop
algebra Lg admits a nontrivial decomposition
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associated with the so-called ‘‘elliptic r-matrix.’’
Set

I1 ¼ diagð1; "; . . . ; "n�1Þ;

I2 ¼

0 1 . . . 0

0 1

..

. . .
. ..

.

. .
.

1

1 0 . . . 0

0BBBBBBB@

1CCCCCCCA
; " ¼ e2	i=n

½12�

Put Z2
n = Z=n Z�Z=n Z; for a = (a1, a2) 2 Z2

n,
set Ia = Ia1

1 Ia2

2 ; matrices Ia define an irreducible
projective representation of Z2

n (they form the so-
called ‘‘finite Heisenberg group)’’. Let us denote
the elliptic curve of modulus 
 by E= C=Zþ 
Z
and let P!E be the n-dimensional holomorphic
vector bundle with flat connection and with
monodromies given by

z 7!zþ 1 : h1 ¼ Ad I1; z 7!zþ 
 : h2 ¼ Ad I2

Let GE 
 Lg be the subspace of Laurent expansions
at zero of the global meromorphic sections of P
with a unique pole at 0 2 E. Then (Lg,Lgþ,GE) is
again a Manin triple. The associated classical
r-matrix is the kernel of a singular integral operator
which associates a meromorphic section of P to its
principal part at 0. Explicitly, it is given by

rðz� z0Þ ¼ 1

n

Xn�1

a;b¼0

�
z� z0

n
� a� b


� �
� ðAd Ia;b � IÞ � t

½13�

where � is the Weierstrass zeta function.
5. Let g be an arbitrary semisimple Lie algebra

again. Let us equip the loop algebra Lg with the
inner product

hhX;Yii0 ¼ Resz¼0hXðzÞ;YðzÞiz�1 dz

Set Nþ = nþ _þ g � zC[[z]], N� = n� _þ g �
z�1C[z�1]. We have Lg =Nþ _þ h _þN�, where
we identify h, n� 
 g with the corresponding
subalgebras of constant loops in Lg. Let P�, P0

be the projection operators onto N�, h in this
decomposition and r�= � P� � (1=2)P0. The
classical r-matrices r� define on Lg the structure
of a factorizable Lie bialgebra. The associated
tensor kernels are called the trigonometric classi-
cal r-matrices.

Classical r-matrices described above are associated
with factorization problems in the infinite-dimensional
loop groups: matrix Riemann problems or matrix
Cousin problems (in the elliptic case). Belavin and

Drinfeld have given a complete classification of
factorizable Lie bialgebra structures for semisimple
Lie algebras; in the loop algebra case, the problem they
solved consists of classification of all meromorphic
solutions of the classical Yang–Baxter equation. In
other words, we assume that the distribution kernel
associated with the classical r-matrix is represented by
a meromorphic function (of two complex variables).
Up to an equivalence, any such solution depends
only on one variable and belongs to the rational,
trigonometric, or elliptic type (in the latter case, the
underlying Lie algebra is necessarily sl(n)). Classifi-
cation of solutions in the elliptic case is completely
rigid; in the trigonometric case, the moduli space is
finite dimensional and admits an explicit descrip-
tion. In the rational case, the classification is
somewhat less explicit (it has been completed by A
Stolin under some nondegeneracy condition). Con-
trary to to the popular belief, there are many other
structures of a factorizable Lie bialgebra on loop
algebras, for which the associated r-matrices are
given by more singular distribution kernels.

Poisson Lie Groups

If the tangent Lie bialgebra of a Poisson Lie group is
of coboundary type, the cocycle � is also trivial,
�(g) = r� Ad g� Ad g � r. Hence, the Poisson
bracket on G is given by

f’;  g ¼ hr;r0’ ^r0 i � hr;r’ ^ r i; r 2 g ^ g

where r’,r0’ 2 g� are left and right differentials of
’ 2 C1(G). This is the so-called ‘‘Sklyanin bracket’’.
Let us assume that G is a matrix group; its affine
ring generated by evaluation functions �ij which
assign to L 2 G its matrix coefficients, �ij(L) = Lij.
The Poisson bracket on G is completely determined
by its values on �ij. Explicitly, we get

�ij; �km

� �
ðLÞ ¼ ½r;L� L�ikjm ½14�

the commutator in the RHS is in Mat(n2). By a
variation of language, evaluating functions and their
values on a generic element L 2 G are denoted by
the same letter; using tensor notation to suppress
matrix indices, we get

L1;L2f g ¼ r;L1L2½ �; L1 ¼ L� I; L2 ¼ I� L ½15�

In the case of loop algebras, these Poisson bracket
relations take the form

L1ð�Þ;L2ð
Þf g ¼ ½rð�; 
Þ;L1ð�ÞL2ð
Þ�

Let us assume that G is factorizable and the
associated factorization problem is globally solvable.
The Poisson bracket on the dual group G� ’
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ir(G
�) 
 G�G may be characterized in terms of the

matrix coefficients of (hþ, h�) = ir(h), or of their
quotient h = hþh�1

� . Explicitly, we get

h1
�;h

2
�

� �
�¼ r;h1

�h2
�

� �
; h1

þ;h
2
�

� �
�¼ rþ;h

1
þh2
�

� �
½16�

h1; h2f g�¼ rh1h2 þ h1h2r� h2rþh1 � h1r�h2;

r ¼ 1
2 rþ þ r�ð Þ

½17�

The key question in the geometry of Poisson
groups consists in description of symplectic leaves in
G, G�. This question is already nontrivial when G� is
abelian (and hence may be identified with the dual of
the Lie algebra g = Lie(G)). The Poisson bracket on
g� is linear; this is the well-known Lie–Poisson (alias,
Beresin–Kirillov–Kostant) bracket. Its symplectic
leaves coincide with the orbits of the coadjoint
representation of G in g�. The natural way to prove
this fundamental result (which goes back to Lie) is to
consider first the natural action of G on the
cotangent bundle T�G ’ G� g�; this action is
Hamiltonian, and the coadjoint orbits arise as a
result of Hamiltonian reduction associated with this
action. The generalization of the theory of coadjoint
orbits to the case of arbitrary Poisson groups starts
with the notion of symplectic double, which is the
nonlinear analog of the cotangent bundle.

Let D be the double of (G, G�); assume for
simplicity that D = G �G� globally and hence the
associated factorization problem is always solvable.
Let rd = (1=2)(Pg � Pg�). Set

f’;  g� ¼ hrdr’;r i � hrdr0’;r0 i ½18�

The bracket { , }� is the usual Sklyanin bracket which
defines the structure of a Poisson group on D, while
{ , }þ is nondegenerate and defines a symplectic
structure on D. Let us denote the copies of D equipped
with the bracket { , }� by D�. The bracket on Dþ is not
multiplicative, but it is covariant with respect to the
action of D� by left and right translations; in other
words, the natural mappings D� �Dþ!Dþ and
Dþ �D�!Dþ, associated with multiplication in D,
preserve Poisson brackets. Since G,G� 
 D� are
Poisson subgroups, natural actions G�Dþ!Dþ
and G� �Dþ!Dþ by left and right translations are
Poisson mappings. Consider the natural projections

Dþ

	.&	0

G� ’ D=G GnD ’ G�

Dþ

p.&p0

G ’ D=G� G�nD ’ G

onto the space of left and right coset classes. It is easy
to see that functions on Dþ which are constant on each
projection fiber are closed with respect to the Poisson
bracket. This means that the quotient spaces inherit

the Poisson structure. Moreover, the maps 	, 	0 and
p, p0 form the so-called ‘‘dual pairs’’, that is, the
algebras of functions which are constant on the fibers
of 	 and 	0 (or of p and p0) are mutual centralizers of
one another in the big Poisson algebra F(Dþ).
Since D = G �G�= G� �G, we have G�=D ’ G,
G=D ’ G�; it is easy to check that the quotient
Poisson structure induced on G, G� coincides with
the original one. Applying the fundamental theorem
on dual pairs of Poisson mappings (going back to S.
Lie), we conclude that symplectic leaves in G and G�,
respectively, coincide with the orbits of G� (respec-
tively, G) in these quotient spaces. The actions G�
G� !G�, G� �G!G are called ‘‘dressing transfor-
mations’’. Unit elements in G and G� are fixed points
of dressing transformations; their linearizations at the
tangent spaces TeG

� ’ g�, TeG ’ g coincide with the
coadjoint actions of G and G�, respectively.

When D 6¼ G �G� (i.e., the factorization problem in
D is not always solvable), dressing actions are still well
defined as global transformations of the quotient
spaces; in this case G, G� may be identified with open
cells in D=G�, D=G, respectively, which means that
dressing action on G, G� is, in general, incomplete.

If the group G is factorizable, symplectic leaves in the
dual group G� admit a nice uniform description: since
in this case D = G�G and G 
 D is the diagonal
subgroup, the quotient D=G may be modeled on G
itself. The quotient Poisson bracket in this realization
coincides with [17], while the dressing action coin-
cides with conjugation in G (and is independent of
r). Hence, symplectic leaves in D/G coincide with
conjugacy classes in G; the equivalence of this model
with G� (equipped with the bracket [16]) is provided
by the factorization map. The description of sym-
plectic leaves in G is more subtle (and already
crucially depends on the choice of r!); for semisimple
Lie groups with the standard Poisson structure, it is
related to the geometry of double Bruhat cells.

For loop groups with rational, trigonometric, or
elliptic r-matrices, dressing action is associated with
auxiliary factorization problems in the loop group.
Roughly speaking, symplectic leaves correspond to
rational loops with prescribed singularities. Many
important examples have been described in connection
with integrable lattice systems, although a complete
classification theorem is still not available. For
g = sl(2), the elliptic Manin triple described earlier
leads to the Poisson structure on the group of ‘‘elliptic
loops’’ with values in SL(2); its simplest symplectic
leaves (corresponding to loops with simple poles) are
associated with a remarkable Poisson algebra, the
Sklyanin algebra (with four generators and two
Casimir functions), which admits an interesting
explicit quantization.
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Dressing action is a nontrivial example of a
Poisson group action. In general, such actions are
not Hamiltonian in the usual sense; the appropriate
generalization is provided by the notion of the
nonabelian moment map. Let G�M!M be an
action of a Poisson group G on a Poisson manifold
M, g!VectM, the associated homomorphism of
Lie algebras. A mapping 
 :M!G� is called the
nonabelian moment map associated with this action,
if for any X 2 g and ’ 2 F(M), we have

X � ’ ¼ h
�1f
; ’gM;Xi

In this case, G�M!M is a fortiori a Poisson
map. Both dressing actions G� �G!G and G�
G� !G� admit nonabelian moment maps, which are
just the identity maps 
= idG and 
�= idG� . For
compact Poisson groups, the nonabelian moment
map has good convexity properties, which general-
ize the convexity properties of the ordinary moment
map for Hamiltonian group actions.

The general theory of homogeneous Poisson spaces
has some peculiarities. Typically, the G-covariant
Poisson structure on a given homogeneous space is
not unique (when it exists); this is true already for
principal homogeneous spaces (a simple example is
provided by the symplectic double Dþ). Let G be a
Poisson Lie group, (g, g�) its tangent Lie bialgebra, d
its double, U its Lie subgroup, u = Lie U. A subalgebra
l 
 d is called Lagrangian if it is isotropic with respect
to the canonical inner product in d. The general
classification result, according to Drinfeld, asserts that
there is a bijection between G-covariant Poisson
structures on G=U and the set of all Lagrangian
subalgebras l 
 d such that l \ g = u. Various non-
trivial examples arise, notably in the study of integr-
able systems. For instance, the geometric proof of the
factorization theorem for lattice zero-curvature equa-
tion, which is stated in the following section, uses a
different Poisson structure on the double (the so-called
‘‘twisted symplectic double).’’

Applications to Integrable Systems

The definition of Poisson–Lie groups was motivated
by key examples which arise in the theory of
integrable systems. In applications, one often deals
with nonlinear differential equations which may be
written in the form of the so-called ‘‘lattice zero
curvature equations’’

dLm

dt
¼ LmMm �Mmþ1Lm; m 2 Z ½19�

where Lm, Mm are matrices, possibly depending on
an additional parameter (or, more generally, abstract

linear operators). Equations [19] give the compat-
ibility conditions for the auxiliary linear system

 mþ1 ¼ Lm m;
d m

dt
¼ �Mm m; m 2 Z ½20�

The use of finite-difference operators associated with
a one-dimensional lattice, as in [20], is particularly
well suited for the study of ‘‘multiparticle’’ lattice
models. Let we assume that the ‘‘potential’’ Lm in [20]
is periodic, LmþN = Lm; the period N may be
interpreted as the number of copies of an ‘‘elemen-
tary’’ system. It is natural to presume that ‘‘Lax
matrices’’ Lm in [19] are elements of a matrix Lie
group G (or of a loop group, if they depend on an
extra parameter). The auxiliary linear problem [20]
leads to a family of dynamical systems on GN which
remain integrable for any N. Let T : GN!G be the
‘‘monodromy map’’ which assigns to the set
L1, . . . , LN of local Lax matrices their ordered
product TL = LNLN�1 � � �L1. Let us assume that G is
equipped with the Sklyanin bracket associated with a
factorizable r-matrix r. Then T is a Poisson map. Let
I(G) be the algebra of central functions on G; for ’ 2
I(G), set H’ =’ � T. All functions H’,’ 2 I(G) are
in involution with respect to the product Poisson
bracket on GN and give rise to lattice zero-curvature
equations of the same form as [19]; for a given ’, we
may choose the M-matrix in either of the two forms:

M�
m ¼ r�  mr’ðTLÞ �1

m

� 	
;  m ¼

Y
1�k�m

Lk

Let Lm(t), m = 1, . . . , N, be the integral curve of
this equation which starts at L0

m. The construction of
this curve reduces to the factorization problem asso-
ciated with the chosen r-matrix. Explicitly, we get

LmðtÞ ¼ gmþ1ðtÞ
�1
þ L0

mgmðtÞþ ¼ gmþ1ðtÞ
�1
� L0

mgmðtÞ�
where (gm(t)þ, gm(t)�) is the curve in G� which
solves the factorization problem

gmðtÞþgmðtÞ
�1
� ¼ 0 m expðtr’ðTðL0ÞÞÞ 0 �1

m ;
0 m ¼  mðL0Þ

This result exhibits the double role of the r-matrix.
On the one hand, it serves to define the Poisson
structure on GN which is adapted to the study of
lattice zero-curvature equations; in particular, the
dynamical flow associated with these equations is
automatically confined to symplectic leaves in GN.
(In applications, G is usually a loop group equipped
with a factorizable r-matrix; despite the fact that
dim G =1, it admits plenty finite-dimensional sym-
plectic leaves.) In its second incarnation, the r-matrix
serves to define the factorization problem which
solves these zero-curvature equations. In the loop
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group case, this is a matrix Riemann problem; its
explicit solution is based on the study of the spectral
curve associated with the ‘‘monodromy matrix’’ TL

and uses the technique of algebraic geometry.
The monodromy map T : GN!G may be regarded

as a nonabelian moment map associated with an
action of the dual Lie algebra g� on the phase space.
This action actually extends to an action of the (local)
Lie group G� which transforms solutions into solu-
tions again. This is the prototype ‘‘dressing’’ action
(originally defined by Zakharov and Shabat in their
study of zero-curvature equations related to Riemann–
Hilbert problems). Dressing provides an effective tool
to produce new solutions of zero-curvature equations
from the ‘‘trivial’’ ones; it was also the first nontrivial
example of a Poisson group action.

See also: Affine Quantum Groups; Bicrossproduct
Hopf Algebras and Noncommutative Spacetime;
Bi-Hamiltonian Methods in Soliton Theory; Deformations
of the Poisson Bracket on a Symplectic Manifold;
Functional Equations and Integrable Systems;
Hamiltonian Fluid Dynamics; Hopf Algebras and
q-Deformation Quantum Groups; Integrable Systems
and Recursion Operators on Symplectic and Jacobi
Manifolds; Integrable Systems: Overview; Lie, Symplectic
and Poisson Groupoids, and their Lie Algebroids; Multi-
Hamiltonian Systems; Poisson Reduction; Recursion
Operators in Classical Mechanics; Toda Lattices;
Yang–Baxter Equations.
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Introduction

Introductory and Historical Remarks

Clifford (1878) introduced his ‘‘geometric algebras’’
as a generalization of Grassmann algebras, complex
numbers, and quaternions. Lipschitz (1886) was the
first to define groups constructed from ‘‘Clifford
numbers’’ and use them to represent rotations in a

Euclidean space. Cartan discovered representations of
the Lie algebras son(C) and son(R), n > 2, that do
not lift to representations of the orthogonal groups.
In physics, Clifford algebras and spinors appear for
the first time in Pauli’s nonrelativistic theory of the
‘‘magnetic electron.’’ Dirac (1928), in his work on the
relativistic wave equation of the electron, introduced
matrices that provide a representation of the Clifford
algebra of Minkowski space. Brauer and Weyl (1935)
connected the Clifford and Dirac ideas with Cartan’s
spinorial representations of Lie algebras; they found,
in any number of dimensions, the spinorial, projective
representations of the orthogonal groups.
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Clifford algebras and spinors are implicit in
Euclid’s solution of the Pythagorean equation x2 �
y2 þ z2 = 0, which is equivalent to

y� x z

z yþ x

 !
= 2

p

q

 !
p qð Þ ½1�

and gives x = q2 � p2, y = p2 þ q2, z = 2pq. If the
numbers appearing in [1] are real, then this equation
can be interpreted as providing a representation of a
vector (x, y, z) 2 R3, null with respect to a quadratic
form of signature (1, 2), as the ‘‘square’’ of a spinor
(p, q) 2 R2. The pure spinors of Cartan (1938)
provide a generalization of this observation to
higher dimensions.

Multiplying the square matrix in [1] on the left by
a real, 2� 2 unimodular matrix, on the right by its
transpose, and taking the determinant, one arrives at
the exact sequence of group homomorphisms:

1! Z2 ! SL2ðRÞ= Spin0
1;2 ! SO0

1;2 ! 1

Multiplying the same matrix by

"=
0 �1

1 0

 !
½2�

on the left and computing the square of the product,
one obtains

z xþ y

x� y �z

 !2

= ðx2 � y2 þ z2Þ
1 0

0 1

 !

This equation is an illustration of the idea of
representing a quadratic form as the square of a
linear form in a Clifford algebra. Replacing y by iy,
one arrives at complex spinors, the Pauli matrices,

�x =
0 1

1 0

 !
; �y = i"; �z =

1 0

0 �1

 !

Spin3 = SU2, etc.
This article reviews Clifford algebras, the asso-

ciated groups, and their representations, for quad-
ratic spaces over complex or real numbers. These
notions have been generalized by Chevalley (1954)
to quadratic spaces over arbitrary number fields.

Notation

If S is a vector space over K = R or C, then S�

denotes its dual, that is, the vector space over K
of all K-linear maps from S to K. The value of ! 2
S� on s 2 S is sometimes written as hs,!i.
The transpose of a linear map f :S1 ! S2 is the
map f � :S�2 ! S�1 defined by hs, f �(!)i= hf (s),!i for

every s 2 S1 and ! 2 S�2. If S1 and S2 are complex
vector spaces, then a map f :S1 ! S2 is said to be
semilinear if it is R-linear and f (is) =�if (s). The
complex conjugate of a finite-dimensional complex
vector space S is the complex vector space �S of all
semilinear maps from S� to C. There is a natural
semilinear isomorphism (complex conjugation) S! �S,
s 7! �s such that h!,�si = hs,!i for every ! 2 S�.
The space ��S can be identified with S and then ��s = s.
The spaces (�S)� and S� are identified. If f :S1 ! S2

is a complex-linear map, then there is the complex-
conjugate map �f :�S1 ! �S2 given by �f (�s) = f (s) and
the Hermitian conjugate map f y ¼def �f

�
:S1 ! S2

�
.

A linear map A :S! �S
�

such that Ay= A is said to
be Hermitian. K(N) denotes, for K = R, C or H, the
set of all N by N matrices with elements in K.

Real, Complex, and Quaternionic Structures

A real structure on a complex vector space S is a
complex-linear map C :S! �S such that �CC = idS.
A vector s 2 S is said to be real if �s = C(s). The set of
all real vectors is a real vector space; its real
dimension is the same as the complex dimension of S.

A complex-linear map C :S! �S such that
�CC =� idS defines on S a quaternionic structure; a
necessary condition for such a structure to exist is
that the complex dimension m of S be even, m = 2n,
n 2 N. The space S with a quaternionic structure
can be made into a right vector space over the field
H of quaternions. In the context of quaternions, it is
convenient to represent the imaginary unit of C asffiffiffiffiffiffiffi
�1
p

. Multiplication on the right by the quaternion
unit i is realized as the multiplication (on the left) byffiffiffiffiffiffiffi
�1
p

. If j and k = ij are the other two quaternion
units and s 2 S, then one puts sj = �C(�s) and sk = sij.

A real vector space S can be complexified by
forming the tensor product C�R S = S� iS.

The realification of a complex vector space S is the
real vector space having S as its set of vectors so that
dimR S = 2 dimC S. The complexification of a realifica-
tion of S is the ‘‘double’’ S� S of the original space.

Inner-Product Spaces and Their Groups

Definitions: quadratic and symplectic spaces A
bilinear map B :S� S! K on a vector space S over
K is said to make S into an inner-product space. To
save on notation, one also writes B :S! S� so that
hs, B(t)i= B(s, t) for all s, t 2 S. The group of
automorphisms of an inner-product space,

AutðS;BÞ= fR 2 GLðSÞjR� � B � R = Bg

is a Lie subgroup of the general linear group GL(S).
An inner-product space (S, B) is said here to be
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quadratic (resp., symplectic) if B is symmetric (resp.,
antisymmetric and nonsingular). A quadratic space is
characterized by its quadratic form s 7! B(s, s). For
K = C, a Hermitian map A :S! �S

�
defines a

Hermitian scalar product A(s, t) = h�s, A(t)i.
An orthogonal space is defined here as a quadratic

space (S, B) such that B :S! S� is an isomorphism.
The group of automorphisms of an orthogonal space
is the orthogonal group O(S, B). The group of
automorphisms of a symplectic space is the sym-
plectic group Sp(S, B). The dimension of a symplec-
tic space is even. If S = K2n is a symplectic space
over K = R or C, then its symplectic group is
denoted by Sp2n(K). Two quaternionic symplectic
groups appear in the list of spin groups of low-
dimensional spaces:

Sp2ðHÞ= fa 2 Hð2Þ j aya = Ig

and

Sp1;1ðHÞ= fa 2 Hð2Þ j ay�za = �zg

Here ay denotes the matrix obtained from a by
transposition and quaternionic conjugation.

Contractions, frames, and orthogonality From now
on, unless otherwise specified, (V, g) is a quadratic
space of dimension m. Let ^V = �m

p = 0 ^pV be its
exterior (Grassmann) algebra. For every v 2 V and
w 2 ^V there is the contraction gðvÞcw characterized
as follows. The map V � ^V ! ^V, ðv, wÞ 7!
gðvÞcw, is bilinear; if x 2 ^pV, then gðvÞcðx ^wÞ=
ðgðvÞcxÞ^wþð�1Þpx^ðgðvÞcwÞ and gðvÞcv=gðv,vÞ.

A frame (e�) in a quadratic space (V, g) is said to
be a quadratic frame if � 6¼ � implies g(e�, e�) = 0.

For every subset W of V there is the orthogonal
subspace W? containing all vectors that are ortho-
gonal to every element of W.

If (V, g) is a real orthogonal space, then there is an
orthonormal frame (e�), �= 1, . . . , m, in V such that
k frame vectors have squares equal to �1, l frame
vectors have squares equal to 1 and kþ l = m. The
pair (k, l) is the signature of g. The quadratic form g
is said to be neutral if the orthogonal space (V, g)
admits two maximal totally null subspaces W and
W 0 such that V = W �W 0. Such a space V is 2n-
dimensional, either complex or real with g of
signature (n, n). A Lorentzian space has maximal
totally null subspaces of dimension 1 and a
Euclidean space, characterized by a definite quad-
ratic form, has no null subspaces. The Minkowski
space is a Lorentzian space of dimension 4.

If (V, g) is a complex orthogonal space, then an
orthonormal frame (e�), �= 1, . . . , m, can be

chosen in V so that, defining g�� = g(e�, e�), one
has g�� = (�1)�þ1 and, if � 6¼ �, then g�� = 0.

If A :S! �S
�

is a Hermitian isomorphism, then
there is a (pseudo)unitary frame (e�) in S such that
the matrix A��� = A(e�, e�) is diagonal, has p 1’s
and q �1’s on the diagonal, pþ q = dim S. If p = q,
then A is said to be neutral. A is definite if either p
or q = 0.

Algebras

Definitions An algebra over K is a vector space A
over K with a bilinear map A�A ! A, (a, b) 7! ab,
which is distributive with respect to addition.
The algebra is associative if (ab)c = a(bc) holds for
all a, b, c 2 A. It is commutative if ab = ba for all
a, b 2 A. An element 1A is the unit of A if
1Aa = a1A= a holds for every a 2 A.

From now on, unless otherwise specified, the bare
word algebra denotes a finite-dimensional, associa-
tive algebra over K = R or C, with a unit element.
If S is an N-dimensional vector space over K, then the
set End S of all endomorphisms of S is an N2-
dimensional algebra over K, the product being
defined by composition; if f , g 2 End S, then one
writes fg instead of f �g; the unit of End S is
the identity map I. By definition, homomorphisms
of algebras map units into units. The map K! A,
a 7! a1A is injective and one identifies K with its
image in A by this map so that the unit can be
represented by 1 2 K 	 A. A set B 	 A is said to
generate A if every element of A can be represented
as a linear combination of products of elements of B.
For example, if V is a vector space over K, then its
tensor algebra

T ðVÞ= �1p = 0 �pV

is an (infinite-dimensional) algebra over K generated
by K� V. The algebra of all N � N matrices
with entries in an algebra A is denoted by A(N).
Its unit element is the unit matrix I. In particular,
R(N), C(N), and H(N) are algebras over R. The
algebra R(2) is generated by the set f�x, �zg. As a
vector space, the algebra R(2) is spanned by the set
fI, �x, ",�zg.

The direct sum A� B of the algebras A and B
over K is an algebra over K such that its underlying
vector space is A� B and the product is defined by
(a, b) 
 (a0, b0) = (aa0, bb0) for every a, a0 2 A and
b, b0 2 B. Similarly, the product in the tensor
product algebra A�K B is defined by

ða� bÞ 
 ða0 � b0Þ= aa0 � bb0 ½3�
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For example, if A is an algebra over R, then the
tensor product algebra R(N)�R A is isomorphic to
A(N) and

KðNÞ �K KðN0Þ= KðNN0Þ ½4�

for K = R or C and N, N0 2 N. There are isomorph-
isms of algebras over R:

C�R C = C�C

C�R H = Cð2Þ
H�R H = Rð4Þ

½5�

An algebra over R can be complexified by complex-
ifying its underlying vector space; it follows from [5]
that C(2) is the complex algebra obtained by
complexification of the real algebra H.

The center of an algebra A is the set

ZðAÞ= fa 2 A j ab = ba 8 b 2 Ag

The center is a commutative subalgebra containing
K. An algebra over K is said to be central if its center
coincides with K. The algebras R(N) and H(N) are
central over R. The algebra C(N) is central over C,
but not over R.

Simplicity and representations Let B1 and B2

be subsets of the algebra A. Define B1B2 = fb1b2 j
b1 2 B1, b2 2 B2g. A vector subspace B of A is said
to be a left (resp., right) ideal of A if AB 	 B (resp.,
BA 	 B). A two-sided ideal – or simply an ideal – is
a left and right ideal. An algebra A 6¼ f0g is said to
be simple if its only two-sided ideals are f0g and A.

For example, the algebras R(N) and H(N) are
simple over R; the algebra C(N) is simple when
considered as an algebra over both R and C; every
associative, finite-dimensional simple algebra over R
or C is isomorphic to one of them.

A representation of an algebra A over K in a vector
space S over K is a homomorphism of algebras � :A !
End S. If � is injective, then the representation is said to
be faithful. For example, the regular representation � :
A ! End A of an algebra A, defined by �(a)b = ab
for all a, b 2 A, is faithful. A vector subspace T of
the vector space S carrying a representation � of A
is said to be invariant for � if �(a)T 	 T for every
a 2 A; it is proper if distinct from both f0g and S.
For example, a left ideal of A is invariant for the
regular representation. Given an invariant subspace
T of � one can reduce � to T by forming the
representation �T :A ! End T, where �T(a)s = �(a)s
for every a 2 A and s 2 T. A representation is
irreducible if it has no proper invariant subspaces.

A linear map F :S1 ! S2 is said to intertwine the
representations �1 :A ! End S1 and �2 :A ! End S2 if
F�1(a) = �2(a)F holds for every a 2 A. If F is an

isomorphism, then the representations �1 and �2 are
said to be equivalent, �1 � �2. The following two
propositions are classical:

Proposition (A)

(i) An algebra over K is simple if and only if it
admits a faithful irreducible representation in a
vector space over K. Such a representation is
unique, up to equivalence.

(ii) The complexification of a central simple algebra
over R is a central simple algebra over C.

For real algebras, one often considers complex
representations, that is, representations in complex
vector spaces. Two such representations �1 :A !
End S1 and �2 :A ! End S2 are said to be complex
equivalent if there is a complex isomorphism F :S1 !
S2 intertwining the representations; they are real
equivalent if there is an isomorphism among the
realifications of S1 and S2, intertwining the
representations. For example, C, considered as an
algebra over R, has two complex-inequivalent
representations in C : the identity representation
and its complex conjugate. The realifications of
these representations, given by i 7! " and i 7! �",
respectively, are real equivalent: they are intertwined
by �z. The real algebra H, being central simple, has
only one, up to complex equivalence, representation
in C2: every such representation is equivalent to the
one given by

i 7!�x=
ffiffiffiffiffiffiffi
�1
p

; j 7!�y=
ffiffiffiffiffiffiffi
�1
p

; k 7!�z=
ffiffiffiffiffiffiffi
�1
p

This representation extends to an injective homo-
morphism of algebras i : H(N)!C(2N) which is used
to define the quaternionic determinant of a matrix a2
H(N) as detHðaÞ=det iðaÞ, so that detH(a)50 and
detH(ab)=detH(a)detH(b) for every a,b2H(N). In
particular, if q2H and �,�2R, then detH(q)=�qq and

detH

� q

�q �

 !
= ð��þ qqÞ2 ½6�

There are quaternionic unimodular groups
SLNðHÞ = fa 2 HðNÞ j detHðaÞ= 1g. For example,
the group SL1(H) is isomorphic to SU2 and SL2(H)
is a noncompact, 15-dimensional Lie group, one of
the spin groups in six dimensions.

Antiautomorphisms and inner products An auto-
morphism of an algebra A is a linear isomorphism � :
A ! A such that �(ab) =�(a)�(b). An invertible
element c 2 A defines an inner automorphism Ad(c) 2
GL(A), Ad(c)a = cac�1. Complex conjugation in C,
considered as an algebra over R, is an automorphism
that is not inner. An antiautomorphism of an
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algebraA is a linear isomorphism � :A ! A such that
�(ab) = �(b)�(a) for all a, b 2 A. An (anti)auto-
morphism � is involutive if �2 = id. For example,
conjugation of quaternions defines an involutive
antiautomorphism of H.

Let � :A ! End S be a representation of an algebra
with an involutive antiautomorphism �. There is then
the contragredient representation �� :A ! End S� given
by ��(a) = (�(�(a)))�. If, moreover, A is central simple
and � is faithful irreducible, then there is an isomorph-
ism B :S! S� intertwining � and �� which is either
symmetric, B�= B, or antisymmetric, B�=�B. It
defines on S the structure of an inner-product space.
This structure extends to End S: there is a symme-
tric isomorphism B� B�1 :End S! (End S)�= End S�

given, for every f 2 End S, by (B� B�1)(f ) = Bf B�1.
Let K�= Knf0g be the multiplicative group of the

field K. Given a simple algebra A with an involutive
antiautomorphism �, one defines N(a) = �(a)a and
the group

Gð�Þ= fa 2 A jNðaÞ 2 K�g

Let � :A ! End S be the faithful irreducible represen-
tation as above, then, for a 2 A and s, t 2 S, one has

Bð�ðaÞs; �ðaÞtÞ= NðaÞBðs; tÞ

If a 2 G(�) and � 2 K�, then �a 2 G(�) and the norm
N satisfies N(�a) =�2N(a). The inner product B is
invariant with respect to the action of the group

G1ð�Þ= fa 2 Gð�Þ jNðaÞ= 1g

Proposition (B) Let A be a central simple algebra
over K with an involutive antiautomorphism � and a
faithful irreducible representation � so that

��ðaÞ= B�ðaÞB�1

The map h : A�A ! K defined by

hða; bÞ= tr �ð�ðaÞbÞ

is bilinear, symmetric, and nondegenerate. The map
� is an isometry of the quadratic space (A, h) on its
image in the quadratic space (End S, B� B�1).

Graded Algebras

Definitions An algebra A is said to be Z-graded
(resp., Z2-graded) if there is a decomposition of the
underlying vector space A = �p2Z Ap (resp.,
A=A0 �A1) such thatApAq 	 Apþq. In a Z2-graded
algebra, it is understood that pþ q is reduced mod 2. If
a 2 Ap, then a is said to be homogeneous of degree p.
The exterior algebra ^V of a vector space V is
Z-graded. Every Z-graded algebra becomes Z2-graded

when one reduces the degree of every element
mod 2. A graded isomorphism of graded algebras
is an isomorphism that preserves the grading.

A Z2-grading of A is characterized by the
involutive automorphism � such that, if a 2 Ap,
then �(a) = (�1)pa. From now on, grading means
Z2-grading unless otherwise specified. The elements
of A0 (resp., A1) are said to be even (resp., odd). It
is often convenient to denote the graded algebra as

A0 ! A ½7�

Given such an algebra over K and N 2 N, one
constructs the graded algebra A0(N)! A(N). Two
graded algebras over K, A0 ! A and A00 ! A0 are
said to be of the same type if there are integers N
and N0 such that the algebras A0(N)! A(N) and
A00(N0)! A0(N0) are graded isomorphic. The prop-
erty of being of the same type is an equivalence
relation in the set of all graded algebras over K.

Given an algebra A, one constructs two ‘‘canoni-
cal’’ graded algebras as follows:

1. the double algebra

A ! A�A

graded by the ‘‘swap’’ automorphism, �(a1, a2) =
(a2, a1) for a1, a2 2 A;

2. the algebra

A�A ! Að2Þ

is defined by declaring the diagonal (resp., anti-
diagonal) elements of A(2) to be even (resp., odd).

The real algebra R(2) has also another grading,
given by the involutive automorphism � such that
�(a) = "a"�1, where a 2 R(2) and " is as in [2]. In
this case, [7] reads

C! Rð2Þ

There are also graded algebras over R:

R ! C; C! H; and H! Cð2Þ

The grading of the last algebra can be defined by
declaring the Pauli matrices and iI to be odd.

Super Lie algebras A super Lie algebra is a graded
algebra A such that the product (a, bÞ 7! ½a, b� is
super anticommutative, ½a, b�=� (�1)pq½b, a�, and
satisfies the super Jacobi identity,

½a; ½b; c��= ½½a; b�; c� þ ð�1Þpq½b; ½a; c��

for every a 2 Ap, b 2 Aq and c 2 A. To every graded
associative algebra A there corresponds a super Lie
algebra GLA: its underlying vector space and
grading are as in A and the product, for a 2 Ap
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and b 2 Aq, is given as the supercommutator ½a, b�=
ab� (�1)pqba.

Supercentrality and graded simplicity A graded
algebra A over K is supercentral if Z(A) \ A0 = K.
The algebra R ! C is supercentral, but the real
ungraded algebra C is not central.

A subalgebra B of a graded algebra A is said to be
a graded subalgebra if B=B \ A0 � B \A1. A
graded ideal of A is an ideal that is a graded
subalgebra. A graded algebra A 6¼ f0g is said to be
graded simple if it has no graded ideals other than
f0g and A. The double algebra of a simple algebra is
graded simple, but not simple.

The graded tensor product Let A and B be graded
algebras; the tensor product of their underlying
vector spaces admits a natural grading, (A� B)p =
�qAq � Bp�q. The product defined in [3] makes
A� B into a graded algebra. There is another ‘‘super’’
product in the same graded vector space given by

ða� bÞ 
 ða0 � b0Þ= ð�1Þpqaa0 � bb0

for a0 2 Ap and b 2 Bq. The resulting graded algebra
is referred to as the graded tensor product and
denoted by A�̂B. For example, if V and W are
vector spaces, then the Grassmann algebra ^(V �
W) is isomorphic to ^V �̂ ^W.

Clifford Algebras

Definitions: The Universal Property and Grading

The Clifford algebra associated with a quadratic
space (V, g) is the quotient algebra

C‘ðV; gÞ= T ðVÞ=J ðV; gÞ ½8�

where J (V, g) is the ideal in the tensor algebra T (V)
generated by all elements of the form v� v�
g(v, v)1T (V), v 2 V.

The Clifford algebra is associative with a unit
element denoted by 1. One denotes by 	 the
canonical map of T (V) onto C‘(V, g) and by ab
the product of two elements a, b 2 C‘(V, g) so that
	(P�Q) =	(P)	(Q) for P, Q 2 T (V). The map 	 is
injective on K� V, and one identifies this subspace of
T (V) with its image under 	. With this identification,
for all u, v 2 V, one has

uvþ vu = 2gðu; vÞ

Clifford algebras are characterized by their universal
property described in the following proposition.

Proposition (C) Let A be an algebra with a unit 1A
and let f :V ! A be a Clifford map, that is, a linear

map such that f (v)2 = g(v, v)1A for every v 2 V. There
then exists a homomorphism f̂ :C‘(V, g)! A of
algebras with units, an extension of f, so that f (v) = f̂(v)
for every v 2 V.

As a corollary, one obtains

Proposition (D) If f is an isometry of (V, g) into
(W, h), then there is a homomorphism of algebras
C‘(f ) :C‘(V, g)! C‘(W, h) extending f so that there
is the commutative diagram

C‘ðV; gÞ �!
C‘ðf Þ

C‘ðW; hÞ
" "
V �!

f
W

For example, the isometry v 7! �v extends to the
involutive main automorphism � of C‘(V, g), defin-
ing its Z2-grading:

C‘ðV; gÞ= C‘0ðV; gÞ � C‘1ðV; gÞ

The algebra C‘(V, g) admits also an involutive cano-
nical antiautomorphism � characterized by �(1) = 1
and �(v) = v for every v 2 V.

The Vector Space Structure of Clifford Algebras

Referring to proposition (D), letA= End( ^V) and, for
every v 2 V and w 2 ^V, put f (v)w = v ^wþ g(v)cw,
then f :V ! End( ^V) is a Clifford map and the map

i : C‘ðV; gÞ ! ^V ½9�

given by i(a) = f̂(a)1^V is an isomorphism of vector
spaces. This proves

Proposition (E) As a vector space, the algebra
C‘(V, g) is isomorphic to the exterior algebra ^V.

If V is m-dimensional, then C‘(V, g) is
2m-dimensional. The linear isomorphism [9] defines a
Z-grading of the vector space underlying the Clifford
algebra: if i(ak) 2 ^kV, then ak is said to be of
Grassmann degree k. Every element a 2 C‘(V, g)
decomposes into its Grassmann components,
a =

P
k2Z ak. The Clifford product of two elements of

Grassmann degrees k and l decomposes as follows:
akbl =

P
p2Z (akbl)p, and (akbl)p = 0 if p < jk� lj or

p � k� l þ 1 mod 2 or p > m� jm� k� lj.
One often uses [9] to identify the vector spaces V̂

and C‘(V, g); this having been done, one can write,
for every v 2 V and a 2 C‘(V, g),

va = v ^ aþ gðvÞca ½10�

so that [v, a] = 2g(v)ca, where [ , ] is the supercommu-
tator. It defines a super Lie algebra structure in the
vector space K� V. The quadratic form defined by g
need not be nondegenerate; for example, if it is the
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0-form, then [10] shows that the Clifford and exterior
multiplications coincide and C‘(V, 0) is isomorphic, as
an algebra, to the Grassmann algebra.

Complexification of Real Clifford Algebras

Proposition (F) If (V, g) is a real quadratic space,
then the algebras C� C‘(V, g) and C‘(C� V, C� g)
are isomorphic, as graded algebras over C.

From now on, through the end of the article, one
assumes that (V, g) is an orthogonal space over
K = R or C.

The Clifford algebra associated with the orthogo-
nal space Cm is denoted by C‘m. The Clifford
algebra associated with the orthogonal space
(Rkþl, g), where g is of signature (k, l), is denoted
by C‘k, l, so that C� C‘k, l = C‘kþl.

Relations between Clifford Algebras in Spaces of
Adjacent Dimensions

Consider an orthogonal space (V, g) over K and the
one-dimensional orthogonal space (K, h1), having a
unit vector w 2 K, h1(w, w) = ", where "= 1 or �1.
The map V 3 v 7! vw 2 C‘0(V � K, g� h1) satisfies
(vw)2 =�"g(v, v) and extends to the isomorphism
of algebras C‘(V,�"g)! C‘0(V � K, g� h1). This
proves

Proposition (G) There are isomorphisms of algebras:
C‘m ! C‘0

mþ1 and C‘k, l ! C‘0
kþ1, l.

Consider the orthogonal space (K2, h) with a
neutral h such that, for �,� 2 K, one has
h(�,�), h(�,�)i=��. The map

K2 ! Kð2Þ; ð�; �Þ 7!
0 �

� 0

 !

has the Clifford property and establishes the
isomorphisms represented by the horizontal arrows
in the diagram

C‘ðK2; hÞ ! Kð2Þ

" "

C‘0ðK2; hÞ ! K� K

½11�

Proposition (H) If (K2, h) is neutral and (V, g) is
over K, then the algebra C‘(V � K2, g� h) is
isomorphic to the algebra C‘(V, g)� K(2)_Specifically,
there are isomorphisms

C‘kþ1;lþ1 = C‘k;l � Rð2Þ
C‘mþ2 = C‘m �Cð2Þ

½12�

The Chevalley Theorem and the Brauer–Wall
Group

If (V, g) and (W, h) are quadratic spaces over K, then
their sum is the quadratic space (V �W, g� h)
characterized by g� h :V �W ! V� �W� so that
(g� h)(v, w) = (g(v), h(w)). By noting that the map
V�W 3 (v,w) 7!v�1þ1�w2C‘(V,g) �̂ C‘(W,h)
has the Clifford property, Chevalley proved

Proposition (I) The algebra C‘(V �W, g� h) is
isomorphic to the algebra C‘(V, g) �̂ C‘(W, h).

The type of the (graded) algebra C‘(V �W, g� h)
depends only on the types of C‘(V, g) and C‘(W, h).
The Chevalley theorem (I) shows that the set of types
of Clifford algebras over K forms an abelian group for
a multiplication induced by the graded tensor product.
The unit of this Brauer–Wall group of K is the type of
the algebra C‘(K2, h) described in [11]; for a full
account with proofs, see Wall (1963).

The Volume Element and the Centers

Let e = (e�) be an orthonormal frame in (V, g). The
volume element associated with e is


= e1e2 
 
 
 em

If 
0 is the volume element associated with another
orthonormal frame e0 in the same orthogonal space,
then either 
0= 
 (e and e0 are of the same
orientation) or 
0=�
 (e and e0 are of opposite
orientation). For K = C, one has 
2 = 1; for K = R
and g of signature (k, l) one has


2 = ð�1Þð1=2Þðk�lÞðk�lþ1Þ ½13�

It is convenient to define � 2 f1, ig so that 
2 = �2. For
every v 2 V one has v
= (�1)mþ1
v. The structure of
the centers of Clifford algebras is as follows:

Proposition (J) If m is even, then Z(C‘(V, g)) = K
and Z(C‘0 (V, g)) = K� K
. If m is odd, then
Z(C‘(V, g)) = K� K
 and Z(C‘0(V, g)) = K.

The graded algebra C‘(V, g) is supercentral for
every m.

The Structure of Clifford Algebras

The complex case Using [4] one obtains from [11]
and [12] the isomorphisms of algebras

C‘0
2nþ1 = C‘2n = Cð2nÞ ½14�

C‘2nþ1 = C‘0
2nþ2 = Cð2nÞ �Cð2nÞ ½15�

for n = 0, 1, 2 , . . . : Therefore, there are only two types
of complex Clifford algebras, represented by
C!C�C and C�C! C(2) : the Brauer–Wall
group of C is Z2.
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The real case In view of proposition (I) and
C‘1, 1 = R(2), the algebra C‘k, l is of the same type as
C‘k�l, 0 if k > l and of the same type as C‘0, l�k

if k < l. Since C‘k, l �̂ C‘l, k = C‘kþl, kþl, the type
of C‘l, k is the inverse of the type of C‘k, l. The algebra
C‘0

4, 0 ! C‘4, 0 is isomorphic to H�H! H(2): if
x = (x1, x2, x3, x4) 2 R4 	 C‘4, 0, and q = ix1 þ jx2þ
kx3 þ x4 2 H, then an isomorphism is obtained from
the Clifford map f ,

f ðxÞ=
0 q

�q 0

 !
½16�

In view of [13], the volume element 
 satisfies 
2 = 1.
By replacing ��q with �q in [16], one shows that C‘0, 4

is also isomorphic to H(2). The map R4 � Rkþl !
H(2)� C‘k, l given by (x, y) 7! f (x)� 1þ 
 � y has
the Clifford property and establishes the isomorphism
of algebras C‘kþ4, l = H� C‘k, l. Since, similarly,
C‘k, lþ4 = H� C‘k, l, one obtains the isomorphism

C‘kþ4;l = C‘k;lþ4

Therefore,

C‘kþ8;l = C‘kþ4;lþ4 = C‘k;lþ8 = C‘k;l �Rð16Þ

and the algebras C‘k, l, C‘kþ8, l, and C‘k, lþ8 are all of the
same type. This double periodicity of period 8 is
subsumed by saying that real Clifford algebras can be
arranged on a ‘‘spinorial chessboard.’’ The type of
C‘0

k, l ! C‘k, l depends only on k� l mod 8; the eight
types have the following low-dimensional algebras as
representatives: C‘1, 0, C‘2, 0, C‘3, 0, C‘4, 0 = C‘0, 4, C‘0, 3,
C‘0, 2, and C‘0, 1. The Brauer–Wall group of R is Z8,
generated by the type of C‘01, 0 ! C‘1, 0, that is, by R !
C. Bearing in mind the isomorphism C‘k, l = C‘0

kþ1, l

and abbreviating C! R(2) to C! R, etc., one can
arrange the types of real Clifford algebras in the form
of a ‘‘spinorial clock’’:

R !7 R �R !0 R
6 " # 1

C C
5 " # 2

H  
4

H�H  
3

H

½17�

Proposition (K) Recipe for determining C‘0
k, l !

C‘k, l:

(i) find the integers � and � such that
k� l = 8�þ � and 0 v 7;

(ii) from the spinorial clock, read off A0
v! vAv and

compute the real dimensions, dimA0
v = 2�

0
and

dimAv = 2� ; and
(iii) form C‘0k, l =A0

v(2(1=2)(kþl�1��0)) and C‘k, l =

Av(2(1=2)(kþl��)).

The spinorial clock is symmetric with respect to
the reflection in the vertical line through its center;
this is a consequence of the isomorphism of algebras
C‘k, lþ2 = C‘l, k � R(2).

Note that the ‘‘abstract’’ algebra C‘k, l carries, in
general, less information than the Clifford algebra
defined in [8], which contains V as a distinguished
vector subspace with the quadratic form
v 7! v2 = g(v, v). For example, the algebras C‘8, 0,
C‘4, 4, and C‘0, 8 are all graded isomorphic.

Theorem on Simplicity

From general theory (Chevalley 1954) or by inspec-
tion of [14], [15], and [17], one has

Proposition (L) Let m be the dimension of the
orthogonal space (V, g) over K.

(i) If m is even (resp., odd), then the algebra
C‘(V, g) (resp., C‘0(V, g)) over K is central simple.

(ii) If K = C and m is odd (resp., even), then the
algebra C‘(V, g) (resp., C‘0(V, g)) is the direct
sum of two isomorphic complex central simple
algebras.

(iii) If K = R and m is odd (resp., even), then the
algebra C‘(V, g) (resp., C‘0(V, g)) when 
2 = 1 is
the direct sum of two isomorphic central simple
algebras and when 
2 = �1 is simple with a
center isomorphic to C.

Representations

The Pauli, Cartan, Dirac, and Weyl
Representations

Odd dimensions Let (V, g) be of dimension
m = 2nþ 1 over K. From propositions (A) and (L) it
follows that the central simple algebra C‘0(V, g) has a
unique, up to equivalence, faithful, and irreducible
representation in the complex 2n-dimensional vector
space S of Pauli spinors. By putting �(
) = �I it is
extended to a Pauli representation � :C‘(V, g)!
End S. Given an orthonormal frame (e�) in V, Pauli
endomorphisms (matrices if S is identified with C2n

)
are defined as �� = �(e�) 2 End S. The representations
� and � � � are complex inequivalent. For K = C
none of them is faithful; their direct sum is the faithful
Cartan representation of C‘(V, g) in S� S. For K = R
and (1=2)(k� l � 1) even, the representations � and
� � � are real equivalent and faithful. On computing
�(
) one finds that the contragredient representation �̌
is equivalent to � for n even and to � � � for n odd.

Even dimensions Similarly, for (V, g) of dimension
m = 2n over K, the central simple algebra C‘(V, g)
has a unique, up to equivalence, faithful, and
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irreducible representation 
 :C‘(V, g)! End S in the
2n-dimensional complex vector space S of Dirac
spinors. The Dirac endomorphisms (matrices) are

� = 
(e�). Put � ¼ �
(
) so that �2 = I: the matrix �
generalizes the familiar 
5. The Dirac representation 

restricted to C‘0(V, g) decomposes into the sum 
þ � 
�
of two irreducible representations in the vector spaces

S
= fs 2 S j�s = 
sg

of Weyl (chiral) spinors. The elements of Sþ are said
to be of opposite chirality with respect to those of
S�. The transpose �� defines a similar split of S�.
The representations 
þ and 
� are never complex-
equivalent, but they are real equivalent and
faithful for K = R and (1=2)(k� l) odd.

The representations 
 � � and 
̌ are both equiva-
lent to 
. It is convenient to describe simultaneously
the properties of the transpositions of the Pauli and
Dirac matrices; let �� be either the Pauli matrices
for V of dimension 2nþ 1 or the Dirac matrices for
V of dimension 2n. There is a complex isomorphism
B :S! S� such that

��� = ð�1ÞnB��B�1 ½18�

In the case of the Dirac matrices, the factor (�1)n in
[18] implies that this equation also holds for � in
place of ��. The isomorphism B preserves (resp.,
changes) the chirality of Weyl spinors for n even
(resp., odd). Every matrix of the form B
�1

. . . 
�p
,

where

14�1 < 
 
 
 < �p2n ½19�

is either symmetric or antisymmetric, depending on
p and the symmetry of B. A simple argument, based
on counting the number of such products of one
symmetry, leads to the equation

B�= ð�1Þð1=2Þnðnþ1ÞB

valid in dimensions 2n and 2nþ 1.

Inner products on spinor spaces Let S be the
complex vector space of Dirac or Pauli spinors
associated with (V, g) over K. The isomorphism B :
S! S defines on S an inner product
B(s, t) = hs, B(t)i, s, t 2 S, which is orthogonal for
m � 0, 1, 6, or 7 mod 8 and symplectic for m �
2, 3, 4, or 5 mod 8. For m � 0 mod 4, this product
restricts to an inner product on the space of Weyl
spinors that is orthogonal for m � 0 mod 8 and
symplectic for m � 4 mod 8. For m � 2 mod 4, the
map B defines the isomorphisms B
 :S
 ! S

�
�.

Example One of the most used representations 
 :
C‘3, 1 ! C(4) is given by the Dirac matrices


1 =
0 �x

��x 0

 !
; 
2 =

0 �y

��y 0

 !


3 =
0 �z

��z 0

 !
; 
4 =

0 I

I 0

 ! ½20�

Change Conjugation and Majorana Spinors

Throughout this section and next, one assumes
K = R so that, given a representation � :C‘(V, g)!
End S,one can form the complex- (‘‘charge’’) conjugate
representation �� :C‘(V, g)! End �S defined by
��(a) = �(a) and the Hermitian conjugate representa-
tion �y :C‘(V, g)! End �S

�
, where �y(a) = ��(a).

Even dimensions The representations �
 and 
 are
equivalent: there is an isomorphism C :S! �S such
that


� = C
�C�1 ½21�

The automorphism �CC is in the commutant of 
; it
is, therefore, proportional to I and, by a change of
scale, one can achieve �CC = I for k� l � 0 or
6 mod 8 and �CC ¼ �I for k� l � 2 or 4 mod 8.

The spinor sc ¼ C�1�s 2 S is the charge conjugate of
s 2 S. If  :V ! S is a solution of the Dirac equation

ð
�ð@� � iqA�Þ � 	Þ = 0

for a particle of electric charge q, then  c is a
solution of the same equation with the opposite
charge. Since

� = �2C�C�1

charge conjugation preserves (resp., changes) the
chirality of Weyl spinors for (1=2)(k� l) even (resp.,
odd).

If �CC = I, then

Re S = fs 2 S j sc = sg

is a real vector space of dimension 2n, the space of
Dirac–Majorana spinors. The representation 
 is
real: restricted to Re S and expressed with respect to
a frame in this space, it is given by real 2n � 2n

matrices. For k� l � 0 mod 8 the representations 
þ
and 
� are both real: in this case there are
Weyl–Majorana spinors.

Odd dimensions On computing �(
) one finds that
the conjugate representation �� is equivalent to �
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(resp., � � �) if 
2 = 1 (resp., 
2 = �1). There is an
isomorphism C :S! �S such that

�� = ð�1Þð1=2Þðk�lþ1ÞC��C�1 ½22�

and �CC = I (resp., �CC = � I) for k� l � 1 or 7 mod 8
(resp., k� l � 3 or 5 mod 8). For k� l � 1 mod 8, the
restriction of the Pauli representation to C‘0

k, l is real
and the Pauli matrices are pure imaginary; for k� l �
7 mod 8, the Pauli representations of C‘k, l are both real
and so are the Pauli matrices. In both these cases there
are Pauli–Majorana spinors.

Hermitian Scalar Products and Multivectors

For m = kþ l odd and C as in [22], the map
A = �BC :S! �S

�
intertwines the representations �y

and � (resp., � � �) for k even (resp., odd),

�y� = ð�1ÞkA��A
�1

By rescaling of B, the map A can be made
Hermitian. The corresponding Hermitian form
s 7!A(s, s) is definite if and only if k or l = 0;
otherwise, it is neutral.

For m = kþ l even, the representations 
y and 

are equivalent and one can define a Hermitian
isomorphism A :S! �S

�
so that


y� = A
�A�1 ½23�

The isomorphism A0= A� intertwines the represen-
tations 
y and 
 � �; it can also be made Hermitian
by rescaling. The Hermitian form A(s, s) is definite
for k = 0 and A0(s, s) is definite for l = 0; otherwise,
these forms are neutral. For example, in the familiar
representation [20], one has A = 
4, a neutral form.

For p = 0, 1, . . . , m = 2n, two spinors s and t 2 S
define the p-vector with components

A�1...�pðs; tÞ= hs;A
�1
. . . 
�p ti ½24�

where the indices are as in [19]. The Hermiticity of
A and [23] imply

A�1...�p
ðs; tÞ= ð�1Þð1=2Þpðp�1ÞA�1...�p

ðt; sÞ

In view of �y= (�1)kA�A�1, the map A defines,
for k even, a nondegenerate Hermitian scalar
product on the spaces S
 whereas A(s, t) = 0 if s
and t are Weyl spinors of opposite chiralities. For k
odd, A changes the chirality.

The Radon–Hurwitz Numbers

Proposition (M) For every integer m > 0, the
algebra C‘m, 0 has an irreducible real representation

� of dimension 2�(m), where �(m) is the mth Radon–
Hurwitz number given by

m = 1 2 3 4 5 6 7 8

�ðmÞ= 1 2 2 3 3 3 3 4

and �(mþ 8) =�(m)þ 4. The matrices �� 2 R(2�(m)),
�= 1, . . . , m, defining these representations satisfy

���v þ �v�� = �2��vI

and can be chosen so as to be antisymmetric. In all
dimensions other than m � 3 mod 4 the representa-
tions are faithful.

For m � 2 and 4 mod 8 (resp., m � 1, 3, and
5 mod 8) the representations � are the realifications of
the corresponding Dirac (resp., Pauli) representations.
In dimensions m � 0 and 6 mod 8 (resp.,
m � 7 mod 8) the Dirac (resp., Pauli) representations
themselves are real.

Inductive Construction
of Representations

An inductive construction of the Pauli
representations

� : C‘n�1;n ! Rð2n�1Þ; n = 1; 2; . . .

and of the Dirac representations


 : C‘n;n ! Rð2nÞ; n = 1; 2; . . .

is as follows.

1. In dimension 1, put �1 = 1.
2. Given �� 2 R(2n�1),�= 1, . . . , 2n� 1, define


� =
0 ��

�� 0

 !
for �= 1; . . . ; 2n� 1

and


2n =
0 �I

I 0

 !
3. Given 
� 2 R(2n), �= 1, . . . , 2n, define �� = 
�

for �= 1, . . . , 2n, and �2nþ1 = 
1 
 
 
 
2n.

All entries of these matrices are either 0, 1, or �1;
therefore, they can be used to construct representa-
tions of Clifford algebras of orthogonal spaces over
any commutative field of characteristic 6¼ 2.

By induction, one has ��� = (�1)�þ1��. Therefore,
the isomorphisms appearing in [18] are
B = 
2
4 
 
 
 
2n for both m = 2n and 2nþ 1.

By multiplying some of the matrices �� or 
� by the
imaginary unit, one obtains complex representations
of the Clifford algebras associated with the quadratic
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forms of other signatures. For example, in dimension
3, (�1, i�2,�3) are the Pauli matrices. In dimension 4,
multiplying 
2 by i one obtains the Dirac matrices for g
of signature (1, 3), in the ‘‘chiral representation’’:


1 ¼
0 �x

�x 0

� �
; 
2 ¼

0 �y

�y 0

� �

3 ¼

0 �z

�z 0

� �
; 
4 ¼

0 �I

I 0

� � ½25�

To obtain the real Majorana representation one uses
the following fact:

Proposition (N) If the matrix C 2 R(2n) is such
that C2 = I and [21] holds, then the matrices
(I þ iC)
�(I þ iC)�1, �= 1, . . . , 2n, {\it are real}.

For the matrices [25], one can take C = 
1
3
4 to
obtain


01 =
0 �x

�x 0

 !
; 
02 =

I 0

0 �I

 !


03 =
0 �z

�z 0

 !
; 
04 =

0 �I

I 0

 !

The real representations described in proposition
(M) can be obtained by the following direct inductive
construction. Consider the following seven real anti-
symmetric and anticommuting 8� 8 matrices:

�1 ¼ �z � I � "; �2 ¼ �z � "� �x

�3 ¼ �z � "� �z; �4 ¼ �x � "� I

�5 ¼ �x � �x � "; �6 ¼ �x � �z � "

�7 ¼ "� I � I

½26�

For m = 4, 5, 6, and 7 the matrices �1, . . . , �m gener-
ate the representations of C‘m, 0 in R8. The eight
matrices �� = �x � ��,�= 1, . . . , 7, and �8 = "� I �
I � I give the required representation of C‘8, 0 in
R16. By dropping the first factor in �1, �2, �3, one
obtains the matrices generating a representation of
C‘3, 0 in R4, etc. The symmetric matrix
� = �1 
 
 
 �8 = �z � I � I � I anticommutes with all
the �s and �2 = I. If the matrices �� 2 R(2�(m))
correspond to a representation of C‘m, 0, then the
mþ 8 matrices �� �1, . . . , �� �m, �1 � I, . . . , �8 � I
generate the required representation of C‘mþ8, 0.

Vector Fields on Spheres
and Division Algebras

It is known that even-dimensional spheres have no
nowhere-vanishing tangent vector fields. All such

fields on odd-dimensional spheres can be constructed
with the help of the representation � described in
proposition (M). Given a positive even integer N, let
m be the largest integer such that N = 2�(m)p, where
p is an odd integer. Consider the unit sphere
SN�1 = fx 2 RN j jjxjj= 1g of dimension N � 1. For
v 2 Rm, put �0(v) = �(v)� I, where I 2 R(p) is the
unit matrix. Since �(v) is antisymmetric, so is the
matrix �0(v) 2 R(N). Therefore, for every x 2 SN�1,
the vector �0(v)x is orthogonal to x. The map
x 7! �0(v)x defines a vector field on SN�1 that
vanishes nowhere unless v = 0 : the (N�1)-sphere
admits a set of m tangent vector fields which are
linearly independent at every point. Using methods of
algebraic topology, it has been shown that this
method gives the maximum number of linearly
independent tangent vector fields on spheres.

If m = 1, 3, or 7, then mþ 1 = 2�(m) and, for these
values of m, the sphere Sm is parallelizable. More-
over, one can then introduce in Rmþ1 the structure
of an algebra Am as follows. Put �0 = I. If e0 2 Rmþ1

is a unit vector and e� = ��(e0), then (e0, e1, . . . , em)
is an orthonormal frame in Rmþ1. The product of
x =

Pm
�= 0 x�e� and y =

Pm
�= 0 y�e� is defined to be

x 
 y =
Xm
�;v = 0

x�yv��ðevÞ

so that e0 is the unit element for this product.
Defining Rex=x0e0, Imx=x�Rex, �x=Rex� Imx,
one has �x 
x=e0jjxjj2 and �x 
 (x 
y)= (�x 
x) 
y, so that
x 
y=0 implies x=0 or y=0: Am is a normed
algebra without zero divisors. The algebras A1 and
A3 are isomorphic to C and H, respectively, and A7

is, by definition, the algebra O of octonions
discovered by Graves and Cayley. The algebra O is
nonassociative; its multiplication table is obtained
with the help of [26].

Spinor Groups

Let (V, g) be a quadratic space over K. If u 2 V is
not null, then it is invertible as an element of
C‘(V, g) and the map v 7! �uvu�1 is a reflection in
the hyperplane orthogonal to u. The orthogonal
group O(V, g) = O(V, �g) = fR 2 GL(V) jR� � g �
R = gg is generated by the set of all such reflections.
A spinor group G is a subset of C‘(V, g) that is a
group with respect to multiplication induced by the
product in the algebra, with a homomorphism
� : G ! GL(V) whose image contains the connected
component SO0(V, g) of the group of rotations of
(V, g). In the case of real quadratic spaces, one
considers also spinor groups that are subsets of C �
C‘(V, g) with similar properties. By restriction, every
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representation of C‘(V, g) or C � C‘(V, g) gives
spinor representations of the spinor groups it
contains.

Pin Groups

It is convenient to define a unit vector v 2 V 	
C‘(V, g) to be such that v2 = 1 for V complex and
v2 = 1 or �1 for V real. The group Pin(V, g) is
defined as the subgroup of Cpin(V, g) consisting of
products of all finite sequences of unit vectors.
Defining now the twisted adjoint representation fAd
by fAd(a)v =�(a)va�1, one ontains the exact sequence

1! Z2 ! PinðV; gÞ!
eAd

OðV; gÞ ! 1 ½27�

If dimV is even, then the adjoint representation
Ad(a)v = ava�1 also yields an exact sequence like
[27]; if it is odd, then the image of Ad is SO(V, g) and
the kernel is the four-element group f1, �1, 
, �
g.

Given an orthonormal frame (e�) in (V, g) and
a 2 Pin(V, g), one defines the orthogonal matrix
R(a) = (Rv

�(a)) byfAdðaÞe� = evR
v
�ðaÞ ½28�

If (V, g) is complex, then the algebras C‘(V, g) and
C‘(V, �g) are isomorphic; this induces an iso-
morphism of the groups Pin(V, g) and Pin(V, �g).
If V = Cm, then this group is denoted by Pinm(C). If
V = Rkþl and g of signature (k, l), then one writes
Pin(V, g) = Pink, l. A similar notation is used for the
groups spin, see below.

Spin Groups

The spin group Spin(V, g) = Pin(V, g) \ C‘0(V, g) is
generated by products of all sequences of an even
number of unit vectors. Since the algebras C‘0(V, g)
and C‘0(V, �g) are isomorphic, so are the groups
Spin(V, g) and Spin(V, �g). Since �(a) = a for a 2
Spin(V, g), the twisted adjoint representation
reduces to the adjoint representation and yields the
exact sequence

1! Z2 ! SpinðV; gÞ�!Ad
SOðV; gÞ ! 1 ½29�

For V = Cm, the spin group is denoted by Spinm(C).
Since Spinm(C) 	 G1(�), the bilinear form B is
invariant with respect to the action of this group.

Spin0 Groups

The connected component Spin0(V, g) of the group
Spin(V, g) coincides with Spin(V, g) if either the
quadratic space (V, g) is complex or real and kl = 0.
In signature (k, l), the connect group Spin0

k, l is
generated in C‘0k, l by all products of the form

u1 . . . u2p
v1 . . . v2q

such that u2
i = �1 and v2

j = 1.
The connected groups Spinm:0 and Spin0, m are
isomorphic and denoted by Spinm. Since Spin0

k, l 	
G1(�), the Hermitian form A and the bilinear form
B are invariant with respect to the action of this
group. Moreover, for kþ l even, from [24] and
[28] there follows the transformation law of
multivectors formed from pairs of spinors,

A�1


�pð
ðaÞs; 
ðaÞtÞ
= Av1...vpðs; tÞRv1

�1
ða�1Þ . . . Rvp

�p
ða�1Þ

Consider Spin0(V, g) and assume that either V is
complex of dimension 52 or real with k or l5 2.
Then there are two unit orthogonal vectors
e1, e2 2 V such that (e1, e2)2 = �1. The vector
u(t) = e1cos t þ e2sin t is obtained from e1 by rotation
in the plane span fe1, e2g by the angle t 2 R. The
curve t 7! e1u(t), 0 � t � �, connects the elements
1 and �1 of Spin0(V, g). Its image in SO0(V, g), that
is, the curve t 7!Ad(e1u(t)), 0 � t � �, is closed:
Ad(1) = Ad(�1). This fact is often expressed by
saying that ‘‘a spinor undergoing a rotation by 2�
changes sign.’’ There is no homomorphism – not
even a continuous map – f :SO0(V, g)! Spin0(V, g)
such that Ad � f = id.

Spinc Groups

For the purposes of physics, to describe charged
fermions, and in the theory of the Seiberg–Witten
invariants, one needs the Spinc groups that are spinorial
extensions of the real orthogonal groups by the group U1

of ‘‘phase factors.’’ Assume V to be real and g of
signature (k, l) so that the sequence [29] can be
written as

1! Z2 ! Spink;l ! SOk;l ! 1

Define the action of Z2 = f1, �1g in Spink, l � U1 so
that (�1)(a, z) = (� a,� z). The quotient (Spink, l �
U1)=Z2 = Spinc

k, l yields the extensions

1! U1 ! Spinc
k;l ! SOk;l ! 1

and

1! Spink;l ! Spinc
k;l ! U1 ! 1

For example, Spin3 = SU2 and Spinc
3 = U2.

Spin Groups in Dimensions <6

The connected components of spin groups asso-
ciated with orthogonal spaces of dimension 46 are
isomorphic to classical groups. They can be expli-
citly described starting from the following
observations.
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Consider the four-dimensional vector space
(of twistors) T over K, with a volume element
vol 2 ^4T. The six-dimensional vector space
V = ^2T has a scalar product g defined by
g(u, v)vol = 2u ^ v for u, v 2 V. The quadratic form
g(u, u) is the Pfaffian, Pf(u). If u 2 V is represented
by the corresponding isomorphism T� ! T and a 2
End T, then Pf(aua�) = detaPf(u). The last for-
mula shows Spin0(V,g)=SL(T), so that Spin6(C)=
SL4(C). For K=R, the Pfaffian is of signature (3,3), so
that Spin0

3,3 =SL4(R). A non-null vector v 2 V defines
a symplectic form on T�. The five-dimensional vector
space v? 	 V is invariant with respect to the symplec-
tic group Sp(T�,u)=Spin0(v?, Pfjv?). This shows that
Spin5(C)=Sp4(C) and Spin0

2,3 = Sp4(R). Spin groups
for other signatures in real dimensions 6 and 5 are
obtained by considering appropriate real subspaces of
C6 and C5, respectively. For example, [6] is used to
show that Spin0

1,5 =SL2(H).
Spin groups in dimensions 4 and lower are

similarly obtained from the observation that det is
a quadratic form on the four-dimensional space K(2)
and C‘0(K(2), det) = K(2)� K(2).

Several spin groups are listed below.

The complex spin groups

Spin2ðCÞ = C�; Spin3ðCÞ= SL2ðCÞ
Spin4ðCÞ = SL2ðCÞ � SL2ðCÞ
Spin5ðCÞ = Sp4ðCÞ
Spin6ðCÞ = SL4ðCÞ

The real, compact spin groups

Spin2 = U1; Spin3 = SU2

Spin4 = SU2 � SU2; Spin5 = Sp2ðHÞ
Spin6 = SU4

The groups Spin0
k, l for 14 k4 l and kþ l � 6

Spin0
1;1 = R�; Spin0

1;2 = SL2ðRÞ
Spin0

1;3 = SL2ðCÞ
Spin0

2;2 = SL2ðRÞ � SL2ðRÞ
Spin0

1;4 = Sp1;1ðHÞ
Spin0

2;3 = Sp4ðRÞ; Spin0
1;5 = SL2ðHÞ

Spin0
2;4 = SU2;2

Spin0
3;3 = SL4ðRÞ

See also: Dirac Operator and Dirac Field; Index
Theorems; Relativistic Wave Equations Including Higher
Spin Fields; Spinors and Spin Coefficients; Twistors.
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Introduction

The method of cluster expansions in statistical
physics provides a systematic way of computing
power series for thermodynamic potentials (loga-
rithms of partition funtions) as well as correlations.
It originated from the works of Mayer and others
devoted to expansions for dilute gas.

Mayer Expansion

Consider a system of interacting particles with
Hamiltonian

HNðp1; . . . ; pN; r1; . . . ; rNÞ

¼
XN
i¼1

p2
i

2m
þ
XN
i; j¼1

�ðr i� r jÞ ½1�

where � is a stable and regular pair potential.
Namely, we assume that there exists B � 0 such thatXN

i;j¼1

�ðr i� r jÞ � �BN ½2�

for all N = 2, 3, . . . and all (r1, . . . , rN) 2 R3N, and
that

Cð�Þ ¼
Z

e���ðrÞ� 1
�� ��d3r <1 ½3�

for some � > 0 (and hence all � > 0). Basic
thermodynamic quantities are given in terms of the
grand-canonical partition function

Zð�;�;VÞ¼
X1
N¼0

zN

N!

Z
R3N�VN

e��HN

Q
d3pi

Q
d3r i

h3N

¼
X1
N¼0

�N

N!

Z
VN

e
��
P

i;j
�ðr i�r jÞYd3r i ½4�

In the second expression we absorbed the factor
resulting from the integration over impulses into
(configurational) activity �= (2�m=�h2)3=2z. In par-
ticular, the pressure p and the density � are defined
by the thermodynamic limits (with V!1 in the
sense of Van Hove)

pð�; �Þ ¼ 1

�
lim

V!1

1

jVj log Zð�; �;VÞ ½5�

and

�ð�; �Þ ¼ lim
V!1

1

jVj�
@

@�
log Zð�; �;VÞ ½6�

Mayer series are the expansions of p and � in powers
of �:

�pð�; �Þ ¼
X1
n¼1

bn�
n ½7�

and

�ð�; �Þ ¼
X1
n¼1

nbn�
n ½8�

Mayer’s idea for a systematic computation of
coefficients bn was based on a reformulation of
partition function Z(�,�, V) in terms of cluster
integrals. Introducing the function

f ðrÞ ¼ e���ðrÞ � 1 ½9�

and using G[N] to denote the set of all graphs on N
vertices {1, . . . , N}, we get

Zð�; �;VÞ ¼
X1
N¼0

�N

N!

Z
VN

YN
i;j¼1

1þ f ðr i � r jÞ
� �Y

d3r i

¼
X1
N¼0

�N

N

X
g2G½N�

wðgÞ ½10�

where

wðgÞ ¼
Z

VN

Y
fi;jg2g

f ðr i � r jÞ
Y

d3r i ½11�

Observing that the weight w is multiplicative in
connected components (clusters) g1, . . . , gk of the
graph g,

wðgÞ ¼
Yk
‘¼1

wðg‘Þ ½12�

we can rewrite

Zð�; �;VÞ ¼
X1
N¼0

�N

N!

X
fglg

Y
g2G

wðgÞ ½13�

with the sum running over all disjoint collections fglg
of connected graphs with vertices in {1, . . . , N}. A
straightforward exponential expansion can be used to
show that, at least in the sense of formal power series,

log Zð�; �;VÞ ¼
X1
n¼1

�n

n!

X
g2C½n�

wðgÞ ½14�
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where C[n] is the set of all connected graphs on n
vertices. Using b(V)

n to denote the coefficients

bðVÞn ¼ 1

jVj
1

n!

X
g2C½n�

wðgÞ ½15�

and observing that the limits limV!1 (1=jVj)w(g) of
cluster integrals exist, we get bn = limV!1 b(V)

n . The
convergence of Mayer series can be controlled directly
by combinatorial estimates on the coefficients b(V)

n . As a
result, the diameter of convergence of the series [7] and
[8] can be proved to be at least (C(�)e2�Bþ1)�1. A less
direct proof is based on an employment of linear
integral Kirkwood–Salsburg equations in a suitable
Banach space of correlation functions.

Similar combinatorial methods are available also
for evaluation of coefficients of the virial expansion
of pressure in powers of gas density,

�pð�; �Þ ¼
X1
n¼1

�n�
n ½16�

obtained by inverting [8] (notice that b1 = 1) and
inserting it into [7]. One is getting �n = limV!1 �

(V)
n

with

�ðVÞn ¼ 1

jVj
1

n!

X
g2B½n�

wðgÞ ½17�

where B[n] � C[n] is the set of all 2-connected
graphs on {1, . . . , n}; namely, those graphs that
cannot be split into disjoint subgraphs by erasing
one vertex (and all adjacent edges). The diameter of
convergence of the virial expansion turns out to be
no less than (C(�)e(e2�B þ 1))�1.

Abstract Polymer Models

An application of the ideas of Mayer expansions to
lattice models is based on a reformulation of the
partition function in terms of a polymer model, a
formulation akin to [13] above. Namely, the partition
function is rewritten as a sum over collections of
pairwise compatible geometric objects – polymers.
Most often, the compatibility means simply their
disjointness.

While the reformulation of ‘‘physical partition
function’’ in terms of a polymer model (including the
definition of compatibility) depends on particularities
of a given lattice model and on the considered region of
parameters – high-temperature, low-temperature, large
external fields, etc. – the essence and results of cluster
expansion may be conveniently formulated in terms of
an abstract polymer model.

Let G = (V, E) be any (possibly infinite) countable
graph and suppose that a map w : V!C is given.

Vertices v 2 V are called abstract polymers, with
two abstract polymers connected by an edge in the
graph G called incompatible. We shall refer to w(v)
as to the weight of the abstract polymer v. For any
finite W � V, we consider the induced subgraph
G[W] of G spanned by W and define

ZWðwÞ ¼
X
I�W

Y
v2I

wðvÞ ½18�

Here the sum runs over all collections I of
compatible abstract polymers – or, in other words,
the sum is over all independent sets I of vertices in
W (no two vertices in I are connected by an edge).

The partition function ZW(w) is an entire function
in w = {w(v)}v2W 2 CjWj and ZW(0) = 1. Hence, it is
nonvanishing in some neighborhood of the origin
w = 0 and its logarithm is, on this neighbourhood, an
analytic function yielding a convergent Taylor series

log ZWðwÞ ¼
X

X2XðWÞ
aWðXÞwX ½19�

Here, X (W) is the set of all multi-indices X : W!
{0 1, . . . } and wX =

Q
v w(v)X(v). Inspecting the formula

for aW(X) in terms of corresponding derivatives of
log ZW(w), it is easy to show that the Taylor coefficients
aW(X) actually do not depend on W : aW(X) = asupp

X(X), where supp X = {v 2 V: X (v) 6¼ 0}. As a result,
one is getting the existence of coefficients a(X) such that

log ZWðwÞ ¼
X

X2XðWÞ
aðXÞwX ½20�

for every finite W � V.
The coefficients a(X) can be obtained explicitly.

One can pass from [18] to [20] in a similar way as
passing from [10] to [13]. The starting point is to
replace the restriction to compatible collections of
abstract polymers in the sum [18] by the factorQ

v; v02W(1þ F(v; v0)) with

Fðv; v0Þ ¼
0 if v and v0 are compatible

� 1 otherwise ðv and v0

connected by an edge from GÞ

8><>: ½21�

and to expand the product afterwards. The resulting
formula is

aðXÞ ¼ ðX!Þ�1
X

H�GðXÞ
ð�1ÞjEðHÞj ½22�

Here, G(X) is the graph with jXj=
P
jX(v)j vertices

induced from G[supp X] by replacing each of its
vertices v by the complete graph on jX(v)j vertices
and X! is the multifactorial X! =

Q
v2supp X X(v)!. The

sum is over all connected subgraphs H � G(X)
spanned by the set of vertices of G(X) and jE(H)j
is the number of edges of the graph H.
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A useful property of the coefficients a(X) is their
alternating sign,

ð�1ÞjXjþ1aðXÞ � 0 ½23�

More important than an explicit form of the
coefficients a(X) are the convergence criteria for the
series [20]. One way to proceed is to find direct
combinatorial bounds on the coefficients as expressed
by [22]. While doing so, one has to take into account the
cancelations arising in view of the presence of terms of
opposite signs in [22]. Indeed, disregarding them would
lead to a failure since, as it is easy to verify, the number
of connected graphs on jXj vertices is bounded from
below by 2(jXj�1)(jXj�2)=2. An alternative approach is to
prove the convergence of [20] on polydisks DW, R =
{w : jw(v)j � R(v) for v 2W} by induction in jWj,
once a proper condition on the set of radii R = {R(v);
v 2 V} is formulated. The most natural for the inductive
proof (leading in the same time to the strongest claim)
turns out to be the Dobrushin condition:

There exists a function r : V! [0; 1) such that, for
each v 2 V

RðvÞ � rðvÞ
Y

v02N ðvÞ
1� rðv0Þð Þ ½24�

Here N (v) is the set of vertices v0 2 V adjacent in
graph G to the vertex v.

Using X to denote the set of all multi-indices
X : V! {0; 1, . . . } with finite jXj=

P
jX(v)j and

saying that X 2 X is a cluster if the graph G(supp
X) is connected, we can summarize the cluster
expansion claim for an abstract polymer model in
the following way:

Theorem (Cluster expansion). There exists a func-
tion a :X !R that is nonvanishing only on clusters,
so that for any sequence of diameters R satisfying
the condition [24] with a sequence {r(v)}, the
following holds true:

(i) For every finite W � V, and any contour weight
w 2 DW, R, one has ZW(w) 6¼ 0 and

log ZWðwÞ ¼
X

X2XðWÞ
aðXÞwX

(ii)
P

X2X : suppX3v ja(X)jjwjX � � log(1� r(v)).

Notice that, we have got not only an absolute
convergence of the Taylor series of log ZW in the closed
polydisk DW, R, but also the bound (ii) (uniform in W)
on the sum over all terms containing a fixed vertex v.
Such a bound turns out to be very useful in applications
of cluster expansions. It yields, eventually, bounds on
various error terms, avoiding a need of an explicit
evaluation of the number of clusters of ‘‘given size.’’

The restriction to compatible collections of polymers
can be actually relaxed. Namely, replacing [25] by

ZWðwÞ ¼
X

W0�W

Y
v2W 0

wðvÞ
Y

v;v02W0

Uðv; v0Þ ½25�

with U(v, v0) 2 [0, 1] (soft repulsive interaction), and
the condition [24] by

RðvÞ � rðvÞ
Y
v0 6¼v

1� rðv0Þ
1�Uðv; v0Þrðv0Þ ½26�

one can prove that the partition function ZW(w)
does not vanish on the polydisk DW, R implying thus
that the power series of log ZW(w) converges
absolutely on DW, R.

Polymers that arise in typical applications are
geometric objects endowed with a ‘‘support’’ in the
considered lattice, say Zd, d � 1, and their weights
satisfy the condition of translation invariance. Cluster
expansions then yield an explicit power series for the
pressure (resp. free energy) in the thermodynamic
limit as well as its finite-volume approximation.

To formulate it for an abstract polymer model, we
assume that for each x 2 Zd, an isomorphism
�x : G!G is given and that with each abstract polymer
v 2 V a finite set �(v) � Zd is associated so that
�(�x(v)) = �(v)þ x for every v 2 V and every x 2 Zd.
For any finite W � V and any multi-index X, let
�(W) = [v2W �(v) and �(X) = �(supp(X)). On the
other hand, for any finite � � Zd, let W(�) = {v 2
V : �(v) � �}. Assuming also that the weight w : V!C
is translation invariant – that is, w(v) = w(�x(v)) for
every v 2 V and every x 2 Zd – we get an explicit
expression for the ‘‘pressure’’ of abstract polymer model
in the thermodynamic limit

p ¼ lim
�!1

1

j�j log ZWð�ÞðwÞ ¼
X

X:�ðXÞ30

aðXÞwX

j�ðXÞj ½27�

In addition, the finite-volume approximation can be
explicitly evaluated, yielding

log ZWð�ÞðwÞ

¼ pj�j þ
X

X:�ðXÞ\�c 6¼;
aðXÞwX j�ðXÞ \ �j

j�ðXÞj ½28�

Using the claim (ii), the second term can be bounded
by const. j@�j.

Cluster Expansions for Lattice Models

There is a variety of applications of cluster expan-
sions to lattice models. As noticed above, the first
step is always to rewrite the model in terms of a
polymer representation.
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High-Temperature Expansions

Let us illustrate this point in the simplest case of the Ising
model. Its partition function in volume � � Zd, with
free boundary conditions and vanishing external field, is

Z�ð�Þ ¼
X
��

exp
X
x;y2�
jx�yj¼1

�x�y

8><>:
9>=>; ½29�

Using the identity

e��x�y ¼ cosh � þ �x�y sinh � ½30�

it can be rewritten in the form

Z�ð�Þ ¼ 2j�jðcosh �ÞjBð�Þj
X

B

ðtanh �ÞjBj ½31�

Here, the sum runs over all subsets B of the set B(�) of
all bonds in � (pairs of nearest-neighbor sites from �)
such that each site is contained in an even number of
bonds from B. Using �(B) to denote the set of sites
contained in bonds from B, we say that B1, B2 � B(�)
are disjoint if �(B1) \ �(B2) = ;. Splitting now B into a
collectionB= {B1, . . . , Bk} of its connected components
called (high-temperature) polymers and using B(�) to
denote the set of all polymers in �, we are getting

Z�ð�Þ ¼ 2j�jðcosh �ÞjBð�Þj
X
B�Bð�Þ

Y
B2B
ðtanh �ÞjBj ½32�

with the sum running over all collections B of mutually
disjoint polymers. This expression is exactly of the
form [18], once we define compatibility of polymers
by their disjointness. Introducing the weights

wðBÞ ¼ tanh �ð ÞjBj ½33�

and taking the set B(�) of all polymers in � for W,
we get the polymer representation Z�(�) =
2j�j( cosh �)jB(�)jZB(�)(w).

To apply the cluster expansion theorem, we have to
find a function r such that the right-hand side of [24] is
positive and yields thus the radius of a polydisk of
convergence. Taking r(B) = �jBj with a suitable �, we getY

B02NðBÞ
ð1� rðB0ÞÞ � e�2jBj ½34�

allowing to choose R(B) = r(B)e�2jBj= (�e�2)jBj.
Indeed, to verify [34] we just notice that the number
of polymers of size n containing a fixed site is
bounded by 	n with a suitable constant 	. Thus,X

B0: �ðB0Þ3x

�jB
0 j �

X1
n¼1

	n�n � 1 ½35�

once � is sufficiently small, and thusX
B02NðBÞ

�jBj � j�ðBÞj � jBj ½36�

yielding [34] (1� t> e�2t for t < 1=2). To have w 2
DW, R (for any W) is, for R(B) = (�e�2)jBj, sufficient
to take � � �0 with tanh �0 = �e�2.

As a consequence, for � � �0 we can use the
cluster expansion theorem to obtain a convergent
power series in powers of tanh �. In particular,
using �(X) = [B2suppX �(B), we get the pressure by
the explicit formula

�pð�Þ ¼

log 2þ d logðcosh �Þ þ
X

X:�ðXÞ3x

aðXÞ
j�ðXÞjw

X ½37�

for any fixed x 2 Zd (by translation invariance of
the contributing terms, the choice of x is irrelevant).
The function �p(�) is analytic on the region � � �0

since it is obtained as a uniformly absolutely
convergent series of analytic terms ( tanh �)jXj.

This type of high-temperature cluster expansion
can be extended to a large class of models with
Boltzmann factor in the form exp {��

P
A UA(
)},

where 
= (
x; x 2 Zd) is the configuration with
a priori on-site probability distribution �(d
x) and
UA, for any finite A � Zd, are the multi-site
interactions (depending only on (
x; x 2 A)). Using
the Mayer trick we can rewrite

exp ��
X
A��

UAð
Þ
( )

¼
Y
A

1þ fAð
Þð Þ ½38�

with fA(
) = exp {��UA(
)}� 1. Expanding the
product we will get a polymer representation with
polymers A consisting of connected collections
A= (A1, . . . , Ak) with weights

wðAÞ ¼
Z Y

A2A
fAð
Þ

Y
x2[A2AA

�ðd
xÞ ½39�

under appropriate bounds on the interactions UA

and for � small enough, using �(A) to denote the set
[A2AA, we get, X

A:�ðAÞ3 x

jwðAÞj � 1 ½40�

This assumption allows, as before in the case of the
high-temperature Ising model, to apply the cluster
expansion theorem yielding an explicit series expan-
sion for the pressure.

Correlations

Cluster expansions can be applied for evaluation of
decay of correlations. Let us consider, for the class
of models discussed above, the expectation

h�i� ¼
1

Z�

Z
�ð
Þ e��H�ð
Þ

Y
x2�

�ðd
xÞ ½41�
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with H�(
) =
P

A�� UA(
) and a function �
depending only on variables 
x on sites x from a
finite set S � � � Zd.

A convenient way of evaluating the expectation starts
with introduction of the modified partition function

Z�;�ð�Þ ¼ Z� þ �Z�;� ¼ Z� 1þ �h�i�ð Þ ½42�

Clearly,

h�i� ¼
d log Z�;�ð�Þ

d�

����
�¼0

½43�

Thus, one may get an expression for the expectation
h�i�, by forming a polymer representation of Z�, �(�)
and isolating terms linear in � in the corresponding
cluster expansion. For the first step, in the just cited
high-temperature case with general multi-site inter-
actions, we first enlarge the original set A(�) of all
polymers in � (consisting of connected collections
A= (A1, . . . , Ak)) to WS(�) =A(�) [ AS(�), where
AS(�) is the set of all collections (A1, . . . ,Ak) of
polymers such that each of them intersects the set S
(polymers (A1, . . . ,Ak) are ‘‘glued’’ by S into a single
entity). Compatibility is defined as before by disjoint-
ness; in addition, any two collections from AS(�) are
declared to be incompatible as well as any polymer A
from A(�) intersecting S is considered to be incompa-
tible with any collection from AS(�). Defining now
w�(A) = w(A) forA 2 A(�) and

w�ðAÞ ¼ �
Z

�ð
Þe��H�ð
Þ
Y

x2[A2A1[ ��� [Ak
A[S

�ðd
xÞ

½44�

for A= (A1, . . . ,Ak) 2 AS(�), we get Z�, �(�)
exactly in the form [18],

Z�;�ð�Þ ¼
X

I�WSð�Þ

Y
A2I

w�ðAÞ ½45�

As a result, we have

log Z�;�ð�Þ ¼
X

X2XðWSð�ÞÞ
aðXÞwX

� ½46�

allowing easily to isolate terms linear in �: namely,
the terms with multi-indices X with supp X \ AS(�)
consisting of a single collection, say A0, that occurs
with multiplicity one, X(A0) = 1. Explicitly, using

X S;A0
ð�Þ ¼ X 2 XðWSð�ÞÞ : supp X \ ASð�Þf
¼ fA0g;XðA0Þ ¼ 1g ½47�

we get

h�i� ¼
X

A02ASð�Þ

X
X2XS;A0

ð�Þ
aðXÞwX ½48�

It is easy to show that, for sufficiently small �, the series
on the right-hand side is absolutely convergent even if

we extend AS(�) to AS = [� AS(�) and XS,A0
(�) to

XS,A0
= [� X S,A0

(�). As a result, we have an explicit
expression for the limiting expectation h�i in terms of
an absolutely convergent power series. This can be
immediately applied to show that jh�i � h�i�j decay
exponentially in distance between S and the comple-
ment of �. Indeed, it suffices to find a suitable bound onP

X ja(X)jjwjX with the sum running over all clusters
X reaching from the set S to �c. To this end one does not
need to evaluate explicitly the number of clusters of
given ‘‘diameter’’ diam(X)=

P
AX(A) diam(�(A))=m

with m� dist(S,�c). The needed estimate is actually
already contained in the condition (ii) from the cluster
expansion theorem. It just suffices to choose a suitable
k and assume that � is small enough to assure validity
of (40) in a stronger form,

P
A:�(A)3x jw(A)jK�(A)j � 1,

yielding eventuallyX
X : diamðXÞ�distðS;�cÞ

jaðXÞjjwjX � K�distðS;�cÞjSj

X
X:[A2 supp X�ðAÞ3x

jaðXÞjjwjXK
P

XðAÞj�ðAÞj

� jSjK�distðS;�cÞ ½49�

Exponential decay of correlations h�1; �2i� =
h�1�2i� � h�1i�h�2i� (and the limiting h�1; �2i)
in distance between supports of �1 and �2 can be
established in a similar way by isolating terms
proportional to �1�2 in the cluster expansion of
log Z�, �1;�2

(�1; �2) with

Z�;�1;�2
ð�1;�2Þ

¼Z� 1þ�1h�1i�þ�2h�2i�þ�1�2h�1�2i�ð Þ ½50�

The resulting claim can be readily generalized to one
about the decay of the correlation h�1; . . . ;�ki in
terms of the shortest tree connecting supports
S1, . . . ,Sk of the functions �1, . . . ,�k.

Low-Temperature Expansions

Finally, in some models with symmetries, we can apply
cluster expansion also at low temperatures. Let us
illustrate it again in the case of Ising model. This time,
we take the partition function Zþ� (�) with plus
boundary conditions. First, let us define for each
nearest-neighbor bond hx, yi its dual as the (d � 1)-
dimensional closed unit hypercube orthogonal to the
segment from x to y and bisecting it at its center. For a
given configuration ��, we consider the boundary of
the regions of constant spins consisting of the union
@(��) of all hypercubes that are dual to nearest-
neighbor bonds hx, yi for which �x 6¼ �y. The contours
corresponding to �� are now defined as the connected
components of @(��). Notice that, under the fixed
boundary condition, there is a one-to-one correspon-
dence between configurations �� and sets � of
mutually compatible (disconnected) contours in �.
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Observing that the number of faces in @(��) is just
the sum of the areas j
j of the contours 
 2 �, we
get the polymer representation

Zþ�ð�Þ ¼ e�jEð�Þj
X

�

exp ��
X

2�

j
j
 !

½51�

where the sum is over all collections of disjoint
contours in �. Here E(�) is the set of all bonds hx, yi
with at least one endpoint x, y in �.

The condition [24] with r(
) = �
 yields a similar
bound on the weights w(
) = e��j
j as in the high-
temperature expansion. To verify it, for � sufficiently
large, boils down to the evaluation of number of
contours of size n that contain a fixed site.

As a result, we can employ the cluster expansion
theorem to get

log Zþ�ð�Þ ¼ �jEð�Þj þ
X

X:X2XðCð�ÞÞ
aðXÞwX ½52�

with an explicit formula for the limit

�pð�Þ ¼ �dþ
X

X:AðXÞ30

aðXÞ
jAðXÞjw

X ½53�

Here, A(X) is the set of sites attached to contours
from supp X,

AðXÞ ¼ [
2supp XAð
Þ ½54�

with

Að
Þ ¼ fx 2 Zd j such that distðx; 
Þ � 1=2g ½55�

As a consequence of the fact that [53] is, for large
�, an absolutely convergent sum of analytic terms

a(X)wX = a(X)e
��
P



X(
)j
j

(considered as functions
of �), the function �p(�) is, for large �, analytic in �.

The fact that one can explicitly express the
difference log Zþ� (�)� j�j�p(�) (cf. [28]) found
numerous applications in situations where one
needs an accurate evaluation of the influence of the
boundary of the region � on the partition function.
One such example is a study of microscopic
behavior of interfaces. The main idea is to use the
explicit expression in the form

Zþ�ð�Þ

¼ exp �pð�Þj�jf gexp
X

X:AðXÞ\�c 6¼;
aðXÞwX jAðXÞ\�j

jAðXÞj

8<:
9=;

¼ exp �pð�Þj�jf g
Y

X:AðXÞ\�c 6¼;
ð1þ fXÞ ½56�

Noticing that

fX ¼ exp aðXÞwX jAðXÞ \ �j
jAðXÞj

� �
� 1

does not vanish only if A(X) \ � 6¼ ;, we can expand
the product to obtain ‘‘decorations’’ of the boundary
@� by clusters fX. In the case of interface these clusters
can be incorporated into the weight of interface, while
on a fixed boundary they yield a ‘‘wall free energy.’’

The possibility of the (low-temperature) polymer
representation of the partition function in terms of
contours is based on the þ $ � symmetry of the
Ising model. In absence of such a symmetry, cluster
expansions can still be used, but in the framework of
Pirogov–Sinai theory (see Pirogov–Sinai Theory).
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Introduction

Very generally, a family of coherent states is a set of
continuously labeled quantum states, with specific
mathematical and physical properties, in terms
of which arbitrary quantum states can be expressed
as linear superpositions. Since coherent states are
continuously labeled, they form overcomplete
sets of vectors in the Hilbert space of states.
Originally these states were introduced into physics
by Schrödinger (1926), as a family of quantum
states in terms of which the transition from quantum
to classical mechanics could be conveniently studied.
These states have the minimal uncertainty property,
in the sense that they saturate the Heisenberg
uncertainty relations. The name coherent state was
applied when these states were rediscovered in the
context of quantum optical radiation by Glauber,
Klauder, and Sudarshan. It was demonstrated that in
these states the correlation functions of the quantum
optical field factorize as they do in classical optics,
so that the optical field has a near-classical behavior,
with the optical beam being coherent. In this article,
we shall refer to these originally studied coherent
states as canonical coherent states (CCS).

The canonical coherent states, apart from their
use in quantum optics, have also been found to be
extremely useful in computations in atomic and
molecular physics, in quantum statistical mechanics,
and in certain areas of mathematics and mathema-
tical physics, including harmonic analysis, symplec-
tic geometry, and quantization theory. Their wide
applicability has prompted the search for other
families of states sharing similar mathematical and
physical properties. These other families of states are
usually called generalized coherent states, even when
there is no link to optical coherence in such studies.

Some Properties of CCS

In addition to the minimal uncertainty property, the
canonical coherent states have a number of analytical

and group-theoretical properties which are taken as
starting points in looking for generalizations. We
now define the canonical coherent states mathemati-
cally and enumerate a few of these properties.

Suppose that the vectors j0i, j1i, . . . , jni, . . . , cor-
respond to quantum states of 0, 1, . . . , n, . . . , exci-
tons, respectively. The Hilbert space of these states,
in which they form an orthonormal basis, is often
known as Fock space. The canonical coherent states
are then defined in terms of this basis, for each
complex number z, by the analytic expansion:

jzi ¼ e�jzj
2=2
X1
n¼0

znffiffiffiffi
n!
p jni ½1�

The states jzi are normalized to unity: hzjzi= 1.
They satisfy the formal eigenvalue equation

ajzi ¼ zjzi ½2�

where a is the annihilation operator for excitons, which
acts on the basis vectors (Fock states) jni as follows:

ajni ¼
ffiffiffi
n
p
jn� 1i ½3�

Its adjoint ay has the action

ayjni ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
nþ 1
p

jnþ 1i ½4�

and

½a; ay� ¼ aay � aya ¼ I ½5�

I being the identity operator on Fock space.
Introducing the self-adjoint operators Q and P, of
position and momentum, respectively,

Q ¼ aþ ayffiffiffi
2
p ; P ¼ a� ay

i
ffiffiffi
2
p ½6�

it is possible to demonstrate the minimal uncertainty
property referred to above (we take �h = 1):

h�Qih�Pi ¼ 1
2 ½7�

where for any observable A,

h�Ai ¼ hzjA2jzi � hzjAjzi2
h i1=2

is its dispersion in the state jzi.
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One can also prove the resolution of the identity,Z
C

jzihzj dq dp

2�
¼ I ½8�

where z = (1=
ffiffiffi
2
p

)(q� ip) has been written in terms
of its real and imaginary parts (1=

ffiffiffi
2
p

)q and
(1=

ffiffiffi
2
p

)p, respectively. The above operator integral
is to be understood in the weak sense, as will be
explained later. Equation [8] incorporates the
mathematical fact that the set of vectors jzi is
overcomplete in the Hilbert space. Indeed, using [8]
any vector j�i in the Hilbert space can be written as
a linear (integral) superposition of these states:

j�i ¼
Z

C

�ðzÞjzi dq dp

2�

where � is the component function, �(z) = h�jzi.
Thus, the coherent states jzi form a continuously
labeled total set of vectors in the Hilbert space and
since this space is separable, they are an over-
complete set.

Analytic properties of the vectors jzi emerge when
the scalar product h�jzi is taken with respect to an
arbitrary vector j�i in Fock space. From [1] it is
clear that

FðzÞ ¼ h�jzi ¼ e�jzj
2=2f ðzÞ

where f is an entire analytic function in the complex
variable z. Moreover, the mapping � 7! f is an
isometric embedding of the Fock space onto the
Hilbert space of analytic functions, with respect to
the norm

kfk ¼
Z

C

jf ðzÞj2d�ðz; zÞ
� �1=2

½9�

defined by the measure d�(z, �z) = (1=2�)e�jzj
2

dq dp.
Group-theoretical properties of the CCS can be

demonstrated by noting that

jni ¼ ða
yÞnffiffiffiffi
n!
p j0i and aj0i ¼ 0

using which [1] can be recast into the form

jzi ¼ e�jzj
2=2ezay j0i ¼ UðzÞj0i

UðzÞ ¼ ezay � za
½10�

The vectors jzi and the unitary operator U(z) can be
reexpressed in terms of the real variables q, p and the
operators Q, P as

jzi ¼ jq; pi ¼ Uðq; pÞj0i
Uðq; pÞ ¼ eiðpQ�qPÞ ½11�
The operators U(q, p) realize a (projective) unitary,
irreducible representation of the Weyl–Heisenberg
group, which is the group whose Lie algebra has the
generators Q, P, and I, obeying the commutation
relations [Q, P] = iI. The existence of the resolution
of the identity [8] is the statement of the fact that
this representation is square integrable (a notion
which will be elaborated upon in the section ‘‘Some
examples’’) which gives us the next paradigm for
building coherent states, namely by the action, on a
fixed vector, of the unitary operators of a square-
integrable representation of a locally compact
group.

The above range of properties, which are enjoyed
by the CCS, cannot all be expected to hold when
looking for generalizations. It then becomes neces-
sary to adopt one or other of these properties as the
starting point and to proceed from there. In so
doing, it is best first to set down a general definition
of coherent states, involving a minimal mathema-
tical structure. Motivated more by possible applica-
tions to physics, we do this in the following section.
General Definition

Let H be an abstract, separable Hilbert space over
the complexes, X a locally compact space and d� a
measure on X. Let jx, ii be a family of vectors in H ,
defined for each x in X and i = 1, 2, 3, . . . , N, where
N is usually a finite integer, although it could also
be infinite. We assume that this set of vectors
possesses the following properties:

1. For each i, the mapping x 7! jx, ii is weakly
continuous, that is, for each vector j�i in H , the
function �i(x) = hx, ij�i is continuous (in the
topology of X).

2. For each x in X, the vectors jx, ii, i = 1, 2, . . . , N,
are linearly independent.

3. The resolution of the identityXN
i¼1

Z
X

jx; iihx; ijd�ðxÞ ¼ IH ½12�

holds in the weak sense on the Hilbert space H ,
that is, for any two vectors j�i,j i in H , the
following equality holds:

XN
i¼1

Z
X

h�jx; iihx; ij id�ðxÞ ¼ h�j i

A set of vectors jx, ii satisfying the above three
properties is called a family of generalized vector
coherent states. In case N = 1, the set is called a family
of generalized coherent states. Sometimes the resolu-
tion of the identity condition is replaced by a weaker



Coherent States 539
condition, with the vectors jx, ii simply forming a total
set in H and the functions Fi(x) = hx, ij�i, as j�i runs
through H , forming a reproducing kernel Hilbert
space. Alternatively, the identity on the right-hand
side of [12] could also be replaced by a bounded,
positive operator T with bounded inverse. In this case,
the term frame is also used for the family of general-
ized coherent states. For physical applications, how-
ever, the resolution of the identity condition is always
assumed to hold, although the measure d� could be of
a very general nature (possibly also singular). The
objective in all these cases is to ensure that an arbitrary
vector j�i be expressible as a linear (integral)
combination of these vectors. Indeed, [12] is immedi-
ately seen to imply that

j�i ¼
XN
i¼1

Z
X

�iðxÞjx; iid�ðxÞ ½13�

where �i(x) = hx, ij�i.
Associated to a family of generalized coherent

states on a Hilbert space H , there is an intrinsic
isomorphism between this space and a Hilbert space
of (in general, vector valued) continuous functions
over X. Using this isomorphism, it is always possible
to look upon coherent states as a family of
continuous functions which are square integrable
with respect to the measure d�. To demonstrate this,
we note that, in view of [12], for each vector j�i in
H , the vector-valued function Y(x) on x, with
components �i(x) = hx, ij�i, i = 1, 2, . . . , N, satisfies
the norm conditionXN

i¼1

Z
X

j�iðxÞj2d�ðxÞ ¼ k�k2
H

This means that the set of vectors Y, as j�i runs
through H , is a closed subspace of the Hilbert space
L2

CN (X, d�) of N-vector-valued functions on x. Let us
denote this subspace by H K and note that this space
is a reproducing kernel Hilbert space with a matrix-
valued kernel K(x, y) having matrix elements

Kðx; yÞij ¼ hx; ijy; ji; i; j ¼ 1; 2; . . . ;N ½14�

and enjoying the properties

Kðx; yÞij ¼ Kðy; xÞji; Kðx; xÞii > 0 ½15�

and XN
‘¼1

Z
X

Kðx; zÞi‘Kðz; yÞ‘jd�ðzÞ ¼ Kðx; yÞij ½16�

If ei, i = 1, 2, . . . , N, are the vectors constituting the
canonical basis of CN, then for each x in X and
i = 1, 2, . . . , N, the vector-valued function xi

x on X,
defined by xi
x(y) = K(y, x)ei, is the image in H K of

the generalized vector coherent state jx, ii, under the
above-mentioned isometry. The vectors xi

x span
the space H K and for an arbitrary element Y of this
Hilbert space, the reproducing property [16] of the
kernel implies the relationZ

X

Kðx; yÞYðyÞd�ðyÞ ¼ YðxÞ ½17�

Conversely, given any reproducing kernel Hilbert
space, with a kernel satisfying the relations [15] and
[16], generalized coherent states can be constructed
as above in terms of this kernel. Mathematically,
therefore, generalized coherent states are just the set
of vectors naturally defined by the kernel in a
reproducing kernel Hilbert space.
Some Examples

We present in this section some of the more
commonly used types of coherent states, as illustra-
tions of the general structure given above.

A large class of generalizations of the canonical
coherent states [1] is obtained by a simple modifica-
tion of their analytic structure. Let x1 � x2 � � � � �
xn � � � � be an infinite sequence of positive numbers
(x1 6¼ 0). Define xn! = x1x2 � � � xn and by convention
set x0! = 1. In the same Fock space in which the CCS
were described, we now define the related deformed
or nonlinear coherent states via the analytic
expansion

jzi ¼ N ðjzj2Þ�1=2
X1
n¼0

znffiffiffiffiffiffiffi
xn!
p jni ½18�

The normalization factor N (jzj2) is chosen so that
hz j zi= 1. These generalized coherent states are
overcomplete in the Fock space and satisfy a
resolution of the identity of the typeZ

D
jzihzjN ðjzj2Þd�ðz; zÞ ¼ I ½19�

D being an open disk in the complex plane of radius
L, the radius of convergence of the seriesP1

n = 0 (zn=
ffiffiffiffiffiffiffi
xn!
p

). (In the case of the CCS, L =1.)
The measure d� is generically of the form d� d�(r)
(for z = rei�), where d� is related to the xn! through
the moment condition

xn!

2�
¼
Z L

0

r 2n d�ðrÞ; n ¼ 0; 1; 2; . . . ½20�

This means that once the quantities xn! are specified,
the measure d� is to be determined by solving the
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moment problem [20], which of course may not
always have a solution. This puts a constraint on the
type of sequences {xn} which may be used in the
construction.

Once again, we see that for an arbitrary vector j�i
in the Fock space, the function F(z) = h� j zi, of the
complex variable z, is of the form F(z) =
N (jzj2)�1=2f (z), where f is an analytic function on
the domain D. The reproducing kernel associated to
these coherent states is

Kðz; z0Þ ¼ hzjz0i

¼ N ðjzj2ÞN ðjz0j2Þ
h i�1=2X1

n¼0

ðzz0Þn

xn!
½21�

By analogy with [2], one can define a generalized
annihilation operator A by its action on the vectors jzi,

Ajzi ¼ zjzi ½22�

and its adjoint operator Ay. These act on the Fock
states jni as follows:

Ajni ¼ ffiffiffiffiffi
xn
p jn� 1i

Ayjni ¼ ffiffiffiffiffiffiffiffiffiffi
xnþ1
p jnþ 1i

½23�

Depending on the exact values of the quantities xn,
these two operators, together with the identity I and
all their commutators, could generate a wide range
of algebras including various deformed quantum
algebras. The term nonlinear, as often applied to
these generalized coherent states, comes again from
quantum optics, where many such families of states
are used in studying the interaction between the
radiation field and atoms, and the strength of the
interaction itself depends on the frequency of
radiation. Of course, these coherent states will not
in general have either the group-theoretical or the
minimal uncertainty properties of the CCS.

The following is an example of generalized
coherent states of the above type, built over the
unit disk, D= {z 2 C j jzj < 1}: on the Fock space,
we define the states

jzi ¼ ð1� r2Þ�
X1
n¼0

ð2�Þn
n!

� �1=2

znjni r ¼ jzj ½24�

where �= 1, 3=2, 2, 5=2, . . . , and

ðaÞm ¼
�ðaþmÞ

�ðaÞ
¼ aðaþ 1Þðaþ 2Þ � � � ðaþm� 1Þ

Comparing [24] with [18] we see that xn = n=(2�þ
n� 1) so that limn!1 xn = 1. Thus, the infinite sum
is convergent for any z lying in the unit disk. These
generalized coherent states arise from representa-
tions of the group SU(1, 1) belonging to the discrete
series, each irreducible representation being labeled
by a specific value of the index �. The associated
Hilbert space of functions, analytic on the unit disk,
is a subspace of L2(D, d��), with

d��ðz; zÞ ¼ ð2�� 1Þ ð1� r2Þ2��2

�
r dr d�

z ¼ rei�

which can be obtained by solving the moment
problem [20]. The resolution of the identity satisfied
by these states is

2�� 1

�

Z
D
jzihzj r dr d�

ð1� r2Þ2
¼ I ½25�

The associated generalized creation and annihilation
operators are

Ajni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n

2�þ n� 1

r
jn� 1i

Ayjni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nþ 1

2�þ n

r
jnþ 1i

½26�

so that, clearly, [A, Ay] 6¼ I.
Operators A and Ay of the general type defined in

[23] are also known as ladder operators. When such
operators appear as generators of representations of
Lie algebras, their eigenvectors (see [22]) are usually
called Barut–Girardello coherent states. As an example,
the representation of the Lie algebra of SU(1,1) on the
Fock space is generated by the three operators Kþ, K�,
and K3, which satisfy the commutation relations

½K3;K�� ¼ �K�; ½K�;Kþ� ¼ 2K3 ½27�

They act on the vectors jni as follows:

K�jni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nð2�þ n� 1Þ

p
jn� 1i

Kþ ¼ Ky�
K3jni ¼ ð�þ nÞjni

½28�

Thus, K�j0i= 0 and

jni ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n!ð2�Þn

p Kn
þj0i

The Barut–Girardello coherent states jzi are now
defined as the formal eigenvectors of the ladder
operator K�:

K�jzi ¼ zjzi; z 2 C ½29�

They have the analytic form

jzi ¼ jzj2��1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2��1ð2jzjÞ

p X1
n¼0

znffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n!ð2�þ n� 1Þ!

p jni ½30�
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where I�(x) is the order-� modified Bessel function
of the first kind. These coherent states satisfy the
resolution of the identity,

2

�

Z
C

jzihzjK2��1ð2rÞI2��1ð2rÞr dr d� ¼ I

z ¼ rei�

½31�

where again, K�(x) is the order-� modified Bessel
function of the second kind.

A nonanalytic extension of the expression [18] is
often used to define generalized coherent states
associated to physical Hamiltonians having pure
point spectra. These coherent states, known as
Gazeau–Klauder coherent states, are labeled by
action–angle variables. Suppose that we are given
the physical Hamiltonian H =

P1
n = 0 Enjnihnj, with

E0 = 0, that is, it has the energy eigenvalues En and
eigenvectors jni, which we assume to form an
orthonormal basis for the Hilbert space of states H .
Let us write the eigenvalues as En =!	n by introdu-
cing a sequence of dimensionless quantities {	n}
ordered as: 0 = 	0 < 	1 < 	2 < � � � . Then, for all J � 0
and 
 2 R, the Gazeau–Klauder coherent states are
defined as

jJ; 
i ¼ N ð JÞ�1=2
X1
k¼0

Jn=2e�i	n
ffiffiffiffiffiffi
	n!
p jni ½32�

where again N is a normalization factor, which
turns out to be dependent on J only. These coherent
states satisfy the temporal stability condition

e�iHtj J; 
i ¼ j J; 
 þ !ti ½33�

and the action identity

h J; 
jHj J; 
iH ¼ !J ½34�

While these generalized coherent states do form an
overcomplete set in H , the resolution of the identity
is generally not given by an integral relation of the
type [12].

For the second set of examples of generalized
coherent states, we take the group-theoretical structure
of the CCS as the point of departure. Let G be a
locally compact group and suppose that it has a
continuous, irreducible representation on a Hilbert
space H by unitary operators U(g), g 2 G. This
representation is called square integrable if there exists
a nonzero vector j i in H for which the integral

cð Þ ¼
Z

G

jh jUðgÞ ij2 d�ðgÞ ½35�

converges. Here d� is a Haar measure of G, which
for definiteness, we take to be the left-invariant
measure. (The value of the above integral is
independent of whether the left- or the right-invariant
measure is used, so we could just as well have used
the right-invariant measure.) A vector j i, satisfying
[35], is said to be admissible, and it can be shown
that the existence of one such vector guarantees the
existence of an entire dense set of such vectors in H .
Moreover, if the group G is unimodular, that is, if the
left- and the right-invariant measures coincide, then
the existence of one admissible vector implies that
every vector in H is admissible. Given a square-
integrable representation and an admissible vector
j i, let us define the vectors

jgi ¼ 1ffiffiffiffiffiffiffiffiffi
cð Þ

p UðgÞj i ½36�

for all g in the group G. These vectors are to be seen
as the analogs of the canonical coherent states [11],
written there in terms of the representation of the
Weyl–Heisenberg group. Next, it can be shown that
the resolution of the identityZ

G

jgihgjd�ðgÞ ¼ IH ½37�

holds on H . Thus, the vectors jgi constitute a family
of generalized coherent states. The functions
F(g) = hgj�i for all vectors j�i in H are square
integrable with respect to the measure d� and the
set of such functions, which in fact are continuous in
the topology of G, forms a closed subspace of
L2(G, d�). Furthermore, the mapping � 7! F is a
linear isometry between H and L2(G, d�) and under
this isometry the representation U gets mapped to a
subrepresentation of the left regular representation
of G on L2(G, d�).

A typical example of the above construction is
provided by the affine group, GAff. This is the group
of all 2� 2 matrices of the type

g ¼ a b
0 1

� �
½38�

a and b being real numbers with a 6¼ 0. We shall
also write g = (b, a). This group is nonunimodular,
with the left-invariant measure being given by
d�(b, a) = (1=a2) db da. (The right-invariant measure
is (1=a) db da.) The affine group has a unitary
irreducible representation on the Hilbert space
L2(R, dx). Vectors in L2(R, dx) are measurable
functions �(x) of the real variable x and the
(unitary) operators U(b, a) of this representation
act on them in the manner

ðUðb; aÞ�ÞðxÞ ¼ 1ffiffiffiffiffiffi
jaj

p �
x� b

a

� �
½39�
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If  is a function in L2(R, dx) such that its Fourier
transform b satisfies the conditionZ

R

jb ðkÞj2
jkj dk <1 ½40�

then it can be shown to be an admissible vector, that is,

cð Þ ¼
Z

GAff

jh jUðb; aÞ ij2 db da

a2
<1

Thus, following the general construction outlined
above, the vectors

jb; ai ¼ 1ffiffiffiffiffiffiffiffiffi
cð Þ

p Uðb; aÞ ; ðb; aÞ 2 GAff ½41�

define a family of generalized coherent states and
one has the resolution of the identityZ

GAff

jb; aihb; aj db da

a2
¼ I ½42�

on L2(R, dx).
In the signal-analysis literature a vector satisfying

the admissibility condition [40] is called a mother
wavelet and the generalized coherent states [41] are
called wavelets. Signals are then identified with
vectors j�i in L2(R, dx) and the function

Fðb; aÞ ¼ hb; aj�i ½43�

is called the continuous wavelet transform of the
signal �.

There exist alternative ways of constructing
generalized coherent states using group representa-
tions. For example, the Perelomov method is based
on the observation that the vector j0i, appearing in
the construction of the canonical coherent states in
[10] and [11] using the representation of the Weyl–
Heisenberg group, is invariant up to a phase, under
the action of its center. Consequently, the coherent
states jzi, as written in [10], are labeled, not by
elements of the group itself, but only by the points in
the quotient space of the group by its (central) phase
subgroup. Generally, let G be a locally compact
group and U a unitary irreducible representation of
it on the Hilbert space H . We do not assume U to be
square integrable. We fix a vector j i in H , of unit
norm and denote by H the subgroup of G consisting
of all elements h for which

UðhÞj i ¼ ei!ðhÞj i ½44�

where ! is a real-valued function of h. Let X = G=H
be the left-coset space and x an arbitrary element in X.
Choosing a coset representative g(x) 2 G, for each
coset x, we define the vectors

jxi ¼ UðgðxÞÞj i ½45�

in H . The dependence of these vectors on the specific
choice of the coset representative g(x), is only
through a phase. Thus, if instead of g(x) we took a
different representative g(x)0 2 G for the same coset
x, then since g(x)0= g(x)h for some h 2 H, in view of
[44] we would have U(g(x)0)j i= ei!(h)jxi. Hence,
quantum mechanically, both jxi and U(g(x)0)j i
represent the same physical state and in particular,
the projection operator jxihxj depends only on the
coset. Vectors jxi, defined in this manner, are called
Gilmore–Perelomov coherent states. Since U is
assumed to be irreducible, the set of all these vectors
as x runs through G=H is dense in H . In this
definition of generalized coherent states, no resolu-
tion of the identity is postulated. However, if X
carries an invariant measure, under the natural
action of G, and if the formal operator B defined as

B ¼
Z

X

jxihxj d�ðxÞ

is bounded, then it is necessarily a multiple of the
identity and a resolution of the identity is again
retrieved.

The Perelomov construction can be used to define
coherent states for any locally compact group. On
the other hand, there exist other constructions of
generalized coherent states, using group representa-
tions, which generalize the notion of square integr-
ability to homogeneous spaces of the group. Briefly,
in this approach one starts with a unitary irreducible
representation U and attempts to find a vector j i, a
subgroup H and a section � : G=H�!G such thatZ

G=H

jxihxj d�ðxÞ ¼ T ½46�

where jxi= U(�(x))j i, T is a bounded, positive
operator with bounded inverse and d� is a quasi-
invariant measure on X = G=H. It is not assumed
that j i be invariant up to a phase under the action
of H and clearly, the best situation is when T is a
multiple of the identity. Although somewhat techni-
cal, this general construction is of enormous
versatility for semidirect product groups of the type
Rno K, where K is a closed subgroup of GL(n, R).
Thus, it is useful for many physically important
groups, such as the Poincaré or the Euclidean group,
which do not have square-integrable representations
in the sense of the earlier definition (see eqn [35]).
The integral condition [46] ensures that any vector
j�i in H can be written in terms of the jxi. Indeed, it
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is easy to see that one has the integral representation
of a vector,

j�i ¼
Z

X

�ðxÞjxi d�ðxÞ

�ðxÞ ¼ hxjT�1�i

in terms of the generalized coherent states.
The canonical coherent states satisfy the minimal

uncertainty relation [7]. It is possible to build
families of coherent states by generalizing from this
condition. To do this, one typically starts with two
self-adjoint generators in the Lie algebra of a
particular group representation and then looks for
appropriate eigenvectors of a complex combination
of these two generators. For two self-adjoint
operators B and C on a Hilbert space H , satisfying
the commutation relation [B, C] = iD and any
normalized vector � in H , one can prove the
Heisenberg uncertainty relation

ð�BÞ2ð�CÞ2 � hDi
2

4
½47�

where hXi= h�jX�i and ð�XÞ2 = hX2i � hXi2, for
any operator X on H . More generally, one can prove
the Schrödinger–Robertson uncertainty relation

ð�BÞ2ð�CÞ2 � 1

4
hDi2 þ hFi2
h i

½48�

where hFi= hBCþ CBi � 2hBihCi measures the
correlation between B and C in the state �.
If hFi= 0, the above relation reduces to the
Heisenberg uncertainty relation. On the other
hand, if hDi= 0, the Heisenberg uncertainty rela-
tions become redundant. Suppose now that B and
C are two self-adjoint elements of the Lie algebra in
the unitary irreducible representation of a Lie group
and we look for states j�i which minimize the
uncertainty relation [48], that is, for which
the equality holds. It turns out that such states
can be found by considering the linear combination
Bþ i�C, for a fixed complex number �, and solving
the formal eigenvalue equation

Bþ i�C½ �jz; �i ¼ zjz; �i
with z ¼ hBi þ i�hCi

½49�

Solutions to this equation for which j�j= 1 are
called squeezed states, since in this case �B 6¼ �C.
Generally, the states jz,�i are known as intelligent
states. As an example, for the operators Q and P in
[6], for which one has

ð�QÞ2ð�PÞ2 � 1

4
1þ hFi2
h i
taking the combination Qþ i�P, one obtains the
minimal uncertainty states,

jz; �i ¼ N ðz; �Þ�1=2 e�wðayÞ2=2 eðz=
ffiffi
2
p
Þð1þwÞay j0i ½50�

N (z,�) being a normalization constant and
w = (1� �)=(1þ �). The case �=�1 does not lead
to any solutions, while �= 1 gives the canonical
coherent states [10]. For real � 6¼ 1 the above states
are the well-known squeezed states of quantum
optics.

Our final example is that of a family of vector
coherent states, which will be obtained essentially
by replacing the complex variable z in [18] by a
matrix variable. We choose the domain � = C2�2

(all 2� 2 complex matrices), equipped with the
measure

d�ðZ ; Z
yÞ ¼ e�tr½Z Z

y�

�4

Y2

k;j¼1

dxkj ^ dykj

where Z is an element of � and zkj = xkj þ iykj are its
entries. One can then prove the matrix orthogon-
ality relationZ

�

Z
k

Z
y‘ d�ðZ ; Z

yÞ

¼ 1

2

Z
�

tr½Z k
Z
y‘�d�ðZ ; Z

yÞI2

¼ bðkÞI2; k; ‘ ¼ 0; 1; 2; . . . ;1 ½51�

I2 being the 2� 2 identity matrix and

bðkÞ ¼ ðkþ 3Þ!
2ðkþ 1Þðkþ 2Þ

k ¼ 1; 2; 3; . . . ; bð0Þ ¼ 1

½52�

Consider the Hilbert space ~H = L2
C2 (�, d�) of square

integrable, two-component vector-valued functions
on � and in it consider the vectors jY i

ki, i = 1, 2,
k = 0, 1, 2, . . . ,1, defined by the C2-valued
functions,

Y i
kðZ
yÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi

bðkÞ
p Z

yk�i ½53�

where the vectors �i, i = 1, 2, form an orthonormal
basis of C2. By virtue of [51], the vectors jYi

ki
constitute an orthonormal set in ~H , that is,

hY i
kjY

j
‘i~H ¼ 
k‘ 
ij

Denote by H K the Hilbert subspace of ~H generated
by this set of vectors. This can be shown to be a
reproducing kernel Hilbert space of analytic
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functions in the variable Z
y, with the matrix valued

kernel K : �� � 7�!C2�2:

KðZ
0y; Z Þ ¼

X2

i¼1

X1
k¼0

Y i
kðZ
0yÞY i

kðZ
yÞy

¼
X2

i¼1

X1
k¼0

Z
0yk

Z
k

bðkÞ ½54�

Vector coherent states in H K are then naturally
associated to this kernel and are given by

jZ ; ii ¼
X2

j¼1

X1
k¼0

�jyZ
k�iffiffiffiffiffiffiffiffiffiffi

bðkÞ
p jY j

ki

that is; jZ ; iiðZ
0yÞ ¼ KðZ

0y; Z Þ�i

½55�

for i = 1, 2 and all Z in �. They satisfy the resolution
of the identityX2

i¼1

Z
�

jZ ; iihZ ; ijd�ðZ ; Z
yÞ ¼ IH K

½56�

The expression for the jZ , ii in [55], involving the
sum, should be compared to [18], of which it is a
direct analog.
Some Applications of Coherent States

Generalized coherent states have many applications
in physics, signal analysis, and mathematics, of
which we mention a few here. As an example of
an application of deformed coherent states, we take

xn ¼
qn � q�n

q� q�1

� �1=2

; q > 0 ½57�

in the definition of these states in [18]. It is then easy
to see that the operators A and Ay, defined in [23],
satisfy the q-deformed commutation relation

AAy � qAyA ¼ q�N ½58�

where N is the usual number operator, which acts
on the Fock states as Njni= njni. Clearly, in the
limit as q! 1, these q-deformed coherent states go
over to the canonical coherent states, with the
operators A and Ay becoming the usual creation
and annihilation operators a and ay, respectively.
The operators A and Ay and the commutation
relation [58] describe a system of q-deformed
oscillators, which have been used to describe, for
example, the vibrations of polyatomic molecules.
The potential energy between the atoms of such
a molecule has anharmonic terms, leading to
a deformation of the usual oscillator algebra,
generated by the operators a and ay.
As already mentioned, generalized coherent states
are widely used in signal analysis. The wavelet
transform F(b, a) = hb, aj�i, introduced in [43], is a
time–frequency transform, in which the parameter b
is identified with time and 1/a with frequency.
Wavelet transforms are used extensively to analyze,
encode, and reconstruct signals arising in many
different branches of physics, engineering, seismo-
graphy, electronic data processing, etc. Similarly, the
canonical coherent states, as written in [11], give
rise to the transform F(q, p) = hq, p j�i. Again, if q is
interpreted as time and p as frequency, then this is
just the windowed Fourier transform, also used
extensively in signal processing. More general
wavelets, from higher-dimensional affine groups,
are used to analyze higher-dimensional signals,
while wavelet like transforms from other groups
have been used to study signals exhibiting different
geometries. In particular, wavelet transforms from
spherical geometries have been applied to the study
of brain signals and to astrophysical data.

Our final example is taken from quantization
theory. A quantization technique is a method for
performing the transition from a given classical
mechanical system to its quantum counterpart.
Many methods have been developed to accomplish
this and the use of coherent states is one of them.
Suppose that we are given a family of coherent
states jxi in a Hilbert space H , where the set X from
which x is taken is a classical phase space. This
means that X is a symplectic manifold with an
associated 2-form !, which defines a Poisson
bracket on the set of observables of the classical
system, which are real-valued functions on X. There
is a natural measure d!, defined on X by the 2-form
!. Let us assume that the coherent states jxi satisfy a
resolution on the identity with respect to this
measure: Z

X

jxihxjd!ðxÞ ¼ IH

In this case, the coherent states may be used to
quantize the observables of the classical system in
the following way: let f be a real-valued function on
X, representing a classical observable and suppose
that the formal operator

bf ¼ Z
X

f ðxÞjxihxjd!ðxÞ ½59�

is well defined as a self-adjoint operator on H . Then
we may take the operator bf to be the quantized
observable corresponding to the classical observable
f. Suppose that we have two such operators, bf and bg,
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corresponding to the two classical observables f and
g, which have the Poisson bracket {f , g}, defined via
the 2-form !. We then check if the quantization
condition

dff; gg ¼ 2�

ih
½bf ;bg� ½60�

where h is Planck’s constant, is satisfied. Generally
this will be the case for a certain number of classical
observables. This method of quantization has been
most successfully used for manifolds X which have a
(complex) Kähler structure. Over such a manifold,
one can define a Hilbert space of analytic functions,
which has a reproducing kernel and hence a
naturally associated set of coherent states. As a
specific example, we take the case of canonical
coherent states [11]. We can identify the complex
plane C with the phase space R2 of a free classical
particle having a single degree of freedom. The
measure d! in this case is just (1=2�)dq dp. If we
now quantize the classical observables f (q, p) = q
and f (q, p) = p, of position and momentum, respec-
tively, using the canonical coherent states, we obtain
the two operators

Q ¼
Z

R2
qjq; pihq; pj dq dp

2�

P ¼
Z

R2
pjq; pihq; pj dq dp

2�

½61�
It can be verified that these two operators satisfy the
canonical commutation relations [Q, P] = iIH , as
required.
See also: Solitons and Kac–Moody Lie Algebras;
Wavelets: Mathematical Theory.
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Introduction

The origins of cohomology theory are found in
topology and algebra at the beginning of the last
century but since then it has become a tool of nearly
every branch of mathematics. It’s a way of life!
Naturally, this article can only give a glimpse at the
rich subject. We take here the point of view of
algebraic topology and discuss only the cohomology
of spaces.

Cohomology reflects the global properties of a
manifold, or more generally of a topological space.
It has two crucial properties: it only depends on the
homotopy type of the space and is determined by
local data. The latter property makes it in general
computable.
To illustrate the interplay between the local and
global structure, consider the Euler characteristic of
a compact manifold; as will be explained below,
cohomology is a refinement of the Euler character-
istic. For simplicity, assume that the manifold M is a
surface and that we have chosen a way of dividing
the surface into triangles. The Euler characteristic is
then defined to be

�ðMÞ ¼ F � Eþ V

where F denotes the number of faces, E the number
of edges, and V the number of vertices in the
triangulation. Remarkably, this number does not
depend on the triangulation. Yet, this simple, easy to
compute number can already distinguish the differ-
ent types of closed, oriented surfaces: for the sphere
we have �= 2, the torus �= 0, and in general for
any surface Mg of genus g

�ðMgÞ ¼ 2� 2g



The Euler characteristic also tells us something
about the geometry and analysis of the manifold. For
example, the total curvature of a surface is equal to its
Euler characteristic. This is the Gauss–Bonnet theo-
rem and an analogous result holds in higher dimen-
sions. Another striking result is the Poincaré–Hopf
theorem which equates the Euler characteristic with
the total index of a vector field and thus gives strong
restrictions on what kind of vector fields can exist on
a manifold. This interplay between global analysis
and topology has been one of the most exciting and
fruitful research areas and is most powerfully
expressed in the celebrated Atiyah–Singer index
theorem, which determines the analytic index of an
elliptic operator, such as the Dirac operator on a spin
manifold, in terms of cohomology classes.

Chain Complexes and Homology

There are several different geometric definitions of
the cohomology of a topological space. All share
some basic algebraic structure which we will explain
first.

A ‘‘chain complex’’ (C�, @�)

� � �Ciþ1 !
@iþ1

Ci!
@i

Ci�1 � � � �!
@1

C0 ½1�

is a collection of vector spaces (or R-modules more
generally) Ci, i � 0, and linear maps (R-module
maps) @i : Ci!Ci�1 with the property that for all i

@i � @iþ1 ¼ 0 ½2�

The scalar fields one tends to consider are the
rationals Q, reals R, complex numbers C, or a
primary field Zp, while the most important ring R is
the ring of integers Z though we will also consider
localizations such as Z[1=p], which has the effect of
suppressing any p-primary torsion information.

Of particular interest are the elements in Ci that are
mapped to zero by @i, the i-dimensional ‘‘cycles,’’ and
those that are in the image of @iþ1, the i-dimensional
‘‘boundaries.’’ Because of [2], every boundary is a
cycle, and we may define the quotient vector space
(R-module), the ith-dimensional homology,

HiðC�; @�Þ :¼ ker@i

im@iþ1
½3�

(C�, @�) is ‘‘exact’’ if all its cycles are boundaries.
Homology thus measures to what extent the
sequence [1] fails to be exact.

Simplicial Homology

A triangulation of a surface gives rise to its
‘‘simplicial’’ chain complex: Taking coefficients in

Z, C2, C1, C0 are the free abelian groups generated
by the set of faces, edges, and vertices, respectively;
Ci = {0} for i � 3. The map @2 assigns to a triangle
the sum of its edges; @1 maps an edge to the sum of
its endpoints. If we are working with Z2 coeffi-
cients, this defines for us a chain complex as [2] is
clearly satisfied; in general, one needs to keep track
of the orientations of the triangles and edges and
take sums with appropriate signs (cf. [6] below). An
easy calculation shows that for an oriented, closed
surface Mg of genus g, we have

H0ðMg;ZÞ ¼ Z

H1ðMg; ZÞ ¼ Z2g

H2ðMg; ZÞ ¼ Z

HiðMg; ZÞ ¼ 0 for i � 3

½4�

Note that the Euler characteristic can be recov-
ered as the alternating sum of the rank of the
homology groups:

�ðMÞ ¼
Xdim M

i¼0

ð�1Þi rk HiðM; ZÞ ½5�

Every smooth manifold M has a triangulation, so
that its simplicial homology can be defined just as
above. More generally, simplicial homology can be
defined for any simplicial space, that is, a space that
is built up out of points, edges, triangles, tetrahedra,
etc. Formula [5] remains valid for any compact
manifold or simplicial space.

Singular Homology

Let X be any topological space, and let 4n be the
oriented n-simplex [v0, . . . , vn] spanned by the
standard basis vectors vi in Rnþ1. The set of singular
n-chains Sn(X) is the free abelian group on the set of
continuous maps � :4n�!X. The boundary of � is
defined by the alternating sum of the restriction of �
to the faces of 4n:

@nð�Þ :¼
Xn

i¼0

ð�1Þ�i�j½v0;...;v̂i;...;vn� ½6�

One easily checks that the boundary of a boundary is
zero, and hence (S�(X), @�) defines a chain complex.
Its homology is by definition the singular homology
H�(X; Z) of X. For any simplicial space, the inclusion
of the simplicial chains into the singular chains
induces an isomorphism of homology groups. In
particular, this implies that the simplicial homology
of a manifold, and hence its Euler characteristic do
not depend on its triangulation.

If in the definition of simplicial and singular
homology we take free R-modules (where R may
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also be a field) instead of free abelian groups, we get
the homology H�(X; R) of X with coefficients in R.
The ‘‘universal-coefficient theorem’’ describes the
homology with arbitrary coefficients in terms of the
homology with integer coefficients. In particular, if R
is a field of characteristic zero,

dim HnðX; RÞ ¼ rk HnðX; ZÞ

Basic Properties of Singular Homology

While simplicial homology (and the more efficient
cellular homology which we will not discuss) is
easier to compute and easier to understand geome-
trically, singular homology lends itself more easily to
theoretical treatment.

1. Homotopy invariance. Any continuous map
f : X!Y induces a map on homology
f� : H�(X; R)!H�(Y; R) which only depends on
the homotopy class of f.

In particular, a homotopy equivalence f : X!Y
induces an isomorphism in homology. So, for exam-
ple, the inclusion of the circle S1 into the punctured
plane Cn{0} is a homotopy equivalence, and thus

HiðCnf0g; RÞ’HiðS1; RÞ

¼ Z for i ¼ 0; 1

0 for i � 2

�
For the one point space we have H0(pt; R) = R. Define
reduced homology by ~H�(X; R) := ker(H�(X; R)!
H�(pt; R)).

2. Dimension axiom. ~Hi(pt; R) = 0 for all i.

More generally, it follows immediately from the
definition of simplicial homology that the homology
of any n-dimensional manifold is zero in dimensions
larger than n.

We mentioned in the introduction that homology
depends only on local data. This is made precise
by the

3. Mayer–Vietoris theorem. Let X = A [ B be the
union of two open subspaces. Then the following
sequence is exact:

� � � �!HnðA \ B; RÞ�!HnðA; RÞ �HnðB; RÞ

�!HnðX; RÞ�!@ Hn�1ðA \ B; RÞ
�! � � � �!H0ðX; RÞ! 0

On the level of chains, the first map is induced by the
diagonal inclusion, while the second map takes the
difference between the first and second summands.
Finally, @ takes a cycle c = aþ b in the chains of X
that can be expressed as the sum of a chain a in A

and b in B to @c := @na =�@nb. For example,
consider two cones, A and B, on a space X and
identify them at the base X to define the suspension
�X of X. Then �X = A [ B with A, B ’ pt and A \
B ’ X. The boundary map @ is then an isomorphism:

~HnðX; RÞ ’ Hnþ1ð�X; RÞ for all n � 0 ½7�

From this one can easily compute the homology of a
sphere. First note that

~H0ðX; ZÞ ¼ Zk�1

where k is the number of connected components in
X. Also, Sn ’ �Sn�1 ’ � � � ’ �nS0. Thus, by [7],

HnðSn; ZÞ ’ Z and ~H�ðSn; ZÞ ¼ 0 for � 6¼ n ½8�

If Y is a subspace of X, relative homology groups
H�(X, Y; R) can be defined as the homology of the
quotient complex S�(X)=S�(Y). When Y has a good
neighborhood in X (i.e., it is a neighborhood
deformation retract in X), then, by the ‘‘excision
theorem,’’

H�ðX;Y; RÞ ’ ~H�ðX=Y; RÞ

where X=Y denotes the quotient space of X with Y
identified to a point. There is a long exact sequence

� � � �!HnðY; RÞ�!HnðX; RÞ�!HnðX;Y; RÞ

�!@ Hn�1ðY; RÞ�! � � � �!H0ðX;Y; RÞ�! 0

This and the Mayer–Vietoris sequence give two ways of
breaking up the problem of computing the homology of
a space into computing the homology of related spaces.
An iteration of this process leads to the powerful tool of
spectral sequences (see Spectral Sequences).

Relation to Homotopy Groups

Let �1(X, x0) denote the fundamental group of X
relative to the base point x0. These are the based
homotopy classes of based maps from a circle to X.

If X is connected; then H1ðX; ZÞ is
the abelianization of �1ðX; x0Þ

½9�

Indeed, every map from a (triangulated) sphere to
X defines a cycle and hence gives rise to a homology
class. This defines the Hurewicz map h :��(X; x0)!
H�(X; Z). In general there is no good description of
its image. However, if X is k-connected with k � 1,
then h induces an isomorphism in dimension kþ 1
and an epimorphism in dimension kþ 2.

Though [9] indicates that homology cannot distin-
guish between all homotopy types, the fundamental
group is in a sense the only obstruction to this.
A simple form of the ‘‘Whitehead theorem’’ states:

Cohomology Theories 547



Theorem If a map f : X!Y between two simpli-
cial complexes with trivial fundamental groups
induces an isomorphism on all homology groups,
then it is a homotopy equivalence.

Warning: This does not imply that two simply
connected spaces with isomorphic homology groups
are homotopic! The existence of the map f inducing
this isomorphism is crucial and counterexamples can
easily be constructed.

Dual Chain Complexes and Cohomology

The process of dualizing itself cannot be expected to
yield any new information. Nevertheless, the coho-
mology of a space, which is obtained by dualizing its
simplicial chain complex, carries important addi-
tional structure: it possesses a product, and more-
over, when the coefficients are a primary field, it is
an algebra over the rich Steenrod algebra. As with
homology we start with the algebraic setup.

Every chain complex (C�, @�) gives rise to a dual
chain complex (C�, @�) where Ci = homR(Ci, R) is
the dual R-module of Ci; because of [2], the
composition of two dual boundary morphisms
@iþ1 : Ci!Ciþ1 is trivial. Hence we may define the
ith dimensional cohomology group as

HiðC�; @�Þ :¼ ker @iþ1

im @i
½10�

Evaluation (�,�) 7!�(�) descends to a dual pairing

HnðC�; @�Þ 	R HnðC�; @�Þ�!R

and when R is a field, this identifies the cohomology
groups as the duals of the homology groups. More
generally, the universal-coefficient theorem relates
the two. A simple version states: let (C�, @�) be a
chain complex of free abelian groups (such as the
simplicial or singular chain complexes) with finitely
generated homology groups. Then,

HiðC�; @�Þ ’ Hfree
i ðC�; @�Þ �Htor

i�1ðC�; @Þ ½11�

where Htor
� denotes the torsion subgroup of H� and

Hfree
� denotes the quotient group H�=H

tor
� .

Singular Cohomology

The dual S�(X) of the singular chain complex of a
space X carries a natural pairing, the cup product,
[ : Sp(X)	 Sq(X)! Spþq(X) defined by

ð�1 [ �2Þð�Þ
:¼ �1ð�j½v0;...;vp�Þ�2ð�j½vp;...;vpþq�Þ

This descends to a multiplication on cohomology
groups and makes H�(X; R):=

L
n�0 Hn(X; R) into

an associative, graded commutative ring: u [ v =
(�1)deg u deg vv [ u.

The ‘‘Künneth theorem’’ gives some geometric
intuition for the cup product. A simple version
states: for spaces X and Y with H�(Y; R) a finitely
generated free R-module, the cup product defines an
isomorphism of graded rings

H�ðX; RÞ 	R H�ðY; RÞ�!H�ðX
 Y; RÞ

For example, for a sphere, all products are trivial for
dimension reasons. Hence,

H�ðSn; ZÞ ¼ �̂ðxÞ ½12�

is an exterior algebra on one generator x of degree
n. On the other hand, the cohomology of the
n-dimensional torus Tn is an exterior algebra on
n degree-1 generators,

H�ðTn; ZÞ ¼ �̂ðx1; . . . ; xnÞ ½13�

The dual pairing can be generalized to the slant or
cap product

\ : HnðX; RÞ 	R HiðX; RÞ�!Hn�iðX; RÞ

defined on the chain level by the formula
(�,�) 7!�(�j[v0,..., vi]

)�j[vi,..., vn].

Steenrod Algebra

The cup product on the chain level is homotopy
commutative, but not commutative. Steenrod used
this defect to define operations

Sqi : HnðX; Z2Þ�!HnþiðX; Z2Þ

for all i � 0 which refine the cup-squaring opera-
tion: when n = i, then Sqn(x) = x [ x. These are
natural group homomorphisms which commute
with suspension. Furthermore, they satisfy the
Cartan and Adem Relations

Sqnðx [ yÞ ¼
X

iþj¼n

SqiðxÞ [ SqjðyÞ

SqiSqj ¼
X½i=2�
k¼0

j� k� 1

i� 2k

 !
Sqiþj�kSqk

for i � 2j

The mod-2 Steenrod algebra A is then the free
Z2-algebra generated by the Steenrod squares
Sqi, i � 0, subject only to the Adem relations. With
the help of Adem’s relations, Serre and Cartan found
a Z2-basis for A:

fSqI :¼ Sqi1 � � � Sqin jij � 2ijþ1 for all jg
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The Steenrod algebra is also a Hopf algebra with
a commutative comultiplication � :A!A	A
induced by

�ðSqnÞ :¼
X

iþj¼n

Sqi 	 Sqj

The Cartan relation implies that the mod-2
cohomology of a space is compatible with the
comultiplication, that is, H�(X; Z2) is an algebra
over the Hopf algebra A. There are odd primary
analogs of the Steenrod algebra based on the
reduced pth power operations

Pi : HnðX; ZpÞ!Hnþ2iðp�1ÞðX; ZpÞ

with similar properties to A.
One of the most striking applications of the

Steenrod algebra can be found in the work of
Adams on the ‘‘vector fields on spheres problem’’:
for each n, find the greatest number k, denoted K(n),
such that there is a k-field on the (n� 1)-sphere Sn�1.
Recall that a k-field is an ordered set of k pointwise
linear independent tangent vector fields. If we write n
in the form n = 24aþb(2sþ 1) with 0 � b < 4, Adams
proved that K(n) = 2b þ 8a� 1. In particular, when n
is odd, K(n) = 0. We give an outline of the proof for
this special case in the next section.

� The failure of associativity of the cup product at
the chain level gives rise to secondary operations,
the so-called ‘‘Massey products.’’

Cohomology of Smooth Manifolds

A smooth manifold M of dimension n can be
triangulated by smooth simplices � : �n!M. If M
is compact, oriented, without boundary, the sum of
these simplices define a homology cycle [M], the
fundamental class of M. The most remarkable
property of the cohomology of manifolds is that
they satisfy ‘‘Poincaré duality’’: taking cap product
with [M] defines an isomorphism:

D :¼ ½M�\ : HkðM;ZÞ�!’ Hn�kðM;ZÞ for all k ½14�

In particular, for connected manifolds, Hn(M;Z)’Z;
and every map f :M0!M between oriented, compact
closed manifolds of the same dimension has a degree:
f �:H�(M;Z)!H�(M0;Z) is multiplication by an
integer deg(f ), the degree of f. For smooth maps, the
degree is the number of points in the inverse image of
a generic point p 2M counted with signs:

degðf Þ ¼
X

p02f�1ðpÞ
signðp0Þ

where sign(p0) is þ1 or �1 depending on whether f is
orientation preserving or reversing in a neighbor-
hood of p0. For example, a complex polynomial of
degree d defines a map of the two-dimensional
sphere to itself of degree d: a generic point has n
points in its inverse image and the map is locally
orientation preserving. On the other hand, a map of
Sn�1 induced by a reflection of Rn reverses orienta-
tion and has degree �1. Thus, as degrees multiply on
composing maps, the antipodal map x 7! �x has
degree (�1)n. As an application we prove:

Every tangent vector field on an even-dimensional
sphere Sn�1 has a zero.

Proof Assume v(x) is a vector field which is nonzero
for all x 2 Sn�1. Then x is perpendicular to v(x), and
after rescaling, we may assume that v(x) has length 1.
The function F(x, t) = cos (t)xþ sin (t) v(x) is a well-
defined homotopy from the identity map (t = 0) to
the antipodal map (t = �). But this is impossible as
homotopic maps induce the same map in (co)homo-
logy and we have already seen that the degree of the
identity map is 1 while the degree of the antipodal
map is (�1)n =�1 when n is odd.

� It is well known that two self-maps of a sphere of
any dimension are homotopic if and only if they
have the same degree, that is, �n(Sn) ’ Z for n � 1.
� When M is not orientable, [M] still defines a cycle

in homology with Z2-coefficients, and [M]\
defines an isomorphism between the cohomology
and homology with Z2 coefficients.
� As [M] represents a homology class, so does every

other closed (orientable) submanifold of M. It is
however not the case that every homology class
can be represented by a submanifold or linear
combinations of such.

Cohomology is a contravariant functor. Poincaré
duality however allows us to define, for any f : M0 !M
between oriented, compact, closed manifolds of arbi-
trary dimensions, a ‘‘transfer’’ or ‘‘Umkehr map,’’

f ! :¼ D�1f�D
0 : H�ðM0; ZÞ!H��cðM; ZÞ

which lowers the degree by c = dim M0 � dim M. It
satisfies the formula

f !ðf �ðxÞ [ yÞ ¼ x [ f !ðyÞ

for all x 2 H�(M; Z) and y 2 H�(M0; Z). When f is a
covering map then f ! can be defined on the chain
level by

f !ðxÞð�Þ :¼ x
X

f ð~�Þ¼�
~�

� �
where x 2 C�(M0) and � 2 C�(M).
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de Rham Cohomology

If x1, . . . , xn are the local coordinates of Rn, define an
algebra �� to be the algebra generated by symbols
dx1, . . . , dxn subject to the relations dxidxj =�dxjdxi

for all i, j. We say dxi1 � � � dxiq has degree q. The
differential forms on Rn are the algebra

��ðRnÞ :¼ fC1functions on Rng 	R ��

The algebra ��(Rn) =
Ln

q = 0 �q(Rn) is naturally
graded by degree. There is a differential operator
d : �q(Rn)!�qþ1(Rn) defined by

1. if f 2 �0(Rn), then df =
P

(@f=@xi)dxi

2. if !=
P

fIdxI, then d!=
P

dfIdxI

I stands here for a multi-index. For example, in R3

the differential assigns to 0-forms ( = functions) the
gradient, to 1-forms the curl, and to 2-forms the
divergence. An easy exercise shows that d2 = 0 and
the qth de Rham cohomology of Rn is the vector space

Hq
de R
ðRnÞ ¼ ker d : �qðRnÞ!�qþ1ðRnÞ

im d : �q�1ðRnÞ!�qðRnÞ

More generally, the de Rham complex ��(M) and
its cohomology H�de R(M) can be defined for any
smooth manifold M.

Let � be a smooth, singular, real (qþ 1)-chain on
M, and let ! 2 �q(M). Stokes theorem then saysZ

@�

! ¼
Z
�

d!

and therefore integration defines a pairing between
the qth singular homology and the qth de Rahm
cohomology of M. This pairing is exact and thus de
Rahm cohomology is isomorphic to singular coho-
mology with real coefficients:

H�de RðMÞ ’ ðH�ðM; RÞÞ� ’ H�ðM; RÞ

Let ��c(M) denote the subcomplex of compactly
supported forms and H�c (M) its cohomology. Integra-
tion with respect to the first i coordinates defines a map

��cðRnÞ!���i
c ðRn�iÞ

which induces an isomorphism in cohomology; note in
particular Hn

c (Rn) = R. More generally, when E!M
is an i-dimensional orientable, real vector bundle over
a compact, orientable manifold M, integration over
the fiber gives the ‘‘Thom isomorphism’’:

H�c ðEÞ ’ H��i
c ðMÞ ’ H��i

de RðMÞ

For orientable fiber bundles F!M0 !f M with
compact, orientable fiber F, integration over the
fiber provides another definition of the transfer map

f ! : H�de RðM0Þ!H��i
de RðMÞ
Hodge Decomposition

Let M be a compact oriented Riemannian manifold of
dimension n. The Hodge star operator, �, associates to
every q-form an (n� q)-form. For Rn and any
orthonormal basis {e1, . . . , en}, it is defined by setting

�ðe1 ^ � � � ^ eqÞ :¼ 
epþ1 ^ � � � ^ en

where one takes þ if the orientation defined by
{e1, . . . , en} is the same as the given one, and �
otherwise. Using local coordinate charts this defini-
tion can be extended to M. Clearly, � depends on the
chosen metric and orientation of M. If M is
compact, we may define an inner product on the
q-forms by

ð!; !0Þ :¼
Z

M

! ^ �!0

With respect to this inner product � is an isometry.
Define the codifferential via

� :¼ ð�1Þnpþnþ1 � d� : �qðMÞ!�q�1ðMÞ

and the Laplace–Beltrami operator via

� :¼ �d þ d�

The codifferential satisfies �2 = 0 and is the adjoint
of the differential. Indeed, for q-forms ! and (qþ 1)-
forms !0:

ðd!; !0Þ ¼ ð!; �!0Þ ½15�

It follows easily that � is self-adjoint, and
furthermore,

�! ¼ 0 if and only if d! ¼ 0 and �! ¼ 0 ½16�

A form ! satisfying �!= 0 is called ‘‘harmonic.’’ Let
Hq denote the subspace of all harmonic q-forms. It is
not hard to prove the ‘‘Hodge decomposition theorem’’:

�q ¼ Hq � im d � im �

Furthermore, by adjointness [15], a form ! is closed
only if it is orthogonal to im �. On calculating the
de Rham cohomology we can also ignore the
summand im d and find that:

Each de Rham cohomology class on a compact
oriented Riemannian manifold M contains a unique
harmonic representative, that is, Hq

de R(M) ’ Hq.

Warning: This is an isomorphism of vector spaces
and in general does not extend to an isomorphism of
algebras.
Examples

We list the cohomology of some important
examples.
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Projective Spaces

Let RPn be real projective space of dimension n. Then,

H�ðRPn; Z2Þ ¼ Z2½x�=ðxnþ1Þ

is a stunted polynomial ring on a generator x of
degree 1.

Similarly, let CPn and HPn denote complex and
quaternionic projective space of real dimensions 2n
and 4n, respectively. Then,

H�ðCPn; ZÞ ¼ Z½y�=ðynþ1Þ
H�ðHPn; ZÞ ¼ Z½z�=ðznþ1Þ

are stunted polynomial rings with deg(y) = 2 and
deg(z) = 4.
Lie Groups

Let G be a compact, connected Lie group of rank l,
that is, the dimension of the maximal torus of G is l.
Then,

H�ðG;QÞ
’
^
Q

�½a2d1�1; a2d2�1; . . . ; a2dl�1�

where jaij= i and d1, . . . , dl are the fundamental
degrees of G which are known for all G. Often this
structure lifts to the integral cohomology. In
particular we have:

H�freeðSOð2kþ 1Þ; ZÞÞ

’
^
Z

�½a3; a7; . . . ; a4k�1�

H�freeðSOð2kÞ; ZÞÞ

’
^
Z

�½a1; a7; . . . ; a4k�5; a2k�1�

H�ðUðkÞ; ZÞ ’
^
Z

�½a1; a3; . . . ; a2k�1�
Classifying Spaces

For any group G there exists a classifying space BG,
well defined up to homotopy. Classifying spaces
are of central interest to geometers and topologists
for the set of isomorphism classes of principal
G-bundles over a space X is in one-to-one corre-
spondence with the set of homotopy classes of maps
from X to BG. In particular, every cohomology class
c 2 H�(BG; R) defines a characteristic class of
principle G-bundles E over X: if E corresponds to
the map fE : X!BG, then c(E) := f �E(c).
BG can be constructed as the space of G-orbits of
a contractible space EG on which G acts freely.
Thus, for example,

BZ ¼ R=Z ’ S1

BZ2 ¼ ð lim
n!1

SnÞ=Z2 ’ RP1

BS1 ¼ ð lim
n!1

S2nþ1Þ=S1 ’ CP1

and more generally, infinite Grassmannian mani-
folds are classifying spaces for linear groups. When
G is a compact connected Lie group,

H�ðBG; QÞ ’ Q½x2d1
;. . . ; x2dl

�

with di as above and jxij= i. In particular,

H�ðBSOð2kþ 1Þ; Z½1=2�Þ
’ Z½1=2�½p1; p2; . . . ; pk�

H�ðBSOð2kÞ; Z½1=2�Þ
’ Z½1=2�½p1; p2; . . . ; pk�1; ek�

H�ðBUðkÞ; ZÞ ’ Z½c1; c2; . . . ; ck�

where the Pontryagin, Euler, and Chern classes have
degree jpij= 4i, jekj= 2k, and jcij= 2i, respectively.

Moduli Spaces

LetMn
g be the space of Riemann surfaces of genus g

with n ordered, marked points. There are naturally
defined classes �i and e1, . . . , en of degree 2i and 2,
respectively. By Harer–Ivanov stability and the
recent proof of the Mumford conjecture (Madsen–
Weiss, preprint 2004), there is an isomorphism up to
degree � < 3g=2 of the rational cohomology of Mn

g

with

Q½�1; �2; . . .� 	Q½e1; . . . ; en�

The rational cohomology vanishes in degrees � >
4g� 5 if n = 0, and � > 4g� 4þ n if n > 0. Though
the stable part of the cohomology is now well under-
stood, the structure of the unstable part, as proposed by
Faber (Viehweg 1999), remains conjectural.
Generalized Cohomology Theories

The three basic properties of singular homology
appropriately dualized, hold of course also for
cohomology. Furthermore, they (essentially) deter-
mine (co)homology uniquely as a functor from the
category of simplicial spaces and continuous func-
tions to the category of abelian groups. If we drop
the dimension axiom (2), we are left with homotopy
invariance (1), and the Mayer–Vietoris sequence (3).
Abelian group valued functors satisfying (1) and (3)
are so called ‘‘generalized (co)homology theories.’’
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K-theory and cobordism theory are two well-known
examples but there are many more.

K-Theory

The geometric objects representing elements in com-
plex K-theory K0(X) are isomorphism classes of finite
dimensional complex vector bundles E over X. Vector
bundles E, E0 can be added to form a new bundle
E� E0 over X, and K0(X) is just the group completion
of the arising monoid. Thus, for example, for the point
space we have K0(pt) = Z. Tensor product of vector
bundles E	 E0 induces a multiplication on K-theory
making K�(X) into a graded commutative ring.

In many ways K-theory is easier than cohomol-
ogy. In particular, the groups are 2-periodic: all even
degree groups are isomorphic to the reduced
K-theory group ~K0(X) := coker(K0(pt) = Z!K0(X)),
and all odd degree groups are isomorphic to
K�1(X) := ~K0(�X).

The theory of characteristic classes gives a close
relation between the two cohomology theories. The
Chern character map, a rational polynomial in the
Chern classes, defines

ch : K0ðXÞ 	Z Q!HevenðX; QÞ
:¼ �

k�0
H2kðX; QÞ

an isomorphism of rings. Thus, the K-theory and
cohomology of a space carry the same rational
information. But they may have different torsion
parts. This became an issue in string theory when
D-brane charges which had formerly been thought
of as differential forms (and hence cohomology
classes) were later reinterpreted more naturally as
K-theory classes by Witten 1998)

� There are real and quaternionic K-theory groups
which are 8-periodic.

Cobordism Theory

The geometric objects representing an element in the
oriented cobordism group �n

SO(X) are pairs (M, f )
where M is a smooth, orientable n-dimensional
manifold and f : M!X is a continuous map. Two
pairs (M, f) and (M0, f 0) represent the same cobord-
ism class if there exists a pair (W, F) where W is an
(nþ 1)-dimensional, smooth, oriented manifold
with boundary @W = M [ �M0 such that F: W!X
restricts to f and f 0 on the boundary @W. Disjoint
union and Cartesian product of manifolds define an
addition and multiplication so that ��SO(X) is a
graded, commutative ring.

� Similarly, unoriented, complex, or spin cobordism
groups can be defined.
Elliptic Cohomology

Quillen proved that complex cobordism theory is
universal for all complex oriented cohomology
theories, that is, those cohomology theories that
allow a theory of Chern classes. In a complex
oriented theory, the first Chern class of the tensor
product of two line bundles can be expressed in
terms of the first Chern class of each of them via a
two-variable power series: c1(E	 E0) = F(c1(E),
c1(E0)). F defines a formal group law and Quillen’s
theorem asserts that the one arising from complex
cobordism theory is the universal one.

Vice versa, given a formal group law, one may try to
construct a complex oriented cohomology theory from
it. In particular, an elliptic curve gives rise to a formal
group law and an elliptic cohomology theory. Hopkins
et al. have described and studied an inverse limit of
these elliptic theories, which they call the theory of
topological modular forms, tmf, as the theory is closely
related to modular forms. In particular, there is a
natural map from the groups tmf2n(pt) to the group of
modular forms of weight n over Z. After inverting a
certain element (related to the discriminant), the
theory becomes periodic with period 242 = 576.

Witten (1998) showed that the purely theoreti-
cally constructed elliptic cohomology theories
should play an important role in string theory: the
index of the Dirac operator on the free loop space of
certain manifolds should be interpreted as an
element of it. But unlike for ordinary cohomology,
K-theory, and cobordism theory we do not (yet)
know a good geometric object representing elements
in this theory without which its use for geometry
and analysis remains limited. Segal speculated some
20 years ago that conformal field theories should
define such geometric objects. Though progress has
been made, the search for a good geometric
interpretation of elliptic cohomology (and tmf)
remains an active and important research area.
Infinite Loop Spaces

Brown’s representability theorem implies that for
each (reduced) generalized cohomology theory h� we
can find a sequence of spaces E� such that hn(X) is
the set of homotopy classes [X, En] from the space X
to En for all n. Recall that the Mayer–Vietoris
sequence implies that hn(X) ’ hnþ1(�X). The sus-
pension functor � is adjoint to the based loop space
functor � which takes a space X to the space of
based maps from the circle to X. Hence,

hnðXÞ ¼ ½X;En� ¼ ½�X;Enþ1�
¼ ½X;�Enþ1�
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and it follows that every generalized cohomology
theory is represented by an infinite loop space

E0 ’ �E1 ’ � � � ’ �nEn ’ � � �

Vice versa, any such infinite loop space gives rise to
a generalized cohomology theory.

One may think of infinite loop spaces as the
abelian groups up to homotopy in the strongest
sense. Indeed, ordinary cohomology with integer
coefficients is represented by

Z ’ �S1 ’ �2CP1 ’ � � � ’ �nKðn;ZÞ ’ � � �

where by definition the Eilenberg–MacLane space
K(n, Z) has trivial homotopy groups for all dimen-
sions not equal to n and �nK(n, Z) = Z. Complex
K-theory is represented by

Z
 BU ’ �ðUÞ ’ �2ðBUÞ ’ �3ðUÞ ’ � � �

This is Bott’s celebrated ‘‘periodicity theorem.’’
Finally, oriented cobordism theory is represented by

�1MSO :¼ lim
n!1

�nThð�nÞ

where �n!BSOn is the universal n-dimensional
vector space over the Grassmannian manifold of
oriented n-planes in R1, and Th(�n) denotes its
Thom space.

A good source of infinite loop spaces are
symmetric monoidal categories. Indeed every infinite
loop space can be constructed from such a category:
the symmetric monoidal structure gives the corre-
sponding homotopy abelian group structure. For
example, the category of finite-dimensional,
complex vector spaces and their isomorphisms
gives rise to Z
 BU. To give another example, in
quantum field theory, one considers the (d þ 1)-
dimensional cobordism category with objects the
compact, oriented d-dimensional manifolds, and
their (d þ 1)-dimensional cobordisms as morphisms.
Disjoint union of manifolds makes this category
into a symmetric monoidal category. The associated
infinite loop space and hence generalized cohomol-
ogy theory has recently been identified as a (d þ 1)-
dimensional slice of oriented cobordism theory
(Galatius et al. preprint 2005).

See also: Characteristic Classes; Equivariant
Cohomology and the Cartan Model; Functional Equations
and Integrable Systems; Index Theorems; Intersection
Theory; K-Theory; Moduli Spaces: An Introduction;
Riemann Surfaces; Spectral Sequences.
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Introduction

Combinatorics is a vast field which enters particularly
in a crucial way in statistical physics. There, it is
particularly the enumerative problems that are of
importance. Therefore, in this article, we shall mainly
concentrate on the enumerative aspects of combina-
torics. We first recall the basic terminology, in
particular the basic combinatorial objects and num-
bers, together with the simplest facts about them. We
then provide introductions into the most important
techniques of enumeration: the generating function
technique, Redfield–Pólya theory, methods of solving
functional equations of combinatorial origin, meth-
ods of asymptotic enumeration, the theory of heaps,
and the transfer matrix method. The subsequent
sections then discuss specific problem circles with
relation to statistical physics more closely. We discuss
lattice path problems, explain Kasteleyn’s method of
enumerating perfect matchings and tilings, present
the fundamental theorems on nonintersecting paths,
and provide an introduction into the research field
involving vicious walkers, plane partitions, rhombus
tilings, alternating sign matrices, six-vertex config-
urations, and fully packed loop configurations.
Finally, we explain how one should treat binomial
and hypergeometric series, which frequently arise in
enumeration problems.



Basic Combinatorial Terminology

In this section we review basic combinatorial
notions and facts. The reader can find a more
detailed treatment and further results, for example,
in chapter 1 of Stanley (1986).

The basic combinatorial choice problems and
their solutions are: there are 2n subsets of an
n-element set. There are n

k

� �
k-element subsets of an

n-element set. Given an alphabet A= {a1, a2, . . . }, a
word is a (finite or infinite) sequence of elements of
A. Usually, a finite word is written in the form
w1w2 . . . wn (with wi 2 A). Out of the letters
{1, 2, . . . , k}, one can build kn words of length n.
Out of the letters {1, 2, . . . , k}, one can build ( nþk�1

n )
increasing sequences of length n. The number of
permutations of an n-element set is n!. The set of
permutations of {1, 2, . . . , n} is denoted by S n. The
number of permutations of an n-element set with
exactly k cycles is the Stirling number of the first
kind, s(n, k). These numbers are given as the
expansion coefficients of falling factorials,

xðx� 1Þ � � � ðx� nþ 1Þ ¼
Xn

k¼0

ð�1Þn�ksðn; kÞxk

or in form of the double (formal) power seriesX
n;k�0

sðn; kÞxk yn

n!
¼ ð1þ yÞx

A partition of a set is a collection of pairwise
disjoint subsets the union of which is the complete
set. The subsets in the collection are called the
blocks of the partition. The total number of
partitions of an n-element set is the Bell number
Bn. These numbers are given byX

n�0

Bn
xn

n!
¼ eex�1

The number of partitions of an n-element set into
exactly k blocks is the Stirling number of the second
kind, S(n, k). These numbers are given byX

n;k�0

Sðn; kÞxk yn

n!
¼ exðey�1Þ

or, explicitly, by

Sðn; kÞ ¼ 1

k!

Xk

j¼0

ð�1Þk�j k

j

� �
jn

A composition of a positive integer n is a represen-
tation of n as a sum n = s1 þ s2 þ � � � þ sk of other
positive integers si, where the order of the sum-
mands matters. The total number of compositions of

n is 2n�1. The number of compositions of n with
exactly k summands is n�1

k�1.

� �
A partition of a

positive integer n is a representation of n as a sum
n =�1 þ �2 þ � � � þ �k of other positive integers �i,
where the order of the summands does matter. Thus,
we may assume that the summands are ordered,
�1 � �2 � � � � � �k > 0. This is the motivation
to write partitions most often in the form of
tuples (�1,�2, . . . ,�k) the entries of which are
weakly decreasing. The summands of a partition
are called the parts of the partition. Let p(n) denote
the number of partitions of n. These numbers are
given by X1

n¼0

pðnÞxn ¼ 1Q1
i¼1ð1� xiÞ

If p(n, k) denotes the number of partitions of n into
at most k parts, then we haveX1

n¼0

pðn; kÞxn ¼ 1Qk
i¼1ð1� xiÞ

Finally, if p(n, k, m) denotes the number of parti-
tions of n into at most k parts, all of which are at
most m, thenX

n�0

pðn; k;mÞxn

¼ ð1� xkþmÞð1� xkþm�1Þ � � � ð1� xmþ1Þ
ð1� xkÞð1� xk�1Þ � � � ð1� xÞ

The expression on the right-hand side is called
q-binomial coefficient, and is denoted by [

kþm
k

]x.

Partitions are frequently encoded in terms of their
Ferrers diagrams. The Ferrers diagram of a partition
�= (�1,�2, . . . ,�‘) is an array of cells with ‘ left-
justified rows and �i cells in row i. For example, the
diagram in Figure 1 is the Ferrers diagram of the
partition (3, 3, 2).

A lattice path P in Zd (where Z denotes the set of
integers) is a path in the d-dimensional integer
lattice Zd which uses only points of the lattice, that
is, it is a sequence (P0, P1, . . . , Pl), where Pi 2 Zd for

all i. The vectors
�!
P0P1,

�!
P1P2 , . . . ,

�!
Pl�1Pl are called

the steps of P. The number of steps, l, is called the
length of P. Figure 2 shows a lattice path in Z2 of
length 11.

Figure 1 A Ferrers diagram.
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A Dyck path is a lattice path in the integer
plane Z2 consisting of up-steps (1, 1) and down-steps
(1,�1), which starts at the origin, never passes below
the x-axis, and ends on the x-axis. See Figure 3 for an
example.

The number of Dyck paths of length 2n is the
Catalan number

Cn ¼
1

nþ 1

2n

n

� �
The generating function (see the next section for an
introduction to the theory of generating functions)
for these numbers isX1

n¼0

Cnxn ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4x
p

2x
½1�

The reader is referred to exercise 6.19 in Stanley
(1999) for countless occurrences of the Catalan
numbers.

A Motzkin path is a lattice path in the integer
plane Z2 consisting of up-steps (1, 1), level steps
(1, 0), and down-steps (1,�1), which starts at the
origin, never passes below the x-axis, and ends on
the x-axis. The path in Figure 2 is in fact a Motzkin
path. The number of Motzkin paths of length n is
the Motzkin number

Mn ¼
X
k�0

1

kþ 1

2k

k

� �
n

2k

� �
The generating function for these numbers isX1

n¼0

Mnxn ¼ 1� x�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2x� 3x2
p

2x2
½2�

The reader is referred to exercise 6.38 in Stanley (1999)
for numerous occurrences of the Motzkin numbers.

A Schröder path is a lattice path in the integer
plane Z2 consisting of horizontal steps (1, 0) and

vertical steps (0, 1), which starts at the origin, never
passes below the diagonal x = y, and ends on the
diagonal x = y. See Figure 4 for an example.

The number of Schröder paths of length n is the
(large) Schröder number

Sn ¼
X
k�0

1

kþ 1

2k

k

� �
nþ k

2k

� �
The generating function for these numbers is

X1
n¼0

Snxn ¼ 1� x�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 6xþ x2
p

2x
½3�

The reader is referred to exercise 6.39 in Stanley
(1999) for numerous occurrences of the Schröder
numbers.

There is another famous sequence of numbers
which we did not touch yet, the Fibonacci numbers
Fn. They are given by

Fn ¼
1ffiffiffi
5
p 1þ

ffiffiffi
5
p

2

 !nþ1

with generating function

X1
n¼0

Fn xn ¼ 1

1� x� x2
½4�

They also occur in numerous places. For example,
the number Fn counts all paths on the integers Z
from 0 to n with steps (1, 0) and (2, 0).

An undirected graph G consists of vertices and
edges. An edge is a two-element subset of the
vertices, which, however, is thought of as a line or
curve connecting the two vertices. See Figure 5a
for an example. The usual notation for a graph G
is G = (V, E), where V is the set of vertices and E
is the set of edges of G. A graph is planar if it is

Figure 2 A Motzkin path.

Figure 3 A Dyck path.

Figure 4 A Schröder path.
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embedded in the plane (sphere) in such a way that
the curves which mark the edges do not intersect
in their interiors. There can be several different
ways to embed the same graph in the plane (or in
another surface). When we speak of a planar
graph then we assume the graph already to be
embedded in a given way. For example, the graph
in Figure 5 is not a planar graph, by its drawing.
However, there is a different embedding which is
planar (namely, all embeddings which put the
vertex v3 above the vertex v5 and leave the other
vertices as they are). A tree is a graph without any
cycles.

A directed graph (or digraph) G consists of
vertices and arcs (which are sometimes also called
directed edges). An arc is a pair of vertices, which,
however, is thought of an arrow pointing from the
first vertex of the pair to the second. See Figure 5b
for an example. The usual notation for a directed
graph G is again G = (V, E), where V is the set of
vertices and E is the set of arcs of G. All other
notions explained for undirected graphs have analo-
gous meanings for directed graphs.

Graphs can be labeled, in which case each vertex
is assigned a label, or unlabeled. The (undirected)
graph in Figure 5a is labeled, whereas the (directed)
graph in Figure 5b is unlabeled.

Generating Functions

Generating functions are the very basic tools of
enumeration. For introductions to this technique,
from different points of view, the reader is referred
to Bergeron et al. (1998), Flajolet and Sedgewick
(chapter 1 in the reference listed in ‘‘Further read-
ing’’ section), and Stanley (1998, chapter 1; 1999,
chapter 4).

Let A be a set of (unlabeled) objects. Each object
a in A has a certain size, jaj, which is a non-negative
integer. Let us also assume that there is only a finite
number of objects from A of a given size. Let an be
the number of objects from A of size n. The

(ordinary) generating function for A is the formal
power series

FAðxÞ ¼
X
a2A

xjaj ¼
X1
n¼0

anxn

(‘‘formal’’ means that x is just an indeterminate, not
a real or complex number. One can compute with
formal power series in the same way as with analytic
series, only that convergence issues do not arise,
respectively that ‘‘convergence’’ has a different
meaning; cf. Stanley (1998, section 1.1)) Typical
examples are Sets (the collection containing all
‘‘unlabeled sets,’’ that is, all objects of the form
{•, •, . . . , •}, including the empty set, where the size
of {•, •, . . . , •} is the number of •’s), Sequences

(the collection containing all ‘‘unlabeled sequences,’’
that is, all objects of the form (•, •, . . . , •), including
the empty sequence), Cycles (unlabeled cycles),
with respective generating function

FSetsðxÞ ¼ FSequencesðxÞ ¼
1

1� x

FCyclesðxÞ ¼
x

1� x

½5�

or Trees (unlabeled trees).
If A and B are two sets of objects, one can define

several other sets of objects using them. The union
of A and B, written A [ B, has as a groundset the
disjoint union of A and B, and the size of an element
from A is its size in A, while the size of an element
from B is its size in B. We have

FA[BðxÞ ¼ FAðxÞ þ FBðxÞ ½6�

The product of A and B, written A� B, has as a
groundset the set of pairs A� B, and the size of an
element (a, b) from A� B is the sum of the sizes of a
(in A) and of b (in B). We have

FA�BðxÞ ¼ FAðxÞ � FBðxÞ ½7�

The substitution of two sets A and B of objects
can only be defined in certain circumstances, and
only in certain more restrictive circumstances the
generating function for the substitution can be
computed by substituting the generating functions
for A and B. Let us assume that any object a from
A of size n, by its structure, has n atoms (nodes). For
example, if A is a certain set of trees, where the size
of a tree is the number of leaves in the tree, then we
may take, as the atoms, the leaves of the tree. In this
situation, the substitution of B in A, denoted by
A(B), is the set of objects which arises by replacing
the atoms of objects from A by objects from B in all
possible ways. The size of an object from A(B) is the
sum of the sizes of the objects from B that it

υ5

υ2
υ4

υ3

υ1

(a) (b)

Figure 5 (a) An undirected graph. (b) A directed graph.
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contains. In order that A(B) contains only a finite
number of objects of a given size, we must assume
that B contains no elements of size 0. If, in addition,
the atoms of any element a from A inherit an order
(e.g., if A is a set of binary trees, then the leaves of a
binary tree are ordered in a natural way from ‘‘left’’
to ‘‘right’’), then we have

FAðBÞ ðxÞ ¼ FAðFBðxÞÞ ½ 8�

However, this equation is not true in general. The
general formula comes out of Redfield–Pólya theory
(see [21] and [24]) and requires the notion of cycle
index series. For example, if B is the set of connected
(unlabeled) graphs, A is Sets, so that A(B) is the
set of all (connected and disconnected) graphs, then
[8] is not true, but what is true is

FSetsðBÞ ¼ exp FBðxÞ þ 1
2 FBðx2Þ þ 1

3 FBðx3Þ þ � � �
� �

½9�

This holds, in fact, for any set B of unlabeled objects.
(This is seen by combining [24], [17], and [21].)

Next we deal with the enumeration of labeled
objects. Let A be a set of labeled objects, again, each
object a with a certain size jaj which is a non-
negative integer. ‘‘Labeled’’ means that each object
of size n, by its structure, comes with n atoms
(nodes) which are labeled 1, 2, . . . , n. For example,
A may be the set of all labeled graphs, where the
size of a graph is the number of its vertices, and
where the vertices are labeled 1, 2, . . . , n. Again, we
assume that there is only a finite number of objects
from A of a given size. Let an be the number of
objects from A of size n. The exponential generating
function for A is the formal power series

EAðxÞ ¼
X
a2A

xjaj

jaj! ¼
X1
n¼0

an
xn

n!

Typical examples are Sets (the collection containing
all ‘‘labeled sets,’’ that is all objects of the form
{1, 2, . . . , n}, including the empty set), Permuta-

tions, Cycles (labeled cycles), with respective
generating functions

ESetsðxÞ ¼ expðxÞ ½10�

EPermutationsðxÞ ¼
1

1� x
½11�

ECyclesðxÞ ¼ log
1

1� x
½12�

or Trees (labeled trees). The explicit form of the
generating function for Trees is discussed in the
section ‘‘Solving equations for generating functions:
the Lagrange inversion formula and the kernel
method.’’

If A and B are two sets of objects, one defines
again several other sets of objects using them. The
union of A and B, written A [ B, has as a groundset
the disjoint union of A and B, and the size of an
element from A is its size in A, while the size of an
element from B is its size in B. We have

EA[BðxÞ ¼ EAðxÞ þ EBðxÞ ½13�

To define the product of A and B, written A� B,
we cannot simply take A� B as a groundset, we
must also say something about the labeling of the
objects. So, as a groundset we take all pairs (a, b)
with a 2 A and b 2 B, but labeled in all possible
ways by 1, 2, . . . , jaj þ jbj such that the order of
labels assigned to a respects the original order of
labels of a, and the same for b. The size of such an
element (a,b) is again the sum of the sizes of a (in A)
and of b (in B). We have

EA�BðxÞ ¼ EAðxÞ � EBðxÞ ½14�

Since, in the labeled world, objects come automati-
cally with atoms, the substitution of two sets A and
B of objects can now always be defined. The
substitution of B in A, denoted by A(B), is the set
of objects which arises by replacing the atoms of
objects from A by objects from B in all possible
ways, and labeling the substituted objects in all
possible ways by 1, 2, . . . ,

P
b jbj (the sum being

over the objects from B which were put in the places
of the atoms) that are consistent with the original
labelings of the objects from B. The size of an object
from A(B) is the sum of the sizes of the objects from
B that it contains. In order that A(B) contains only a
finite number of objects of a given size, we must
assume that B contains no elements of size 0. Then
we have

EAðBÞðxÞ ¼ EAðEBðxÞÞ ½15�

An example of a composition is

Permutations ¼ SetsðCyclesÞ

Thus, from [15] we have

EPermutationsðxÞ ¼ ESetsðECyclesðxÞÞ

corresponding to the identity

1

1� x
¼ exp log 1=ð1� xÞð Þ

Another manifestation of the composition rule is, for
example, the fact (which is sometimes called the
‘‘exponential principle’’) that, if one takes the log of
the partition function for some maps, the result is
the partition function for the connected maps among
them.
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All of the above can be generalized to a weighted
setting. Namely, if A is a set of objects (labeled or
unlabeled), and if w :A!R is a weight function
from A into some ring R, then all of the above
remains true, if we replace the definitions of FA(x)
and EA(x) above by the weighted sums

FAðxÞ ¼
X
a2A

wðaÞxjaj

and

EAðxÞ ¼
X
a2A

wðaÞ x
jaj

jaj!

respectively, if in the definition of the union of A
and B we define the weight of an object to be its
weight in A, respectively B, if in the definition of the
product of A and B we define the weight of an
object (a, b) to be the product of the weights of a
and b, and if in the definition of the substitution we
define the weight of an object in A(B) as the product
of the weights of the objects from B that were put in
place of the atoms.

Redfield–Pólya Theory of Colored
Enumeration

The natural and uniform environment for the
separate treatment of generating functions for
unlabeled and labeled objects in the last section is
the theory for counting colored objects founded by
Redfield and Pólya, in the modern treatment
through cycle index series due to Joyal. We refer
the reader to Bergeron et al. (1998, appendix 1),
de Bruijn (1981), and Stanley (1999, chapter 7) for
further reading.

Let A be a set of labeled objects with the
constraint that there is only a finite number of
objects of a given size. The cycle index series for A is
the formal multivariable series

ZAðx1; x2; . . .Þ

¼
X1
n¼0

1

n!

X
�2Sn

fix�ðAÞxc1ð�Þ
1 x

c2ð�Þ
2 x

c3ð�Þ
3 . . .

½16�

where fix�(A) is the number of objects a from A that
remain invariant when the labels are permuted
according to the permutation � (in particular, if � 2
Sn, the size of a must be n in order that � can be
applied to the labels), and where ci(�) denotes the
number of cycles of length i of �.

In most cases, it is difficult to obtain compact
expressions for the cycle index series. However, for

our familiar families of objects, compact expressions
are available:

ZSetsðx1; x2; . . .Þ ¼ exp x1 þ
x2

2
þ x3

3
þ � � �

� �
½17�

ZPermutationsðx1; x2; . . .Þ ¼
Y1
i¼1

1

1� xi
½18�

ZCyclesðx1; x2; . . .Þ ¼
X1
i¼1

�ðiÞ
i

log
1

1� xi
½19�

where �(i) is the Euler totient function (the number
of positive integers j � i relatively prime to i).

What makes the cycle index series so fundamental
is the fact that the generating functions from the last
section are specializations of it. Namely, the
exponential generating function for A is equal to

EAðxÞ ¼ ZAðx; 0; 0; . . .Þ ½20�

If, given the set of labeled objects A, we produce a
set of unlabeled objects ~A by taking all the objects
from A but forgetting the labels, then the ordinary
generating function for ~A is another specialization
of the cycle index series,

F ~AðxÞ ¼ ZAðx; x2; x3; . . .Þ ½21�

The cycle index series satisfies the following
properties with respect to union, product and
composition of sets of objects:

ZA[Bðx1; x2; . . .Þ¼ZAðx1; x2; . . .Þ
þ ZBðx1; x2; . . .Þ ½22�

ZA�Bðx1; x2; . . .Þ¼ZAðx1; x2; . . .Þ
� ZBðx1; x2; . . .Þ ½23�

ZAðBÞðx1; x2; . . .Þ¼ZAðZBðx1; x2; x3; . . .Þ;
ZBðx2; x4; x6 . . .Þ;
ZBðx3; x6; x9; . . .Þ; . . .Þ ½24�

Similar to the theory of generating functions
surveyed in the last section, one can also develop a
weighted version of the cycle index series. Given a set
of labeled objects A, where each object a is assigned a
weight w(a), one changes the definition [16] insofar as
fix�(A) gets replaced by the weighted sumP

�(a) = a w(a), where �(a) means the object arising
from a by permuting the labels according to �. Then all
the above formulas remain true in this weighted setting.

Cycle index series are instrumental in the enu-
meration of colored objects. The basic situation is
that we have given a set ~A of unlabeled objects so
that every object of size n comes with n atoms
(nodes). For example, we may think of ~A as the set
of cycles. We are now going to color each atom by a
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color from the set of colors C. The question that we
pose is: how many different colored objects of a
given size are there? In our example, if C consists of
the two colors ‘‘black’’ and ‘‘white,’’ then we are
asking the question of how many necklaces one can
make out of n pearls that can be black or white. In
terms of generating functions, we want to compute

� ~AðxÞ ¼
X

c

xjcj

where the sum is over all colored objects c that one
can obtain by coloring the objects from ~A.

The central result of Redfield–Pólya theory is that,
if A is the set of labeled objects that one obtains
from ~A by labeling the objects of ~A in all possible
ways, then

� ~AðxÞ ¼ ZAðjCjx; jCjx2; jCjx3; . . .Þ

There is again a weighted version. One allows the
objects a from ~A to have weight w(a) 2 R. More-
over, one assumes a weight function f : C!R on
the colors with values in the ring R. One defines the
weight of a colored object obtained by coloring
the atoms of a to be w(a) multiplied by the product
of all f (�), where � ranges over all the colors of the
atoms (including repetitions of colors). Let � ~A(w, f )
denote the sum of all the weights of all colored
objects obtained from ~A. Then

� ~Aðw; f Þ ¼ ZA
X
c2C

f ðcÞ;
X
c2C

f ðcÞ2;
X
c2C

f ðcÞ3; . . .

 !

We remark that these results cover also the case of
enumeration of objects under a group action. This
includes the enumeration of objects on which we
impose certain symmetries. See Bergeron et al.
(1998, appendix 1), de Bruijn (1981), and Stanley
(1999, chapter 7) for more details. The enumeration
of asymmetric objects is the subject of an ongoing
research program (cf. Labelle and Lamathe (2004)).

Solving Equations for Generating
Functions: The Lagrange Inversion
Formula and the Kernel Method

In this section, we describe two methods to solve
functional equations for generating functions. The
Lagrange inversion makes it possible (in some situa-
tions) to find explicit expressions for the coefficients of
an implicitly given series. The kernel method (and its
extensions), on the other hand, is a powerful method
to obtain an explicit expression for an implicitly given
function. We refer the reader to Flajolet and

Sedgewick, (section VII.5 of the reference in ‘‘Further
reading’’ section) for further reading.

In many situations it will happen that, when we
apply the methods from the last section, we end up
with a functional equation for the generating function
f (x) =

P1
n = 0 fnxn that we wanted to compute. For

example, if tn denotes the number of labeled rooted
trees with n nodes, and if we write T(x) =P1

n = 1 tnxn=n!, then, by applying a straightforward
decomposition of a tree into its root and its set of
subtrees attached to the root, we obtain the equation

TðzÞ ¼ z expðTðzÞÞ ½25�

How does one solve such an equation? As a matter
of fact, for T(z), there is no expression in terms of
known functions. However, the Lagrange inversion
formula enables one to find the coefficients tn=n! of
T(z) explicitly. The theorem reads as follows.

Theorem Let g(x) be a formal Laurent series
containing only a finite number of negative powers
of x, and let f (x) be a formal power series without
constant term. If we expand g(x) in powers of f (x),

gðxÞ ¼
X

k

ckf kðxÞ ½26�

then the coefficients cn are given by

cn ¼
1

n
½x�1�g0ðxÞf�nðxÞ for n 6¼ 0 ½27�

or, alternatively, by

cn ¼ ½x�1�gðxÞf 0ðxÞf�n�1ðxÞ ½28�

Here, [xn]h(x) denotes the coefficient of xn in the
power series h(x).

With this theorem in hand, eqn [25] is easy to
solve. We write it in the form

TðxÞ expð�TðxÞÞ ¼ x ½29�

We want to know the coefficients in the expansion
T(x) =

P1
n = 0 tnxn=n!. Since, by [29], T(x) is the

compositional inverse of x exp (�x), substitution of
x exp (�x) instead of x gives

x ¼
X1
n¼0

tn

n!
ðx expð�xÞÞn

This equation is in the form [26] with f (x) =
x exp (�x) and g(x) = x. Hence, by [27], we obtain

tn

n!
¼ 1

n
½x�1�ðx expð�xÞÞ�n

¼ 1

n
½xn�1� expðnxÞ ¼ nn�1

n!

and, thus, tn = nn�1.
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The second method to solve functional equations
which we explain in this section is the kernel
method. We illustrate the method by an example.
Let us consider the problem of counting Dyck paths
of length 2 n (see the section ‘‘Basic combinatorial
terminology’’). Rather than attempting to arrive at a
solution of the problem directly, we consider the
more general problem of counting the number an, k

of paths consisting of steps (1, 1) and (1,�1), which
start at the origin, never drop below y = 0, have
length n, and end at height k. We then form the
bivariate generating function F(u, x) =

P
n, k�0

an, kxnuk. We then have the functional equation

Fðu;xÞ ¼ 1þ xuFðu; xÞ þ x

u
ðFðu; xÞ � Fð0;xÞÞ ½30�

since a path can be empty (this explains the term 1),
it can end by a step (1,1) (this explains the term
xuF(u)), or it can end by a step (1,�1). The latter
can only happen if the path before that last step did
not end at height 0. The generating function for
these paths is F(u, x)�F(0, x), and this explains the
third term in the eqn [30]. In fact, we may replace
[30] by

Fðu; xÞ ¼ 1þ xuFðu; xÞ þ x

u
ðFðu; xÞ � F1ðxÞÞ ½31�

because [31] implies that F1(x) = F(0, x).
The idea of the kernel method is to get rid of the

unknown series F(u, x). This is possible because F(u, x)
occurs linearly in [31], which can be rewritten as

Fðu; xÞ 1� xu� x

u

� �
¼ 1� x

u
F1ðxÞ ½32�

We simply equate the coefficient of F(u, x) in this
equation to zero,

1� xu� x

u
¼ 0

solve this for u,

u ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4x2
p

2x

(the other solution for u makes no sense in [31]),
and substitute this back in [32], to obtain

F1ðxÞ ¼
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4x2
p

2x2

the familiar generating function [2] for the Catalan
numbers. Now, by substituting this result in [31], we
can even compute the full series F(u, x).

While this was certainly a complicated, and
unusual, way to compute the Catalan numbers,
this approach generalizes when one considers
paths with different step sets (see section VII.5 of
the Flajolet and Sedgewick reference in ‘‘Further

reading’’ section). In a more general situation, one
has a functional equation

PðFðu; xÞ; F1ðxÞ; . . . ; FkðxÞ; x; uÞ ¼ 0 ½33�

where F(u, x) appears linearly, as well as the
unknown series F1(x), . . . , Fk(x), whereas x and u
appear rationally. It is clear that one can apply the
same technique, namely collecting all the terms
involving F(u, x), equating the coefficient of F(u, x)
to zero, solving for u and substituting back in [33]. If
there is more than one function Fi(x), then this will
only give one equation for Fi(x). However, when
equating the coefficient of F(u, x), which was a
polynomial equation, there can be more solutions.
(That was actually also the case in our example,
although only one solution could be used.) All these
solutions can be substituted in [33] to give many
more equations for Fi(x). The kernel method will
work if we have enough equations to determine the
unknown functions Fi(x) (see the Flajolet and
Sedgewick reference, section VII.5 for further details).
In the variant of the ‘‘obstinate kernel method,’’
more equations are produced in more sophisticated
ways. The method has been largely extended by
Bousquet–Mélou and co-workers to cover equations
of the form [33], where P is a polynomial such that
eqn [33] determines all involved series uniquely. This
extension covers in particular the so-called quadratic
method due to Brown, which is of great significance
in the work of Tutte on the enumeration of maps.
We refer the reader to Bousquet–Mélou and Jehanne
(2005) and the references given there for these
extensions.

Extracting Asymptotic Information
from Generating Functions

There is powerful machinery available to extract the
asymptotic behavior of the coefficients of a power
series out of analytic properties of the power series.
We describe the corresponding methods, singularity
analysis and the saddle point method in this section.
The survey by Odlyzko (1995) and the Flajolet and
Sedgewick reference in ‘‘Further reading’’ are excel-
lent sources for further reading, which, in particular,
contain several other methods which we cannot
cover here for reasons of limited space.

Let us suppose that we are interested in the
asymptotic behavior of the sequence (fn)n�0 of real
(or complex) numbers as n tends to infinity. Let us
suppose that the power series f (z) =

P1
n = 0 fn zn

converges in some neighborhood of the origin. (If
this series converges only at z = 0, then either one
has to try to scale, that is, for example, look at the
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power series f (z) =
P1

n = 0 fn zn=n! instead, or one
must apply methods other than singularity analysis
or the saddle point method. In the latter case,
depending on the nature of the coefficients fn, this
may be the Euler–Maclaurin or the Poisson summa-
tion formulas, the Mellin transform technique, or
other direct methods. The reader is referred to
Odlyzko (1995) and the Flajolet and Sedgewick
reference.) The idea is then to consider f (z) as a
complex function in z (and extend the range of f
beyond the disk of convergence about the origin),
and to study the singularities of f (z). (The point at
infinity can also be a singularity.) The upshot is that
the singularities of f (z) with smallest modulus
dictate the asymptotic behavior of the coefficients
fn. These singularities of smallest modulus are called
the dominating singularities.

If there is an infinite number of dominant
singularities, then one has to try the circle method.
We refer the reader to Andrews (1976) and Ayoub
(1963) for details of this method.

If there is a finite number of dominant singula-
rities, then there can be again two different situa-
tions, depending on whether these are ‘‘small’’ or
‘‘large’’ singularities. Roughly speaking, a singularity
is small if the function f (z) grows at most
polynomially when z approaches the singularity,
otherwise it is ‘‘large.’’ A typical example of a small
singularity is z = 1=4 in (1� 4z)�1=2, whereas a
typical example of a large singularity is z =1 in
exp (x) or z = 1 in exp (1=(1� z)).

The method to apply for small singularities is the
method of singularity analysis as developed by
Flajolet and Odlyzko. (Singularity analysis implies
Darboux’s method, which occurs frequently in the
literature, and, thus, supersedes it.) For the sake of
simplicity, we consider first only the case of a
unique dominant singularity. We shall address the
issue of several dominant singularities shortly.
Furthermore, we assume the singularity to be
z = 1, again for the sake of simplicity of presenta-
tion. The general result can then be obtained by
rescaling z.

The basic idea is the transfer principle:

If f ðzÞ ¼
z!1

�ðzÞþOð�ðzÞÞ then

fn ¼
n!1

�n þOð�nÞ ½34�

where �(z) =
P1

n = 0 �n zn is a linear combination of
standard functions of the form (1� z)��, or loga-
rithmic variants, and �(z) =

P1
n = 0 �n zn also lies in

the scale (see sections VI.3,4 of the Flajolet and
Sedgewick reference for the exact statement). The
expansion for f (z) in [34] is called the singular

expansion of f (z). For the above-mentioned stan-
dard functions, we have

½zn�ð1� zÞ�� 1

z
log

1

1� z

� ��
� n��1

�ð�Þ ðlog nÞ�
 

1þ C1

1!

�

log n

þ C2

2!

�ð� � 1Þ
ðlog nÞ2

þ � � �
!

½35�

where [zn]g(z) denotes the coefficient of zn in g(z),
and where

Ck ¼ �ð�Þ d
k

dsk

1

�ðsÞ

				
s¼�

If � is a nonpositive integer, then this expansion has
to be taken with care (cf. section VI.2 of the Flajolet
and Sedgewick reference).

To see how this works, consider the example
fn =

Pn
k = 0

�
2k
k

�
. We haveX1

n¼0

fnzn ¼ 1

ð1� zÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4z
p

The function on the right-hand side is meromorphic
in all of C (where C denotes the complex numbers),
with singularities at z = 1 and z = 1=4. The domi-
nant singularity is z = 1=4. We determine the
singular expansion of f(z) about z = 1=4,

f ðzÞ ¼ 4

3
ð1� 4zÞ�1=2 � 4

9
ð1� 4zÞ1=2

þ 4

27
ð1� 4zÞ3=2 þO ð1� 4zÞ5=2

� �
(We stopped the expansion after three terms. The
farther we go, the more terms can we compute
of the asymptotic expansion for fn.) Hence, we
obtain

fn ¼ 4n 4

3

n�1=2

�ð1=2Þ 1� 1

8n
þ 1

128n2

� ��
� 4

9

n�3=2

�ð�1=2Þ 1þ 3

8n

� �
þ 4

27

n�5=2

�ð�3=2Þ þO n�7=2
� ��

¼ 4nffiffiffiffiffiffi
�n
p 4

3
þ 1

18n
þ 11

288n2
þO

1

n3

� �� �
If there are several small dominant singularities

(but only a finite number of them), then one simply
applies the above procedure for all of them and, to
obtain the desired asymptotic expansion, one adds
up the corresponding contributions.
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The method to apply for large singularities is the
saddle point method. For the following considera-
tions, we assume that f(z) is analytic in jzj < R � 1.
At the heart of the saddle point method lies
Cauchy’s formula

fn ¼ ½zn�f ðzÞ ¼ 1

2� i

Z
C

f ðzÞ
znþ1

dz ½36�

for writing the nth coefficient in the power series
expansion of f(z). Here, C is some simple closed
contour around the origin that stays in the range
jzj < R. The idea is to exploit the fact that we are
free to deform the contour. The aim is to choose a
contour such that the main contribution to the
integral in [36] comes from a very tiny part of the
contour, whereas the contribution of the rest is
negligible. This will be possible if we put the
contour through a saddle point of the integrand
f (z)=znþ1. Under suitable conditions, the main
contribution will then come from the small passage
of the path through the saddle point, and the
contribution of the rest will be negligible.

In practice, the saddle point method is not always
straightforward to apply, but has to be adapted to the
specific properties of the function f(z) that we are
encountering. We refer the reader to the correspond-
ing chapters in the Flajolet and Sedgewick reference
and Odlyzko (1995) for more details. There is one
important exception though, namely the Hayman
admissible functions. We will not reproduce the
definition of Hayman admissibility because it is
cumbersome (cf. section VIII.5 in the Flajolet and
Sedgewick reference and definition 12.4 of Odlyzko
(1995)). However, in many applications, it is not
even necessary to go back to it because of the closure
properties of Hayman admissible functions. Namely,
it is known (cf. Odlyzko (1995), theorem 12.8) that
exp (p(z)) is Hayman admissible in jzj<1 for any
polynomial p(z) with real coefficients as long as the
coefficients an of the Taylor series of exp (p(z)) are
positive for all sufficiently large n (thus, e.g., exp (z)
is Hayman admissible), and it is known that, if f(z)
and g(z) are Hayman admissible in jzj < R � 1, then
exp (f (z)) and f(z)g(z) are also (thus, e.g.,
exp ( exp (z)� 1) is Hayman admissible).

The central result of Hayman’s theory is the
following: if f (z) =

P
n�0 fn zn is Hayman admissible

in jzj < R, then

fn �
f ðrnÞ

rn
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�bðrnÞ

p as n!1 ½37�

where rn is the unique solution for large n of the
equation a(r) = n in (R0, R), with a(r) = rf 0(r)=f (r),
b(r) = ra0(r), and a suitably chosen constant R0 > 0.

This result covers only the first term in the
asymptotic expansion. There is an even more
sophisticated theory due to Harris and Schoenfeld,
which allows one to also find a complete asymptotic
expansion. We refer the reader to section VIII.5 of
the Flajolet and Sedgewick reference and Odlyzko
(1995) for more details.

Methods for the asymptotic analysis of multi-
variable generating functions are also available
(see the corresponding chapters in Flajolet and
Sedgewick, Odlyzko (1995) and the recent impor-
tant development surveyed in the Pemantle and
Wilson reference listed in ‘‘Further reading’’). We
add that both the method of singularity analysis and
Hayman’s theory of admissible functions have been
made largely automatic, and that this has been
implemented in the Maple program gdev (see
‘‘Further reading’’).

The Theory of Heaps

The theory of heaps, developed by Viennot, is a
geometric rendering of the theory of the partial
commutation monoid of Cartier and Foata, which
is now most often called the Cartier–Foata monoid.
Its importance stems from the fact that several
objects which appear in statistical physics, such as
Motzkin paths, animals, respectively polyominoes,
or Lorentzian triangulations (see the Viennot and
James reference in ‘‘Further reading’’ and the
references therein), are in bijection with heaps.

Informally, a heap is what we would imagine. We
take a collection of ‘‘pieces,’’ say B1, B2, . . . , and put
them one upon the other, sometimes also sideways,
to form a ‘‘heap,’’ see Figure 6.

There, we imagine that pieces can only move
vertically, so that the heap in Figure 6 would indeed
form a stable arrangement. Note that we allow
several copies of a piece to appear in a heap. (This
means that they differ only by a vertical translation.)
For example, in Figure 6 there appear two copies of
B2. Under these assumptions, there are pieces which
can move past each other, and others which cannot.
For example, in Figure 6, we can move the piece B6

higher up, thus moving it higher than B1 if we wish.
However, we cannot move B7 higher than B6,

B1

B3

B4

B2

B5 B6

B7B2

Figure 6 A heap of pieces.

562 Combinatorics: Overview



because B6 blocks the way. On the other hand, we
can move B7 past B1 (thus taking B6 with us). Thus,
a rigorous way to introduce heaps is by beginning
with a set B of pieces (in our example, B=
{B1, B2, . . . , B7}), and we declare which pieces can
be moved past another and which cannot. We
indicate this by a symmetric relation R: we write
aRb to indicate that a cannot move past b (and vice
versa). When we consider a word a1a2 . . . an of
pieces, ai 2 B, we think of it as putting first a1, then
putting a2 on top of it (and, possibly, moving it past
a1), then putting a3 on top of what we already have,
etc. We declare two words to be equivalent if one
arises from the other by commuting adjacent letters
which are not in relation. A heap is then an
equivalence class of words under this equivalence
relation. What we have described just now is indeed
the original definition of Cartier and Foata.

The class of heaps which occurs most frequently
in applications is the class of heaps of monomers
and dimers, which we now introduce. Let B= M [D,
where M= {m0, m1, . . . } is the set of monomers and
D= {d1, d2, . . . } is the set of dimers. We think of a
monomer mi as a point, symbolized by a circle,
with x-coordinate i, see Figure 7. We think
of a dimer di as two points, symbolized by circles,
with x-coordinates i� 1 and i which are connected
by an edge, see Figure 7. We impose the relations
miRmi, miRdi, miRdiþ1, i = 0, 1, . . . , diRdj, i� 1 �
j � i, and extend R to a symmetric relation. Figure 8
shows two heaps of momomers and dimers.

For example, Motzkin paths are in bijection with
heaps of monomers and dimers. To see this, given a
Motzkin path, we read the steps of the path from

the beginning to the end. Whenever we read a level-
step at height h, we make it into a monomer with
x-coordinate h, whenever we read a down-step from
height h to height h� 1, we make it into a dimer
whose endpoints have x-coordinates h� 1 and h.
Up-steps are ignored. Figure 9 shows an example. In
the figure, the heap is not in ‘‘standard’’ fashion, in
the sense that the x-axis is not shown as a horizontal
line but as a vertical line (cf. Figure 7). But it could
be easily transformed into ‘‘standard’’ fashion by a
simple reflection with respect to a line of slope 1.

Lattice animals on the triangular lattice and on the
quadratic lattice are also in bijection with heaps, this
time with heaps consisting entirely out of dimers.
Given an animal, one simply replaces each vertex of
the animal by a dimer, see Figures 10 and 11. While
in the case of animals on the triangular lattice this
gives a constraintless bijection (see Figure 10), in the
case of the quadratic lattice this sets up a bijection
with heaps of dimers in which two dimers of the
same type can never be placed directly one over the
other (see Figure 11). For example, two dimers d5,
one placed directly over the other (as they occur in
Figure 10), are forbidden under this rule.

Next we make heaps into a monoid by introdu-
cing a composition of heaps. (A monoid is a set with
a binary operation which is associative.) Intuitively,
given two heaps H1 and H2, the composition of H1

and H2, the heap H1 	H2, is the heap which results

0 1 2 3 4 5 6 7

m0

d1

d2

d3

d4

m1 m2 m3 m4 m5 m6 m7

Figure 7 Monomers and dimers.

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

Figure 8 Two heaps of monomers and dimers.

3
2
1
0

Figure 9 Bijection between Motzkin paths and heaps of

monomers and dimers.

0 1 2 3 4 5 6 7 8

Figure 10 Bijection between animals and heaps of dimers.

0 1 2 3 4 5 6 7 8

Figure 11 Bijection between animals and heaps of dimers.
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by putting H2 on top of H1. In terms of words, the
composition of two heaps is the equivalence class of
the concatenation uw, where u is a word from the
equivalence class of H1, and w is a word from the
equivalence class of H2.

The composition of the two heaps in Figure 8 is
shown in Figure 12.

Given pieces B with relation R, let H(B,R) be the
set of all heaps consisting of pieces from B,
including the empty heap, the latter denoted by ;.
It is easy to see that the composition makes
(H(B,R), 	 ) into a monoid with unit ;.

For the statement of the main theorem in the
theory of heaps, we need two more terms. A trivial
heap is a heap consisting of pieces all of which are
pairwise unrelated. Figure 13a shows a trivial heap
consisting of monomers and dimers. A pyramid is a
heap with exactly one maximal ( = topmost) ele-
ment. Figure 13a shows a pyramid consisting of
monomers and dimers. Finally, if H is a heap, then
we write jHj for the number of pieces in H.

In applications, heaps will have weights, which are
defined by introducing a weight w(B) for each piece B
in B, and by extending the weight w to all heaps H by
letting w(H) denote the product of all weights of the
pieces in H (multiplicities of pieces included).

Let M be a subset of the pieces B. Then, the
generating function for all heaps with maximal
pieces contained in M is given by

X
H2HðB;RÞ

maximal pieces 
M

wðHÞ ¼
P

T2T ðBnM;RÞð�1ÞjTjwðTÞP
T2T ðB;RÞð�1ÞjTjwðTÞ

½38�

where T (B,R) denotes the set of all trivial heaps
with pieces from B. In particular, the generating
function for all heaps is given byX

H2HðB;RÞ
wðHÞ ¼ 1P

T2T ðB;RÞð�1ÞjTjwðTÞ
½39�

Furthermore, if P(B,R) denotes the set of all
pyramids with pieces from B, then

X
P2PðB;RÞ

wðPÞ
jPj ¼ log

X
H2HðB;RÞ

wðHÞ

0@ 1A ½40�

where jPj is the number of pieces of P. (As the
reader will have guessed, this is a consequence of the
‘‘exponential principle’’ mentioned in the section
‘‘generating functions.’’)

The Transfer Matrix Method

The transfer matrix method (cf. Stanley (1986),
chapter 4 for further reading) applies whenever we
are able to build the combinatorial objects that we
are interested in by moving on a finite number of
states in a step-by-step fashion, where the current
step does not depend on the previous ones. (In
statistical language, we are considering a finite-state
Markov chain.) For example, Motzkin paths which
are constrained to stay between two parallel lines,
say between y = 0 and y = K, can be described in
such a way: the states are the heights 0, 1, . . . , K,
and, if we are in state h, then in the next step we are
allowed to move to states hþ 1, h, or h� 1, except
that from state 0 we cannot move to �1 (there is no
state �1), and when we are in state K we cannot
move to Kþ 1 (there is no state Kþ 1).

For describing the general situation, let G = (V, E)
be a directed graph with vertex set V and edge set E. Let
wn(u, v) denote the number of walks from vertex u to
vertex v along edges of G. To compute these numbers,
we consider the adjacency matrix of G, A(G). By
definition, using our notation, A(G) = (w1(u, v))u, v2V .
Obviously, (wn(u, v))u, v2V = (A(G))n. Thus,

X1
n¼0

wnðu; vÞxn

 !
u;v2V

¼
X1
n¼0

ðAðGÞÞnxn

¼ In � AðGÞxð Þ�1

where In is the n� n identity matrix. In other words,
the generating functions

P1
n = 0 wn(u, v)xn for the

walk numbers between u and v form the entries of a
matrix which is the inverse matrix of In � A(G)x. By
elementary linear algebra,X1

n¼0

wnðu; vÞ xn

¼
ð�1Þ#uþ#v detðIn � AðGÞxÞv;u

detðIn � AðGÞxÞ ½41�

where det (In � A(G)x)v, u is the minor of In � A(G)x
with the row indexed by v and the column indexed

0 1 2 3 4 5 6 7 8

Figure 12 The composition of the heaps in Figure 8.

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6

(a) (b)

Figure 13 (a) A trivial heap. (b) A pyramid.
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by u omitted, and where #u denotes the row
number of u and similarly for #v. A weighted
version could also be developed in the same way,
where we put a weight w(e) on each edge, and the
weight of a walk is the product of the weights of all
its edges.

In particular, the expression [41] is a rational
function in x. Then, by the basic theorem on
rational generating functions (cf. Stanley (1986),
section 4.1), the number wn(u, v) can be expressed as
a sum

Pd
i = 1 Pi(n)�n

i , where the �i’s are the different
roots of the polynomial det (xIn � A(G)), and Pi(n)
is a polynomial of degree less than the multiplicity
of the root �i. (The Pi(n)’s depend on u and v,
whereas the �i’s do not.) If there exists a unique root
�j with maximal modulus, then this implies that,
asymptotically as n!1, wn(u, v) � Pj(n)�n

j .

Lattice Paths

Recall from the section on basic combinatorial
terminology that a lattice path P in Zd is a path in
the d-dimensional integer lattice Zd which uses only
points of the lattice, that is, it is a sequence
(P0, P1, . . . , Pl), where Pi 2 Zd for all i. The vectors

P0P1



!

, P1P2



!

, . . . , Pl�1Pl




!

are called the steps of P. The
number of steps, l, is called the length of P.

The enumeration of lattice paths has always
been an intensively studied topic in statistics,
because of their importance in the study of
random walks, of rank order statistics for non-
parametric testing, and of queueing processes. The
reader is referred to Feller (1957) and particularly
Mohanty’s (1979) book, which is a rich source for
enumerative results on lattice paths, albeit in a
statistical language. We review the most important
results in this section. Most of these concern two-
dimensional lattice paths, that is, the case d = 2.

To begin with, we consider paths in the integer
plane Z2 consisting of horizontal and vertical unit
steps in the positive direction. Clearly, the number
of all (unrestricted) paths from the origin to (n, m) is
the binomial coefficient nþm

n

� �
. By the reflection

principle, which is commonly attributed to D André
(see, e.g., Comtet (1974) p. 22), it follows that the
number of paths from the origin to (n, m) which do
not pass above the line y = xþ t, where m � nþ t, is
given by

nþm

n

� �
� nþm

nþ t þ 1

� �
½42�

Roughly, the reflection principle sets up a bijec-
tion between the paths from the origin to (n, m)
which do pass above the line y = x þ t and all paths

from (� t � 1, t þ 1) to (n, m), by reflecting the path
portion between the origin and the last touching
point on y = xþ t þ 1 in this latter line. Thus, the
result of the enumeration problem is the number of
all paths from (0, 0) to (n, m), which is given by the
binomial coefficient nþm

n

� �
, minus the number of all

paths from (�t � 1, t þ 1) to (n, m), which is given

by the binomial coefficient nþm
nþtþ1

� �
, whence the

formula [42].
If one considers more generally paths bounded by

the line my = nxþ t, no compact formula is known.
It seems that the most conceptual way to approach
this problem is through the so-called kernel method
(see the section on solving equations for generating
functions), which, in combination with the saddle
point method, allows one also to obtain strong
asymptotic results. There is one special instance,
however, which has a ‘‘nice’’ formula. The number
of all lattice paths from the origin to (n, m) which
never pass above x =	y, where 	 is a positive
integer, is given by

n� 	mþ 1

nþmþ 1

nþmþ 1

m

� �
½43�

The most elegant way to prove this formula is by
means of the cycle lemma of Dvoretzky and
Motzkin (see Mohanty (1979), p. 9 where the cycle
lemma occurs under the name of ‘‘penetrating
analysis’’).

Iteration of the reflection principle shows that the
number of paths from the origin to (n, m) which stay
between the lines y = xþ t and y = xþ s (being
allowed to touch them), where t � 0 � s and nþ t �
m � nþ s, is given by the finite (!) sum (see, e.g.,
Mohanty (1979), p. 6)X

k2Z

nþm

n� kðt � sþ 2Þ

� ��
� nþm

n� kðt � sþ 2Þ þ t þ 1

� ��
½44�

The enumeration of lattice paths restricted to
regions bounded by hyperplanes has also been
considered for other regions, such as quadrants,
octants, and rectangles, as well as in higher dimen-
sions. A general result due to Gessel and Zeilberger,
and Biane, independently, on the number of lattice
paths in a chamber (alcove) of an (affine) reflection
group (see Krattenthaler (2003) for the correspond-
ing references and pointers to further results) shows
how far one can go when one uses the reflection
principle. In particular, this result covers [42] and
[44], the enumeration of lattice paths in quadrants,
octants, rectangles, and many other results that have
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appeared (before and after) in the literature. We
present a particularly elegant (and frequently occur-
ring) special case. (In reflection group language, it
corresponds to the reflection group of ‘‘type An�1.’’
See Humphreys (1990) for terminology and infor-
mation on reflection groups.)

Let A = (a1, a2, . . . , ad) and E = (e1, e2, . . . , ed) be
points in Zd with a1 � a2 � � � � � ad and e1 �
e2 � � � � � ed. The number of all paths from A to E in
the integer lattice Zd, which consist of positive unit
steps and which stay in the region x1 � x2 � � � � � xd,
equals

Xd

i¼1

ðei � aiÞ
 !

! det
1�i;j�d

1

ðei � aj � iþ j Þ!

� �
½45�

The counting problem of the theorem is equiva-
lent to numerous other counting problems. It has
been originally formulated as an n-candidate ballot
problem, but it is as well equivalent to counting the
number of standard Young tableaux of a given
shape. In the case that all aj’s are equal, the
determinant does in fact evaluate into a closed-
form product. In Young tableaux theory, a parti-
cular way to write the result is known as the
hook-length formula (see, e.g., Stanley (1999),
corollary 7.21.6).

We return to lattice paths in the plane, mention-
ing some more closely related results. The first is a
result of Mohanty (1979, section 4.2), which
expresses the number of all lattice paths from the
origin to (n, m) which touch the line y = xþ t
exactly r times, never crossing it, as the difference

nþm� r

nþ t � 1

� �
� nþm� r

nþ t

� �
; r � 1 ½46�

Not forbidding that the paths cross the bounding
line, we arrive at the problem of counting the lattice
paths from the origin to (n, m), which cross the main
diagonal y = x exactly r times, the answer being

m� nþ 2rþ 1

mþ nþ 1

mþ nþ 1

n� r

� �
if m > n

2rþ 2

n

2n

n� r� 1

� �
if m = n

8>>><>>>: ½47�

Next, we give the number of lattice paths from the
origin to (n, n) which have 2r steps on one side of
the line y = x, as

2r

r

� �
2n� 2r

n� r

� �
½48�

a result due to Sparre Andersen. We refer the reader
to Mohanty (1979, chapter 3) for further results in
this direction.

Enumerating lattice paths with a fixed number
of maximal straight pieces (which correspond to
runs), is intimately connected to another basic
enumeration problem concerning lattice paths: the
enumeration of lattice paths having a fixed number
of turns. An effective way to attack the latter problem
is by means of two-rowed arrays (see the survey
article by Krattenthaler (1997), where in particular
analogs of the reflection principle for two-rowed
arrays are developed. These imply formulas for the
number of lattice paths with fixed starting points and
endpoints and a fixed number of north-east (respec-
tively east–north) turns, for unrestricted paths, as
well as for paths bounded by lines. (A north–east turn
in a lattice path is a point where the direction changes
from ‘‘north’’ to ‘‘east.’’ An east–north turn is defined
analogously.) In particular, analogs of [42]–[44] are
known when the number of north–east (respectively
east–north) turns is fixed.

These formulas imply for example (see again
Krattenthaler (1997, section 3.5)) that the number
of lattice paths from the origin to (n, n) which
never pass above the line y = xþ t and have
exactly 2r maximal straight pieces is given by

2
n� 1

r� 1

� �2

� nþ t � 1

r� 2

� �
n� t � 1

r

� �

� nþ t � 1

r� 1

� �
n� t � 1

r� 1

� �
½49�

with a similar result for the case of 2rþ 1 maximal
straight pieces. (If t = 0, the numbers in [49] become

1

n

� n

r

�� n

r� 1

�
and they are known as the Narayana numbers.)
Furthermore, they imply that the number of lattice
paths from the origin to (n, n) which never pass
above the line y = xþ t and never below the line
y = x� t and have exactly 2r maximal straight
pieces is given byX1
k¼�1

2
n� 2kt � 1

rþ k� 1

� �
nþ 2kt � 1

r� k� 1

� ��

� n� 2kt þ t � 1

rþ k� 2

� �
nþ 2kt � t � 1

r� k

� �

� n� 2kt þ t � 1

rþ k� 1

� �
nþ 2kt � t � 1

r� k� 1

� ��
½50�

with a similar result for the case of 2rþ 1 maximal
straight pieces.

The most general boundary for lattice paths that
one can imagine is the restriction that it stays

566 Combinatorics: Overview



between two given (fixed) paths. Let us assume that
the horizontal steps of the upper (fixed) path are at
heights a1 � a2 � � � � � an, whereas the horizontal
steps of the lower (fixed) path are at heights b1 �
b2 � � � � � bn, ai � bi, i = 1, 2, . . . , n. Then the num-
ber of all paths from (0, b1) to (n, an) satisfying the
property that for all i = 1, 2, . . . , n the height of the
ith horizontal step is between bi and ai is given by
the determinant

det
1�i;j�n

ai � bj þ 1

j� iþ 1

� �� �
½51�

In the statistical literature, this formula is often
known as ‘‘Steck’s formula,’’ but it is actually a
special case of a much more general theorem due
to Kreweras. A generalization of [51] to higher-
dimensional paths was given by Handa and
Mohanty (see Mohanty (1979, section 2.4)).

Next, we consider three-step lattice paths in the
integer plane Z2, that is, paths consisting of up-steps
(1, 1), level steps (1, 0), and down-steps (1, �1). The
particular problem that we are interested in is to
count such three-step paths starting at (0, r) and
ending at (‘, s), which do not pass below the x-axis
and do not pass above the horizontal line y = K.
Furthermore, we assign the weight 1 to an up-step,
the weight bh to a level-step at height h, and the
weight �h to a down-step from height h to h� 1.
The weight w(P) of a path P is defined as the
product of the weights of all its steps. Then we have
the following result, which can be obtained by the
transfer matrix method described in the last section.

Define the sequence (pn(x))n�0 of polynomials by

xpnðxÞ ¼ pnþ1ðxÞ þ bnpnðxÞ þ �npn�1ðxÞ
for n � 1

½52�

with initial conditions p0(x) = 1 and p1(x) = x� b0.
Furthermore, define (Spn(x))n�0 to be the sequence of
polynomials which arises from the sequence (pn(x))
by replacing �i by �iþ1 and bi by biþ1, i = 0, 1, 2, . . . ,
everywhere in the three-term recurrence [52] and in
the initial conditions. Finally, given a polynomial p(x)
of degree n, we denote the corresponding reciprocal
polynomial xnp(1=x) by p�(x).

With the weight w defined as before, the generat-
ing function

P
P w(P)x‘(P), where the sum is over all

three-step paths which start at (0, r), terminate at
height s, do not pass below the x-axis, and do not
pass above the line y = K, is given by

xs�rp�r ðxÞSsþ1p�K�sðxÞ
p�Kþ1ðxÞ

; r � s

�r � � ��sþ1
xr�sp�s ðxÞSrþ1p�K�rðxÞ

p�Kþ1ðxÞ
; r � s

8>><>>: ½53�

The sequence of polynomials (pn(x))n�0 is in fact a
sequence of orthogonal polynomials (cf. Koekoek
and Swarttouw (1998) and Szego" (1959)).

We remark that in the case that r = s = 0 there is
also an elegant expression for the generating func-
tion due to Flajolet (see section V.2 of the Flajolet
and Sedgewick reference in ‘‘Further reading’’) in
terms of a continued fraction.

In order to solve our problem, we just have to
extract the coefficient of x‘ in [53]. By a partial
fraction expansion, a formula of the typeX

m

cm

‘
m ½54�

results, where the 
m’s are the zeroes of pKþ1(x), and
the cm’s are some coefficients, only a finite number
of them being nonzero.

It should be noted that, because of the many
available parameters (the bn’s and �n’s), by appro-
priate specializations one can also obtain numerous
results about enumerating three-step paths accord-
ing to various statistics, such as the number of
touchings on the bounding lines, etc.

There are two important special cases in which a
completely explicit solution in terms of elementary
functions can be given.

The first case occurs for bi = 0 and �i = 1 for all i.
In this case, the polynomials pn(x) defined by
the three-term recurrence [52] are Chebyshev poly-
nomials of the second kind, pn(x) = Un(x=2).
(The Chebyshev polynomial of the second kind
Un(x) is defined by Un( cos t) = sin ((nþ 1)t)= sin t
(see Koekoek and Swarttouw (1998) for almost
exhaustive information on these polynomials and,
more generally, on hypergeometric orthogonal poly-
nomials)). The result which is then obtained from the
general theorem (clearly, the zeros of Un(x) are
x = cos (2k�=(nþ 1)), k = 1, 2, . . . , n, and therefore
the partial fraction expansion of [53] is easily
determined) is that the number of lattice paths from
(0, r) to (‘, s) with only up- and down-steps, which
always stay between the x-axis and the line y = K, is
given by (see also Feller (1957, chapter XIV, eqn [5.7])

2

Kþ 2

XKþ1

k¼1

2 cos
�k

Kþ 2

� �‘
� sin

�kðrþ 1Þ
Kþ 2

sin
�kðsþ 1Þ

Kþ 2
½55�

a formula which goes back to Lagrange.
The second case occurs for bi = 1 and �i = 1 for

all i. In this case, the polynomials pn(x) defined
by the three-term recurrence [52] are again
Chebyshev polynomials of the second kind,
pn(x) = Un((x� 1)=2). The result which is then
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obtained from the general theorem is that the
number of three-step lattice paths from (0, r) to
(‘, s), which always stay between the x-axis and the
line y = K, is given by

2

Kþ 2

XKþ1

k¼1

2 cos
�k

Kþ 2
þ 1

� �‘
� sin

�kðrþ 1Þ
Kþ 2

sin
�kðsþ 1Þ

Kþ 2
½56�

Perfect Matchings and Tilings

In this section we consider the problem of counting
the perfect matchings of a graph. For an introduc-
tion into the problem, and into methods to solve it,
as well as for a report on recent developments, we
refer the reader to Propp (1999).

Let G = (V, E) be a finite loopless graph with
vertex set V and edge set E. A matching (also called
1-factor in graph theory) is a subset of the edges
with the property that no two edges share a vertex.
A matching is perfect if it covers all the edges.
Let M(G) denote the number of perfect matchings of
the graph G. More generally, we could assign a
weight w(e) to each edge e of the graph and define the
weight of a matching to be the product of
the weights of all its edges. Let Mw(G) denote
the sum of all weights of all matchings of the
graph G.

Kasteleyn’s method for determining M(G), respec-
tively Mw(G), makes use of determinants and
Pfaffians. Recall that the Pfaffian Pf(A) of a
triangular array A = (ai, j)1�i<j�2n is defined by

PfðAÞ ¼
X

m

ðsgn mÞ
Y
fi;jg2m

�i;j ½57�

where the sum is over all perfect matchings of the
complete graph on vertices {1, 2, . . . , 2n}, and where
the product is over all edges {i, j}, i < j, of m. The
sign sgn m of m is (�1)#crossings of m, where a crossing
is a pair ({i, j}, {k, l}) of edges such that i < k < j < l.
Usually, one extends the triangular array A to a
matrix by setting aj, i = �ai, j, i < j, and ai, i = 0 for
all i. Then, abusing notation, we identify the
triangular array with the skew-symmetric matrix
A = (ai, j)1�i, j�2n. The Pfaffian satisfies the following
useful properties:

PfðBtABÞ ¼ detðBÞ PfðAÞ

and

PfðAÞ2 ¼ detðAÞ ½58�

The latter equality shows in particular that Pfaffians
are very close to determinants. They do, in fact,
generalize determinants since

Pf
0 B
�B 0

� �
¼ det B ½59�

for any square matrix B.
Thus, given a graph with vertices v1, v2, . . . , v2n,

specializing ai, j to the weight of the edge between vi

and vj, if it exists, and setting ai, j = 0 otherwise in
the definition of the Pfaffian, we obtain almost
Mw(G), the only difference is that there could be
signs in front of the individual terms of the sum,
whereas in Mw(G) the sign in front of each term
must be þ. (The object obtained by omitting the sign
in [57] is called Hafnian. Unfortunately, in contrast
to the Pfaffian, it does not have any nice properties
and it is therefore extremely difficult to compute.)
Kasteleyn’s idea is to circumvent this problem by
orienting the edges of the graph, defining signed
weights of the edges, in such a way that the Pfaffian
of the array with signed weights produces exactly
Mw(G).

More precisely, given a (weighted) graph G with
vertices v1, v2, . . . , v2n, we make it into an oriented

(weighted) graph G
!

. That is, if there is an edge
between vi and vj, ei, j say, we orient it either from vi

to vj or the other way. Now we define the signed

adjacency matrix A(G
!

) of G
!

by letting its (i, j)-entry
to be þw(ei, j) if there is an edge from vi to vj

oriented that way, �w(ei, j) if there is an edge from
vj to vi oriented that way, and 0 if there is no edge
between vi and vj. Such an orientation is called
Pfaffian if

PfðAðG!ÞÞ ¼ �MwðGÞ

Clearly, the question remains whether a Pfaffian
orientation can be found for a given graph. In
general, this is an open question. However, Kaste-
leyn shows that for planar graphs such a Pfaffian
orientation can always be found. Moreover, he
shows that any orientation of a planar graph
which has the property that around any face
bounded by 4k edges an odd number of edges is
oriented in either direction and that around any face
bounded by 4kþ 2 edges an even number of edges is
oriented in either direction is Pfaffian.

For bipartite graphs (i.e., for graphs in which the set
of vertices can be split into two disjoint sets such that
all the edges connect the vertex of one of these sets to a
vertex of the other), the situation is even nicer. This is
because for a bipartite graph G in which both parts of
the bipartition of the vertices are of the same size
(otherwise, there is no perfect matching), any signed
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adjacency matrix A(G
!

) has the block form of the
matrix on the left-hand side of [59] and, hence, the
Pfaffian reduces to a determinant. More precisely, let
G be a bipartite graph with vertex set V = U [W,
U = {u1, u2, . . . , un} and W = {w1, w2, . . . , wn}, with
edges connecting some ui to some wj. Given a
Pfaffian orientation G

!
, we build the signed bipartite

adjacency matrix B(G
!

) = (bi, j)1�i, j�n of G
!

by setting
bi, j =þw(ei, j) if there is an edge from ui to wj oriented
that way, �w(ei, j) if there is an edge from uj to wi

oriented that way, and 0 if there is no edge between ui

and wj. Then we have

detðBðG!ÞÞ ¼ �MwðGÞ

In particular, this holds for any bipartite planar
graph. See Robertson et al. (1999) for a structural
description about which (not necessarily planar)
bipartite graphs admit a Pfaffian orientation.

Kasteleyn’s construction in the planar case has
been generalized to graphs on surfaces of any genus
g in Dolbilin et al. (1996), Galluccio and Loebl
(1999), and Tesler (2000), independently. As pre-
dicted by Kasteleyn, the solution is in terms of a
linear combination of 4g Pfaffians.

With the help of his method, Kasteleyn computed
the number of dimer coverings of an m� n
rectangle. (A dimer is a 2� 1 rectangle. Thus, this
is equivalent to counting the number of perfect
matchings on the m� n grid graph. The formula
was independently found by Temperley and Fisher.)
The result isYm

i¼1

Yn

j¼1

2 cos
�i

mþ 1
þ 2

ffiffiffiffiffiffiffi
�1
p

cos
�j

nþ 1

� �
For even m and n, the formula can be rewritten as

Ym=2
i¼1

Yn=2
j¼1

4 cos2 �i

mþ 1
þ 4 cos2 �j

nþ 1

� �
There is a similar rewriting if one of m or n is odd.
(If both m and n are odd, there is no dimer
covering.)

For further reading and references see Dimer
Problems and Kuperberg (1998).

Nonintersecting Paths

Let G = (V, E) be a directed acyclic graph with
vertices V and directed edges E. Furthermore, we are
given a function w which assigns a weight w(x) to
every vertex or edge x. Let us define the weight w(P)
of a walk P in the graph by

Q
e w(e)

Q
v w(v), where

the first product is over all edges e of the walk P and
the second product is over all vertices v of P. We

denote the set of all walks in G from u to v by
P(u! v), and the set of all families (P1, P2, . . . , Pn)
of walks, where Pi runs from ui to vi, i = 1, 2, . . . , n,
by P(u! v), with u = (u1, u2, . . . , un) and v = (v1,
v2, . . . , vn). The symbol Pþ(u! v) stands for the set
of all families (P1, P2, . . . , Pn) in P(u! v) with the
additional property that no two walks share a
vertex. We call such families of walk(er)s ‘‘vicious
walkers’’ or, alternatively, ‘‘nonintersecting paths.’’
The weight w(P) of a family P = (P1, P2, . . . , Pn) of
walks is defined as the product

Qn
i = 1 w(Pi) of all the

weights of the walks in the family. Finally, given a
set M with weight function w, we write GF(M; w)
for the generating function

P
x2Mw(x).

We need two further notations before we are able
to state the Lindström–Gessel–Viennot theorem.
(For references and historical remarks, we refer the
reader to footnote 5 in Krattenthaler (2005a).) As
earlier, the symbol S n denotes the symmetric group
of order n. Given a permutation � 2 S n, we write u�
for (u�(1), u�(2), . . . , u�(n)). ThenX

�2S n

ðsgn �Þ �GFðPþðu� ! vÞ; wÞ

¼ det
1�i;j�n

GFðPðuj ! viÞ; wÞ
� �

½60�

Most often, this theorem is applied in the case
where the only permutation � for which vicious
walks exist is the identity permutation, so that the
sum on the left-hand side reduces to a single term
that counts all families (P1, P2, . . . , Pn) of vicious
walks, the ith walk Pi running from Ai to
Ei, i = 1, 2, . . . , n. This case occurs, for example, if
for any pair of walks (P, Q) with P running from ua

to vd and Q running from ub to vc, a < b and c < d,
it is true that P and Q must have a common vertex.
Explicitly, in that case we have

GFðPþðu! vÞ;wÞ¼ det
1�i;j�n

GFðPðuj! viÞ;wÞ
� �

½61�

If the starting points or/and the endpoints are not
fixed, then the corresponding number is given by a
Pfaffian, a result obtained by Okada and Stembridge
(see Bressoud (1999) for references). For a set A of
starting points, let Pþ(A!v) denote the set of all
families (P1,P2, . . . ,P2n) of nonintersecting lattice
paths, where Pi runs from some point of A to
vi, i=1,2, . . . ,2n. Furthermore, let us suppose that
the elements of A= {u1,u2, . . .} are ordered in such a
way that for any pair of walks (P,Q) with P running
from ua to vd and Q running from ub to vc, a< b and
c< d, it is true that P and Q must have a common
vertex. (This is the same condition as the one which
makes [61] valid, with the only difference that, here,
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the number of ui’s could be larger than the number of
vi’s.) Then,

GFðPþðA! vÞ;wÞ

¼ Pf
1�i;j�2n

X
a<b

GFðPðua! viÞ;wÞGFðPðub! vjÞ;wÞ
� 

�GFðPðub! viÞ;wÞGFðPðua! vjÞ;wÞ
��

½62�

If the number of paths is odd, then one can use the
same formula by adding an artificial point to the
endpoints and to the set of starting points A. There
is also a theorem by Okada and Stembridge which
covers the case that starting points and endpoints
vary. Refinements when the number of turns is fixed
can be found in Krattenthaler (1997).

Vicious Walkers, Plane Partitions,
Rhombus Tilings, and Fully Packed
Loop Configurations

In this section we describe the interrelations between
four frequently appearing objects in statistical
mechanics and combinatorics: vicious walkers,
plane partitions, rhombus tilings, and fully packed
loop configurations.

Given a lattice, vicious walkers, as introduced by
Fisher (1984), are particles which move on lattice
sites in such a way that two particles never occupy
the same lattice site. Models of vicious walkers have
been the object of numerous studies from various
points of view. Rather than accomplishing the
impossible task of providing a complete overview
of references, the reader is referred to the basic
reference Fisher (1984) and to Krattenthaler (2005a)
for further pointers to the literature.

Most of the known results apply for vicious
walkers on the line. There are in fact two different
models: in the random turns vicious walker model, n
walkers move on the integral points of the real line
in such a way that at each tick of the clock exactly
one walker moves to the right or to the left, whereas
in the lock step vicious walker model n walkers
move on the integral points of the real line in such a
way that at each tick of the clock each walker moves
to the right or to the left.

The first model is equivalent to a model of one
walker in Zn (Z denoting the set of integers) which
at each tick of the clock moves a positive or negative
unit step in the direction of one of the coordinate
axes, always staying in the wedge x1 > x2 > � � � >
xn. This point of view was already put forward by
Fisher (1984). However, this problem belongs to the
problem of counting paths in chambers of reflection
groups discussed in the section ‘‘Lattice paths.’’

The second model could also be realized as a
single walker model (cf. Krattenthaler (2003)).
However, most often it is realized as a model of n
paths in the plane consisting of steps (1, 1) and
(1,�1) with the property that no two paths have a
point in common. In this picture, the x-axis becomes
the time line, the kth path doing an up-step (1, 1)
from (t � 1, y) to (t, yþ 1) meaning that the kth
particle moves to the left at time t, whereas the kth
path doing a down-step (1, �1) from (t � 1, y) to
(t, y� 1) meaning that the kth particle moves to the
right at time t.

The reader should consult Figure 14a for an
example. (The labelings should be ignored at this
point.) Clearly, what we encounter here is a
particular instance of the nonintersecting paths of
the last section. Therefore, for fixed starting points
and endpoints, formula [61] applies, whereas if the
starting points vary and the endpoints are fixed, it is
formula [62] that applies.

At this point, the links to the other objects,
semistandard tableaux and plane partitions
(cf. Bressoud (1999)), emerge. A filling of the cells
of the Ferrers diagram of � with elements of the set
{1, 2, . . . }, which is weakly increasing along rows
and strictly increasing along columns is called a
(semistandard) tableau of shape �. Figure 14b shows
such a semistandard tableau of shape (4, 3, 2). In
fact, vicious walkers and semistandard tableaux are
equivalent objects. To see this, first label down-steps
by the x-coordinate of their endpoint, so that a step
from (a� 1, b) to (a, b� 1) is labeled by a, see
Figure 14a. Then, out of the labels of the jth path,
form the jth column of the corresponding tableau,

A4

A3

A2

A1 E1

E2

E3

E4

6

6

6

3

2 4
5

4

4

2 3 4 6
4 4 6
5 6

(b)(a)

Figure 14 (a) Vicious walkers. (b) A tableau.
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see Figure 14b. The resulting array of numbers is
indeed a semistandard tableau. This can be readily
seen, since the entries are trivially strictly increasing
along columns, and they are weakly increasing along
rows because the paths do not touch each other.
Thus, problems of enumerating vicious walkers can
be translated into tableau enumeration problems,
and vice versa.

The significance of semistandard tableaux lies
particularly in the representation theory for classical
groups, see Classical Groups and Homogenous
Spaces and Compact Groups and Their Representa-
tions. Namely, the irreducible characters for
GL(n, C) and SL(n, C), the Schur functions, are
generating functions for semistandard tableaux of
a given shape. If the entries of the ith row of
a semistandard tableau are required to be at least
2i� 1, then one speaks of symplectic tableaux, and
the irreducible characters for Sp(2n, C) are generat-
ing functions for symplectic tableaux of a given
shape. We refer the reader to Krattenthaler et al.
(2000) for more information on these topics.

Objects which are very close to semistandard
tableaux are plane partitions. According to MacMa-
hon, a plane partition of shape � is a filling of the
Ferrers diagram of � with non-negative integers which
is weakly decreasing along rows and columns. See
Figure 15b for an example of a plane partition of shape
(3, 3, 3). In particular, semistandard tableaux and
plane partitions of rectangular shape are actually
equivalent. For, let T be a semistandard tableau of
rectangular shape. Then, from each element of the ith
row we subtract i. Finally, the obtained array is rotated
by 180	. As a result, we obtain a plane partition. See
Figure 15 for a semistandard tableau and a plane
partition which correspond to each other under these
transformations.

On the other hand, plane partitions can also be
realized as three-dimensional objects, by interpreting
each entry in the array as a pile of unit cubes of the
size of the entry. For example, the plane partition in
Figure 15 corresponds to the pile of cubes in
Figure 16a. But then, forgetting the three-dimensional
view, by embedding the picture in a minimally
bounding hexagon, and by filling the emerging empty
regions by rhombi of unit length in the unique way this
is possible, we obtain a rhombus tiling of a hexagon in

which opposite sides have the same length, see
Figure 16b.

From the rhombus tiling, there is then again an
elegant way to go to nonintersecting paths: we mark
the mid-points of the edges along two opposite sides,
see Figure 17a. Now we draw lattice paths which
connect points on different sides, by ‘‘following’’
along the other lozenges, as indicated in Figure 17a
by the dashed lines. Clearly, the resulting paths are
nonintersecting, that is, no two paths have a
common vertex. If we slightly distort the underlying
lattice, we get orthogonal paths with horizontal and
vertical steps in the positive direction, see
Figure 17b.

Rhombus tilings, on their part, are equivalent to
perfect matchings of hexagonal graphs. To see this,
one places the tiling on the underlying triangular
grid, see Figure 18a. Then one places a bond into
each rhombus, so that it connects the mid-points of
the two triangles out of which the rhombus is
composed, see Figure 18b. Finally, one forgets the
contour of the tiling, but instead one introduces all
the other edges which connect mid-points of
adjacent triangles of the triangular grid, see
Figure 18c. Thus, one arrives at a perfect matching
of the hexagonal graph consisting of the edges
connecting mid-points of triangles.

Because of these various connections, enumera-
tion problems for vicious walkers, plane partitions,
tableaux, rhombus tilings can be approached by
the different methods which are available for the
various objects: the determinant theorem from
the section ‘‘Nonintersecting paths,’’ together
with determinant evaluation techniques (cf. the
survey Krattenthaler (2005b)), apply, as well as the
‘‘Kasteleyn method’’ from the section ‘‘Perfect

1 1 2

3 3 3

4 5 5

2 2 1

1 1 1

1 0 0

(a) (b)

Figure 15 (a) A semistandard tableau. (b) A plane partition.

(a) (b)

Figure 16 (a) A plane partition; three-dimensional view.

(b) A rhombus tiling.

(a) (b)

Figure 17 (a) A rhombus tiling. (b) A family of nonintersecting

paths.
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matchings and tilings,’’ and also methods from
character theory for the classical groups. All
of these methods have been applied extensively (see
the surveys by Kenyon (2003), Propp (1999), and
Krattenthaler et al. (2000)), the first and third more
frequently for exact enumeration, while the second
particularly for asymptotic studies. It should be
noted that methods from random matrix theory also
apply in certain situations, see Johansson (2002). See
Growth Processes in Random Matrix Theory and
Random Matrix Theory in Physics.

In fact, we missed mentioning a further object, from
statistical physics, which in some cases is equivalent to
vicious walkers, etc.: fully packed loop configurations.
(Fully packed loop configurations are in bijection with
six-vertex configurations, see the next section.) If one
imposes certain ‘‘connectivity constraints’’ on fully
packed loop configurations, then one can construct
bijections with rhombus tilings and, hence, with
nonintersecting paths and with the other objects
discussed in this section. The reader is referred to
Di Francesco et al. (2004) and references therein.

Having explained the various connections, we cite
some fundamental results in the area. (We refer the
reader to Bressoud (1999) and Stanley (1999,
chapter 7).) MacMahon proved that the number of
all plane partitions contained in an a� b� c box
(when viewed in three dimensions) is equal to

Ya

i¼1

Yb
j¼1

Yc

k¼1

iþ jþ k� 1

iþ jþ k� 2
½63�

Thus, the number of rhombus tilings of a hexagon
with side lengths a,b,c,a,b,c is given by the same
number, as well as the number of all vicious walkers
(P1, P2, . . . , Pa), where Pi runs from (0, 2i) to (bþ c,
b� cþ 2i), i = 1, 2, . . . , a. More generally, the num-
ber of semistandard tableaux of shape � with entries
at most m is given by the hook-content formula

Y
u2�

cðuÞ þm

hðuÞ ½64�

where u ranges over all the cells of the Ferrers
diagram of �, with c(u) being the content of u,
defined as the difference of the column number and
the row number of u, and with h(u) being the hook
length of u, defined as the number of cells in the
hook of u, the latter consisting of the cells to the
right of u in the same row and below u in the
same column, including u. Thus, this also gives a
formula for the number of all vicious walkers
(P1, P2, . . . , Pa), where Pi runs from (0, 2i) to
(N, hi). See Krattenthaler et al. (2000, section 2)
for details. There it is also explained that a Schur
function summation formula, together with an
analog of the hook-content formula for special
orthogonal characters, proves that the number of
all vicious walkers (P1, P2, . . . , Pa), where Pi runs
from (0, 2i) for N steps is given by

Y
1�i�j�N

aþ iþ j� 1

iþ j� 1
½65�

The reader is referred to the references given in
this section for many more results, in particular, on
the enumeration of plane partitions with symmetry,
the enumeration of rhombus tilings of regions other
than hexagons, and the enumeration of vicious
walkers with various starting points and endpoints,
under various constraints.

Six-Vertex Model and Alternating-Sign
Matrices

An alternating-sign matrix is a square matrix of 0’s,
1’s and �1’s for which the sum of entries in each
row and in each column is 1 and the nonzero entries
of each row and of each column alternate in sign.
For instance,

0 0 1 0 0
1 0 �1 1 0
0 1 0 �1 1
0 0 1 0 0
0 0 0 1 0

0BBBB@
1CCCCA

(a) (b)

(c)

Figure 18 (a) A rhombus tiling. (b) Bonds in rhombi.

(c) A perfect matching of a hexagonal graph.
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is a 5� 5 alternating-sign matrix. Zeilberger proved
that the number of n� n alternating-sign matrices is
given by Yn�1

i¼0

ð3iþ 1Þ!
ðnþ iÞ! ½66�

and he went on to prove the finer version that the
number of n� n alternating-sign matrices with the
(unique) 1 in the first row in position j is given by

nþj�2
n�1

� �
2n�j�1

n�1

� �
3n�2
n�1

� � Yn�1

i¼0

ð3iþ 1Þ!
ðnþ iÞ! ½67�

The first number is also equal to the number of
totally symmetric self-complementary plane parti-
tions contained in the (2n)� (2n)� (2n) box, but
there is no intrinsic explanation why this is so. We
refer the reader to Bressoud (1999) for an exposi-
tion of these results, and for pointers to the
literature containing further unexplained connec-
tions between alternating-sign matrices and plane
partitions.

While the first result was achieved by a brute-force
constant-term approach, the second result is based on
the observation that alternating-sign matrices are in
bijection with configurations in the six-vertex model
on the square grid under domain-wall boundary
conditions. This then allowed one to use a formula
due to Izergin for the partition function for these six-
vertex configurations. Similar formulas for variations
of the model have been found by Kuperberg, and by
Razumov and Stroganov (see Razumov and Stroga-
nov (2005) and references therein).

A configuration in the six-vertex model is an
orientation of edges of a 4-regular graph (i.e., at
each vertex there meet exactly four edges) such that
at each vertex two edges are oriented towards the
vertex and two are oriented away from the vertex.
Thus, there are six possible vertex configurations,
giving the name of the model, see Figure 19. To go
from one object to the other, one uses the transla-
tion between local configurations at a vertex and
entries in alternating-sign matrices indicated in the
figure. An example of the correspondence can be
found in Figure 20.

Another manifestation of alternating-sign matrices
and six-vertex configurations are fully packed loop
configurations. A fully packed loop configuration on a
graph is a collection of edges such that each vertex is

incident to exactly two edges. One obtains a fully
packed loop configuration out of a six-vertex config-
uration by dividing the square lattice into its even and
odd sublattice denoted by A and B, respectively.
Instead of arrows, only those edges are drawn that,
on sublattice A, point inward and, on sublattice B,
point outward. The reader is referred to de Gier
(2005) and Di Francesco et al. (2004) for further
reading.

The story of alternating-sign matrices and their
connection to the six-vertex model is given a vivid
account in Bressoud (1999), with further important
results by Kuperberg, Okada, Razumov and
Stroganov, referenced in Razumov and Stroganov
(2005).

Fully packed loop configurations seem to play an
important role in the explicit form of the ground-
state vectors of certain Hamiltonians in the dense
O(1) loop model. The corresponding conjectures are
surveyed in de Gier (2005). There is important
progress on these conjectures by Di Francesco and
Zinn–Justin (2005, and references therein).

Binomial Sums and Hypergeometric Series

When dealing with enumerative problems, it is
inevitable to deal with binomial sums, that is, sums
in which the summands are products/quotients of
binomial coefficients and factorials, such as, for
example, Xn

k¼0

2k
k

� �
2n� 2k
n� k

� �
In most cases, the right environment in which one
should work is the theory of (generalized) hypergeo-
metric series. These are defined as follows:

rFs

a1; . . . ; ar

; z
b1; . . . ; bs

24 35 ¼X1
k¼0

ða1Þk � � � ðarÞk
ðb1Þk � � � ðbsÞk

zk

k!

where (�)k =�(�þ 1)(�þ 2) � � � (�þ k� 1) for k >
0, and (�)0 = 1. The symbol (�)k is called the
Pochhammer symbol or shifted factorial. For in-
depth treatments of the subject, we refer the reader

0 0 0 0 –1 1

Figure 19 The six vertex configurations.

(a) (b)

0 0

1

1

0 01

–1 1

⎛

⎝

⎜⎜
⎜
⎜

⎛

⎝

⎜⎜
⎜
⎜

Figure 20 (a) An alternating-sign matrix. (b) A six-vertex

configuration.
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to Andrews et al. (1999), Gasper and Rahman
(2004), and Slater (1966).

Hypergeometric series can be characterized as
series in which the quotient of the (kþ 1)st by the
kth summand is a rational function in k. This is also
the way to convert binomial sums into their
hypergeometric form (respectively to see if this is
possible; in most cases it is): form the quotient of the
(kþ 1)st by the kth summand and read off the
parameters a1, . . . , ar, b1, . . . , bs, and the argument z
from the factorization of the numerator and the
denominator polynomials of the rational function,
out of these form the corresponding hypergeometric
series, and multiply the series by the summand for
k = 0. This is, in fact, a completely routine task, and,
indeed, computer algebra programs such as Maple
and Mathematica do this automatically.

The reason why hypergeometric series are much
more fundamental than the binomial sums them-
selves is that there are hundreds of ways to write the
same sum using binomial coefficients and factorials,
whereas there is just one hypergeometric form, that
is, hypergeometric series are a kind of normal form
for binomial sums. In particular, given a specific
binomial sum, it is a hopeless enterprise to scan
through all the identities available in the literature
for this sum. There may be an identity for it, but
perhaps written differently. On the contrary, given a
specific hypergeometric series, the list of available
identities which apply to this series is usually not
large, and tables of such identities can be set up in
a systematic way. This has been done (cf. Slater
(1966); the most comprehensive table available to
this date is contained in the manual of
the Mathematica package HYP – see ‘‘Further
reading’’), and scanning through these tables is
largely facilitated by the use of the Mathematica
package HYP.

We give here some of the most important
identities for hypergeometric series. Aside from the
binomial theorem, the most important summation
formulas are: the Gauß 2F1-summation formula

2F1

a; b
; 1

c

24 35¼ �ðcÞ�ðc� a� bÞ
�ðc� aÞ�ðc� bÞ

provided <(c� a� b) > 0,
the Pfaff–Saalschütz summation formula

3F2

a; b;�n
; 1

c; 1þ aþ b� c� n

24 35¼ ðc� aÞnðc� bÞn
ðcÞnðc� a� bÞn

provided n is a non-negative integer, and
the Dougall summation formula

7F6

a;a=2þ1;b;c;d;1þ2a�b�c�dþn;�n

;1

a=2;1þa�b;1þa� c;1þa�d;

�aþbþcþd�n;aþ1þn

26666664

37777775
¼ð1þaÞnð1þa�b� cÞnð1þa�b�dÞnð1þa� c�dÞn
ð1þa�bÞnð1þa� cÞnð1þa�dÞnð1þa�b� c�dÞn

provided n is a non-negative integer.
Some of the most important transformation

formulas are
the Euler transformation formula

2F1

a;b
;z

c

24 35¼ð1� zÞc�a�b
2F1

c�a;c�b
;z

c

24 35
provided jzj< 1,
the Kummer transformation formula

3F2

a; b; c

; 1

d; e

264
375¼ �ðeÞ�ðd þ e� a� b� cÞ

�ðe� aÞ�ðd þ e� b� cÞ

� 3F2

a;d � b; d � c

; 1

d; d þ e� b� c

264
375

provided both series converge,
and the Whipple transformation formulas

4F3

a;b;c;�n

;1

e;f ;1þaþbþc�e� f �n

2664
3775

¼ðe�aÞnðf �aÞn
ðeÞnðf Þn

� 4F3

�n;a;1þaþc�e� f �n;1þaþb�e� f �n

;1

1þaþbþc�e� f �n;1þa�e�n;1þa� f �n

2664
3775

½68�

where n is a non-negative integer, and

7F6

a;1þ a
2 ;b;c;d;e;�n

;1

a
2 ;1þ a�b;1þ a� c;1þ a�d;1þ a� e;1þ aþn

2664
3775

¼ ð1þ aÞnð1þ a�d� eÞn
ð1þ a�dÞnð1þ a� eÞn

� 4F3

1þ a�b� c;d;e;�n

;1

1þ a�b;1þ a� c;�aþdþ e�n

2664
3775 ½69�

provided n is a non-negative integer.
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Since about 1990, for the verification of binomial
and hypergeometric series, there are automatic tools
available. The book by Petkovšek et al. (1996) is an
excellent introduction into these aspects. The philo-
sophy is as follows. Suppose we are given a binomial
or hypergeometric series S(n) =

P
k F(n, k). The

Gosper–Zeilberger algorithm (see ‘‘Further read-
ing’’) (cf. Petkovšek  et al. (1996); a simplified
version was presented in the reference Zeilberger in
‘‘Further reading’’) will find a linear recurrence

A0ðnÞSðnÞ þ A1ðnÞSðnþ 1Þ þ � � �
þ AdðnÞSðnþ dÞ ¼ CðnÞ ½70�

for some d, where the coefficients Ai(n) are
polynomials in n, and where C(n) is a certain
function in n, with proof !

If, for example, we suspected that S(n) = RHS(n),
where RHS(n) is some closed-form expression, then
we just have to verify that RHS(n) satisfies the
recurrence [70] and check S(n) = RHS(n) for suffi-
ciently many initial values of n to have a proof for
the identity S(n) = RHS(n) for all n. On the other
hand, if RHS(n) was a different sum, then we would
apply the algorithm to find a recurrence for RHS(n).
If it turns out to be the same recurrence then, again,
a check of S(n) = RHS(n) for a few initial values will
provide a full proof of S(n) = RHS(n) for all n.

Even in the case that we do not have a conjectured
expression RHS(n), this is not the end of the story.
Given a recurrence of the type [70], the Petkovšek
algorithm (see ‘‘Further reading’’) (cf. Petkovšek  et al.
(1996)) is able to find a closed-form solution (where
‘‘closed form’’ has a precise meaning), respectively tell
that there is no closed-form solution.

The fascinating point about both algorithms is
that neither do we have to know what the algorithm
does internally nor do we have to check that. For
the Petkovšek algorithm, this is obvious anyway
because, once the computer says that a certain
expression is a solution of [70], it is a routine matter
to check that. This is less obvious for the Gosper–
Zeilberger algorithm. However, what the Gosper–
Zeilberger algorithm does is, for a given sum
S(n) =

P
k F(n, k), it finds polynomials A0(n),

A1(n), . . . , Ad(n) and an expression G(n, k) (which
is, in fact, a rational multiple of F(n, k)), such that

A0ðnÞFðn; kÞ þ A1ðnÞFðnþ 1; kÞ þ � � �
þ AdðnÞFðnþ d; kÞ ¼ Gðn; kþ 1Þ �Gðn; kÞ ½71�

for some d. Because of the properties of F(n, k) and
G(n, k), which are part of the theory, this is an
identity which can be directly verified by clearing all
common factors and checking the remaining identity
between rational functions in n and k. However, we

may now sum both sides of [71] over k to obtain a
recurrence of the form [70].

Algorithms for multiple sums are also available
(see ‘‘Further reading’’). They follow ideas by Wilf
and Zeilberger (1992) (of which a simplified
version is presented in a Mohammed and Zeilber-
ger preprint (see ‘‘Further reading’’)); however, they
run more quickly in capacity problems. Schneider
(2005) is currently developing a very promising
new algorithmic approach to the automatic treat-
ment of multisums. See q-Special Functions and
Statistical Mechanics and Combinatorial Problems.

See also: Classical Groups and Homogeneous Spaces;
Compact Groups and Their Representations; Dimer
Problems; Growth Processes in Random Matrix Theory;
Ordinary Special Functions; q-Special Functions; Saddle
Point Problems; Statistical Mechanics and Combinatorial
Problems.
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In this article, we describe the structure and
representation theory of compact Lie groups.
Throughout the article, G is a compact real Lie

group with Lie algebra g. Unless otherwise stated,
G is assumed to be connected. The word ‘‘group’’
will always mean a ‘‘Lie group’’ and the word
‘‘subgroup’’ will mean a closed Lie subgroup. The
notation Lie(H) stands for the Lie algebra of a Lie
group H. We assume that the reader is familiar
with the basic facts of the theory of Lie groups and
Lie algebras, which can be found in Lie Groups:
General Theory, or in the books listed in the
bibliography.
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Examples of Compact Lie Groups

Examples of compact groups include

� finite groups,
� quotient groups Tn = Rn=Zn, or more generally,

V=L, where V is a finite-dimensional real vector
space and L is a lattice in V, that is, a discrete
subgroup generated by some basis in V – groups
of this type are called ‘‘tori’’; it is known that
every commutative connected compact group is a
torus;
� unitary groups U(n) and special unitary groups

SU(n), n � 2;
� orthogonal groups O(n) and SO(n), n � 3; and
� the groups U(n, H), n � 1, of unitary quaternionic

transformations, which are isomorphic to Sp(n) :=
Sp(n, C) \ SU(2n).

The groups O(n) have two connected components,
one of which is SO(n). The groups SU(n) and Sp(n)
are connected and simply connected.

The groups SO(n) are connected but not simply
connected: for n �3, the fundamental group of
SO(n) is Z2. The universal cover of SO(n) is a
simply connected compact Lie group denoted by
Spin(n). For small n, we have isomorphisms:
Spin(3) ’ SU(2), Spin(4) ’ SU(2) � SU(2), Spin(5) ’
Sp(4), and Spin(6) ’ SU(4).

Relation to Semisimple Lie Algebras
and Lie Groups

Reductive Groups

A Lie algebra g is called

� ‘‘simple’’ if it is nonabelian and has no ideals
different from {0} and g itself;
� ‘‘semisimple’’ if it is a direct sum of simple ideals;

and
� ‘‘reductive’’ if it is a direct sum of semisimple and

commutative ideals.

We call a connected Lie group G ‘‘simple’’ or
‘‘semisimple’’ if Lie(G) has this property.

Theorem 1 Let G be a connected compact Lie
group and g = Lie(G). Then

(i) The Lie algebra g = Lie(G) is reductive: g = a�
g0, where a is abelian and g0= [g, g] is
semisimple.

(ii) The group G can be written in the form G = (A�
K)=Z, where A is a torus, K is a connected, simply
connected compact semisimple Lie group, and Z
is a finite central subgroup in A� K.

(iii) If G is simply connected, it is a product of
simple compact Lie groups.

The proof of these results is based on the fact that
the Killing form of g is negative semidefinite.

Example 1 The group U(n) contains as the center
the subgroup C of scalar matrices. The quotient
group U(n)=C is simple and isomorphic to
SU(n)=Zn. The presentation of Theorem 1 in this
case is

UðnÞ¼ T1 � SUðnÞ
� �

=Zn

¼ C� SUðnÞð Þ= C \ SUðnÞð Þ

For the group SO(4) the presentation is
(SU(2)� SU(2))={�(1� 1)}.

This theorem effectively reduces the study of the
structure of connected compact groups to the study
of simply connected compact simple Lie groups.

Complexification of a Compact Lie Group

Recall that for a real Lie algebra g, its complex-
ification is gC = g�C with obvious commutator. It
is also well known that gC is semisimple or
reductive iff g is semisimple or reductive, respec-
tively. There is a subtlety in the case of simple
algebras: it is possible that a real Lie algebra is
simple, but its complexification gC is only semi-
simple. However, this problem never arises for Lie
algebras of compact groups: if g is a Lie algebra of a
real compact Lie group, then g is simple if and only if
gC is simple.

The notion of complexification for Lie groups is
more delicate.

Definition 1 Let G be a connected real Lie group
with Lie algebra g. A complexification of G is a
connected complex Lie group GC (i.e., a complex
manifold with a structure of a Lie group such that
group multiplication is given by a complex analytic
map GC �GC!GC), which contains G as a closed
subgroup, and such that Lie(GC) = gC. In this case,
we will also say that G is a real form of GC.

It is not obvious why such a complexification
exists at all; in fact, for arbitrary real group it may
not exist. However, for compact groups we do have
the following theorem.

Theorem 2 Let G be a connected compact Lie
group. Then it has a unique complexification GC � G.
Moreover, the following properties hold:

(i) The inclusion G 	 GC is a homotopy equiva-
lence. In particular, �1(G) = �1(GC) and the
quotient space GC=G is contractible.

(ii) Every complex finite-dimensional representation
of G can be uniquely extended to a complex
analytic representation of GC.
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Since the Lie algebra of a compact Lie group G is
reductive, we see that GC must be reductive; if G is
semisimple or simple, then so is GC. The natural
question is whether every complex reductive group
can be obtained in this way. The following theorem
gives a partial answer.

Theorem 3 Every connected complex semisimple
Lie group H has a compact real form: there is a
compact real subgroup K 	 H such that H = KC.
Moreover, such a compact real form is unique up to
conjugation.

Example 2

(i) The unitary group U(n) is a compact real form
of the group GL(n, C).

(ii) The orthogonal group SO(n) is a compact real
form of the group SO(n, C).

(iii) The group Sp(n) is a compact real form of the
group Sp(n, C).

(iv) The universal cover of GL(n, C) has no compact
real form.

These results have a number of important appli-
cations. For example, they show that study of
representations of a semisimple complex group H
can be replaced by the study of representations of its
compact form; in particular, every representation is
completely reducible (this argument is known as
Weyl’s unitary trick).

Classification of Simple Compact Lie Groups

Theorem 1 essentially reduces such classification to
classification of simply connected simple compact
groups, and Theorems 2 and 3 reduce it to the
classification of simple complex Lie algebras. Since
the latter is well known, we get the following result.

Theorem 4 Let G be a connected, simply con-
nected simple compact Lie group. Then gC must be
a simple complex Lie algebra and thus can be
described by a Dynkin diagram of one the following
types: An, Bn, Cn, Dn, E6, E7, E8, F4, G2.

Conversely, for each Dynkin diagram in the above
list, there exists a unique, up to isomorphism, simply
connected simple compact Lie group whose Lie
algebra is described by this Dynkin diagram.

For types An, . . . , Dn, the corresponding compact
Lie groups are well-known classical groups shown in
the table below:

The restrictions on n in this table are
made to avoid repetitions which appear for
small values of n. Namely, A1 = B1 = C1, which
gives SU(2) = Spin(3) = Sp(1); D2 = A1 [ A1, which
gives Spin(4) = SU(2)� SU(2); B2 = C2, which gives
SO(5) = Sp(4); and A3 = D3, which gives SU(4) =
Spin(6). Other than that, all entries are distinct.

Exceptional groups E6, . . . , G2 also admit explicit
geometric and algebraic descriptions which are
related to the exceptional nonassociative algebra O
of the so-called octonions (or Cayley numbers). For
example, the compact group of type G2 can be
defined as a subgroup of SO(7) which preserves an
almost-complex structure on S6. It can also be
described as the subgroup of GL(7, R) which
preserves one quadratic and one cubic form, or,
finally, as a group of all automorphisms of O.

Maximal Tori

Main Properties

In this section, G is a compact connected Lie group.

Definition 2 A ‘‘maximal torus’’ in G is a maximal
connected commutative subgroup T 	 G.

The following theorem lists the main properties of
maximal tori.

Theorem 5

(i) For every element g 2 G, there exists a maximal
torus T 3 g.

(ii) Any two maximal tori in G are conjugate.
(iii) If g 2 G commutes with all elements of a

maximal torus T, then g 2 T.
(iv) A connected subgroup H 	 G is a maximal

torus iff the Lie algebra Lie(H) is a maximal
abelian subalgebra in Lie(G).

Example 3 Let G = U(n). Then the set T of
diagonal unitary matrices is a maximal torus in G;
moreover, every maximal torus is of this form after
a suitable unitary change of basis. In particular, this
implies that every element in G is conjugate to a
diagonal matrix.

Example 4 Let G = SO(3). Then the set D of
diagonal matrices is a maximal commutative sub-
group in G, but not a torus. Here D consists of four
elements and is not connected.

Maximal Tori and Cartan Subalgebras

The study of maximal tori in compact Lie groups is
closely related to the study of Cartan subalgebras in
reductive complex Lie algebras. For convenience of
readers, we briefly recall the appropriate definitions

An , n � 1 Bn , n � 2 Cn , n � 3 Dn , n � 4

SU(n þ 1) Spin(2n þ 1) Sp(n) Spin(2n)
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here; details can be found in Serre (2001) or in Lie
Groups: General Theory.

Definition 3 Let a be a complex reductive Lie
algebra. A Cartan subalgebra h 	 a is a maximal
commutative subalgebra consisting of semisimple
elements.

Note that for general Lie algebras Cartan sub-
algebra is defined in a different way; however, for
reductive algebras the definition given above is
equivalent to the standard one.

A choice of a Cartan subalgebra gives rise to the
so-called root decomposition: if h 	 a is a Cartan
subalgebra in a complex reductive Lie algebra, then
we can write

a ¼ h �
M
�2R

a�

 !
½1


where

a� ¼ fx 2 aj ad h:x ¼ h�; hix8h 2 hg
R ¼ f� 2 h

� � f0gja� 6¼ 0g 	 h
�

The set R is called the ‘‘root system’’ of a with
respect to Cartan subalgebra h ; elements � 2 R are
called ‘‘roots.’’ We will also frequently use elements
�_ 2 h defined by h�_, �i= 2(�, �)=(�,�) where ( , )
is a nondegenerate invariant bilinear form on a� and
h , i is the pairing between a and a�. It can be shown
that so defined �_ does not depend on the choice of
the form ( , ).

Theorem 6 Let G be a connected compact Lie
group with Lie algebra g, and let T 	 G be a
maximal torus in G, t = Lie(T) 	 g. Let gC, GC be
the complexification of g, G as in Theorem 2.

Let h = tC 	 gC. Then h is a Cartan subalgebra in
gC, and the corresponding root system R 	 it�.
Conversely, every Cartan subalgebra in gC can be
obtained as tC for some maximal torus T 	 G.

Weights and Roots

Let G be semisimple. Recall that the root lattice
Q 	 it� is the abelian group generated by roots � 2
R, and let the coroot lattice Q_ 	 it be the abelian
group generated by coroots �_,� 2 R. Define also
the weight and coweight lattices by

P ¼ f�jh�_; �i 2 Z 8� 2 Rg 	 it�

P_ ¼ ftjht; �i 2 Z 8� 2 Rg 	 it;

where h
 , 
i is the pairing between t and the dual
vector space t�.

It follows from the definition of root system that
we have inclusions

Q 	 P 	 it�

Q_ 	 P_ 	 it
½2


Both P, Q are lattices in it�; thus, the index (P : Q)
is finite. It can be computed explicitly: if �i is a basis
of the root system, then the fundamental weights !i

defined by

h�_i ; !ji ¼ �ij

form a basis of P. The simple roots �i are related
to fundamental weights !j by the Cartan matrix A:
�i =

P
Aij!j. Therefore, (P : Q) = (P_ : Q_) = j det Aj.

Definitions of P, Q, P_, Q_ also make sense when
g is reductive but not semisimple. However, in this
case they are no longer lattices: rkQ < dim t�, and P
is not discrete.

We can now give more precise information about
the structure of the maximal torus.

Lemma 1 Let T be a compact connected commu-
tative Lie group, and t = Lie(T) its Lie algebra. Then
the exponential map is surjective and preimage
of unit is a lattice L 	 t. There is an isomorphism
of Lie groups

exp : t=L! T

In particular, T ’ Rr=Zr = Tr, r = dim T.

Let X(T) 	 it� be the lattice dual to ð2�iÞ�1L:

XðTÞ ¼ f� 2 it�jh�; li 2 2�iZ 8l 2 Lg ½3


It is called the ‘‘character lattice’’ for T (see the
subsection ‘‘Examples of representations’’).

Theorem 7 Let G be a compact connected Lie
group, and let T 	 G be a maximal torus in G.

Then Q 	 X(T) 	 P. Moreover, the group G is
uniquely determined by the Lie algebra g and the
lattice X(T) 2 it� which can be any lattice between
Q and P.

Corollary For a given complex semisimple Lie
algebra a, there are only finitely many (up to
isomorphism) compact connected Lie groups G
with gC = a.

The largest of them is the simply connected group,
for which T = t=2�iQ_, X(T) = P; the smallest is the
so-called ‘‘adjoint group,’’ for which T = t=2�iP_,
X(T) = Q.

Example 5 Let G = U(n). Then it = {real diagonal
matrices}. Choosing the standard basis of matrix
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units in it, we identify it ’ Rn, which also allows us
to identify it� ’ Rn. Under this identification,

Q ¼ ð�1; . . . ; �nÞj�i 2 Z;
X

�i ¼ 0
n o

P ¼ ð�1; . . . ; �nÞj�i 2 R; �i � �j 2 Z
� �

XðTÞ ¼ Zn

Note that Q, P are not lattices: Q ’ Zn�1,
P ’ R �Zn�1.

Now let G = SU(n). Then it�= Rn=R 
 (1, . . . , 1),
and Q, P are the images of Q, P for G = U(n) in this
quotient. In this quotient they are lattices, and
(P : Q) = n. The character lattice in this case is
X(T) = P, since SU(n) is simply connected. The
adjoint group is PSU(n) = SU(n)=C, where C =
{� 
 idj�n = 1} is the center of SU(n).

Weyl Group

Let us fix a maximal torus T 	 G. Let N(T) 	 G be
the normalizer of T in G: N(T) = {g 2 G j gTg�1= T}.
For any g 2 N(T) the transformation A(g): t 7! gtg�1 is
an automorphism of T. According to Theorem 5, this
automorphism is trivial iff g 2 T. So in fact, it is the
quotient group N(T)=T which acts on T.

Definition 4 The group W = N(T)=T is called the
‘‘Weyl group’’ of G.

Since the Weyl group acts faithfully on t and t�, it
is common to consider W as a subgroup in GL(t�). It
is known that W is finite.

The Weyl group can also be defined in terms of
Lie algebra g and its complexification gC.

Theorem 8 The Weyl group coincides with the
subgroup in GL(it�) generated by reflections
s� : x 7! x � (2(�, x))=(�, �), � 2 R, where, as
before, ( , ) is a nondegenerate invariant bilinear
form on g�.

Theorem 9

(i) Two elements t1, t2 2 T are conjugate in G iff
t2 = w(t1) for some w 2W.

(ii) There exists a natural homeomorphism of
quotient spaces G=AdG ’ T=W, where AdG
stands for action of G on itself by conjugation.
(Note, however, that these quotient spaces are
not manifolds: they have singularities.)

(iii) Let us call a function f on G central if
f (hgh�1) = f (g) for any g, h 2 G. Then the
restriction map gives an isomorphism

fcontinuous central functions on Gg
’fW� invariant continuous functions on Tg

Example 6 Let G = U(n). The set of diagonal unitary
matrices is a maximal torus, and the Weyl group is the
symmetric group Sn acting on diagonal matrices by
permutations of entries. In this case, Theorem 9 shows
that if f (U) is a central function of a unitary matrix,
then f (U) = ~f (�1, . . . ,�n), where �i are eigenvalues of
U and ~f is a symmetric function in n variables.

Representations of Compact Groups

Basic Notions

By a representation of G we understand a pair
(�, V), where V is a complex vector space and � is
a continuous homomorphism G!Aut(V). This
notation is often shortened to � or V. In this article,
we only consider finite-dimensional (f.d.) represen-
tations; in this case, the homomorphism � is
automatically smooth and even real-analytic.

We associate to any f.d. representation (�, V) of G
the representation (��, V) of the Lie algebra g = Lie(G)
which is just the derivative of the map � : G!AutV at
the unit point e 2 G. In terms of the exponential map,
we have the following commutative diagram:

G �!� AutV

exp" " exp

g �!�� EndV

Choosing a basis in V, we can write the operators
�(g) and ��(X) in matrix form and consider � and ��
as matrix-valued functions on G and g. The diagram
above means that

�ðexp XÞ ¼ e��ðXÞ ½4


Recall that if G is connected, simply connected, then
every representation of g can be uniquely lifted to a
representation of G. Thus, classification of repre-
sentations of connected simply connected Lie groups
is equivalent to the classification of representations
of Lie algebras.

Let (�1, V1) and (�2, V2) be two representations of
the same group G. An operator A 2 Hom(V1, V2) is
called an ‘‘intertwining operator,’’ or simply an
‘‘intertwiner,’’ if A � �1(g) = �2(g) � A for all g 2 G.
Two representations are called ‘‘equivalent’’ if they
admit an invertible intertwiner. In this case, using an
appropriate choice of bases, we can write �1 and �2

by the same matrix-valued function.
Let (�, V) be a representation of G. If all operators

�(g), g 2 G, preserve a subspace V1 	 V, then the
restrictions �1(g) = �(g)jV1

define a ‘‘subrepresenta-
tion’’ (�1, V1) of (�, V). In this case, the quotient
space V2 = V=V1 also has a canonical structure of a
representation, called the ‘‘quotient representation.’’
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A representation (�, V) is called ‘‘reducible’’ if it
has a nontrivial (different from V and {0}) sub-
representation. Otherwise it is called ‘‘irreducible.’’

We call representation (�, V) ‘‘unitary’’ if V is a
Hilbert space and all operators �(g), g 2 G, are
unitary, that is, given by unitary matrices in any
orthonormal basis. We use a short term ‘‘unirrep’’
for a ‘‘unitary irreducible representation.’’

Main Theorems

The following simple but important result was one
of the first discoveries in representation theory. It
holds for representations of any group, not necessa-
rily compact.

Theorem 10 (Schur lemma). Let (�i, Vi), i = 1, 2, be
any two irreducible finite-dimensional representa-
tions of the same group G. Then any intertwiner
A : V1!V2 is either invertible or zero.

Corollary 1 If V is an irreducible f.d. representation,
then any intertwiner A :V!V is scalar: A=c 
 id,c2C.

Corollary 2 Every irreducible representation of a
commutative group is one dimensional.

The following theorem is one of the fundamental
results of the representation theory of compact
groups. Its proof is based on the technique of
invariant integrals on a compact group, which will
be discussed in the next section.

Theorem 11

(i) Any f.d. representation of a compact group is
equivalent to a unitary representation.

(ii) Any f.d. representation is completely reducible:
it can be decomposed into direct sum

V ¼
M

niVi

where Vi are pairwise nonequivalent unirreps.
Numbers ni 2 Zþ are called ‘‘multiplicities.’’

Examples of Representations

The representation theory looks rather different for
abelian (i.e., commutative) and nonabelian groups.
Here we consider two simplest examples of both kinds.

Our first example is a one-dimensional compact
connected Lie group. Topologically, it is a circle
which we realize as a set T ’ U(1) of all complex
numbers t with absolute value 1.

Every unirrep of T is one dimensional; thus, it is
just a continuous multiplicative map � of T to itself.
It is well known that every such map has the form

�kðtÞ ¼ tk for some k 2 Z

The collection of all unirreps of T is itself a group,
called ‘‘Pontrjagin dual’’ of T and denoted bybT. This group is isomorphic to Z.

By Theorem 11, any f.d. representation � of T is
equivalent to a direct sum of one-dimensional
unirreps. So, an equivalence class of � is defined by
the multiplicity function � on bT = Z taking non-
negative values:

� ’
X
k2Z

�ðkÞ 
 �k

The many-dimensional case of compact connected
abelian Lie group can be treated in a similar way.
Let T be a torus, that is, an abelian compact group,
t = Lie(T). Then every irreducible representation
of T is one dimensional and thus is defined by a
group homomorphism � : T!T1 = U(1). Such
homomorphisms are called ‘‘characters’’ of T. One
easily sees that such characters themselves form a
group (Pontrjagin dual of T). If we denote by L the
kernel of the exponential map t!T (see Lemma 1),
one easily sees that every character has a form

�ðexpðtÞÞ ¼ eht;�i; t 2 t; � 2 XðTÞ

where X(T) 	 it� is the lattice defined by [3]. Thus,
we can identify the group of characters bT with X(T).
In particular, this shows that bT ’ Zdim T .

The second example is the group G = SU(2), the
simplest connected, simply connected nonabelian
compact Lie group. Topologically, G is a three-
dimensional sphere since the general element of G is
a matrix of the form

g ¼
a b

�b a

� �
; a; b 2 C; jaj2 þ jbj2 ¼ 1

Let V be two-dimensional complex vector space,
realized by column vectors ð u

v Þ. The group G acts
naturally on V. This action induces the representa-
tion � of G in the space S(V) of all polynomials in
u, v. It is infinite dimensional, but has many f.d.
subrepresentations. In particular, let Sk(V), or
simply Sk, be the space of all homogeneous
polynomials of degree k. Clearly, dim Sk = kþ 1.

It turns out that the corresponding f.d. representa-
tions (�k, Sk), k � 0, are irreducible, pairwise non-
equivalent, and exhaust the set bG of all unirreps.

Some particular cases are of special interest:

1. k = 0. The space V0 consists of constant functions
and �0 is the trivial one-dimensional representa-
tion: �0(g) � 1.

2. k = 1. The space V1 is identical to V and �1 is
just the tautological representation �(g) � g.

3. k = 2. The space V2 is spanned by monomials
u2, uv, v2. The remarkable fact is that this
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representation is equivalent to a real one. Namely,
in the new basis

x ¼ u2 þ v2

2
; y ¼ u2 � v2

2i
; z ¼ iuv

we have

�2

a b

�b a

 !
¼

Reða2þb2Þ 2ImðabÞ Imðb2�a2Þ
2ImðabÞ jaj2�jbj2 2ReðabÞ

Imða2þb2Þ 2ReðabÞ Reða2�b2Þ

0B@
1CA

This formula defines a homomorphism �2 :SU(2)!
SO(3). It can be shown that this homomorphism is
surjective, and its kernel is the subgroup
{�1}	 SU(2):

1! f�1g ,! SUð2Þ�!�2
SOð3Þ ! 1

The simplest way to see it is to establish the
equivalence of �2 with the adjoint representation
of G in g. The corresponding intertwiner is

S2 3 ð�þ i	Þu2þ2i�uv

þð�� i	Þv2 ! i� �þ i	
��þ i	 �i�

� �
2 g

Note that SU(2) and SO(3) are the only compact
groups associated with the Lie algebra sl(2, C).

The group G contains the subgroup H of diagonal
matrices, isomorphic to T1. Consider the restriction
of �n to T1. It splits into the sum of unirreps �k as
follows:

ResG
T1 �n ¼

Xs¼½n=2

s¼0

�n�2s

The characters �k which enter this decomposition
are called the weights of �n. The collection of all
weights (together with multiplicities) forms a multi-
set in bT denoted by P(�n) or P(Sn).

Note the following features of this multiset:

1. P(�n) is invariant under reflection k 7! �k.
2. All weights of �n are congruent modulo 2.
3. The nonequivalent unirreps have different multi-

sets of weights.

Below we show how these features are generalized
to all compact connected Lie groups.

Fourier Transform

Haar Measure and Invariant Integral

The important feature of compact groups is the
existence of the so-called ‘‘invariant integral,’’ or
‘‘average.’’

Theorem 12 For every compact Lie group G, there
exists a unique measure dg on G, called ‘‘Haar
measure,’’ which is invariant under left shifts
Lg : h 7! gh and satisfies

R
G dg = 1.

In addition, this measure is also invariant under
right shifts h 7! hg and under involution h 7! h�1.

Invariance of the Haar measure implies that for
every integrable function f (g), we haveZ

G

f ðgÞdg¼
Z

G

f ðhgÞdg¼
Z

G

f ðghÞdg¼
Z

G

f ðg�1Þdg

For a finite group G, the integral with respect to
the Haar measure is just averaging over the group:Z

G

f ðgÞ dg ¼ 1

jGj
X
g2G

f ðgÞ

For compact connected Lie groups, the Haar
measure is given by a differential form of top degree
which is invariant under right and left translations.

For a torus Tn = Rn=Zn with real coordinates 
k 2
R=Z or complex coordinates tk = e2�i
k , the Haar
measure is dn
 := d
1d
2 
 
 
d
n or

dnt :¼
Yn

k¼1

dtk

2�itk

In particular, consider a central function f (see
Theorem 9). Since every conjugacy class contains
elements of the maximal torus T (see Theorem 5),
such a function is determined by its values on T, and
the integral of a central function can be reduced to
integration over T. The resulting formula is called
‘‘Weyl integration formula.’’ For G = U(n) it looks
as follows:Z

UðnÞ
f ðgÞdg ¼ 1

n!

Z
T

f ðtÞ
Y
i<j

jti � tjj2dnt

where T is the maximal torus consisting of diagonal
matrices

t ¼ diagðt1; . . . ; tnÞ; tk ¼ e2�i
k

and dnt is defined above.
Weyl integration formula for arbitrary compact

group G can be found in Simon (1996) or Bump
(2004, section 18).

The main applications of the Haar measure are the
proof of complete reducibility theorem (Theorem 11)
and orthogonality relations (see below).

Orthogonality Relations and Peter–Weyl Theorem

Let V1, V2 be unirreps of a compact group G.
Taking any linear operator A : V1!V2 and aver-
aging the expression A(g) := �2(g�1) � A � �1(g) over
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G, we get an intertwining operator hAi=
R

G A(g)dg.
Comparing this fact with the Schur lemma, one
obtains the following fundamental results.

Let (�, V) be any unirrep of a compact group G.
Choose any orthonormal basis {vk, 1 � k � dim V}
in V and denote by tV

kl, or t�kl, the function on G
defined by

tV
klðgÞ ¼ ð�ðgÞvl; vkÞ

The functions tV
kl are called ‘‘matrix elements’’ of the

unirrep (�, V).

Theorem 13 (Orthogonality relations)

(i) The matrix elements tV
kl are pairwise orthogonal

and have norm ( dim V)�1=2 in L2(G, dg).
(ii) The matrix elements corresponding to equiva-

lent unirreps span the same subspace in
L2(G, dg).

(iii) The matrix elements of two nonequivalent
unirreps are orthogonal.

(iv) The linear span of all matrix elements of all
unirreps is dense in C(G), C1(G), and in
L2(G, dg) (generalized Peter–Weyl theorem).

In particular, this theorem implies that the set bG of
equivalence classes of unirreps is countable. For an
f.d. representation (�, V) we introduce the character
of � as a function

��ðgÞ ¼ tr�ðgÞ ¼
Xdim V

k¼1

t�kkðgÞ ½5


It is obviously a central function on G.

Remark Traditionally, in representation theory
the word ‘‘character’’ has two different meanings:
(1) a multiplicative map from a group to U(1), and
(2) the trace of a representation operator �(g). For
one-dimensional representations both notions
coincide.

From the orthogonality relations we get the
following result.

Corollary The characters of unirreps of G form an
orthonormal basis in the subspace of central func-
tions in L2(G, dg).

Noncommutative Fourier Transform

The noncommutative Fourier transform on a com-
pact group G is defined as follows. Let bG denote the
set of equivalence classes of unirreps of G. Choose
for any � 2 bG a representation (��, V�) of class �
and an orthonormal basis in V�. Denote by d(�) the
dimension of V�.

We introduce the Hilbert space L2(bG) as the space
of matrix-valued functions on bG whose value at a point
� 2 bG belongs to Matd(�)(C). The norm is defined as

kFk2

L2ðbGÞ ¼X
�2bG dð�Þ 
 trðFð�ÞFð�Þ�Þ

For a function f on G define its Fourier transform ef
as a matrix-valued function on bG:

ef ð�Þ ¼ Z
G

f ðg�1Þ��ðgÞdg

Note that in the case G = T1 this transform
associates to a function f the set of its Fourier
coefficients. In general this transform keeps some
important features of Fourier coefficients.

Theorem 14

(i) For a function f 2 L1(G, dg) the Fourier transformef is well defined and bounded (by matrix norm)
function on bG.

(ii) For a function f 2 L1(G, dg) \ L2(G, dg) the
following analog of the Plancherel formula holds:

kfk2
L2ðG;dgÞ :¼

Z
G

jf ðgÞj2dg

¼
X
�2bG dð�Þ 
 trðef ð�Þef ð�Þ�Þ ¼: kefk2

L2ðbGÞ
(iii) The following inversion formula expresses f in

terms of ef :

f ðgÞ ¼
X
�2bG dð�Þ 
 trðef ð�Þ��ðgÞÞ

(iv) The Fourier transform sends the convolution to
the matrix multiplication:gf1 � f2 ¼ ef1 
 ef2

where the convolution product � is defined by

ðf1 � f2ÞðhÞ ¼
Z

G

f1ðhgÞf2ðg�1Þ dg

Note the special case of the inversion formula for
g = e:

f ðeÞ ¼
X
�2bG dð�Þ 
 trðef ð�ÞÞ;

or

�ðgÞ ¼
X
�2bG dð�Þ 
 ��ðgÞ

where �(g) is Dirac’s delta-function:
R

G f (g)
�(g) dg = f (e). Thus, we get a presentation of Dirac’s
delta-function as a linear combination of characters.
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Classification of Finite-Dimensional
Representations

In this section, we give a classification of unirreps of
a connected compact Lie group G.

Weight Decomposition

Let G be a connected compact group with maximal
torus T, and let (�, V) be a f.d. representation of G.
Restricting it to T and using complete reducibility,
we get the following result.

Theorem 15 The vector space V can be written in
the form

V ¼
M

�2XðTÞ
V�;

V� ¼ fv 2 Vj��ðtÞv ¼h�; tiv 8t 2 tg
½6


where X(T) is the character group of T defined by [3].
The spaces V� are called ‘‘weight subspaces,’’

vectors v 2 V� – ‘‘weight vectors’’ of weight �. The set

PðVÞ ¼ f� 2 XðTÞjV� 6¼ f0gg ½7


is called the ‘‘set of weights’’ of �, or the ‘‘spectrum’’
of ResG

T�, and

multð�;VÞð�Þ :¼ dim V�

is called the ‘‘multiplicity’’ of � in V.

The next theorem easily follows from the defini-
tion of the Weyl group.

Theorem 16 For any f.d. representation V of G,
the set of weights with multiplicities is invariant
under the action of the Weyl group:

wðPðVÞÞ ¼ PðVÞ; multð�;VÞð�Þ ¼ multð�;VÞðwð�ÞÞ

for any w 2W.

Classification of Unirreps

Recall that R is the root system of gC. Assume that
we have chosen a basis of simple roots �1, . . . ,�r 	
R. Then R = Rþ [ R�; roots � 2 Rþ can be written
as a linear combination of simple roots with positive
coefficients, and R�=�Rþ.

A (not necessarily f.d.) representation of gC is
called a ‘‘highest-weight representation’’ if it is
generated by a single vector v 2 V� (the highest-
weight vector) such that g�v = 0 for all positive
roots � 2 Rþ.

It can be shown that for every � 2 X(T), there is a
unique irreducible highest-weight representation of
gC with highest weight �, which is denoted L(�).

However, this representation can be infinite dimen-
sional; moreover, it may not be possible to lift it to a
representation of G.

Definition 5 A weight � 2 X(T) is called ‘‘domi-
nant’’ if h�,�_i i 2 Zþ for any simple root �i. The set
of all dominant weights is denoted by Xþ(T).

Theorem 17

(i) All weights of L(�) are of the form �=�� �ni�i,
ni 2 Zþ.

(ii) Let � 2 Xþ. Then the irreducible highest-weight
representation L(�) is f.d. and lifts to a
representation of G.

(iii) Every irreducible f.d. representation of G is of
the form L(�) for some � 2 Xþ.

Thus, we have a bijection {unirreps of G}$Xþ.

Example 7 Let G = SU(2). There is a unique simple
root � and the unique fundamental weight !, related
by �= 2!. Therefore, Xþ= Zþ 
 ! and unirreps are
indexed by non-negative integers. The representa-
tion with highest weight k 
 ! is precisely the
representation �k constructed in the subsection
‘‘Examples of representations.’’

Example 8 Let G = U(n). Then X = Zn, and Xþ=
{(�1, . . . ,�n) 2 Zn j�1 � 
 
 
 � �n}. Such objects are
well known in combinatorics: if we additionally
assume that �n � 0, then such dominant weights are
in bijection with partitions with n parts. They can
also be described by ‘‘Young diagrams’’ with n rows
(see Fulton and Harris (1991)).

Explicit Construction of Representations

In addition to description of unirreps as highest-
weight representations, they can also be constructed
in other ways. In particular, they can be defined
analytically as follows. Let B = HNþ be the
Borel subgroup in GC; here H = exp h ,
Nþ= exp

P
�2Rþ

(gC)�. For � 2 h
�, let �� : B!C�

be a multiplicative map defined by

��ðhnÞ ¼ ehh;�i ½8


Theorem 18 (Cartan–Borel–Weil). Let � 2 X(T).
Denote by V(�) the space of complex-analytic
functions on GC which satisfy the following trans-
formation property:

f ðgbÞ ¼ ��1
� ðbÞf ðgÞ; g 2 GC; b 2 B

The group GC acts on V(�) by left shifts:

�ðgÞfð ÞðhÞ ¼ f ðg�1hÞ ½9


584 Compact Groups and Their Representations



Then

(i) V(�) 6¼ {0} iff �� 2 Xþ.

(ii) If �� 2 Xþ, the representation of G in V(�) is
equivalent to L(w0(�)), where w0 2W is the
unique element of the Weyl group which sends
Rþ to R�.

This theorem can also be reformulated in more
geometric terms: the spaces V(�) are naturally
interpreted as spaces of global sections of appro-
priate line bundles on the ‘‘flag variety’’
B= GC=B = G=T.

For classical groups, irreducible representations
can also be constructed explicitly as the subspaces in
tensor powers (Cn)�k, transforming in a certain way
under the action of the symmetric group Sk.

Characters and Multiplicities

Characters

Let (�, V) be a f.d. representation of G and let �� be
its character as defined by [5]. Since �� is central,
and every element in G is conjugate to an element of
T, �� is completely determined by its restriction to
T, which can be computed from the weight decom-
position [6]:

��jT ¼
X

�2XðTÞ
dim V� 
 e�

¼
X

�2XðTÞ
mult�� 
 e� ½10


where e� is the function on T defined by
e�( exp (t)) = eht,�i, t 2 t. Note that e�þ� = e�e� and
that e0 = 1.

Weyl Character Formula

Theorem 19 (Weyl character formula). Let � 2 Xþ.
Then

�Lð�Þ ¼
A�þ�
A�

; A� ¼
X
w2W

"ðwÞewð�Þ

where, for w 2W, we denote "(w) = det w consid-
ered as a linear map t� ! t�, and �= (1=2)

P
Rþ
�.

In particular, computing the value of the character
at point t = 0 by L’Hopital’s rule, it is possible to
deduce the following formula for the dimension of
irreducible representations:

dim Lð�Þ ¼
Y
�2Rþ

h�_; �þ �i
h�_; �i ½11


Example 9 Let G = SU(2). Then Weyl character
formula gives, for irreducible representation �k with
highest weight k 
 !,

��k
¼ xkþ1 � x�ðkþ1Þ

x� x�1

¼ xk þ xk�2 þ 
 
 
 þ x�k; x ¼ e!

which implies dim �k = kþ 1.

Weyl character formula is equivalent to the follow-
ing formula for weight multiplicities, due to Kostant:

multLð�Þ� ¼
X
w2W

"ðwÞKðwð�þ �Þ � �� �Þ

where K is Kostant’s partition function: K(�) is the
number of ways of writing � as a sum of positive
roots (with repetitions).

For classical Lie groups such as G = U(n), there are
more explicit combinatorial formulas for weight multi-
plicities; for U(n), the answer can be written in terms of
the number of ‘‘Young tableaux’’ of a given shape.
Details can be found in Fulton and Harris (1991).

Tensor Product Multiplicities

Let (�, V) be a f.d. representation of G. By complete
reducibility, one can write V = �n�L(�). The coeffi-
cients n� are called multiplicities; finding them is an
important problem in many applications. In parti-
cular, a special case of this is finding the multi-
plicities in tensor product of two unirreps:

Lð�Þ � Lð�Þ ¼
X

N

��Lð
Þ

Characters provide a practical tool for computing
multiplicities: since characters of unirreps are line-
arly independent, multiplicities can be found from
the condition that �V = �n��L(�). In particular,

�Lð�Þ�Lð�Þ ¼
X

N

���Lð
Þ

Example 10 For G = SU(2), tensor product multi-
plicities are given by

�n � �m ¼ ��l

where the sum is taken over all l such that jm� nj �
l � mþ n, mþ nþ l is even.

For G = U(n), there is an algorithm for finding the
tensor product multiplicities, formulated in the
language of Young tableaux (Littlewood–Richardson
rule). There are also tables and computer programs
for computing these multiplicities; some of them are
listed in the bibliography.

See also: Classical Groups and Homogeneous Spaces;
Combinatorics: Overview; Equivariant Cohomology and
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the Cartan Model; Finite Group Symmetry Breaking; Lie
Groups: General Theory; Ljusternik–Schnirelman Theory;
Noncommutative Geometry and the Standard Model;
Optimal Cloning of Quantum States; Ordinary Special
Functions; Quasiperiodic Systems; Symmetry Classes in
Random Matrix Theory.
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Introduction

Superstring theories and M-theory, at present the best
candidate quantum theories which unify gravity,
Yang–Mills fields, and matter, are directly formu-
lated in ten and eleven spacetime dimensions. To
obtain a candidate theory of our four-dimensional
universe, one must find a solution of one of
these theories whose low-energy physics is well
described by a four-dimensional effective field theory
(EFT), containing the well-established standard
model (SM) of particle physics coupled to Einstein’s
general relativity (GR). The standard paradigm for
finding such solutions is compactification, along the
lines originally proposed by Kaluza and Klein in the
context of higher-dimensional general relativity. One
postulates that the underlying D-dimensional space-
time is a product of four-dimensional Minkowski
spacetime, with a (D� 4)-dimensional compact and
small Riemannian manifold K. One then finds
that low-energy physics effectively averages over K,
leading to a four-dimensional EFT whose field
content and Lagrangian are determined in terms of
the topology and geometry of K.

Of the huge body of prior work on this subject, the
part most relevant for string/M-theory is supergravity
compactification, as in the limit of low energies, small
curvatures and weak coupling, the various string
theories and M-theory reduce to ten- and eleven-
dimensional supergravity theories. Many of the quali-
tative features of string/M-theory compactification, and
a good deal of what is known quantitatively, can be

understood simply in terms of compactification of these
field theories, with the addition of a few crucial
ingredients from string/M-theory. Thus, most of this
article will restrict attention to this case, leaving many
‘‘stringy’’ topics to the articles on conformal field
theory, topological string theory, and so on. We also
largely restrict attention to compactifications based on
Ricci-flat compact spaces. There is an equally important
class in which K has positive curvature; these lead to
anti-de Sitter (AdS) spacetimes and are discussed in the
article on AdS/CFT (see AdS/CFT Correspondence).

After a general review, we begin with compacti-
fication of the heterotic string on a three complex
dimensional Calabi–Yau manifold. This was the first
construction which led convincingly to the SM, and
remains one of the most important examples. We
then survey the various families of compactifications
to higher dimensions, with an eye on the relations
between these compactifications which follow from
superstring duality. We then discuss some of the
phenomena which arise in the regimes of large
curvature and strong coupling. In the final section,
we bring these ideas together in a survey of the
various known four-dimensional constructions.

General Framework

Let us assume we are given a D- (=d þ k) dimen-
sional field theory T . A compactification is then a
D-dimensional spacetime which is topologically
the product of a d-dimensional spacetime with an
k-dimensional manifold K, the compactification or
‘‘internal’’ manifold, carrying a Riemannian metric
and with definite expectation values for all other
fields in T . These must solve the equations of motion,
and preserve d-dimensional Poincaré invariance (or,
perhaps another d-dimensional symmetry group).
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The most general metric ansatz for a Poincaré
invariant compactification is

GIJ ¼
f ��� 0

0 Gij

� �
where the tangent space indices are 0 � I < d þ
k = D, 0 � � < d, and 1 � i � k. Here ��� is the
Minkowski metric, Gij is a metric on K, and f is a
real-valued function on K called the ‘‘warp factor.’’

As the simplest example, consider pure
D-dimensional GR. in this case, Einstein’s equations
reduce to Ricci flatness of GIJ. Given our metric
ansatz, this requires f to be constant, and the metric
Gij on K to be Ricci flat. Thus, any K which admits
such a metric, for example, the k-dimensional torus,
will lead to a compactification.

Typically, if a manifold admits a Ricci-flat metric,
it will not be unique; rather there will be a moduli
space of such metrics. Physically, one then expects
to find solutions in which the choice of Ricci-flat
metric is slowly varying in d-dimensional spacetime.
General arguments imply that such variations
must be described by variations of d-dimensional
fields, governed by an EFT. Given an explicit
parametrization of the family of metrics, say
Gij(�

�) for some parameters ��, in principle the
EFT could be computed explicitly by promoting
the parameters to d-dimensional fields, substituting
this parametrization into the D-dimensional action,
and expanding in powers of the d-dimensional
derivatives. In pure GR, we would find the four-
dimensional effective Lagrangian

LEFT ¼
Z

dky
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detGð�Þ

q
Rð4Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detGð�Þ

q
Gikð�ÞGjlð�Þ@Gij

@��
@Gkl

@��
@��

�@��
�

þ � � � ½1�

While this is easily evaluated for K a symmetric space
or torus, in general a direct computation of LEFT is
impossible. This becomes especially clear when one
learns that the Ricci-flat metrics Gij are not explicitly
known for the examples of interest. Nevertheless,
clever indirect methods have been found that give a
great deal of information about LEFT; this is much of
the art of superstring compactification. However, in
this section, let us ignore this point and continue as if
we could do such computations explicitly.

Given a solution, one proceeds to consider its
small perturbations, which satisfy the linearized
equations of motion. If these include exponentially
growing modes (often called ‘‘tachyons’’), the solu-
tion is unstable. (Note that this criterion is modified

for AdS compactifications). The remaining perturba-
tions can be divided into massless fields, correspond-
ing to zero modes of the linearized equations of
motion on K, and massive fields, the others. General
results on eigenvalues of Laplacians imply that the
masses of massive fields depend on the diameter of
K as m � 1=diam(K), so at energies far smaller than
m, they cannot be excited (this is not universal;
given strong negative curvature on K, or a rapidly
varying warp factor, one can have perturbations of
small nonzero mass). Thus, the massive fields can be
‘‘integrated out,’’ to leave an EFT with a finite
number of fields. In the classical approximation, this
simply means solving their equations of motion in
terms of the massless fields, and using these
solutions to eliminate them from the action. At
leading order in an expansion around a solution,
these fields are zero and this step is trivial; never-
theless, it is useful in making a systematic definition
of the interaction terms in the EFT.

As we saw in pure GR, the configuration space
parametrized by the massless fields in the EFT, is the
moduli space of compactifications obtained by
deforming the original solution. Thus, from a
mathematical point of view, low-energy EFT can
be thought of as a sort of enhancement of the
concept of moduli space, and a dictionary set up
between mathematical and physical languages. To
give its next entry, there is a natural physical metric
on moduli space, defined by restriction from the
metric on the configuration space of the theory T ;
this becomes the sigma-model metric for the scalars
in the EFT. Because the theories T arising from
string theory are geometrically natural, this metric is
also natural from a mathematical point of view, and
one often finds that much is already known about it.
For example, the somewhat fearsome two derivative
terms in eqn [1], are (perhaps) less so when one
realizes that this is an explicit expression for the
Weil–Petersson metric on the moduli space of Ricci-
flat metrics. In any case, knowing this dictionary is
essential for taking advantage of the literature.

Another important entry in this dictionary is that
the automorphism group of a solution translates
into the gauge group in the EFT. This can be either
continuous, leading to the gauge symmetry of
Maxwell and Yang–Mills theories, or discrete,
leading to discrete gauge symmetry. For example, if
the metric on K has continuous isometry group G,
the resulting EFT will have gauge symmetry G, as in
the original example of Kaluza and Klein with K ffi S1

and G ffi U(1). Mathematically, these phenomena
of ‘‘enhanced symmetry’’ are often treated using the
languages of equivariant theories (cohomology,
K-theory, etc.), stacks, and so on.

Compactification of Superstring Theory 587



To give another example, obstructed deformations
(solutions of the linearized equations which do not
correspond to elements of the tangent space of the
true moduli space) correspond to scalar fields which,
while massless, appear in the effective potential in a
way which prevents giving them expectation values.
Since the quadratic terms V 00 are masses, this
dependence must be at cubic or higher order.

While the preceding concepts are general and apply
to compactification of all local field theories, string
and M-theory add some particular ingredients to this
general recipe. In the limits of small curvatures and
weak coupling, string and M-theory are well described
by the ten- and 11-dimensional supergravity theories,
and thus the string/M-theory discussion usually starts
with Kaluza–Klein compactification of these theories,
which we denote I, IIa, IIb, HE, HO and M. Let us
now discuss a particular example.

Calabi–Yau Compactification
of the Heterotic String

Contact with the SM requires finding compactifications
to d = 4 either without supersymmetry, or with at most
N = 1 supersymmetry, because the SM includes chiral
fermions, which are incompatible with N > 1. Let us
start with the E8 � E8 heterotic string or ‘‘HE’’ theory.
This choice is made rather than HO because only in this
case can we find the SM fermion representations as
subrepresentations of the adjoint of the gauge group.

Besides the metric, the other bosonic fields of the HE
supergravity theory are a scalar � called the dilaton,
Yang–Mills gauge potentials for the group G 	 E8 �
E8, and a 2-form gauge potential B (often called the
‘‘Neveu–Schwarz’’ or ‘‘NS’’ 2-form) whose defining
characteristic is that it minimally couples to the
heterotic string world-sheet. We will need their gauge
field strengths below: for Yang–Mills, this is a 2-form
Fa

IJ with a indexing the adjoint of Lie G, and for the NS
2-form this is a 3-form HIJK. Denoting the two
Majorana–Weyl spinor representations of SO(1, 9) as
S and C, then the fermions are the gravitino  I 2
S
 V, a spin 1/2 ‘‘dilatino’’ � 2 C, and the adjoint
gauginos 	a 2 S. We use �I to denote Dirac matrices
contracted with a ‘‘zehnbein,’’ satisfying {�I, �J} =
2GIJ, and �IJ = (1=2)[�I, �J], etc.

A local supersymmetry transformation with para-
meter 
 is then

� I ¼DI
þ 1
8HIJK�JK
 ½2�

��¼ @I��I
� 1
12HIJK�IJK
 ½3�

�	a ¼ Fa
IJ�

IJ
 ½4�

We now assume N = 1 supersymmetry. An unbroken
supersymmetry is a spinor 
 for which the left-hand
side is zero, so we seek compactifications with a
unique solution of these equations.

We first discuss the case H = 0. Setting � � in
eqn [2] to zero, we find that the warp factor f must
be constant. The vanishing of � i requires 
 to be a
covariantly constant spinor. For a six-dimensional
M to have a unique such spinor, it must have SU(3)
holonomy; in other words, M must be a Calabi–Yau
manifold. In the following, we use basic facts about
their geometry.

The vanishing of �� then requires constant dilaton
�, while the vanishing of �	a requires the gauge field
strength F to solve the hermitian Yang–Mills
equations,

F2;0 ¼ F0;2 ¼ F1;1 ¼ 0

By the theorem of Donaldson and Uhlenbeck–Yau,
such solutions are in one-to-one correspondence
with �-stable holomorphic vector bundles with
structure group H contained in the complexification
of G. Choose such a bundle E; by the general
discussion above, the commutant of H in G will be
the automorphism group of the connection on E and
thus the low-energy gauge group of the resulting
EFT. For example, since E8 has a maximal E6 �
SU(3) subgroup, if E has structure group H = SL(3),
there is an embedding such that the unbroken gauge
symmetry is E6 � E8, realizing one of the standard
grand unified groups E6 as a factor.

The choice of E is constrained by anomaly
cancellation. This discussion (Green et al. 1987)
modifies the Bianchi identity for H to

dH ¼ tr R ^ R� 1

30

X
a

Fa ^ Fa ½5�

where R is the matrix of curvature 2-forms. The
normalization of the F ^ F term is such that if we
take E ffi TK the holomorphic tangent bundle of K,
with isomorphic connection, then using the embed-
ding we just discussed, we obtain a solution of eqn
[5] with H = 0.

Thus, we have a complete solution of the
equations of motion. General arguments imply that
supersymmetric Minkowski solutions are stable, so
the small fluctuations consist of massless and
massive fields. Let us now discuss a few of the
massless fields. Since the EFT has N = 1 super-
symmetry, the massless scalars live in chiral multi-
plets, which are local coordinates on a complex
Kähler manifold.

First, the moduli of Ricci-flat metrics on K will
lead to massless scalar fields: the complex structure
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moduli, which are naturally complex, and Kähler
moduli, which are not. However, in string compac-
tification the latter are complexified to the periods of
the 2-form Bþ iJ integrated over a basis of H2(K, Z),
where J is the Kähler form and B is the NS 2-form. In
addition, there is a complex field pairing the dilaton
(actually, exp(��)) and the ‘‘model-independent
axion,’’ the scalar dual in d = 4 to the 2-form B��.
Finally, each complex modulus of the holomorphic
bundle E will lead to a chiral multiplet. Thus, the
total number of massless uncharged chiral multiplets
is 1þ h1, 1(K)þ h2, 1(K)þ dim H1(K, End (E)).

Massless charged matter will arise from zero
modes of the gauge field and its supersymmetric
partner spinor 	a. It is slightly easier to discuss the
spinor, and then appeal to supersymmetry to get the
bosons. Decomposing the spinors of SO(6) under
SU(3), one obtains (0, p) forms, and the Dirac
equation becomes the condition that these forms
are harmonic. By the Hodge theorem, these are in
one-to-one correspondence with classes in Dolbeault
cohomology H0, p(K, V), for some bundle V. The
bundle V is obtained by decomposing the spinor into
representations of the holonomy group of E. For
H = SU(3), the decomposition of the adjoint under
the embedding of SU(3)� E6 in E8,

248 ¼ ð8; 1Þ þ ð1; 78Þ þ ð3; 27Þ þ ð�3; �27Þ ½6�

implies that charged matter will form ‘‘generations’’
in the 27, of number dim H0, 1(K, E), and ‘‘antigene-
rations’’ in the �27, of number dim H0, 1(K, �E) =
dim H0, 2(K, E). The difference in these numbers is
determined by the Atiyah–Singer index theorem to be

Ngen 	 N27 �N�27 ¼ 1
2c3ðEÞ

In the special case of E ffi TK, these numbers are
separately determined to be N27 = b1, 1 and
N�27 = b2, 1, so their difference is 	(K)=2, half the
Euler number of K. In the real world, this number is
Ngen = 3, and matching this under our assumptions
so far is very constraining.

Substituting these zero modes into the ten-
dimensional Yang–Mills action and integrating, one
can derive the d = 4 EFT. For example, the cubic
terms in the superpotential, usually called Yukawa
couplings after the corresponding fermion–boson
interactions in the component Lagrangian, are
obtained from the cubic product of zero modesZ

K

� ^ tr �1 ^ �2 ^ �3ð Þ

where � is the holomorphic �i 2 H0, 1(K, Rep E) are
the zero modes, and tr arises from decomposing the
E8 cubic group invariant.

Note the very important fact that this expression
only depends on the cohomology classes of the �i

(and �). This means the Yukawa couplings can be
computed without finding the explicit harmonic
representatives, which is not possible (we do not
even know the explicit metric). More generally, one
expects to be able to explicitly compute the super-
potential and all other holomorphic quantities in
the effective Lagrangian solely from ‘‘topological’’
information (the Dolbeault cohomology ring, and
its generalizations within topological string theory).
On the other hand, computing the Kähler metric in
an N = 1 EFT is usually out of reach as it would
require having explicit normalized zero modes.
Most results for this metric come from considering
closely related compactifications with extended
supersymmetry, and arguing that the breaking
to N = 1 supersymmetry makes small corrections
to this.

There are several generalizations of this construc-
tion. First, the necessary condition to solve eqn [5] is
that the left-hand side be exact, which requires

c2ðEÞ ¼ c2ðTKÞ ½7�

This allows for a wide variety of E’s to be used, so
that Ngen = 3 can be attained with many more K’s.
This class of models is often called ‘‘(0, 2) compacti-
fication’’ to denote the world-sheet supersymmetry
of the heterotic string in these backgrounds. One can
also use bundles with larger structure group; for
example, H = SL(4) leads to unbroken SO(10)� E8,
and H = SL(5) leads to unbroken SU(5)� E8.

The subsequent breaking of the grand unified
group to the SM gauge group is typically done by
choosing K with nontrivial �1, so that it admits a
flat line bundle W with nontrivial holonomy
(usually called a ‘‘Wilson line’’). One then uses the
bundle E
W in the above discussion, to obtain the
commutant of H 
W as gauge group. For example,
if �1(K) ffi Z5, one can use W whose holonomy is an
element of order 5 in SU(5), to obtain as commutant
the SM gauge group SU(3)� SU(2)� U(1).

Another generalization is to take the 3-form H 6¼ 0.
This discussion begins by noting that, for super-
symmetry, we still require the existence of a unique
spinor 
; however, it will no longer be covariantly
constant in the Levi-Civita connection. One way to
structure the problem is to note that the right-hand
side of eqn [2] takes the form of a connection with
torsion; the resulting equations have been discussed
mathematically in (Li and Yau 2004).

Another recent approach to these compactifica-
tions (Gauntlett 2004) starts out by arguing that 

cannot vanish on K, so it defines a weak SU(3)
structure, a local reduction of the structure group of
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T K to SU(3) which need not be integrable. This
structure must be present in all N = 1, d = 4 super-
symmetric compactifications and there are hopes
that it will lead to a useful classification of the
possible local structures and corresponding partial
differential equations (PDEs) on K.

Higher-Dimensional and Extended
Supersymmetric Compactifications

While there are similar quasirealistic constructions
which start from the other string theories and
M-theory, before we discuss these, let us give an
overview of compactifications with N � 2 super-
symmetry in four dimensions, and in higher dimen-
sions. These are simpler analog models which can be
understood in more depth; their study led to one of
the most important discoveries in string/M-theory,
the theory of superstring duality.

As before, we require a covariantly constant
spinor. For Ricci-flat K with other background
fields zero, this requires the holonomy of K to be
one of trivial, SU(n), Sp(n), or the exceptional
holonomies G2 or Spin(7). In Table 1 we tabulate
the possibilities with spacetime dimension d greater
or equal to 3, listing the supergravity theory, the
holonomy type of K, and the type of the resulting
EFT: dimension d, total number of real super-
symmetry parameters Ns, and the number of spinor
supercharges N (in d = 6, since left- and right-
chirality Majorana spinors are inequivalent, there
are two numbers).

The structure of the resulting supergravity EFTs is
heavily constrained by Ns. We now discuss the
various possibilities.

Ns = 32

Given the supersymmetry algebra, if such a super-
gravity exists, it is unique. Thus, toroidal compac-
tifications of d = 11 supergravity, IIa and IIb
supergravity lead to the same series of maximally
supersymmetric theories. Their structure is gov-
erned by the exceptional Lie algebra E11�d; the
gauge charges transform in a fundamental repre-
sentation of this algebra, while the scalar fields
parametrize a coset space G=H, where G is the
maximally split real form of the Lie group E11�d,
and H is a maximal compact subgroup of G.
Nonperturbative duality symmetries lead to a
further identification by a maximal discrete sub-
group of G.

Ns = 16

This supergravity can be coupled to maximally
supersymmetric super Yang–Mills theory, which
given a choice of gauge group G is unique. Thus,
these theories (with zero cosmological constant and
thus allowing super-Poincaré symmetry) are
uniquely determined by the choice of G.

In d = 10, the choices E8 � E8 and Spin(32)=Z2

which arise in string theory, are almost uniquely
determined by the Green–Schwarz anomaly cancel-
lation analysis. Compactification of these HE, HO
and type I theories on Tn produces a unique theory
with moduli space

Rþ � SOðn; nþ 16; ZÞnSOðn; nþ 16; RÞ=SOðn;RÞ

� SOðnþ 16;RÞ ½8�

In Kaluza–Klein (KK) reduction, this arises from the
choice of metric gij, the antisymmetric tensor Bij and
the choice of a flat E8 � E8 or Spin(32)=Z2 connec-
tion on Tn, while a more unified description follows
from the heterotic string world-sheet analysis. Here
the group SO(n, nþ 16) is defined to preserve an even
self-dual quadratic form � of signature (n, nþ 16);
for example, �= (�E8)� (�E8)� I � I � I, where I
is the form of signature (1,1) and E8 is the Cartan
matrix. In fact, all such forms are equivalent under
orthogonal integer similarity transformation; so,
the resulting EFT is unique. It has a rank 16þ 2n
gauge group, which at generic points in moduli
space is U(1)16þ2n, but is enhanced to a nonabelian
group G at special points. To describe G, we first
note that a point p in moduli space determines an
n-dimensional subspace Vp of R16þ2n, and
an orthogonal subspace V?p (of varying dimen-
sion). Lattice points of length squared �2 con-
tained in V?p then correspond to roots of the Lie
algebra of Gp.

Table 1 String/M-theories, holonomy groups and the resulting

supersymmetry

Theory Holonomy d Ns N

M, II Torus Any 32 Max

M SU(2) 7 16 1

SU(3) 5 8 1

G2 4 4 1

Sp(4) 3 6 3

SU(4) 3 4 2

Spin(7) 3 2 1

IIa SU(2) 6 16 (1, 1)

SU(3) 4 8 2

G2 3 4 2

IIb SU(2) 6 16 (0, 2)

SU(3) 4 8 2

G2 3 4 2

HE, HO, I Torus Any 16 Max/2

SU(2) 6 8 1

SU(3) 4 4 1

G2 3 2 1
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The other compactifications with Ns = 16 is
M-theory on K3 and its further toroidal reductions,
and IIb on K3. M-theory compactification to d = 7
is dual to heterotic on T3, with the same moduli
space and enhanced gauge symmetry. As we discuss
at the end of the section ‘‘String y and quantum
corre ctions, ’’ the extra mass less gauge bos ons of
enhanced gauge symmetry are M2 branes wrapped
on 2-cycles with topology S2. For such a cycle to
have zero volume, the integral of the Kähler form
and holomorphic 2-form over the cycle must vanish;
expressing this in a basis for H2(K3, R) leads to
exactly the same condition we discussed for
enhanced gauge symmetry above. The final result is
that all such K3 degenerations lead to one- of the
two-dimensional canonical singularities, of types A,
D or E, and the corresponding EFT phenomenon is
the enhanced gauge symmetry of corresponding
Dynkin type A, D, or E.

IIb on K3 is similar, but reducing the self-dual
Ramond–Ramond (RR) 4-form potential on the 2-
cycles leads to self-dual tensor multiplets instead of
Maxwell theory. The moduli space is eqn [8] but
with n = 5, not n = 4, incorporating periods of RR
potentials and the SL(2, Z) duality symmetry of IIb
theory.

One may ask if the Ns = 16 I/HE/HO theories in
d = 8 and d = 9 have similar duals. For d = 8, these
are obtained by a pretty construction known as
‘‘F-theory.’’ Geometrically, the simplest definition of
F-theory is to consider the special case of M-theory
on an elliptically fibered Calabi–Yau, in the limit
that the Kähler modulus of the fiber becomes small.
One check of this claim for d = 8 is that the moduli
space of elliptically fibered K3s agrees with eqn [8]
with n = 2.

Another definition of F-theory is the particular
case of IIb compactification using Dirichlet
7-branes, and orientifold 7-planes. This construction
is T-dual to the type I theory on T2, which provides
its simplest string theory definition. As discussed in
Polchinski (1999), one can think of the open strings
giving rise to type I gauge symmetry as living on 32
Dirichlet 9-branes (or D9-branes) and an orientifold
nineplane. T-duality converts Dirichlet and orienti-
fold p-branes to (p� 1)-branes; thus this relation
follows by applying two T-dualities.

These compactifications can also be parametrized
by elliptically fibered Calabi–Yaus, where K is the
base, and the branes correspond to singularities of
the fibration. The relation between these two
definitions follows fairly simply from the duality
between M-theory on T2, and IIb string on S1. There
is a partially understood generalization of this
to d = 9.

Finally, these constructions admit further discrete
choices, which break some of the gauge symmetry.
The simplest to explain is in the toroidal compacti-
fication of I/HE/HO. The moduli space of theories
we discussed uses flat connections on the torus
which are continuously connected to the trivial
connection, but in general the moduli space of flat
connections has other components. The simplest
example is the moduli space of flat E8 � E8

connections on S1, which has a second component
in which the holonomy exchanges the two E8’s. On
T3, there are connections for which the holonomies
cannot be simultaneously diagonalized. This struc-
ture and the M-theory dual of these choices is
discussed in (de Boer et al. 2001).

Ns = 8, d<6

Again, the gravity multiplet is uniquely determined,
so the most basic classification is by the gauge group
G. The full low-energy EFT is determined by the
matter content and action, and there are two types
of matter multiplets. First, vector multiplets contain
the Yang–Mills fields, fermions and 6� d scalars;
their action is determined by a prepotential which is
a G-invariant function of the fields. Since the vector
multiplets contain massless adjoint scalars, a generic
vacuum in which these take nonzero distinct
vacuum expectation values (VEVs) will have U(1)r

gauge symmetry, the commutant of G with a generic
matrix (for d < 5, while there are several real
scalars, the potential forces these to commute in a
supersymmetric vacuum). Vacua with this type of
gauge symmetry breaking, which does not reduce
the rank of the gauge group, are usually referred to
as on a ‘‘Coulomb branch’’ of the moduli space. To
summarize, this sector can be specified by nV, the
number of vector multiplets, and the prepotential F ,
a function of the nV VEVs which is cubic in d = 5,
and holomorphic in d = 4.

Hypermultiplets contain scalars which parame-
trize a quaternionic Kähler manifold, and partner
fermions. Thus, this sector is specified by a 4nH real
dimensional quaternionic Kähler manifold. The G
action comes with triholomorphic moment maps; if
nontrivial, VEVs in this sector can break gauge
symmetry and reduce it in rank. Such vacua are
usually referred to as on a ‘‘Higgs branch.’’

The basic example of these compactifications is
M-theory on a Calabi–Yau 3-fold (CY3). Reduction
of the 3-form leads to h1, 1(K) vector multiplets,
whose scalar components are the CY Kähler moduli.
The CY complex structure moduli pair with periods
of the 3-form to produce h2, 1(K) hypermultiplets.
Enhanced gauge symmetry then appears when the
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CY3 contains ADE singularities fibered over a curve,
from the same mechanism involving wrapped M2
branes we discussed under Ns = 16. If degenerating
curves lead to other singularities (e.g., the ODP or
‘‘conifold’’), it is possible to obtain extremal transi-
tions which translate physically into Coulomb–Higgs
transitions. Finally, singularities in which surfaces
degenerate lead to nontrivial fixed-point theories.

Reduction on S1 leads to IIa on CY3, with the
spectrum above plus a ‘‘universal hypermultiplet’’
which includes the dilaton. Perhaps the most
interesting new feature is the presence of world-
sheet instantons, which correct the metric on vector
multiplet moduli space. This metric satisfies the
restrictions of special geometry and thus can be
derived from a prepotential.

The same theory can be obtained by compactifi-
cation of IIb theory on the mirror CY3. Now vector
multiplets are related to the complex structure
moduli space, while hypermultiplets are related to
Kähler moduli space. In this case, the prepotential
derived from variation of complex structure receives
no instanton corrections, as we discuss in the next
section.

Finally, one can compactify the heterotic string on
K3� T6�d, but this theory follows from toroidal
reduction of the d = 6 case we discuss next.

Ns = 8, d = 6

These supergravities are similar to d < 6, but there
is a new type of matter multiplet, the self-dual
tensor (in d < 6 this is dual to a vector multiplet).
Since fermions in d = 6 are chiral, there is an
anomaly cancellation condition relating the numbers
of the three types of multiplets (Aspinwall 1996,
section 6.6),

nH � nV þ 29nT ¼ 273 ½9�

One class of examples is the heterotic string
compactified on K3. In the original perturbative
constructions, to satisfy eqn [7], we need to choose a
vector bundle with c2(V) =	(K3) = 24. The result-
ing degrees of freedom are a single self-dual tensor
multiplet and a rank-16 gauge group. More gen-
erally, one can introduce N5B heterotic 5-branes,
which generalize eqn [7] to c2(E)þN5B = c2(TK).
Since this brane carries a self-dual tensor multiplet,
this series of models is parametrized by nT. They are
connected by transitions in which an E8 instanton
shrinks to zero size and becomes a 5-brane; the
resulting decrease in the dimension of the moduli
space of E8 bundles on K3 agrees with eqn [9].

Another class of examples is F-theory on an
elliptically fibered CY3. These are related to

M-theory on an elliptically fibered CY3 in the same
general way we discussed under Ns = 16. The
relation between F-theory and the heterotic string
on K3 can be seen by lifting M-theory-heterotic
duality; this suggests that the two constructions are
dual only if the CY3 is a K3 fibration as well. Since
not all elliptically fibered CY3s are K3 fibered, the
F-theory construction is more general.

We return to d = 4 and Ns = 4 in the final section.
The cases of Ns < 4 which exist in d � 3 are far less
studied.

Stringy and Quantum Corrections

The D-dimensional low-energy effective supergrav-
ity actions on which we based our discussion so far
are only approximations to the general story of
string/M-theory compactification. However, if
Planck’s constant is small, K is sufficiently large,
and its curvature is small, then they are controlled
approximations.

In M-theory, as in any theory of quantum gravity,
corrections are controlled by the Planck scale
parameter MD�2

P , which sits in front of the Einstein
term of the D-dimensional effective Lagrangian, and
plays the role of �h. In general, this is different from
the four-dimensional Planck scale, which satisfies
M2

P 4 = Vol(K)MD�2
P . After taking the low-energy

limit E
MP, the remaining corrections are con-
trolled by the dimensionless parameters lP=R, where
R can any characteristic length scale of the solution:
a curvature radius, the length of a nontrivial cycle,
and so on.

In string theory, one usually thinks of the
corrections as a double series expansion in gs, the
dimensionless (closed) string coupling constant, and
�0, the inverse string tension parameter, of dimen-
sions (length)2. The ten-dimensional Planck scale is
related to these parameters as M8

P = 1=g2
s (�0)4, up to

a constant factor that depends on conventions.
Besides perturbative corrections, which have power-

like dependence on these parameters, there can be
world sheet and ‘‘brane’’ instanton corrections. For
example, a string world sheet can wrap around a
topologically nontrivial spacelike 2-cycle � in K,
leading to an instanton correction to the effective
action which is suppressed as exp(�Vol(�)=2��0).
More generally, any p-brane wrapping a p-cycle
can produce a similar effect. As for which terms in
the effective Lagrangian receive corrections, this
depends largely on the number and symmetries of
the fermion zero modes on the instanton world
volumes.

Let us start by discussing some cases in which one
can argue that these corrections are not present.
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First, extended supersymmetry can serve to elim-
inate many corrections. This is analogous to the
familiar result that the superpotential in d = 4, N = 1
supersymmetric field theory does not receive (or ‘‘is
protected from’’) perturbative corrections, and in
many cases follows from similar formal arguments.
In particular, supersymmetry forbids corrections to
the potential and two derivative terms in the
Ns = 32 and Ns = 16 Lagrangians.

In Ns = 8, the superpotential is protected, but the
two derivative terms can receive corrections. How-
ever, there is a simple argument which precludes
many such corrections – since vector multiplet and
hypermultiplet moduli spaces are decoupled, a
correction whose control parameter sits in (say) a
vector multiplet, cannot affect hypermultiplet mod-
uli space. This fact allows for many exact computa-
tions in these theories.

As an example, in IIb on CY3, the metric on
vector multiplet moduli space is precisely eqn [1] as
obtained from supergravity (in other words, the
Weil–Petersson metric on complex structure moduli
space). First, while in principle it could have been
corrected by world-sheet instantons, since these
depend on Kähler moduli which sit in hypermulti-
plets, it is not. The only other instantons with the
requisite zero modes to modify this metric are
wrapped Dirichlet branes. Since in IIb theory these
wrap even-dimensional cycles, they also depend on
Kähler moduli and thus leave vector moduli space
unaffected.

As previously discussed, for K3-fibered CY3, this
theory is dual to the heterotic string on K3� T2.
There, the vector multiplets arise from Wilson lines
on T2, and reduce to an adjoint multiplet of N = 2
supersymmetric Yang–Mills theory. Of course, in
the quantum theory, the metric on this moduli space
receives instanton corrections. Thus, the duality
allows deriving the exact moduli space metric, and
many other results of the Seiberg–Witten theory of
N = 2 gauge theory, as aspects of the geometry of
Calabi–Yau moduli space.

In Ns = 4, only the superpotential is protected,
and that only in perturbation theory; it can receive
nonperturbative corrections. Indeed, it appears that
this is fairly generic, suggesting that the effective
potentials in these theories are often sufficiently
complicated to exhibit the structure required for
supersymmetry breaking and the other symmetry
breakings of the SM. Understanding this is an active
subject of research.

We now turn from corrections to novel physical
phenomena which arise in these regimes. While this
is too large a subject to survey here, one of the basic
principles which governs this subject is the idea that
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N = 1 Supersymmetry in Four Dimensions

Having described the general framework, we con-
clude by discussing the various constructions which
lead to N = 1 supersymmetry. Besides the heterotic
string on a CY3, these compactifications include
type IIa and IIb on orientifolds of CY3, the related
F-theory on elliptically fibered Calabi–Yau 4-folds
ðCY4Þ, and M-theory on G2 manifolds. Let us briefly
spell out their ingredients, the known nonperturbative
corrections to the superpotential, and the duality
relations between these constructions.

To start, we recap the heterotic string construc-
tion. We must specify a CY3K, and a bundle E over
K which admits a Hermitian Yang–Mills connec-
tion. The gauge group G is the commutant of the
structure group of E in E8 � E8 or Spin(32)=Z2,
string/M-theory compactification on a singular
manifold K is typically consistent, but has new
light degrees of freedom in the EFT, not predicted
by KK arguments. We implicitly touched on one
example of this in the discussion of M-theory
compactification on K3 above, as the space of
Ricci-flat K3 metrics has degeneration limits in
which curvatures grow without bound, while the
volumes of 2-cycles vanish. On the other hand, the
structure of Ns = 16 supersymmetry essentially
forces the d = 7 EFT in these limits to be non-
singular. Its only noteworthy feature is that a
nonabelian gauge symmetry is restored, and thus
certain charged vector bosons and their superpart-
ners become massless.

To see what is happening microscopically, we
must consider an M-theory membrane (or 2-brane),
wrapped on a degenerating 2-cycle. This appears as
a particle in d = 7, charged under the vector
potential obtained by reduction of the D = 11
3-form potential. The mass of this particle is the
volume of the 2-cycle multiplied by the membrane
tension, so as this volume shrinks to zero, the
particle becomes massless. Thus, the physics is also
well defined in 11 dimensions, though not literally
described by 11-dimensional supergravity.

This phenomenon has numerous generalizations.
Their common point is that, since the essential
physics involves new light degrees of freedom, they
can be understood in terms of a lower-dimensional
quantum theory associated with the region around
the singularity. Depending on the geometry of the
singularity, this is sometimes a weakly coupled field
theory, and sometimes a nontrivial conformal field
theory. Occasionally, as in IIb on K3, the lightest
wrapped brane is a string, leading to a ‘‘little string
theory’’ (Aharony 2000).



while the chiral matter consists of metric moduli of
K, and fields corresponding to a basis for the
Dolbeault cohomology group H0, 1(K, Rep E) where
Rep E is the bundle E embedded into an E8 bundle
and decomposed into G-reps.

There is a general (though somewhat formal)
expression for the superpotential,

W ¼
Z

� ^ þ tr �A �@ �Aþ 2
3
�A3

� �
þ
Z

� ^Hð3Þ þWNP ½10�

The first term is the holomorphic Chern–Simons
action, whose variation enforces the F0, 2 = 0 condi-
tion. The second is the ‘‘flux superpotential,’’ while
the third term is the nonperturbative corrections.
The best understood of these arise from super-
symmetric gauge theory sectors. In some, but not all,
cases, these can be understood as arising from gauge
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theoretic instantons, which can be shown to be dual
to heterotic 5-branes wrapped on K. Heterotic
world-sheet instantons can also contribute.

The HO theory is S-dual to the type I string, with
the same gauge group, realized by open strings on
Dirichlet 9-branes. This construction involves essen-
tially the same data. The two classes of heterotic
instantons are dual to D1- and D5-brane instantons,
whose world-sheet theories are somewhat simpler.

If the CY3 K has a fibration by tori, by applying
T-duality to the fibers along the lines discussed for
tori under Ns = 16 above, one obtains various type II
orientifold compactifications. On an elliptic fibra-
tion, double T-duality produces a IIb compactifica-
tion with D7s and O7s. Using the relation between
IIb theory on T2 and F-theory on K3 fiberwise, one
can also think of this as an F-theory compactifica-
tion on a K3-fibered CY4. More generally, one
can compactify F theory on any elliptically fibered
4-fold to obtain N = 1. These theories have
D3-instantons, the T-duals of both the type I
D1- and D5-brane instantons.

The theory of mirror symmetry predicts that all
3
CY3s have T fibration structures. Applying the

corresponding triple T-duality, one obtains a IIa
compactification on the mirror CY3

~K, with D6-
branes and O6-planes. Supersymmetry requires
these to wrap special Lagrangian cycles in ~K. As in
all Dirichlet brane constructions, enhanced gauge
symmetry arises from coincident branes wrapping
the same cycle, and only the classical groups are
visible in perturbation theory. Exceptional gauge
symmetry arises as a strong coupling phenomenon
of the sort described in the previous section. The
superpotential can also be thought of as mirror to
eqn [10], but now the first term is the sum of a real
Chern–Simons action on the special Lagrangian
cycles, with disk world-sheet instanton corrections,
as studied in open string mirror symmetry. The
gauge theory instantons are now D2-branes.

Using the duality relation between the IIa string and
11-dimensional M-theory, this construction can be
lifted to a compactification of M-theory on a seven-
dimensional manifold L, which is an S1 fibration over
K. The D6 and O6 planes arise from singularities in the
S1 fibration. Generically, L can be smooth, and the
only candidate in Table 1 for such an N = 1
compactification is a manifold with G2 holonomy;
therefore, L must have such holonomy. Finally, both
the IIa world-sheet instantons and the D2-brane
instantons lift to membrane instantons in M-theory.

This construction implicitly demonstrates the exis-
tence of a large number of G2 holonomy manifolds.
Another way to arrive at these is to go back to the
heterotic string on K, and apply the duality (again
under Ns = 16) between heterotic on T3 and M-theory
on K3 to the T3 fibration structure on K, to arrive at
M-theory on a K3-fibered manifold of G2 holonomy.
Wrapping membranes on 2-cycles in these fibers, we
can see enhanced gauge symmetry in this picture fairly
directly. It is an illuminating exercise to work through
its dual realizations in all of these constructions.

Our final construction uses the interpretation of the
strong coupling limit of the HE theory as M-theory on
a one-dimensional interval I, in which the two E8

factors live on the two boundaries. Thus, our original
starting point can also be interpreted as the heterotic
string on K� I. This construction is believed to be
important physically as it allows generalizing a
heterotic string tree-level relation between the gauge
and gravitational couplings which is phenomenologi-
cally disfavored. One can relate it to a IIa orientifold as
well, now with D8- and O8-branes.

These multiple relations are often referred to as the
‘‘web’’ of dualities. They lead to numerous relations
between compactification manifolds, moduli spaces,
superpotentials, and other properties of the EFTs,
whose full power has only begun to be appreciated.
Suggestions for further reading

Original references for all but the most recent of
these topics can be found in the following textbooks
and proceedings. We have also referenced a few
research articles which are good starting points for
the more recent literature. There are far more
reviews than we could reference here, and a partial
listing of these appears at http://www.slac.stanford.
edu/spires/reviews/

See also: Brane Construction of Gauge Theories;
Random Algebraic Geometry, Attractors and Flux Vacua;



String Theory: Phenomenology; Superstring Theories;
Two-Dimensional Conformal Field Theory and Vertex
Operator Algebras; Viscous Incompressible Fluids:
Mathematical Theory.
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Introduction

The Euler equations for compressible fluids consist of
the conservation laws of mass, momentum, and energy:

@t
þrx �m ¼ 0; x 2 Rd ½1�

@tmþrx �
m
m




� �
þrxp ¼ 0 ½2�

@tEþrx �
m



ðEþ pÞ

� �
¼ 0 ½3�

Equivalently, these correspond to the general form of
nonlinear hyperbolic systems of conservation laws:

@tuþrx � f ðuÞ ¼ 0; x 2 Rd; u 2 Rn ½4�

System [1]–[3] is closed by the following constitutive
relations:

p ¼ pð
; eÞ; E ¼ 1

2

jmj2



þ 
e ½5�

In [1]–[3] and [5], � = 1=
 is the deformation
gradient (specific volume for fluids, strain for
solids), v = (v1, . . . , vd)> is the fluid velocity with

v = m the momentum vector, p is the scalar
pressure, and E is the total energy with e the
internal energy which is a given function of (� , p) or
(
, p) defined through thermodynamical relations.
The other two thermodynamic variables are tem-
perature � and entropy S. If (
, S) are chosen as
independent variables, then the constitutive relations
can be written as

ðe; p; �Þ ¼ ðeð
; SÞ; pð
; SÞ; �ð
; SÞÞ ½6�

governed by � dS = deþ pd� = de� pd
=
2. For
polytropic gases,

p ¼ pð
; SÞ ¼ �
�eS=cv

e ¼ p

ð� � 1Þ


� ¼ p

R


½7�

where R > 0 may be taken to be the universal gas
constant divided by the effective molecular weight of
the particular gas, cv > 0 is the specific heat at constant
volume, �= 1þ R=cv > 1 is the adiabatic exponent,
and � can be any positive constant under scaling.

The most important criterion of applicability of
any mathematical model is its well-posedness:
existence, uniqueness, and stability. The well-posedness
theory for compressible fluid flows is far from being
complete, and many further issues are still unexplored.
In particular, the global existence and uniqueness of
solutions in Rd, d � 2, is still a major open problem, and
only partial results shed some lights on the amazing
complexity of the problem. Below, we will mainly focus
on the well-posedness issues with emphasis on the
Cauchy problem, the initial value problem:

ujt¼0 ¼ u0 ½8�

first for inviscid compressible fluid flows and then
for viscous compressible fluid flows.

Throughout this article, where a cited reference is
not shown in the ‘‘Further reading’’ section, it may
usually be found by consulting Bressan (2000),



Chen (2005), Dafermos (2005), Feireisl (2004),
Lions (1986, 1988) or Liv (2000).

Inviscid Compressible Fluid Flows:
Euler Equations

Solutions to the Euler equations [1]–[3] are generically
discontinuous functions obeying the Clausius–Duhem
inequality, the second law of thermodynamics:

@tð�SÞ þ rx � ðmSÞ � 0 ½9�

in the sense of distributions. Such discontinuous
solutions are called entropy solutions.

When a flow is isentropic, that is, entropy S is a
uniform constant S0 in the flow, then the Euler
equations for the flow take the simpler form:

@t�þrx �m ¼ 0

@tmþrx � m�m=�ð Þ þ rxp ¼ 0
½10�

where the pressure is a function of the density,
p = p(�, S0), with constant S0. For a polytropic gas,

pð�Þ ¼ ���; � > 1 ½11�

where � can be any positive constant by scaling. This
system can be derived from [1] to [3] as follows: for
smooth solutions of [1]–[3], entropy S(�, m, E) is
conserved along fluid particle trajectories, that is,

@tð�SÞ þ rx � ðmSÞ ¼ 0

If the entropy is initially a uniform constant and
the solution remains smooth, then the energy
equation can be eliminated and entropy S keeps the
same constant in later time. Thus, under constant
initial entropy, a smooth solution of [1]–[3] satisfies
the equations in [10]. Furthermore, solutions of
system [10] are also a good approximation to
solutions of system [1]–[3] even after shocks form,
since the entropy increases across a shock to the
third order in wave strength for solutions of [1]–[3],
while in [10] the entropy is constant. Moreover,
system [10] is an excellent model for the isothermal
fluid flow with �= 1 and for the shallow-water flow
with �= 2. For such barotropic flows (i.e., p = p(�)),
the energy equation [3] serves as an entropy
inequality (see Lax (1973)):

@tEþrx � ðmðEþ pð�ÞÞ=�Þ � 0

in the sense of distributions

In the one-dimensional case, system [1]–[3] in
Eulerian coordinates is

@t�þ @xm ¼ 0; @tmþ @x m2=�þ p
� �

¼ 0

@tEþ @x mðEþ pÞ=�ð Þ ¼ 0
½12�

The system above can be rewritten in Lagrangian
coordinates:

@t� � @xv ¼ 0; @tvþ @xp ¼ 0

@tðeþ v2=2Þ þ @xðpvÞ ¼ 0
½13�

with v = m=�, where the coordinates (t, x) are
the Lagrangian coordinates, which are different
from the Eulerian coordinates for [12]; for simp-
licity of notations, we do not distinguish them.
For the barotropic case, systems [12] and [13]
reduce to

@t�þ @xm ¼ 0; @tmþ @x m2=�þ p
� �

¼ 0 ½14�

and

@t� � @xv ¼ 0; @tvþ @xp ¼ 0 ½15�

respectively, where pressure p = p(�) = ~p(�), � = 1=�.
The solutions of [12] and [13], as well as [14] and
[15], are equivalent even for entropy solutions with
vacuum where �= 0.

The potential flow is well known in transonic
aerodynamics, beyond the isentropic approxi-
mation [10] from [1] to [3]. Denote Dt = @t þPd

k = 1 vk@xk
the convective derivative along fluid

particle trajectories. From [1] to [3], we have

DtS ¼ 0 ½16�

and, by taking the curl of the momentum equations,

Dt
!

�

� �
¼ !
�
� rxvþ pSð�; SÞ

�3
rx��rxS ½17�

The identities [16] and [17] imply that a smooth
solution of [1]–[3] which is both isentropic and
irrotational at time t = 0 remains isentropic and
irrotational for all later times, as long as this
solution stays smooth. Then, the conditions
S = S0 = const. and != curlxv = 0 are reasonable for
smooth solutions. For a smooth irrotational solu-
tion, we integrate the d-momentum equations in
[10] through Bernoulli’s law:

@tvþrxðjvj2=2Þ þ rxhð�Þ ¼ 0

where h0(�) = p�(�, S0)=�. On a simply connected
space region, the condition curlx v = 0 implies that
there exists � such that v =rx�. Then,

@t�þrx � ð�rx�Þ ¼ 0

@t�þ 1
2jrx�j2 þ hð�Þ ¼ K

½18�

for some constant K. From the second equation in
[18], we have

�ðD�Þ ¼ h�1ðK� ð@t�þ 1
2jrx�j2ÞÞ
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Then, system [18] can be rewritten as the following
time-dependent potential flow equation of second
order:

@t�ðD�Þ þ rx � ð�ðD�Þrx�Þ ¼ 0 ½19�

For a steady solution � = �(x), that is, @t� = 0,
we obtain the celebrated steady potential flow
equation of aerodynamics:

rx � ð�ðrx�Þrx�Þ ¼ 0 ½20�

In applications in aerodynamics, [18] or [19] is
used for discontinuous solutions, and the empirical
evidence is that entropy solutions of [18] or [19] are
fairly good approximations to entropy solutions for
[1]–[3] provided that (1) the shock strengths are
small, (2) the curvature of shock fronts is not too
large, and (3) there is a small amount of vorticity in
the region of interest. Model [19] or [18] is an
excellent model to capture multidimensional shock
waves by ignoring vorticity waves, while the
incompressible Euler equations are an excellent
model to capture multidimensional vorticity waves
by ignoring shock waves.

Local Well-Posedness for Classical Solutions

Consider the Cauchy problem for the Euler equations
[1]–[3] with Cauchy data [8]:

Assume that u0 : Rd ! D is in Hs \ L1 with s > d=2þ 1.
Then, for the Cauchy problem [1]–[3] and [8], there
exists a finite time T = T(ku0ks, ku0kL1 ) 2 (0, 1) such
that there is a unique, stable bounded classical solution
u 2 C1([0, T]� Rd) with u(t, x) 2 D for (t, x) 2 [0, T]�
Rd and u 2 C([0, T]; Hs) \ C1([0, T]; Hs�1). Moreover,
the interval [0, T) with T <1 is the maximal interval
of the classical Hs existence for [1]–[3] if and only if
either k(ut,rxu)kL1 ! 1 or u(t, x) escapes every
compact subset K !D as t! T.

This local existence can be established by relying
solely on the elementary linear existence theory for
symmetric hyperbolic systems with smooth coeffi-
cients (cf. Majda (1984)), or by the abstract
semigroup theory (Kato 1975).

Formation of Singularities

For the one-dimensional case, singularities include
the development of shock waves and formation of
vacuum states. For the multidimensional case, the
situation is much more complicated: besides shock
waves and vacuum states, singularities can also be
generated from vortex sheets, focusing and breaking
of waves, among others.

Consider the Cauchy problem of the Euler
equations [1]–[3] in R3 for polytropic gases with
smooth initial data:

ð�; v; SÞjt¼0 ¼ ð�0; v0; S0ÞðxÞ
�0ðxÞ > 0; x 2 R3 ½21�

satisfying (�0, v0, S0)(x) = (��, 0, �S) for jxj � L, where
�� > 0, �S, and L are given constants. The equations
possess a unique local C1 solution (�, v, S)(t, x) with
�(t, x) > 0 provided that the initial data [21] is
sufficiently regular. The support of the smooth
disturbance (�0(x)� ��, v0(x), S0(x)� �S) propagates

with speed at most �=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p�(��, �S)

q
(the sound speed),

that is,

ð�; v; SÞðt; xÞ ¼ ð��; 0; �SÞ if jxj � Lþ �t ½22�

Define

PðtÞ ¼
Z

R3
pð�ðt; xÞ; Sðt; xÞÞ1=� � pð��; �SÞ1=�
� �

dx

FðtÞ ¼
Z

R3
ð�vÞðt; xÞ � x dx

which, roughly speaking, measure the entropy and the
radial component of momentum. Then, if (�, v, S)(t, x)
is a C1 solution of [1]–[3] and [21] for 0 < t < T, and

Pð0Þ � 0; Fð0Þ > ��R4 max
x

�0ðxÞ

with � ¼ 16	=3 ½23�

then the lifespan T of the C1 solution is finite
(Sideris 1985).

To illustrate a way in which the conditions in
[23] may be satisfied, consider the initial data:
�0 = ��, S0 = �S. Then P(0) = 0, and [23] holds ifZ

jxj<R

v0ðxÞ � x dx > ��R4

Comparing both sides, one finds that the initial
velocity must be supersonic in some region relative
to the sound speed at infinity. The formation of a
singularity (presumably a shock wave) is detected as
the disturbance overtakes the wave front forcing the
front to propagate with supersonic speed.

Singularities are formed even without the condi-
tion of largeness, such as [23], being satisfied. For
example, if S0(x) � �S and, for some 0 < R0 < R,Z

jxj>r

jxj�1ðjxj � rÞ2ð�0ðxÞ � ��Þ dx > 0Z
jxj>r

jxj�3ðjxj2 � r2Þ�0ðxÞv0ðxÞ � x dx � 0

½24�

for R0 < r < R, then the lifespan T of the C1

solution of [1]–[3] and [21] is finite. The
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assumptions in [24] mean that, in an average sense,
the gas must be slightly compressed and outgoing
directly behind the wave front.

Local Well-Posedness for Shock-Front Solutions

For a general hyperbolic system of conservation laws
[4], shock-front solutions are discontinuous, piecewise
smooth entropy solutions with the following structure:

1. There exists a C2 spacetime hypersurface S(t)
defined in (t, x) for 0 � t � T with spacetime
normal (
t, 
x) = (
t, 
1, . . . , 
d) as well as two
C1 vector-valued functions: uþ(t, x) and u�(t, x),
defined on respective domains Dþ and D� on
either side of the hypersurface S(t) and satisfying
@tu
	 þrx � f (u	) = 0 in D	;

2. The jump across the hypersurface S(t) satisfies the
Rankine–Hugoniot condition:

{
tðuþ � u�Þ þ 
x � ðf ðuþÞ � f ðu�ÞÞ}jS = 0

For [4], the surface S is not known in advance
and must be determined as part of the solution of
the problem; thus, the two equations in (1)–(2)
describe a multidimensional, highly nonlinear, free-
boundary-value problem. The initial data yielding
shock-front solutions is defined as follows. Let S0 be
a smooth hypersurface parametrized by �, and let

(�) = (
1, . . . , 
d)(�) be a unit normal to S0. Define
the piecewise smooth initial values for respective
domains Dþ0 and D�0 on either side of the hypersur-
face S0 as

u0ðxÞ ¼
uþ0 ðxÞ; x 2 Dþ0
u�0 ðxÞ; x 2 D�0

	
½25�

It is assumed that the initial jump in [25] satisfies the
Rankine–Hugoniot condition, that is, there is a
smooth scalar function �(�) so that

� �ð�Þ uþ0 ð�Þ � u�0 ð�Þ
� �

þ 
ð�Þ � f uþ0 ð�Þ
� �

� f u�0 ð�Þ
� �� �

¼ 0 ½26�

and that �(�) does not define a characteristic
direction, that is,

�ð�Þ 6¼ �i u	0
� �

; � 2 �S0; 1 � i � n ½27�

where �i, i = 1, . . . , n, are the eigenvalues of [4]. It is
natural to require that S(0) =S0.

Consider the Euler equations [1]–[3] in R3 for
polytropic gases with piecewise smooth initial data:

ð�; v;EÞjt¼0 ¼
�þ0 ; v

þ
0 ;E

þ� �
ðxÞ; x 2 Dþ0

��0 ; v
�
0 ;E

�� �
ðxÞ; x 2 D�0

	
½28�

Assume that S0 is a smooth compact surface in R3

and that (�þ0 , vþ0 , Eþ0 )(x) belongs to the uniform local

Sobolev space Hs
ul(D

þ
0 ), while (��0 , v�0 , E�0 )(x) belongs

to the Sobolev space Hs(D�0 ), for some fixed s � 10.
Assume also that there is a function �(�) 2 Hs(S0)
so that [26] and [27] hold, and the compatibility
conditions up to order s� 1 are satisfied on S0 by
the initial data, together with the entropy condition:

vþ0 � 
ð�Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p�ð�þ0 ; Sþ0 Þ

q
< �ð�Þ

< v�0 � 
ð�Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p�ð��0 ; S�0 Þ

q
½29�

Then, there are a C2 hypersurface S(t) and C1

functions (�	, v	, E	)(t, x) defined for t 2 [0, T],
with T sufficiently small, so that

ð�;v;EÞðt;xÞ¼ ð�þ;vþ;EþÞðt;xÞ; ðt;xÞ 2Dþ

ð��;v�;E�Þðt;xÞ; ðt;xÞ 2D�
	

½30�

is the discontinuous shock-front solution of the
Cauchy problem [1]–[3] and [28]. Here a vector
function u is in Hs

ul, provided that there exists
some r> 0 so that maxy2Rd kwr,yukHs <1 with
wr, y(x)=w((x�y)=r), where w2C10 (Rd) is a
function so that w(x)� 0, w(x)=1 when jxj � 1=2,
and w(x)=0 when jxj> 1.

The compatibility conditions are needed in order
to avoid the formation of discontinuities in higher
derivatives along other characteristic surfaces ema-
nating from S0: Once the main condition [26] is
satisfied, the compatibility conditions are automati-
cally guaranteed for a wide class of initial data. The
idea of the proof is to use the existence of a strictly
convex entropy and the symmetrization of [4]; the
shock-front solutions are defined as the limit of a
convergent classical iteration scheme based on
a linearization by using the theory of linearized
stability for shock fronts (Majda 1984). The uni-
form existence time of shock-front solutions in
shock strength can be achieved (Métivier 1990).

Global Theory in L1 for the Isentropic Euler
Equations for x 2 R

Consider the Cauchy problem for [14] with initial
data:

ð�;mÞjt¼0 ¼ ð�0;m0ÞðxÞ ½31�

where �0 and m0 are in the physical region
{(�, m) : � � 0, jmj � C0�} for some C0 > 0. System
[14] is strictly hyperbolic at the states with � > 0,
and strict hyperbolicity fails at the vacuum states
V := {(�, m=�) : �= 0, jm=�j <1}. Then, we have:

1. There exists a global solution (�, m)(t, x) of the
Cauchy problem [14] and [31] satisfying

0 � �ðt; xÞ � C; jmðt; xÞj � C�ðt; xÞ ½32�
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for some C > 0 depending only on C0 and �, and
the entropy inequality

@t�ð�;mÞ þ @xqð�;mÞ � 0 ½33�

in the sense of distributions for any convex weak
entropy–entropy flux pair (�, q), that is,

rqð�;mÞ ¼ r�ð�;mÞrf ð�;mÞ

with

r2�ð�;mÞ � 0 and �jV ¼ 0

2. The solution operator (�, m)(t, � ) = St(�0, m0)( � ),
determined by (1), is compact in L1

loc(R) for t > 0;
3. Furthermore, if (�0, m0)(x) is periodic with period

P, then there exists a global periodic solution
(�, m)(t, x) with [32] such that (�, m)(t, x) asymp-
totically decays to

1

jPj

Z
P

ð�0;m0ÞðxÞdx

in L1.

The convergence of the Lax–Friedrichs scheme,
the Godunov scheme, and the vanishing viscosity
method for system [14] have also been established.

The results are based on a compensated compact-
ness framework to replace the BV compactness
framework. For a gas obeying the �-law, the case
�= (N þ 2)=N, N � 5 odd, was first studied by
DiPerna (1983), and the case 1 < � � 5=3 for
usual gases was first solved by Chen (1986) and
Ding-Chen-Luo (1985). The cases � � 3 and 5=3 <
� < 3 were treated by Lions–Perthame–Tadmor
(1994) and Lions–Perthame–Souganidis (1996),
respectively. The case of general pressure laws was
solved by Chen–LeFloch (2000, 2003). All the
results for entropy solutions to [14] in Eulerian
coordinates can equivalently be presented as the
corresponding results for entropy solutions to [15]
in Lagrangian coordinates. The isothermal case
�= 1 was treated by Huang–Wang (2002).

Global Theory in BV for the Adiabatic Euler
Equations for x 2R

Consider the Euler equations [13] for polytropic
gases with the Cauchy data:

ð�; v; SÞjt¼0 ¼ ð�0; v0; S0ÞðxÞ ½34�

Then we have (Liu 1977, Temple 1981, Chen and
Wagner 2003):

Let K 
 {(� , v, S) : � > 0} be a compact set in Rþ� R2,
and let N � 1 be any constant. Then there exists a
constant C0 = C0(K, N), independent of � 2 (1, 5=3],

such that, for every initial data (�0, v0, S0) 2 K with
TVR(�0, v0, S0) � N, when

ð� � 1ÞTVRð�0; v0; S0Þ � C0 for any � 2 ð1; 5=3�

the Cauchy problem [13] and [34] has a global
entropy solution (� , v, S)(t, x) which is bounded and
satisfies

TVRð�; v; SÞðt; �Þ � C TVRð�0; v0; S0Þ

for some constant C > 0 independent of �.

This result specially includes that for the baro-
tropic case (Nishida 1968, Nishida–Smoller 1973,
DiPerna 1973). Some efforts in the direction of
relaxing the requirement of small total variation
have been made. Some extensions to the initial-
boundary value problems have also been made. In
addition, an entropy solution in BV with periodic
data or compact support decays when t! 0.
Furthermore, even for a general hyperbolic system
[4] for x 2 R, we have:

If the initial data functions u0(x) and v0(x) have
sufficiently small total variation and u0 � v0 2 L1(R),
then, for the corresponding exact Glimm, or wave-
front tracking, or vanishing viscosity solutions u(t, x)
and v(t, x) of the Cauchy problem [4] and [8], there
exists a constant C > 0 such that

kuðt; �Þ � vðt; �ÞkL1ðRÞ � Cku0 � v0kL1ðRÞ

for all t > 0 ½35�

An immediate consequence is that the whole
sequence of the approximate solutions constructed
by the Glimm (1965) scheme, as well as the wave-
front tracking method and the vanishing viscosity
method, converges to a unique entropy solution of
[4] and [8] when the mesh size or the viscosity
coefficient tends to zero. More detailed discussions
and extensive references about the L1-stability of BV
entropy solutions and related topics can be found in
Bressan (2000) and Dafermos (2000); also see Chen
and Wang (2002). Furthermore, the Riemann solu-
tion is unique and asymptotically stable in the class
of entropy solutions to [13] with large variation
satisfying only one physical entropy inequality
(Chen-Frid-Li 2002).

Multidimensional Steady Theory

The mathematical study of two-dimensional steady
supersonic flows past wedges, whose vertex angles
are less than the critical angle, can date back to the
1940s, since the stability of such flows is fundamental
in applications (cf. Courant–Friedrichs (1948)). Local
solutions around the wedge vertex were first
constructed (Gu 1962, Schaeffer 1976, Li 1980).
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Such global potential solutions were constructed
when the wedge has some convexity, or is a small
perturbation of the straight wedge with fast decay in
the flow direction (Chen 2001, Chen-Xin-Yin 2002),
or is piecewise smooth which is a small perturba-
tion of straight wedge (Zhang 2003). For the
two-dimensional steady supersonic flows gov-
erned by the full Euler equations past Lipschitz
wedges, it indicates (Chen-Zhang-Zhu 2005a)
that, when the wedge vertex angle is less than
the critical angle, the strong shock front
emanating from the wedge vertex is nonlinearly
stable in structure globally, although there may be
many weak shocks and vortex sheets between the
wedge boundary and the strong shock front, under
the BV perturbation of the wedge so that the total
variation of the tangent function along the wedge
boundary is suitably small. This asserts that any
supersonic shock for the wedge problem is non-
linearly stable.

A self-similar gas flow past an infinite cone in R3

with small vertex angle is also nonlinearly stable
upon the BV perturbation of the obstacle (Lien-Liu
1999). It is still open for the nonlinear stability when
the infinite cone in R3 has arbitrary vertex angle.
The stability issues of supersonic vertex sheets have
been studied by classical linearized stability analysis,
large-scale numerical simulations, and asymptotic
analysis. In particular, the nonlinear development of
instabilities of supersonic vortex sheets at high
Mach number was predicted as time evolves
(Woodward 1985, Artola-Majda 1989). In contrast
with the prediction of evolution instability, steady
supersonic vortex sheets, as time-asymptotics, are
stable globally in structure, even under the BV
perturbation of the Lipschitz walls, although there
may be many weak shocks and supersonic vortex
sheets away from the strong vortex sheet (Chen-
Zhang-Zhu 2005b).

Transonic shock problems for steady fluid flows
are important in applications (cf. Courant and
Friedrichs (1948)). A program on the existence and
stability of multidimensional transonic shocks has
been initiated and three new analytical approaches
have been developed (Chen-Feldman 2003, 2004).
The transonic problems include the existence and
stability of transonic shocks in the whole Rd, the
existence and stability of transonic flows past finite
or infinite nozzles, the stability of transonic flows
past infinite nonsmooth wedges, and the existence of
regular shock reflection solutions. The first
approach is an iteration scheme based on the
nondegeneracy of the free boundary condition: the
jump of the normal derivative of a solution across

the free boundary has a strictly positive lower bound
(Chen-Feldman 2003, 2004), which works for the
nonlinear equations whose coefficients may depend
on not only the solution itself but also the gradients
of the solution. The second approach is a partial
hodograph procedure, with which the existence and
stability of multidimensional transonic shocks that
are not nearly orthogonal to the flow direction can
be handled (Chen-Feldman 2004): one of the main
ingredients in this approach is to employ a partial
hodograph transform to reduce the free boundary
problem into a conormal boundary value problem
for the corresponding nonlinear equations of diver-
gence form and then develop techniques to solve the
conormal boundary value problem. When the reg-
ularity of the steady perturbation is C3,� or higher,
the third approach is to employ the implicit function
theorem to deal with the existence and stability
problem. Another iteration approach, which works
well for the two-dimensional equations whose coeffi-
cients depend only on the solution itself, has also
been developed (Canic-Keyfitz-Lieberman 2000).

Further longstanding open problems include the
existence of global transonic flows past an airfoil or
a smooth obstacle (Morawetz 1956–58, 1985).

Multidimensional Unsteady Problems

Now we present some multidimensional time-
dependent problems with a simplifying feature that
the data (domain and/or the initial data) coupled
with the structure of the underlying equations
obey certain geometric structure so that the multi-
dimensional problems can be reduced to lower-
dimensional problems with more complicated
couplings. Different types of geometric structure
call for different techniques.

The Euler equations for compressible fluids
with geometric structure describe many important
fluid flows, including spherically symmetric flows
and self-similar flows. Such geometric flows
are motivated by many physical problems such as
shock diffractions, supernovas formation in stellar
dynamics, inertial confinement fusion, and under-
water explosions. For the initial data with large
amplitude having geometric structure, the requi-
red physical insight is: (1) whether the solution
has the same geometric structure globally and
(2) whether the solution blows up to infinity in a
finite time. These questions are not easily under-
stood in physical experiments and numerical simula-
tions, especially for the blow-up, because of the
limited capacity of available instruments and
computers.
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The first type of geometric structure is spherical
symmetry. A criterion for L1 Cauchy data functions
of arbitrarily large amplitude was observed to
guarantee the existence of spherically symmetric
solutions in L1 in the large for the isentropic flows,
which model outgoing blast waves and large-time
asymptotic solutions (Chen 1997). On the other hand,
it is evident that the density blows up as jxj ! 0 in
general, especially for the focusing case; the singular-
ity at the origin makes the problem truly multi-
dimensional due to the reflection of waves from
infinity and their strengthening as they move radially
inwards. One of the important open questions is to
understand the order of singularity, �(t, jxj) � jxj��,
at the origin for bounded Cauchy data.

The second type of geometric structure is self-
similarity, that is, the solutions with initial data
functions that give rise to self-similar solutions,
especially including Riemann solutions. Compressi-
ble flow equations in Rd, d � 2, with one or more
linearly degenerate modes of wave propagation have
additional difficulties. In that case, the global flow is
governed by a reduced (self-similar) system which is
of composite (hyperbolic–elliptic) type in the sub-
sonic region. The linearly degenerate waves give rise
to one or more families of degenerate characteristics
which remain real in the subsonic region. In some
cases, the reduced equations couple an elliptic
(degenerate elliptic) problem for the density with a
hyperbolic (transport) equation for the vorticity.

An important prototype for both practical
applications and the theory of multidimensional
complex wave patterns is the problem of diffraction
of a shock wave which is incident along an inclined
ramp (see Glimm and Majda (1991)). When a
plane shock hits a wedge head-on, a self-similar
reflected shock moves outward as the original
shock moves forward. The computational and
asymptotic analysis shows that various patterns of
reflected shocks may occur, including regular
reflection and (simple, double, and complex)
Mach reflections. The main part or whole reflected
shock is a transonic shock in the self-similar
coordinates, for which the corresponding equation
changes the type from hyperbolic to elliptic across
the shock. There are few rigorous mathematical
results on the global existence and stability of
shock reflection solutions and the transition among
regular, simple Mach, double Mach, and complex
Mach reflections for the potential flow equa-
tion [19] and the full Euler equations [1]–[3].
Some results were recently obtained for simplified
models including the transonic small-disturbance
equation near the reflection point and the pressure

gradient equation when the wedge is close to a flat
wall.

For the potential flow equation [19], a self-
similar solution is a solution of the form:
� = t
(y), y = x=t. Letting ’(y) =�y2=2þ 
(y),
then the system can be rewritten in the form of a
second-order equation of mixed hyperbolic–elliptic
type in y 2 Rd by scaling:

ry � ð�ðjry’j2; ’Þry’Þ þ d�ðjry’j2; ’Þ ¼ 0 ½36�

with �(q2, z) = (1� (q2 þ 2z)=2)1=(��1). Equation [36]
at jry’j= q is hyperbolic (pseudosupersonic) if
�(q2, z)þ q�q(q2, z) < 0 and elliptic (pseudosubsonic)
if �(q2, z)þ q�q(q2, z) > 0. Under this framework,
the nature of the shock reflection pattern has been
explored for weak incident shocks (strength b) and
small wedge angles 2�w by a number of different
scalings, a study of mixed equations, and matching
asymptotics for the different scalings, where the
parameter �= c1�

2
w=b(� þ 1) ranges from 0 to 1

and c1 is the speed of sound behind the incident
shock (Morawetz 1994). For � > 2, a regular
reflection of both strong and weak kinds is
possible as well as a Mach reflection; for � <
1=2, a Mach reflection occurs and the flow behind
the reflection is subsonic and can be constructed in
principle (with an elliptic problem) and matched;
and for 1=2 < � < 2, the flow behind a Mach
reflection may be transonic which is a solution of
a nonlinear boundary-value problem of mixed
type. The basic pattern of reflection has been
shown to be an almost semicircular shock issuing,
for a regular reflection, from the reflection point
on the wedge and, for a Mach reflection, matched
with a local interaction flow. Some related
observations were also made (Keller-Blank 1951,
Hunter-Keller 1984, Hunter 1988). It is important
to establish rigorous proofs. Recently, a rigorous
existence proof was established for global solutions
to shock reflection by large-angle wedges in Chen
and Feldman (2005).

Analytical Frameworks for Entropy Solutions

The recent great progress for entropy solutions for
one-dimensional time-dependent Euler equations
and two-dimensional steady Euler equations, based
on BV, L1, or even L1 estimates, naturally arises the
expectation that a similar approach may also be
effective for the multidimensional Euler equations,
or more generally, hyperbolic systems of conserva-
tion laws, especially,

kuðt; �ÞkBV � Cku0kBV ½37�
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Unfortunately, this is not the case. The necessary
condition for [37] to be held for p 6¼ 2 (Rauch
1986) is

rf kðuÞrf lðuÞ ¼ rf lðuÞrf kðuÞ

for all k; l ¼ 1; 2; . . . ; d ½38�

The analysis suggests that only systems in which the
commutativity relation [38] holds offer any hope for
treatment in the framework of BV. This special case
includes the scalar case n = 1 and the case of one
space dimension d = 1. Beyond that, it contains very
few systems of physical interest.

In this regard, it is important to identify effective
analytical frameworks for studying entropy solu-
tions of the multidimensional Euler equations [1]–
[3], which are not in BV. Naturally, we want to
approach the questions of existence, stability,
uniqueness, and long-time behavior of entropy
solutions with as much generality as possible. For
this purpose, a theory of divergence-measure fields
to construct such a global framework has been
developed for studying entropy solutions (Chen-Frid
1999, 2000, Chen-Torres 2005, Chen-Torres-Ziemer
2005). For more details, see Chen (2005).

Viscous Compressible Fluid Flows:
Navier–Stokes Equations

Compressible fluid flows that are viscous and
conduct heat are governed by the following
Navier–Stokes equations:

@t�þrx �m ¼ 0; x 2 Rd ½39�

@tmþrx �
m�m

�

� �
þrxp ¼ rx � S ½40�

@tEþrx �
m

�
ðEþpÞ

� �
¼rx �

m

�
�S

� �
�rx �q ½41�

Here, S=S(rxv, �, �) is the viscous stress tensor
which is symmetric from the conservation of angular
momentum and q is the heat flux. If the fluid is
isotropic and the viscous tensor S is a linear function
of rxv and invariant under a change of reference
frame (translation and rotation), then we deduce
from elementary algebraic manipulations that
necessarily

S ¼ �ð�; �Þrx � vþ 2�ð�; �ÞD ½42�

which corresponds to the Newtonian fluids, where
D = (rxvþ (rxv)>)=2 is the deformation tensor and
� and � are the Lamé viscosity coefficients.

Furthermore, since the fluid is isotropic, we are led
to the Fourier law:

q ¼ �kð�; �; jrx�jÞrx�

for scalar function k which, in most cases, is taken
to be simply a function of � and �, or even a
constant called the thermal conduction coefficient.
Again, system [39]–[41] is closed by the constitutive
relations in [5]. The equation for entropy S is

@tð�SÞ þ rx � mSþ q

�

� �
¼ SðrxvÞ : rxv

�
� q � rx�

�2
½43�

The second law of thermodynamics indicates that
the right-hand side of [43] should be non-negative
which yields the restriction:

kð�; �; jrx�jÞ � 0; � � 0; �þ 2�=d � 0

The case � > 0 and �þ � > 0 is the viscous case
with heat conductivity k > 0. In particular, the
kinetic theory indicates that the Stokes relationship
should hold, namely �=�2�=d and the adiabatic
component �= 5=3 for monatomic gases.

In mathematical viscous fluid dynamics, an
important model is the barotropic model for
viscous fluids, that is, p = p(�). Then, the specific
energy E can be taken in the form of
E = (1=2)�jvj2 þ �e(�) with e0(�) = p(�)=�2. For clas-
sical solutions, the energy of a barotropic flow
satisfies the equality:

@tEþrx � ððEþ pÞvÞ ¼ rx � ðSvÞ � S : rxv

which is now a direct consequence of [39] and [40].
The question of local existence of classical

solutions to [39]–[41] for regular initial data was
addressed by Nash (1962), where there is no
indication whether or not these solutions exist for
all times.

In the case of one space dimension, the well-
posedness is largely settled. The basic result for the
existence of classical solutions is that of Kazhikhov
(1976); see Lions (1998) and Feireisl (2004) for
extensive references. The discontinuous solutions
have been constructed (Shelukhin 1979, Serre 1986,
Hoff 1987, Chen-Hoff-Trivisa 2000).

For the Navier–Stokes equations in R3 with
general equation of state, the global classical
solutions for the Cauchy problem and various
initial-boundary value problems whose initial data
is small around a constant state have been
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constructed (Matsumura-Nishida 1980, 1983). The
approach is to obtain a priori estimates via energy
methods for extending the local solution or for a
difference method globally. These results have been
extended to the Cauchy problem or the initial-
boundary value problems with small discontinuous
initial data (Hoff 1997).

For the Navier–Stokes equations in Rd for
barotropic flows with [11] and large initial data,
the global existence of solutions containing vacuum
for the Cauchy problem or various initial-boundary
value problems was first established by Lions
(1998) for � � 3=2 if d = 2, � � 9=5 if d = 3, and
� > d=2 if d � 4. The gap was closed by Feireisl–
Novotný–Petzeltová (2001) for the full range
� > d=2. These results have been extended to the
full Navier–Stokes equations describing the motion
of a general compressible, viscous, and heat con-
ducting fluid (see Feireisl (2004)). The physically
relevant isothermal case, �= 1, is completely open
even if d = 2. The only large data existence result is
that for radially symmetric data (Hoff 1992). The
general case � � 1 and d = 3 for radially symmetric
data was solved only recently (Jiang-Zhang 2001).

The lower-bound estimate on the density is a
delicate issue. Weak solutions containing vacuum
for the isentropic viscous flows with constant
viscosity are unstable in general (Hoff-Serre
1991). Hence, it is important to see whether
vacuum will never develop if the initial data is
away from vacuum; this has been shown for the
one-dimensional case for large initial data and
for the multidimensional case with small data. On
the other hand, from the kinetic theory, if
solutions contain vacuum, then the viscosity
coefficients in the Navier–Stokes equations should
depend on the density near vacuum; this indeed
stabilizes the solutions for the one-dimensional
case.

The stability of viscous shock waves has been
studied for the one-dimensional case (see Liu (2000)
and the references therein). The compressible–
incompressible limits from the isentropic compres-
sible to incompressible Navier–Stokes equations
when the Mach number tends to zero have been
established for arbitrarily weak solutions (Lions-
Masmoudi 1998) and for smooth solutions and a
class of initial data functions (Hoff 1998).

The inviscid limits from the Navier–Stokes equa-
tions to the Euler equations have been established as
long as the solutions of the Euler equations are
smooth, when the viscosity and heat conductivity
coefficients tend to zero (Klainerman-Majda 1982).
It is completely open for general entropy solutions,
even in the one-dimensional case.

See also: Breaking Water Waves; Capillary Surfaces;
Fluid Mechanics: Numerical Methods; Geophysical
Dynamics; Incompressible Euler Equations:
Mathematical Theory; Inviscid Flows;
Magnetohydrodynamics; Newtonian Fluids and
Thermohydraulics; Non-Newtonian Fluids; Partial
Differential Equations: Some Examples; Stability of
Flows; Viscous Incompressible Fluids: Mathematical
Theory.
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Conventions and Units

This article adopts many of the conventions and
notations of Misner, Thorne, and Wheeler (1973) –
hereafter denoted MTW – including metric signature
(�þþþ); definitions of Christoffel symbols and
curvature tensors (up to index permutations per-
mitted by standard symmetries of the tensors in a
coordinate basis); the use of Greek indices
�, �, �, . . . , ranging over the spacetime coordinate
values (0, 1, 2, 3)! (t, x1, x2, x3), to denote the com-
ponents of spacetime tensors such as g��; the similar
use of Latin indices i, j, k, . . . , ranging over the
spatial coordinate values (1, 2, 3)! (x1, x2, x3), for
spatial tensors such as �ij; the use of the Einstein
summation convention for both types of indices; the
use of standard Kronecker delta symbols (tensors),
��� and �i

j; the choice of geometric units, G = c = 1;
and, finally, the normalization of the matter fields
implicit in the choice of the constant 8� in [1].

The majority of the equations that appear in this
article are tensor equations, or specific components
of tensor equations, written in traditional index (not
abstract index) form. Thus, these equations are
generally valid in any coordinate system, (t, xi),
but, of course do require the introduction of a
coordinate basis and its dual. This approach is also
largely a matter of convention, since all of what
follows can be derived in a variety of fashions, some
of them purely geometrical, and there are also
approaches to numerical relativity based, for exam-
ple, on frames rather than coordinate bases.

This article departs from MTW in its use of �, �i,
and �ij to denote the lapse, shift, and spatial metric,
respectively, rather than MTW’s N, Ni, and (3)gij.

Finally, the operations of partial differentiation
with respect to coordinates x�, t, and xi are denoted
@�, @t, and @i, respectively.

Introduction

The numerical analysis of general relativity, or
numerical relativity, is concerned with the use of
computational methods to derive approximate solu-
tions to the Einstein field equations

G�� ¼ 8�T�� ½1�

Here, G�� is the Einstein tensor – that contracted
piece of the Riemann curvature tensor that has
vanishing divergence – and T�� is the stress tensor of
the matter content of the spacetime. T�� likewise has
vanishing divergence, an expression of the principle
of local conservation of stress–energy that general
relativity embodies.

The elegant tensor formulation [1] belies the fact
that, ultimately, the field equations are generically a
complicated and nonlinear set of partial differential
equations (PDEs) for the components of the space-
time metric tensor, g��(x

�), in some coordinate
system x�. Moreover, implicit in a numerical
solution of [1] is the numerical solution of the
equations of motion for any matter fields that
couple to the gravitational field – that is, that
contribute to T�� . The reader is reminded that it is a
hallmark of general relativity that, in principle, all
matter fields – including massless ones such as the
electromagnetic field – contribute to T��.

Now, in the 3þ 1 approach to general relativity
that is described below, the task of solving the field
equations [1] is formulated as an initial-value or
Cauchy problem. Specifically, the spacetime metric,
g��(x

�) = g��(t, xk), which encodes all geometric
information concerning the spacetime, M, is
viewed as the time history, or dynamical evolution,
of the spatial metric, �ij(0, xk), of an initial space-
like hypersurface, �(0). In any practical calculation,
the degree to which the matter fields ‘‘back-react’’
on the gravitational field, that is, contribute to T��

substantially enough to cause perturbations in g��
at or above the desired accuracy threshold, will
thus depend on the specifics of the initial
configuration.

In astrophysics, there are relatively few well-
identified environments in which it is generally
thought to be crucial to the faithful emulation of
the physics that the matter fields be fully coupled to
the gravitational field. However, both observation-
ally and theoretically, the existence of gravitation-
ally compact objects is quite clear. Gravitationally
compact means that a star with mass, M, has a
radius, R, comparable to its Schwarzschild radius,
RM, which is defined by

RM ¼
2G

c2
M � 10�27 kg m�1 ½2�

Here, and only here, G and c – Newton’s gravita-
tional constant and the speed of light, respectively –
have been explicitly reintroduced. The fact that
RM=R is about 10�6 and 10�9 at the surfaces of the
sun and earth, respectively, is a reminder of just how
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weak gravity is in the locality of Earth. However, as
befits anything of Einsteinian nature, the weakness
of gravity is relative, so that at the surface of a
neutron star, one would find

RM

R
� 0:4 ½3�

while for black holes, one has

RM

R
¼ 1 ½4�

In such circumstances, gravity is anything but
weak! Furthermore, in situations where the mat-
ter–energy distribution has a highly time-dependent
quadrupole moment – such as occurs naturally with
a compact-binary system (i.e., a gravitationally
bound two-body system, in which each of the
bodies is either a black hole or a neutron star) – the
dynamics of the gravitational field, including,
crucially, the dynamics of the radiative components
of the gravitational field, can be expected to
dominate the dynamics of the overall system,
matter included. For scenarios such as these, it
should come as no surprise that the solution of the
combined gravitohydrodynamical system begs for
numerical analysis.

In addition, both from the physical and mathe-
matical perspectives, it is also natural to study the
strong, field dynamic regimes (R!RM and/or v! c,
where v is the typical speed characterizing internal
bulk motion of the matter) of general relativity
within the context of a variety of matter models.
Typical processes addressed by these theoretical
studies include the process of black hole formation,
end-of-life events for various types of model stars,
and, again, the interaction, including collisions, of
gravitationally compact objects. Note that it is
another hallmark of general relativity that highly
dynamical spacetimes need not contain any matter;
indeed, the interaction of two black holes – the
natural analog of the Kepler problem in relativity –
is a vacuum problem; that is, it is described by a
solution of [1] with T�� = 0.

Motivated in significant part by the large-scale
efforts currently underway to directly detect gravita-
tional radiation (gravitational waves), much of the
contemporary work in numerical relativity is
focused on precisely the problem of the late phases
of compact-binary inspiral and merger. Such bin-
aries are expected to be the most likely candidates
for early detection by existing instruments such as
TAMA, GEO, VIRGO, LIGO, and, more likely, by
planned detectors including LIGO II and LISA (see,
e.g., Hough and Rowan (2000)). Detailed and
accurate predictions of expected waveforms from

these events – using the techniques of numerical
relativity – have the potential to substantially hasten
the discovery process, on the basis of the general
principle that if one knows what signal to look for,
it is much easier to extract that signal from the
experimental noise.

The computational task facing numerical relati-
vists who study problems such as binary inspiral is
formidable. In particular, such problems are intrin-
sically ‘‘3D,’’ to use the CFD (computational fluid
dynamics) nomenclature in which time dependence
is always assumed. That is, the PDEs that must be
solved govern functions, F(t, xk), that depend on all
three spatial coordinates, xk, as well as on time, t.
Unfortunately, even a cursory description of 3D
work in numerical relativity as it stands at this time
is far beyond the scope of this article.

What follows, then, is an outline of a traditional
approach to numerical relativity that underpins
many of the calculations from the early years of
the field (1970s and 1980s), most of which were
carried out with simplifying restrictions to
either spherical symmetry or axisymmetry. The
mathematical development, which will hereafter be
called the 3þ 1 approach to general relativity, has
the advantage of using tensors and an associated
tensor calculus that are reasonably intuitive for the
physicist. This ‘‘standard’’ 3þ 1 approach is also
sufficient in many instances (particularly those
with symmetry) in the sense that it leads to well-
posed sets of PDEs that can be discretized and
then solved computationally in a convergent
(stable) fashion. In addition, a thorough under-
standing of the 3þ 1 approach will be of sig-
nificant help to the reader wishing to study any of
the current literature in numerical relativity,
including the 3D work.

However, the reader is strongly cautioned that
the blind application of any of the equations that
follow, especially in a 3D context, may well lead
to ‘‘ill-posed systems,’’ numerical analysis of which
is useless. Anyone specifically interested in using
the methods of numerical relativity to generate
discrete, approximate solutions to [1], particularly
in the generic 3D case, is thus urged to first
consult one of the comprehensive reviews of
numerical relativity that continue to appear at
fairly regular intervals (see, e.g., Lehner (2001), or
Baumgarte and Shapiro (2003)). Most such refer-
ences will also provide a useful overview of many
of the most popular numerical techniques that are
currently being used to discretize (convert to
algebraic form) the Einstein equations, as well as
the main algorithms that are used to solve the
resulting discrete equations. These subjects are not
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described below, not least since discussion of the
available discretization techniques only makes
sense in the context of PDEs of specific systems
with specific boundary conditions, while there is
only space here to describe the general mathema-
tical setting for 3þ 1 numerical relativity.

The 3þ 1 Spacetime Split

At least at the current time, computations in
numerical relativity are restricted to the case of
globally hyperbolic spacetimes. A spacetime (four-
dimensional pseudo-Riemannian manifold), M�,
endowed with a metric, g��, is globally hyperbolic
if there is at least one edgeless, spacelike hypersur-
face, �(0), that serves as a Cauchy surface. That is,
provided that the initial data for the gravitational
field are set consistently on �(0) – so that the four
constraint equations are satisfied (see below) – the
entire metric g��(t, xi) can be determined from the
field equations [1] (with appropriate boundary
conditions), and thus, so can the complete geometric
structure of the spacetime manifold.

To be sure, global hyperbolicity is restrictive. It
excludes, for example, the highly interesting Gödel
universe. However, particularly from the point
of view of studying asymptotically flat solutions
(or solutions asymptotic to any of the currently
popular cosmologies), as is usually the case in
astrophysics, the requirement of global hyperbolicity
is natural.

The 3þ 1 split is based on the complete foliation
of M� based on level surfaces of a scalar function,
t – the time function. That is, the t = const. slices,
are three-dimensional spacelike (Riemannian) hyper-
surfaces, and, as t ranges from �1 to þ1,
completely fill the spacetime manifold, M�. In
order for the �(t) to be everywhere spacelike,
t must be everywhere timelike:

g��r�tr�t < 0 ½5�

Here r� is the spacetime covariant derivative
operator compatible with the four metric, g�� , thus
satisfying r�g�� = 0, and g�� is the inverse metric
tensor, which satisfies g��g�� = ���. The reader is
reminded that ��� is a Kronecker delta symbol; that
is, ��� has the value 1 if �= �, and the value 0
otherwise.

Furthermore, the scalar function t is now adopted
as the temporal coordinate, so that x� = (t, xi),
where the xi are the three spatial coordinates. As
noted implicitly above, since the problem under
consideration is a pure Cauchy evolution, the range

of t should nominally be infinite, both to the future
as well as to the past; that is, the solution domain is

�1 < t <1 ½6�

jXj � �ijx
ixj

� �1=2
<1 ½7�

However, this assumes that one has global
existence for arbitrarily strong initial data, which
is decidedly not always the case in general
relativity. Indeed, ‘‘continued’’ or ‘‘catastrophic’’
gravitational collapse – that is, the process of black
hole formation – signaled, in modern language, by
the appearance of a trapped surface, inexorably
leads to a physical singularity, which – the
somewhat vague nature of the singularity theorems
of Penrose, Hawking, and others notwithstanding –
in actual numerical computations invariably turns
out to be ‘‘catastrophic’’ in terms of Cauchy
evolution.

Such behavior in time-dependent nonlinear PDEs
is quite familiar in the mathematical community at
large, where it is frequently known as finite-time
blow-up (or finite-time singularity). However,
despite the fact that such behavior is one of the
most fascinating aspects of solutions of the Einstein
equations, the following discussion will be, impli-
citly at least, restricted to the case of weak initial
data, that is, to initial data for which there is global
existence.

With the manifold M� sliced into an infinite
stack of spacelike hypersurfaces, �(t), attention
shifts to any single surface, as well as to the
manner in which such a generic surface is
embedded in the spacetime.

First, each spacelike hypersurface, �(t), is itself a
three-dimensional Riemannian differential manifold
with a metric �ij(t, xk). (Note that in this discussion,
the symbol t is to be understood to represent any
specific value of coordinate time.) From this metric,
one can construct an inverse metric, �ij(t, xk),
defined, as usual, so that

�ik�kj ¼ �i
j ½8�

Associated with the spatial metric, �ij, is a natural
spatial covariant derivative operator, Di, that is
compatible with �ij:

Dk�ij ¼ 0 ½9�

With the spatial metric, �ij, and its inverse, �ij, in
hand, the standard formulas of tensor analysis can
be applied to compute the usual suite of geome-
trical tensors. All tensors thus computed, and
indeed, all tensors defined intrinsically to the
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hypersurfaces �(t) are called ‘‘spatial’’ tensors, and
have their indices (if any) raised and lowered with
�ij and �ij, respectively.

Thus, the Christoffel symbols of the second kind,
�i

jk, are given by

�i
jk ¼ 1

2 �
il @k�lj þ @j�lk � @l�jk

� �
½10�

Note that these quantities are symmetric in their last
two indices

�i
jk ¼ �i

kj ½11�

and that they can be used, as usual, in explicit
calculation of the action of the spatial covariant
derivative operator on an arbitrary tensor. In
particular, for the special cases of a spatial vector,
Vi, and a covector (1-form), Wi, one has

DiV
j ¼ @iV

j þ �j
ikVk ½12�

and

DiWj ¼ @iWj � �k
ijWk ½13�

respectively.
Given the Christoffel symbols, the components of

the spatial Riemmann tensor, denoted here Rijk
l, are

computed using

Rijk
l¼ @j�

l
ik � @i�

l
jk þ �m

ik �l
mj

� �m
jk�l

mi ½14�

Finally, the Ricci tensor, Ri
j, and Ricci scalar, R, are

defined in the usual fashion

Ri
j ¼ �ikRkj ¼ �ikRklj

l ½15�

R ¼ �ijRij ½16�

The reader should again note that all of the
tensors just defined ‘‘live’’ on each and every single
spacelike hypersurface, �(t), and are thus known as
hypersurface-intrinsic quantities. In particular, the
spatial Riemann tensor, Rijk

l, which encodes all
intrinsic geometric information about �(t), in no
way depends on how the slice is embedded in the
spacetime M�.

The next step in the 3þ 1 approach involves
rewriting the fundamental spacetime line element for
the squared proper distance, ds2, between two
spacetime events, P and Q, having coordinates x�

and x� þ dx�, respectively,

ds2 ¼ g��dx�dx� ½17�

As Figure 1 illustrates, a quick route to the 3þ 1
decomposition of the above expression, and thus of
the tensor g�� itself, is based on an application of
the ‘‘four-dimensional Pythagorean theorem.’’ In
setting up the calculation, one naturally identifies
four functions, the scalar lapse, �(t, xk), and the
vector shift, �i(t, xk), that encode the full coordi-
nate (gauge) freedom of the theory. That is,
complete specification of the lapse and shift is
equivalent to completely fixing the spacetime
coordinate system.

In light of the above discussion, and again
referring to Figure 1, one readily deduces the 3þ 1
decomposition of the spacetime line element:

ds2 ¼ ��2dt2 þ �ij dxi þ �idt
� �

dxj þ �jdt
� �

½18�

A rearranged form of this last expression is also
often seen in the literature:

ds2¼ ��2 þ �k�
k

� �
dt2 þ 2�kdxkdt

þ �ijdxidxj ½19�

The following useful identifications of the ‘‘time–
time,’’ ‘‘time–space,’’ and ‘‘space–space’’ pieces of
the spacetime metric, g��, follow immediately from
[19]:

g00 ¼ ��2 þ �i�i ½20�

g0i ¼ gi0 ¼ �i ¼ �ik�
k ½21�

gij ¼ �ij ½22�

This last relation is an example of a useful general
result; the purely spatial components, Qijk���, of a

α dt

βidt dx 
i

dx 
μ

Σ(t )

Σ(t + dt )

Figure 1 Spacetime displacement in the 3þ 1 approach,

following Misner, Thorne, and Wheeler (1973). Solid lines represent

surfaces of constant time, t ; that is, each solid line represents a

single spacelike hypersurface, �(t). Dotted lines denote trajectories

of constant spatial coordinate, that is, trajectories with xk = const.

The lapse function, �(t , xk ), encodes the (local) ratio between

elapsed coordinate time, dt, and elapsed proper time, d	 =� dt , for

an observer moving normal to the slices (i.e., for an observer with a

4-velocity, u�, identical to the hypersurface normal, n�). Similarly,

the shift vector, �i (t , xk ), describes the shift, �i (t , x i ) dt , in

trajectories of constant spatial coordinate – the dotted lines in the

figure – relative to motion perpendicular to the slices. The 3þ 1

form of the line element [18] then follows immediately from an

application of the spacetime version of the Pythagorean theorem.
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completely covariant, but otherwise arbitrary, space-
time tensor, Q������, constitute the components of a
completely covariant spatial tensor.

A straightforward calculation, which provides a
good exercise in the use of the 3þ 1 calculus,
yields the following equally useful identifications for
various pieces of the inverse spacetime metric: g��

g00 ¼ ���2 ½23�

g0i ¼ gi0 ¼ ��2�i ½24�

gij ¼ �ij � ��2�i�j ½25�

Since the Einstein field equations are equations
with, loosely speaking, geometry on one side and
matter on the other, tensors built from matter fields
must also be decomposed. In particular, it is
conventional to define tensors, 
, ji, and Sij that
result from various projections of the spacetime
stress energy tensor, T��, onto the hypersurface:


 � n�n�T
�� ½26�

ji � �n�T�
i ½27�

Sij � Tij ½28�

For observers with 4-velocities u� equal to n�, and
only for those observers with u� = n�, the above
quantities have the interpretation of the locally and
instantaneously measured energy density, momen-
tum density, and spatial stresses, respectively. As
with the geometric quantities, all of the matter
variables, 
, ji, and Sij defined in [26]–[28] are
spatial tensors and thus have their indices (if any)
raised and lowered with the 3-metric. Note that the
identification Sij = Tij is another illustration of
the general result mentioned in the context of the
previous identification of �ij and gij.

Finally, observing that time parameters are natu-
rally defined in terms of level surfaces (equipotential
surfaces), it should be no surprise that the covariant
components, n�, of the hypersurface normal field,

n�¼ ��; 0; 0; 0ð Þ ½29�

are simpler than the components, n�, of the normal
itself,

n�¼ ��1; ��1�i
� �

½30�

and, in fact, eqn [29] can also be deduced from a
quick study of Figure 1.

In the 3þ 1 approach, in addition to the 3-metric,
�ij(t, xk), and coordinate functions, �(t, xi) and
�(t, xi), it is convenient to introduce an additional
rank-2 symmetric spatial tensor, Kij(t, xk), known as

the extrinsic curvature (or second fundamental
form). This additional tensor is analogous to a
time derivative of �ij(t, xk), or, from a Hamiltonian
perspective, to a variable that is dynamically
conjugate to �ij(t, xk).

As the name suggests, the extrinsic curvature
describes the manner in which the slice �(t) is
embedded in the manifold (to be contrasted with
Rijk

l defined by [14] which is, as mentioned
previously, completely insensitive to the manner in
which the hypersurface is embedded in M�).

Geometrically, Kij is computed by calculating the
spacetime gradient of the normal covector field, n�,
and projecting the result on to the hypersurface,

Kij¼�1
2rinj ½31�

where it must be stressed that r� is the spacetime
covariant derivative operator compatible with the
4-metric, g��; that is, r�g�� = 0. A straightforward
tensor calculus calculation then yields the following,
which can be viewed as a definition of the Kij:

Kij ¼
1

2�
@t�ij þDi�j þDj�i

� �
½32�

Here, Di is the spatial covariant metric, compatible
with �ij(Dk�ij = 0), that was defined previously.
Observe that this equation can be easily solved for
@t�ij (this will be done below), and thus, in the 3þ 1
approach it is [32] that is the origin of the evolution
equations for the 3-metric components, �ij.

Einstein’s Equations in 3þ 1 Form

The Constraint Equations

As is well known, as a result of the coordinate (gauge)
invariance of the theory, general relativity is overdeter-
mined in a sense completely analogous to the situation
in electrodynamics with the Maxwell equations. One
of the ways that this situation is manifested is via the
existence of the constraint equations of general
relativity. Briefly, starting from the naive view that
the ten metric functions, g��(t, xi), that completely
determine the spacetime geometry are all dynamical –
that is, that they satisfy second-order-in-time equations
of motion – one finds that the Einstein equations do not
provide dynamical equations of motion for the lapse,
�, or the shift, �i. Rather, four of the field equations [1]
are equations of constraint for the ‘‘true’’ dynamical
variables of the theory, {�ij, @t�ij}, or, equivalently,
{�ij, Ki

j}. Note that in the following, the mixed
form, Ki

j, is at times used – again by convention – as
the principal representation of the extrinsic curvature
tensor (instead of Kij as previously, or Kij).
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Thus, four of the components of [1] can be
written in the form

C� �ij;K
i
j; @k�ij; @l@k�ij; @kKi

j

� �
¼T� ½33�

where T� depends only on the matter content in the
spacetime. Note that in addition to having no
dependence on @2

t �ij, the constraints are also
independent of � and �i.

If the Einstein equations [1] are to hold throughout
the spacetime, then the constraints [33] must hold on
each and every spacelike hypersurface, �(t), including,
crucially, the initial hypersurface, �(0). From the point
of view of Cauchy evolution, this means that the 12
functions, {�ij(0, xk), Ki

j(0, xk)}, constituting the grav-
itational part of the initial data, are not completely
freely specifiable, but must satisfy the four constraints

C� �ijð0; xkÞ;Ki
jð0; xkÞ; . . .

� �
¼T�ð0; xkÞ ½34�

However, provided initial data that do satisfy the
equations is chosen, then – as consistency of the
theory demands – the dynamical equations of
motion for the {�ij, Ki

j} (eqns [37] and [38] below)
guarantee that the constraints will be satisfied on all
future (or past) hypersurfaces, �(t). In this internal
self-consistency, the geometrical Bianchi identities,
r�G�� = 0, and the local conservation of stress
energy, r�T�� = 0, play crucial roles.

In the 3þ 1 approach, as one would expect, the
constraint equations further naturally subdivide into
a scalar equation

R� KijK
ij þ K2 ¼ 16�
 ½35�

and a (spatial) vector equation

DjK
ij �DiK ¼ 8�ji ½36�

where the energy and momentum densities, 
 and ji =
�ikjk, are given by [26]–[28]. Equations [35] and [36]
are often known as the Hamiltonian and momentum
constraint, respectively, not least since the behavior of
their solutions as X �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�ijxixj

p
!1 encodes the

conserved mass and linear momentum (four numbers)
that can be defined in asymptotically flat spacetimes.

In a general 3þ 1 coordinate system, and with an
appropriate choice of variables, the constraints can
be written as a set of quasilinear elliptic equations
for four of the {�ij, Ki

j} (or, more properly, for
certain algebraic combinations of the {�ij, Ki

j}).
Thus, especially for 2D and 3D calculations, the
setting of initial data for the Cauchy problem in
general relativity is itself a highly nontrivial mathe-
matical and computational exercise. Readers
wishing more details on this subject are directed to
the comprehensive review by Cook (2000).

The Evolution Equations

As discussed above, in the 3þ 1 form of the Einstein
equations [1], the spatial metric, �ij, and the
extrinsic curvature, Ki

j, are viewed as the dynamical
variables for the gravitational field. The remainder
of the 3þ 1 equations are thus two sets of six first-
order-in-time evolution equations; one set for �ij,

@t�ij ¼� 2��ikKk
j þ �k@k�ij

þ �ik@j�
k þ �kj@i�

k ½37�

and the other set for Ki
j,

@tK
i
j¼�k@kKi

j�@k�
iKk

jþ@j�
kKi

k�DiDj�

þ � Ri
jþKKi

jþ8� 1
2�

i
j S�
ð Þ�Si

j

� �� �
½38�

As also noted previously, the evolution equations
[37] for the spatial metric components, �ij, follow
from the definition of the extrinsic curvature [31].
The derivation of the equations for the extrinsic
curvature, on the other hand, require lengthy, but
well-documented, manipulations of the spatial com-
ponents of the field equations [1].

The (Naive) Cauchy Problem

A naive statement of the Cauchy problem for 3þ 1
numerical relativity is thus as follows: fix a speci-
fied number, N, of matter fields �A(t, xk), A =
1, 2, . . . , N, all minimally coupled to the gravita-
tional field, with a total stress tensor, T��, given by

T�� ¼
XN
A¼1

TA
�� ½39�

where TA
�� is the stress tensor corresponding to the

matter field �A. Choose a topology for �(0) (e.g., R3

with asymptotically flat boundary conditions; T3,
with no boundaries, etc.) This also fixes the
topology of M� to be R�the topology of �(0).

Next, freely specify eight of the 12 {�ij(0, xk),
Ki

j(0, xk)}, as well as initial values, �A(0, xk), for the
matter fields. Then determine the remaining four
dynamical gravitational fields from the constraints
[35] and [36]. This completes the initial data
specification.

One must now choose a prescription for the
kinematical (coordinate) functions, � and �i, so that
either explicitly or implicitly, they are completely fixed;
for the case of implicit specification, this may well
mean that the coordinate functions themselves will
satisfy PDEs, which, furthermore, can be of essentially
any type in practice (i.e., elliptic, hyperbolic, para-
bolic, . . .). Finally, with consistent initial data,
{�ij(0, xk), Ki

j(0, xk); �A(0, xk)}, in hand, and with a
prescription for the coordinate functions, the evolution
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equations [37] and [38] can be used to advance the
dynamical variables forward or backward in time.

The above description is naive since, apart from a
consistent mathematical specification, the most crucial
issue in the solution of a time-dependent PDE as a
Cauchy problem is that the problem be ‘‘well posed.’’
Roughly speaking, this means that solutions do not
grow without bound (‘‘blow-up’’) without physical
cause, and that small, smooth changes to initial data
yield correspondingly small, smooth changes to the
evolved data. In short, the Cauchy problem must be
stable, and whether or not a particular subset of
the equations displayed in this section yields a well-
posed problem is a complicated and delicate issue,
especially in the generic 3D case. The reader is thus
again cautioned against blind application of any of the
equations displayed in this article.

Boundary Conditions

In principle, because all spacelike hypersurfaces, �(t),
in a pure Cauchy evolution are edgeless – and provided
that the initial data {�ij(0, xk), Ki

j(0, xk); �A(0, xk)} is
consistent with asymptotic flatness, or whatever other
condition is appropriate given the topology of the
�(t) – there are essentially no boundary conditions to
be imposed on the dynamical variables, {�ij(t, xk),
Ki

j(t, xk)}, during Cauchy evolution. Note that asymp-
totic flatness generally requires that

lim
X!1

�ij ¼ fij þO
1

X

� �
½40�

and

lim
X!1

Ki
j ¼ O

1

X2

� �
½41�

where X is defined by

X �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�ijxixj

q
½42�

as previously, and fij is the flat 3-metric. Similarly,
should the lapse, �, and shift, �, be constrained by
elliptic PDEs – as is frequently the case in practice –
then the only natural place to set boundary condi-
tions is at spatial infinity, and then, provided that
the frame at spatial infinity is inertial, with
coordinate time t measuring proper time, one should
have

lim
X!1

� ¼ 1þO
1

X

� �
½43�

and

lim
X!1

�i ¼ O
1

X

� �
½44�

It is critical to note at this point, however, that in
the vast bulk of past and current work in numerical
relativity, including most of the ongoing work in
3D, the Einstein equations [1] have been solved, not
as a pure Cauchy problem, but as a mixed initial-
value/boundary-value (IBVP) problem. That is, in
the discretization process in which the continuum
equations [1] are replaced with algebraic equations,
the continuum domain [6]–[7] is typically replaced
with a truncated spatial domain

jxij 	 Xi
max ½45�

where the Xi
max are a priori specified constants

(parameters of the computational solution) that
define the extremities of the ‘‘computational box.’’
As one might expect, the theory underlying stability
and well-posedness of IBVP problems – especially
for differential systems as complicated as [1] – is
even more involved than for the pure initial-value
case, and is another very active area of research in
both mathematical and numerical relativity
(see, e.g., Friedrich and Nagy (1999)).

See also: Critical Phenomena in Gravitational Collapse;
Einstein Equations: Initial Value Formulation; Fluid
Mechanics: Numerical Methods; General Relativity:
Overview; Geometric Analysis and General Relativity;
Gravitational Waves; Hamiltonian Reduction of Einstein’s
Equations; Magnetohydrodynamics; Spacetime
Topology, Causal Structure and Singularities; Symmetric
Hyperbolic Systems and Shock Waves.
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Introduction

Consider a dynamical system with coordinates
qi (i = 1, . . . , n) and Lagrangian L(qi, q̇i) (field theory
is formally covered by regarding the spatial coordi-
nates as a continuous index). When going to the
Hamiltonian formulation, it is usually assumed that
the Legendre transformation between the velocities
q̇i and the momenta

pi ¼
@L

@ _qi
½1�

can be inverted to yield the velocities as functions of
the q’s and the p’s. This ‘‘regular’’ situation occurs
for most systems appearing in standard classical
mechanics and enables one to proceed to the
Hamiltonian formulation of the theory without
difficulty.

In field theory, however, the regular case is the
exception rather than the rule. This is due to gauge
invariance and first-order Lagrangians.

� Gauge invariance A system possesses gauge sym-
metries if it is invariant under transformations that
involve arbitrary functions of time (gauge trans-
formations). In that case, the solution of the
equations of motion with given initial data is not
unique, since it is always possible to perform a
gauge transformation in the course of the evolution
without changing the initial data. It is then clear
that the Legendre transformation cannot be inver-
tible, for if it were, one could rewrite the equations

of motion in the standard canonical form
q̇i = @H=@pi, ṗi = �@H=@qi. These canonical
equations are in normal form and have a unique
solution for given initial data, which would
contradict the presence of a gauge symmetry.

A simple example that illustrates this phenom-
enon is given by the following model for three
variables q1, q2, and �, the Lagrangian of which
reads

L ¼ 1
2 ð _q1 � �Þ2 þ ð _q2 � �Þ2
� �

½2�

This model is inspired by electromagnetism: the
variables q1 and q2 play a role somewhat similar
to that of the spatial components of the vector
potential, while � corresponds to the temporal
component. The Lagrangian is invariant under the
gauge transformations

q1 ! q1 þ "; q2 ! q2 þ "; �! �þ _" ½3�

where " is an arbitrary function of time. The
conjugate momenta are

p1 ¼ _q1 � �; p2 ¼ _q2 � �; �� ¼ 0

One cannot invert the Legendre transformation
since one cannot express the velocity _� in terms of
the momenta.
� First-order Lagrangians Fermionic fields obey

first-order equations. Their Lagrangian is linear
in the derivatives, so that the conjugate momenta
pi depend on the coordinates qi only. It is then
clearly impossible to express the velocities in
terms of the momenta through the Legendre
transformation. More generally, any first-order
Lagrangian with or without gauge symmetry leads
to a noninvertible Legendre transformation.
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A simple system that exhibits this feature is
described by the Lagrangian

L ¼ z2 _z1 � 1
2 ðz2Þ2 ½4�

for two bosonic degrees of freedom (z1, z2). This
is in fact the canonical form of the Lagrangian for
a free particle in one dimension (z2 is the
momentum conjugate to the position z1): the
system is already in Hamiltonian form. There is
no gauge invariance, but because the Lagrangian
is first order, the Legendre transformation with
[4] as starting point,

p1 ¼ z2; p2 ¼ 0 ½5�

is non invertible for the velocities (which do not
even appear in the formulas for the momenta).

Dirac showed how to develop the Hamiltonian
formalism in the case when the Legendre transfor-
mation is not invertible. One can still reformulate
the equations in phase space and write them in terms
of brackets with the Hamiltonian, but a new major
feature emerges, namely the canonical variables are
no longer free. Rather, the permissible phase-space
points are constrained to be on the so-called
‘‘constrained surface.’’ For this reason, systems for
which the Legendre transformation is not invertible
are also called ‘‘constrained Hamiltonian systems.’’
We shall adopt this terminology here.

The purpose of this article is to explain the main
ideas underlying the Dirac method. To simplify the
discussions and to focus on the features peculiar to
the Dirac construction, we shall assume as a rule
that all necessary smoothness conditions are fulfilled
by the functions, surfaces, etc., appearing in the
formalism. How to develop the analysis when some
of the smoothness conditions are not fulfilled is of
definite interest but goes beyond the scope of this
review. We shall also assume, for definiteness, that
all the variables are bosonic in order to avoid
straightforward but somewhat cumbersome sign
factors in the formulas.

General Theory

Dirac Algorithm

Primary constraints When the Legendre transfor-
mation [1] cannot be inverted, the momenta pi’s do
not span an n-dimensional space but are constrained
by relations

�mðq; pÞ ¼ 0; m ¼ 1; . . . ;M ½6�

which follow from their definition. These equations
reduce to identities when the momenta are replaced

by their expression [1] in terms of the coordinates
and the velocities. They are called primary con-
straints. We shall assume that the matrix

@ð�mÞ
@ðpi; qiÞ

is everywhere of constant (maximum) rank M on the
phase-space surface defined by eqns [6] which is
assumed to be smooth. This surface is of dimension
2n�M.

Canonical Hamiltonian The next step in the Dirac
procedure is to define the canonical Hamiltonian H
through

H ¼ _qipi � L ½7�

As shown by Dirac, H can be re-expressed as a
function H(q, p) of the momenta and the coordi-
nates, even when the Legendre transformation is not
invertible: the canonical Hamiltonian H depends on
the velocities only through the pi’s. Furthermore, the
original equations of motion in Lagrangian form are
equivalent to the Hamiltonian equations

_qi ¼ @H

@pi
þ um @�m

@pi
½8�

_pi ¼ �
@H

@qi
� um @�m

@qi
½9�

�mðq; pÞ ¼ 0 ½10�

where the um’s are parameters, some of which will
be determined through the consistency algorithm to
be discussed shortly. (In [7]–[9] and everywhere
below, there is a summation over the repeated
indices.)

Secondary constraints The equations of motion [8]
and [9] can be rewritten as

_F ¼ ½F;H� þ um½F; �m� ½11�

where F = F(q, p) is any function of the canonical
variables. Here, the Poisson bracket is defined as
usual by

½G; F� ¼ @G

@qi

@F

@pi
� @G

@pi

@F

@qi
½12�

If one takes for F one of the primary constraints
�m, one should get zero, _�m = 0. This yields the
consistency conditions

½�m;H� þ um0 ½�m; �m0 � ¼ 0 ½13�

These conditions can imply further restrictions on the
canonical variables and/or impose conditions on the
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variables um. Any new relation X(q, p) = 0 on the
canonical variables leads, in turn, to a further consis-
tency condition Ẋ = [X, H]þ um0 [X,�m0] = 0, which
can bring in either further restriction on the constraint
surface or fix more variables um. Constraints that
follow from the consistency algorithm are called
‘‘secondary constraints.’’ Finally, one is left with a
certain number of secondary constraints, which are
denoted by �k = 0, k = Mþ 1, . . . , Mþ K. We assume
again that all the constraints (primary and secondary)
define a smooth surface, called the ‘‘constraint surface,’’
and fulfill the condition that @(�k)=@(qi, pi) is of
maximum rank J �Mþ K on the constraint surface.
(We also assume for simplicity that there is no
branching in the consistency algorithm.)
Restrictions on the u’s Having a complete set of
constraints

�j ¼ 0; j ¼ 1; . . . ;Mþ K � J ½14�

we can now investigate more precisely the restric-
tions on the variables um. These read

½�j;H� þ um½�j; �m� � 0; j ¼ 1; . . . ; J ½15�

where the notation � means ‘‘equal modulo the
constraints.’’ In [15], m is summed from 1 to M.
Equations [15] are a set of J linear, inhomogeneous
equations for the u’s, with coefficients that are
functions of the canonical variables qi, pi. The
general solution of this system is of the form

um ¼ Um þ uaVm
a ½16�

where Um is a particular solution and where the Vm
a

(a = 1, . . . , A) provide a complete set of independent
solutions of the homogeneous system

Vm
a ½�j; �m� � 0 ½17�

The coefficients ua(a = 1, . . . , A) are completely
arbitrary.

We thus see the emergence of another new feature
in the theory, in addition to the appearance of
constraints. It is that the general solution of the
equations of motion may contain arbitrary functions
of time (when A 6¼ 0), in agreement with the
possible presence of a gauge symmetry.
First- and Second-Class Constraints

First- and second-class functions A function F(q, p)
is called a first-class function if it generates a
canonical transformation that maps the constraint
surface on itself. Thus, F(q, p) is first class if its
Poisson brackets with all the constraints vanish
weakly (i.e., are zero on the constraint surface),

½F; �j� � 0; j ¼ 1; . . . ; J ½18�

A function is second class otherwise, that is, if there
is at least one constraint �j such that [F,�j] 6¼ 0
(not even weakly). Second-class functions generate
canonical transformations that do not leave the
constraint surface invariant. Since canonical trans-
formations that map the constraint surface on itself
form a group, the Poisson bracket of two first-class
functions is itself a first-class function.

Because the system is constrained to lie on the
constraint surface, the only allowed canonical
transformations are those that are generated by
first-class functions. The importance of the distinc-
tion between first-class and second-class functions
stems from this elementary fact. Note, in particular,
that the time evolution is generated – as it should –
by a first-class generator since the equations of
motion [11] can be rewritten as

_F � ½F;H0� þ ua½F;Vm
a �m� ½19�

with

H0 ¼ H þUm�m ½20�

One has both [H0,�m] � 0 and [Vm
a �m, �j] � 0.
Splitting of the constraints One can separate
the constraints between first-class and second-class
constraints. This can be achieved by considering the
matrix Cjj0 of the Poisson bracket of the constraints,

Cjj0 ¼ ½�j; �j0 �; j; j0 ¼ 1; . . . ; J ½21�

One has the following theorem due to Dirac.

Theorem 1 If det Cjj0 � 0, there exists at least one
first-class constraint among the �j’s.
Proof Straightforward: if det Cjj0 � 0, one can find
a nontrivial solution �j of �jCjj0 � 0. The corre-
sponding constraint �j�j is easily verified to be first
class.

By redefining the constraints as �j ! ��j = aj
j0�j0

with aj
j0 (q, p) invertible, one can bring the Poisson

brackets of the constraints to the form

½�a; �b� ¼ 0; ½�a; ��� ¼ 0; ½��;��� ¼ C�� ½22�

with ( ��j) � (�a,��) and where the matrix C�� is
invertible. (We assume, for simplicity, throughout
that the rank of the matrix Cjj0 is constant on the
constraint surface (‘‘regular case’’).) In this repre-
sentation, the constraints are completely split into
first-class constraints (�a) and second-class
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constraints (��): there is no first-class constraint left
among the ��’s, and the set {�a} exhausts all the
first-class constraints. Note that now the index
a = 1, . . . , A, Aþ 1, . . . , �A runs over all (primary and
secondary) first-class constraints.

This separation of the constraints into first-class
and second-class constraints is quite important
because, as already seen above, the first-class
constraints generate admissible canonical transfor-
mations, while the second-class constraints do not.

For a bosonic system, the matrix C�� is antisym-
metric. As C�� is invertible, this implies that the
number of second-class constraints is even. In the
fermionic case, C�� is symmetric (in the fermionic
sector) and, therefore, the number of second-class
constraints can be even or odd.
First-class constraints and gauge symmetries The
first-class constraints not only map the constraint
surface on itself, but generate, in fact, transforma-
tions that do not change the physical state of the
system, that is, gauge transformations. Indeed, the
presence of arbitrary functions in the solutions of
the equations of motion indicates that the q’s and
the p’s involve some redundancy and are not all
physically distinct. Only those phase-space functions
whose time evolution does not depend on the
arbitrary functions ua are observables.

That the first-class constraints generate gauge
transformations is rather clear in the case of the
first-class primary constraints, since these appear
explicitly in the generator of the time evolution
multiplied by arbitrary functions. That it also holds
for the first-class secondary constraints is known as
the ‘‘Dirac conjecture.’’ This conjecture can be
proved under reasonable assumptions (see, e.g.,
Henneaux et al. 1990). The reason that the
secondary first-class constraints also correspond to
gauge transformations is that they appear in the
brackets of the Hamiltonian with the primary first-
class constraints. Thus, different choices of arbitrary
functions ua in the dynamical equations of motion
will lead to phase-space points that differ by a
canonical transformation whose generator involves
the secondary first-class constraints as well.

In any case, as noted below, one must identify the
phase-space points in the same orbit generated by all
the first-class constraints (primary and secondary) in
order to get a reduced space with a symplectic
structure (‘‘reduced phase space’’). For this reason,
one postulates that the first-class constraints always
generate gauge transformations, even for systems
which are counterexamples to the Dirac conjecture
(i.e., in that case, one defines the gauge
transformations as being the transformations gener-
ated by the first-class constraints).

The extended Hamiltonian HE is defined to be the
sum of the first-class Hamiltonian [20] and of all the
first-class constraints �a multiplied by an arbitrary
Lagrange multiplier,

HE ¼ H0 þ va�a ½23�

(with a summed from 1 to �A). It is the generator of
the time evolution in which the complete gauge
symmetry is fully displayed.
Elimination of second-class constraints – Dirac
brackets Second-class constraints do not generate
permissible canonical transformations, since they do
not map the constraint surface on itself. For this
reason, it is convenient to eliminate them. This can
consistently be done by using the Dirac brackets
instead of the Poisson brackets. By definition, the
Dirac bracket [F, G]D of two phase-space functions
F and G is given by

½F;D�D ¼ ½F;G� � ½F; ���C��½��;G� ½24�

where C�� is the inverse to C��,

C��C�� ¼ 	��
(which exists since the ��’s are second class). As
shown by Dirac, the bracket [24] is indeed a bracket
(antisymmetry, derivation property, and Jacobi
identity). Furthermore, it fulfills the crucial property
that the Dirac bracket of anything with any second-
class constraint is zero,

½F; ���D ¼ 0 ðF arbitraryÞ ½25�

Thus, one can consistently eliminate the second-class
constraints and replace the Poisson bracket by the
Dirac bracket. Once this is done, one has fewer
canonical variables and only first-class constraints
remain (if any). It also follows from the definition
that the Dirac bracket of two first-class functions is
equal to their Poisson bracket.
Gauge conditions One can push the reduction
procedure further and eliminate the first-class con-
straints by means of gauge conditions. Gauge condi-
tions Ca = 0 are conditions on the phase-space
variables which do not follow from the Lagrangian
and which have the property that they cut each gauge
orbit once and only once. Since the gauge transfor-
mations are generated by the first-class constraints,
this requirement is (locally) equivalent to

½Ca; �b�"b � 0 ) "b � 0 ½26�
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That is, the constraints (�a, Cb) form together a
second-class system: there is no first-class constraint
left once the conditions Ca = 0 are included. One
can then eliminate all the constraints and gauge
conditions and introduce the corresponding Dirac
bracket. For gauge-invariant functions, this Dirac
bracket coincides with the original Poisson bracket.

The reduced phase space is the unconstrained
space obtained after this reduction, equipped with
the Dirac bracket. It has dimension 2n� s� 2�A,
where 2n is the dimension of the original phase
space, s is the number of second-class constraints,
and �A is the number of first-class constraints. In the
bosonic case, this number is even (as it should)
because s is even. One sees that ‘‘first-class con-
straints strike twice’’ since they need gauge
conditions.

The observables of the theory are the reduced
phase-space functions. They form a Poisson algebra,
the relevant reduced phase-space bracket being the
Dirac bracket associated with all the constraints and
gauge conditions. The symplectic structure defined
in the reduced phase space is nondegenerate because
one has removed all the first-class constraints.

The definition of reduced phase space given above
is useful in practice but has the conceptual
drawback of relying on gauge conditions. This
approach does not display clearly its intrinsic
significance and, furthermore, in the case of the
so-called Gribov problems (global obstructions to
cutting each gauge orbit once and only once), may
yield the incorrect expectation that the reduced
phase space does not exist. We shall provide a more
intrinsic definition below, which does not involve
gauge conditions.
Examples
First example (see eqn [2]). There is here one
primary constraint, namely �� = 0. The canonical
Hamiltonian is (1=2)((p1)2 þ (p2)2)þ �(p1 þ p2).
The consistency algorithm yields the secondary
constraint p1 þ p2 = 0 and no condition on the u’s.
The constraints are first class. They generate the
gauge transformations q1 ! q1 þ ", q2 ! q2 þ ",
and � ! �þ 
, which coincide with the Lagrangian
gauge transformations if one identifies 
 with _"
(" and _" are, of course, independent at any given
time). One can fix the gauge by means of the gauge
conditions �= 0, q1 þ q2 = 0. The reduced phase
space is two-dimensional and the observables can
be identified with the functions of the gauge-
invariant variables (1=2)(q1 � q2) and p1 � p2,
which are conjugate. Any other gauge condition
leads to the same reduced phase space.
Second example (see eqn [4]). The primary
constraints are p1 � z2 = 0 and p2 = 0 and define a
two-dimensional plane in the four-dimensional
phase space (z1, z2, p1, p2). The consistency algo-
rithm forces u1 = z2 and u2 = 0 and does not bring
any further constraint. The constraints are second
class since [p2, p1 � z2] = 1. One can eliminate p1

and p2 through the constraints. The Dirac brackets
of the remaining variables vanish, except
[z1, z2] = 1. The reduced phase is the space of the
z’s, with z2 conjugate to z1. The Hamiltonian is the
free-particle Hamiltonian , H = (1/2)(z2)2. Thus, one
recovers the original description which was already
in Hamiltonian form. (The recognition that a system
is already in first-order form often enables one to
shortcut some aspects of the Dirac procedure by not
introducing the unnecessary momenta which would
in any case be eliminated in the end.)
Quantization

The phase space of physical interest is the reduced
phase space and the physical algebra is the algebra
of the observables. The quantization of the theory
then amounts to quantizing the algebra of the
observables. This can be achieved along two
different lines:

1. Reduce then quantize: In this direct approach,
one represents as quantum operators only the
reduced phase-space functions. There is no
operator associated with non-gauge-invariant
functions.

2. Quantize then reduce: In this approach, one
represents as quantum operators the bigger alge-
bra of functions of all the phase-space variables.
One must then take into account the constraints.
The second-class constraints are enforced as
operator equations, which is consistent with the
correspondence rule that the commutator in the
quantum theory is i�h times the Dirac bracket,

AB� BA ¼ i�h½A;B�D ½27�

(plus higher-order terms in �h). The first-class
constraints are implemented in a more subtle
way. It would be inconsistent to impose them as
operator equations since in general [�a, F]D 6¼ 0
(even in the Dirac bracket). What one does is to
impose them as conditions on the physical states:
these are defined as the states annihilated by the
first-class constraints,

�aj i ¼ 0 ½28�

For simple systems, it is easy to verify that the two
procedures are equivalent. There is yet another
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approach, in which one extends the system rather
than reduce it. This is the Becchi–Rouet–Stora–
Tyutin (BRST) approach, in which the new variables
are called ghosts.
Geometric Description

We defined above first-class and second-class
constraints through algebraic means. It turns out
that these definitions also have a geometrical
interpretation, which sheds considerable insight
into their nature.

The phase-space symplectic 2-form � induces, by
pullback, a 2-form �� on the constraint surface �.
While � is of maximal rank, this may not be the case
for the induced ��, which may be degenerate. In
fact, the rank of �� fails to be equal to the
maximum rank 2n� J (where J is the total number
of constraints) by precisely the number �A of first-
class constraints.

Indeed, the Hamiltonian vector fields X�a associated
with the first-class constraints are tangent to the
constraint surface � and are null eigenvectors of ��,

��ðX�a;YÞ ¼ 0 8Y tangent to � ½29�

as an immediate consequence of the first-class
property. Here, all first-class constraints (primary
and secondary) yield a null eigenvector. The integral
surfaces of the vector fields X�a are the gauge orbits.
The reduced phase space is nothing else but the
quotient space of the constraint surface by the gauge
orbits. The 2-form induced in the quotient space is
invertible because one has removed all degeneracy
directions (including the ones associated with sec-
ondary first-class constraints). Reaching the reduced
phase space falls under the scope of Hamiltonian
reduction. The observables are the functions on the
reduced phase space.

Thus, the reduced phase space is obtained through
a two-step procedure. First, one restricts the functions
to functions on the constraint surface �. One may
view the algebra C1(�) of smooth functions on � as
the quotient algebra C1(P)=N of the algebra C1(P)
of smooth phase-space functions by the ideal N of
phase-space functions that vanish on the constraint
surface �. The second step in the reduction procedure
is to impose the gauge-invariant condition on the
functions in C1(�), that is, to impose that they are
constant along the gauge orbits O. Assuming all
necessary smoothness and regularity conditions to be
fulfilled (i.e., that the orbits fiber which is, for
instance, the case if the gauge orbits are the orbits
of a free and proper group action), one may denote
the algebra of observables as C1(�=O). This algebra
is a Poisson algebra because the induced 2-form on
the quotient space �=O is nondegenerate. The
algebraic description of the observables underlies the
BRST construction.

It is interesting to note that in the covariant
approach to phase space, a similar two-step reduc-
tion procedure occurs. What plays the role of the
constraint surface is the stationary surface in the
space of all histories qi(t) of the dynamical variables.
The gauge symmetry acts on this space and the
reduced phase space is just the quotient space. One
can establish the equivalence of the two descriptions
(Barnich et al. 1991).

See also: Batalin–Vilkovisky Quantization; BRST
Quantization; Canonical General Relativity; Operads;
Perturbative Renormalization Theory and BRST;
Quantum Dynamics in Loop Quantum Gravity; Quantum
Field Theory: A Brief Introduction.
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Euclidean Quantum Fields

The construction of a relativistic quantum field is
still an open problem for fields in spacetime
dimension d � 4. The conceptual difficulty that
sometimes led to fear an incompatibility between
nontrivial quantum systems and special relativity
has however been solved in the case of dimension
d = 2, 3 although, so far, has not influenced the
corresponding debate on the foundations of quan-
tum mechanics, still much alive.

It began in the early 1960s with Wightman’s work
on the axioms and the attempts at understanding the
mathematical aspects of renormalization theory and
with Hepps’ renormalization theory for scalar fields.
The breakthrough idea was, perhaps, Nelson’s
realization that the problem could really be studied
in Euclidean form. A solution in dimensions d = 2, 3
has been obtained in the 1960s and 1970s through a
remarkable series of papers by Nelson, Glimm,
Jaffe, and Guerra. While the works of Nelson and
Guerra relied on the ‘‘Euclidean approach’’ (see
below) and on d = 2, the early works of Glimm and
Jaffe dealt with d = 3 making use of the ‘‘Minkowskian
approach’’ (based on second quantization) but
making already use of a ‘‘multiscale analysis’’
technique. The latter received great impulsion and
systematization by the adoption of Wilson’s views
and methods on renormalization: in physics termi-
nology, renormalization group methods; a point of
view taken here following the Euclidean approach.
The solution dealt initially with scalar fields but it
has been subsequently considerably extended.

The Euclidean approach studies quantum fields
through the following problems:

1. existence of the functional integrals defining the
generating functions (see below) of the probabil-
ity distribution of the interacting fields in finite
volume: the ‘‘ultraviolet stability problem,’’

2. existence of the infinite-volume limit of the
generating functions: the ‘‘infrared problem,’’
and

3. check that the infinite volume generating
functions satisfy the axioms needed to pass
from the Euclidean, probabilistic, formulation
to a Minkowskian formulation guaranteeing
the existence of the Hamiltonian operator,

relativistic covariance, Ruelle–Haag scattering
theory: the ‘‘reconstruction problem.’’

The characteristic problem for the construction of
quantum fields is (1) and here attention will be
confined to it with the further restriction to the
paradigmatic massive scalar fields cases. The dimen-
sion d of the spacetime will be d = 2, 3 unless
specified otherwise.

Given a cube � of side L, ��Rd, consider the
following functional integral on the space of the fields on
�, that is, on functions ’(�N)

x defined for x 2 �,

ZNð�; f Þ¼
Z

exp

�
�
Z

�

�N’
ð�NÞ4
x þ �N’

ð�NÞ2
x

�
þ�N þ fx’

ð�NÞ
x

�
dx
�

PNðd’ð�NÞÞ ½1�

The fields ’(�N)
x are called ‘‘Euclidean’’ fields with

ultraviolet cutoff N> 0, fx is a smooth function with
compact support bounded by jfxj � 1 (for definiteness),
the constants �N > 0,�N, �N are called ‘‘bare cou-
plings,’’ and PN is a Gaussian probability distribution
defining the free-field distribution with mass m and
ultraviolet cutoff N; the probability distribution PN

is determined by its ‘‘covariance’’ C (�N)
x, h =

def R’(�N)
x

’(�N)
h dPN, which in the physics literature is called a

‘‘propagator,’’ given by

C
ð�NÞ
x;h ¼ 1

ð2�Þd
X
n2Zd

Z
eip�ðx�hþnLÞ

p2 þm2
�NðjpjÞddp ½2�

The sum over the integers n 2 Zd is introduced so that
the field ’(�N)

x is periodic over the box �: this is not
really necessary as in the limit L!1 either translation
invariance would be recovered or lack of it properly
understood, but it makes the problem more symmetric
and generates a few technical simplifications; here
�N(z) is a ‘‘regularizer’’ and a standard choice is

�NðjpjÞ¼
m2ð�2N � 1Þ
p2 þ �2Nm2

with � > 1, which is such that

�NðjpjÞ
p2 þm2

� 1

p2 þm2
� 1

p2 þ �2Nm2

�
XN
h¼1

1

p2 þ �2ðh�1Þm2
� 1

p2 þ �2hm2

� �
½3�

here � > 1 can be chosen arbitrarily: so �= 2. If
d> 3, the above regularization will not be sufficient
and a �N decaying faster than p�2 would be needed.
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A simple estimate yields, if " 2 (0, 1) is fixed and c
is suitably chosen,���Cð�NÞ

x;h

��� � c�ðd�2ÞNe�mjx�hj���Cð�NÞ
x;h � C

ð�NÞ
x;h0

��� � c�ðd�2ÞNð�Nmjh� h0jÞ" ½4�

with �(d�2)N interpreted as N if d = 2.
The

�ðf Þ¼ log
ZNð�; f Þ
ZNð�; 0Þ

defines a ‘‘generating function’’ of a probability
distribution Pint over the fields on � which will be
called the ‘‘distribution with ’4-interaction’’ regu-
larized on � and at length scale m�1��N: the
integral, in [1],

VN ’ð�NÞ
� �

¼def�
Z

�

�
�N’

ð�NÞ4
x þ �N’

ð�NÞ2
x

þ �N þ fx’
ð�NÞ
x

�
ddx ½5�

will be called the ‘‘interaction potential’’ with
external field f. The regularization is introduced to
guarantee that the integral [1],

R
eVN dPN, is well

defined if �N > 0. The momenta of Pint are the
functional derivatives of �(f ): they are called
‘‘Schwinger functions.’’

The problem (1) can now be made precise: it is to
show the existence of �N,�N, �N so that the limit

lim
N!1

ZNð�; f Þ
ZNð�; 0Þ

exists for all f and is not Gaussian, that is, it is not
the exponential of a quadratic form in f: which
would be the case if �N,�N! 0 fast enough: the last
requirement is of course essential because the
Gaussian case describes, in the physical interpreta-
tion, free fields and noninteracting particles, that is,
it is trivial. Note that �N does not play a role: its
introduction is useful to be able to study separately
the numerator and the denominator of the fraction

ZNð�; f Þ
ZNð�; 0Þ

For more details, the reader is referred to Wightman
and Gärding (1965), Streater and Wightman (1964),
Nelson (1966), Guerra (1972), Osterwalder and
Schrader (1973), and Simon (1974).

The Regularized Free Field

Since the propagator, see [4], decays exponentially
over a scale m�1 and is smooth over a scale m�1��N,

the fields ’(�N)
x sampled with distribution PN

are rather singular objects. Their properties cannot be
described by a single length scale: they are extremely
large for large N, take independent values only beyond
distances of order m�1 but, at the same time, they look
smooth only on the much smaller scale m�1��N. Their
essential feature is that fixed "< 1, for example,
"= 1=2, with PN-probability 1 there is B> 0 such
that (interpreting �(d�2)=2N as N if d = 2)

’
ð�NÞ
x

��� ��� � B�Nðd�2Þ=2

’
ð�NÞ
x � ’ð�NÞ

h

��� ��� < B�Nðd�2Þ=2 �Nmjx � hj
� �"=2 ½6�

and furthermore the probability of the relations in
[6] will be N-independent, that is, ’(�N)

x are
bounded and roughly of size �N(d�2)=2 as N!1
and, on a very small length scale m�1��N, almost
constant.

Substantial control on the field ’(�N)
x statisti-

cally sampled with distribution PN can be obtained
by decomposing it, through [3], into ‘‘components
of various scales’’: that is, as a sum of statistically
mutually independent fields whose properties
are entirely characterized by a single scale of length.
This means that they have size of order 1 and
are independent and smooth on the same length
scale.

Assuming the side of � to be an integer multiple
of m�1, let Qh be a pavement of � into boxes of
side m�1��h, imagined hierarchically arranged so
that the boxes of Qh are exactly paved by those of
Qhþ1.

Define z(h)
x to be the random field with propa-

gator C(h)
x, h with Fourier transformX
n2Zd

1

p2 þ ��2m2
� 1

p2 þm2

� �
ein�p L�h

so that ’(�N)
x and its propagator C(�N)

x, h can be repre-
sented, see [2], [3], as

’
ð�NÞ
x �

XN
h¼1

� hðd�2Þ=2z
ðhÞ
�hx

C
ð�NÞ
x;h ¼

XN
h¼1

� hðd�2ÞC
ðhÞ
�hx;�hh

½7�

where the fields z(h) are independently distributed
Gaussian fields. Note that the fields z(h) are also
almost identically distributed because their propa-
gator is obtained by periodizing over the period �hL
the same function

C
ð0Þ
x;h ¼

def
Z

eip�ðx�hÞdp

ð2�Þd
1

p2 þ ��2m2
� 1

p2 þm2

� �
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that is, their propagator is

C
ðhÞ
x;h ¼

X
n2Zd

C
ð0Þ
x;hþ�hnL

The reason why they are not exactly equally
distributed is that the field z(h)

x is periodic with
period �hL rather than L. But proceeding with care
the sum over n in the above expressions can be
essentially ignored: this is a little price to pay if one
wants translation invariance built in the analysis
since the beginning.

The representation [7] defines a ‘‘multiscale
representation’’ of the field ’(�N)

x . Smoothness
properties for the field ’(�N)

x can be read from
those of its ‘‘components’’ z(h). Define, for �2Q0,

������zðhÞ������
�
¼ max

x2�;h2�

jx�hj�m�1

z
ðhÞ
x

��� ���þ 	 z
ðhÞ
x � z

ðhÞ
h

��� ���
x � hj j1=4

0@ 1A ½8�

and 	 will be chosen 	 = 0 or 	 = 1 as needed (in
practice 	 = 0 if d = 2 and 	 = 1 if d = 3): 	 = 1 will
allow us to discuss some smoothness properties of
the fields which will be necessary (e.g., if d = 3).
Then the size jjzjj� of any field z(h), for all h� 1, is
estimated by

P
�

max
��Q0

jjzjj� � B
�
� e�ce�c0B2 j�j

Pðjjzjj� � B�; 8� 2 DÞ�
Y
�2D

ce�c0B2
�

½9�

where P is the Gaussian probability distribution of
z, D is any collection of boxes � 2 Q0 and c, c0> 0
are suitable constants. The [9] imply in particular
[6]. The estimates [9] follow from the Markovian
nature of the Gaussian field z(h), that is, from the
fact that the propagator is the Green’s function of an
elliptic operator (of fourth order, see the first of [3]),
with constant coefficients which implies also the
inequalities (fixing "2 (0, 1))���CðhÞx;h

��� � ��� Z zxzhPðdzÞ
��� � ce�mc0jx�hj���CðhÞx;h � C

ðhÞ
x;h0

��� � cðmjh� h0jÞ"
½10�

where jx � hj is reinterpreted as the distance
between x, h measured over the periodic box �h�
(hence jx � hj differs from the ordinary distance
only if the latter is of the order of �hL). The
interpretation of [10] is that z(h)

x are essentially
bounded variables which, on scale 	m�1, are
essentially constant and furthermore beyond length
	m�1 are essentially independently distributed.

For more details, the reader is referred to Wilson
(1970, 1972) and Gallavotti (1981, 1985).

Perturbation Theory

The naive approach to the problem is to fix �N �
�> 0 and to develop ZN(�, f ) or, more conveniently
and equivalently, (1=j�j) log ZN(�, f ) in powers of �.
If one fixes a priori �N, �N independent of N,
however, even a formal power series is not possible:
this is trivially due to the divergence of the
coefficients of the power series, already to second
order, for generic f in the limit N!1. Nevertheless
it is possible to determine �N(�), �N(�) as functions
of N and � so that a formal power series exists (to
all orders in �): this is the key result of renormaliza-
tion theory.

To find the perturbative expansion, the simplest is
to use a graphical representation of the coefficients of
the power expansion in �,�N, �N, f and the Gaussian
integration rules which yield (after a classical
computation) that the coefficient of �n�

p
Nfx1

. . . fxr
is

obtained by considering the graph elements shown in
Figure 1, where the segments will be called half-lines
and the graph elements will be called, respectively,
‘‘coupling’’ or ‘‘’4-vertex,’’ ‘‘mass vertex,’’ ‘‘vacuum
vertex,’’ and ‘‘external vertex.’’

The half-lines of the graph elements are consid-
ered distinct (i.e., imagine a label attached to
distinguish them). Then consider all possible con-
nected graphs G obtained by first drawing, respec-
tively, n, p, r graph elements in Figure 1, which are
not vacuum vertices, with their nodes marked by
points in � named x1, . . . , xn, xnþ1, . . . , xnþpþr; and
form all possible graphs obtained by attaching pairs
of half-lines emerging from the vertices of the graph
elements. These are the ‘‘nontrivial graphs.’’
Furthermore, consider also the single ‘‘trivial’’
graph formed just by the third graph element and
consisting of a single point. All graphs obtained in
this way are particular Feynman graphs.

Given a nontrivial graph G (there are many of
them) we define its value to be the product

WGðx1; . . . ; xn; xnþ1; . . . ; xnþpþrÞ

¼ ð�1Þnþpþr
�n�

p
N

Q
fxnþpþj

n!p!r!

Y
‘

C
ð�NÞ
x‘;h‘

½11�

where the last product runs over all pairs ‘= (x‘, h‘)
of half-lines of G that are joined and connect two
vertices labeled by points x‘, h‘: ‘‘call line of G’’ any
such pair. If the graph consists of the single vacuum

ξ ξ ξ ξ

Figure 1 The graph elements to representing ’(�N)4

 ,’(�N)2,

a constant ’(�N).
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vertex its value will be �N. The series for
(1=j�j) log ZN(�, f ) is then

��N þ
1

j�j
X

G

Z
WGðx1; . . . ; xnþpþrÞ

Ynþpþr

j¼1

dxj ½12�

and the integral will be called the integrated graph
value.

Suppose first that �N = �N = 0. Then if a graph G
contains subgraphs like in Figure 2, the correspond-
ing respective contribution to the integral in [12]
(considering only the integrals over h and suitably
taking care of the combinatorial factors) is a factor
obtained by integrating over x the quantities

�6�C
ð�NÞ
ax C

ð�NÞ
xx C

ð�NÞ
xb

or
42 � 3!

2!
�2C

ð�NÞ
ax

Z
C
ð�NÞ3
xh C

ð�NÞ
hb dh

½13�

which if d = 3 diverge as N!1 as �N or, respec-
tively, as N; the second factor does not diverge in
dimension d = 2 while the first still diverges as N. The
divergences arise from the fact that as x � h! 0 the
propagator behaves as jx � hj�N if d = 3 or as
�log jx � hj if d = 2, all the way until saturation
occurs at distance jx � hj ’ m�1��N: for this reason
the latter divergences are called ‘‘ultraviolet
divergences.’’

However, if we set �N 6¼ 0, then for every graph
containing a subgraph like those in Figure 2 there
is another one identical except that the points
a, b are connected via a mass vertex, see Figure 1,
with the vertex in x, by a line ax and a line xb;
the new graph value receives a contribution from
the mass vertex inserted in x between a and b
simply given by a factor ��N. Therefore if we fix,
for d = 3,

�N ¼�6�C
ð�NÞ
xx þ 42 � 3!

2
�2



Z

�

C
ð�NÞ3
xh dh ¼def � 6�C

ð�NÞ
xx þ ��N ½14�

we can simply consider graphs which do not contain
any mass graph element and in which there are no
subgraphs like the first in Figure 2 while the subgraphs
like the second in Figure 2 do not contribute a factorR

C(�N)
ax C(�N)3

xh C(�N)
hb dh but a renormalized factor

R
C(�N)

ax C(�N)3
xh (C(�N)

hb � C(�N)
xb ) dh. If d = 2, we only

need to define �N as the first term on the right-hand
side (RHS) of [14] and we can leave the subgraphs like
the second in Figure 2 as they are (without any
renormalization).

Graphs without external lines are called vacuum
graphs and there are a few such graphs which are
divergent. Namely, if d = 3, they are the first three
drawn in Figure 3; furthermore, if �N is set to the
above nonzero value a new vacuum graph, the
fourth in Figure 3, can be formed. Such graphs
contribute to the graph value, respectively, the terms
in the sum

�3�C
ð�NÞ2
x1;x1

þ 4!

2
�2

Z
C
ð�NÞ4
x1x2

dx2 �
23 � 3!3

3!
�3



Z

C
ð�NÞ2
x1x2

C
ð�NÞ2
x2x3

C
ð�NÞ2
x3x1

dx2dx3 � �NC
ð�NÞ
x1x1

½15�

and diverge, respectively, as �2N, �N, N, �2N if d = 3
while, if d = 2, only the first and the last (see [14])
diverge, like N2.

Therefore, if we fix �N as minus the quantity in
[15] we can disregard graphs like those in Figure 3;
if d = 2 �N can be defined to be the sum of the first
and last terms in [15].

The formal series in � and f thus obtained is called
the ‘‘renormalized series’’ for the field ’4 in
dimension d = 2 or, respectively, d = 3. Note that
with the given definitions and choices of �N, �N the
only graphs G that need to be considered to
construct the expansion in � and f are formed by
the first and last graph elements in Figure 1, paying
attention that the graphs in Figure 3 do not
contribute and, if d = 3, the graphs with subgraphs
like the second in Figure 2 have to be computed with
the modification described.

In the next section, it will be shown that the
above are the only sources of divergences as N!1
and therefore the problem of studying [1] is solved
at the level of formal power series by the subtraction
in [14]. This also shows that giving a meaning to the
series thus obtained is likely to be much easier if
d = 2 than if d = 3.

The coefficients of order k of the expansion in �
of (1=j�j) log ZN(�, f ) can be ordered by the number
2n of vertices representing external fields: and have
the form

R
S(k)

2n ( x 1 , . . . , x 2n )
Q 2n

i = 1 (fxi
dxi): the kernels

S(k)
2n are the Schwinger functions of order 2n, see the

section ‘‘Euclide an quantum fields .’’

ξα β ξ ηα β 

Figure 2 Divergent subgraphs, if d = 3. If d = 2 only the first

diverges.

ξ1 ξ2 ξ3 ξ2

ξ1

ξ1

ξ1

Figure 3 Divergent vacuum graphs.
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Remark If d = 4, the regularization at cutoff N in
[2] is not sufficient as in the subtraction procedure
smoothness of the first derivatives of the field
’(�N) is necessary, while the regularization [2] does
not even imply [6], that is, not even Hölder
continuity. A higher regularization (i.e., using a
�N like the square of the �N in [3]). Furthermore,
the subtractions discussed in the case d = 3 are not
sufficient to generate a formal power series and
many more subtractions are needed: for instance,
graphs with a subgraph like the one in Figure 4
would give a contribution to the graph value which
is a factor

�2‘N ¼def 2 � 62

2!
�2

Z
�

C
ð�NÞ2
xh dh

also divergent as N!1 proportionally to N.
Although this divergence could be canceled by
changing � into �N =�þ �2‘N the previously dis-
cussed cancelations would be affected and a change
in the value of �N would become necessary;
furthermore, the subtraction in [14] will not be
sufficient to make finite the graphs, not even to
second order in �, unless a new term
��N

R
(@x’

(�N)
x )2 dx with �N = (1=2)�2

R
@hC(�N)3

xh
(x � h)2 is added in the exponential in [1].

But all this will not be enough and still new
divergences, proportional to �3, will appear.

And so on indefinitely, the consequence being that
it will be necessary to define �N,�N,�N, �N as
formal power series in � (with coefficients diverging
as N!1) in order to obtain a formal power series
in � for [1] in which all coefficients have a finite
limit as N!1. Thus, the interpretation of the
formal renormalized series in the case d = 4 is
substantially different and naturally harder than
the cases d = 2, 3. Beyond formal perturbation
expansions, the case d = 4 is still an open problem:
the most widespread conjecture is that the series
cannot be given a meaning other than setting to 0 all
coefficients of �j, j> 0. In other words, the con-
jecture claims, there should be no nontrivial solution
to the ultraviolet problem for scalar ’4 fields in
d = 4. But this is far from being proved, even at a
heuristic level. The situation is simpler if d � 5: in
such cases, it is impossible to find formal power
series in � for (1=j�j) log ZN(�, f ), even allowing
�N,�N,�N, �N to be formal power series in � with
divergent coefficients.

The distinctions between the cases d = 2, 3, 4,>4
explain the terminology given to the ’4-scalar field
theories calling them super-renormalizable if
d = 2, 3, renormalizable if d = 4 and nonrenormaliz-
able if d> 4. Since the (divergent) coefficients in the
formal power series defining �N,�N,�N, �N are
called counter-terms, the ’4-scalar fields require
finitely many counter-terms (see [14]) in the super-
renormalizable cases and infinitely many in the
renormalizable case. The nonrenormalizable cases
(d> 4) cannot be treated in a way analogous to the
renormalizable ones.

For more details, the reader is referred
to Gallavotti (1985), Aizenman (1982), and
Fröhlich (1982).

Finiteness of the Renormalized Series,
d = 2, 3: ‘‘Power Counting’’

Checking that the renormalized series is well defined
to all orders is a simple dimensional estimate
characteristic of many multiscale arguments that in
physics have become familiar with the name of
‘‘renormalization group arguments.’’

Consider a graph G with nþ r vertices built over n
graph elements with vertices x1, . . . , xn each with four
half-lines and r graph elements with vertices
xnþ1, . . . , xnþr representing the external fields: as
remarked in the previous section, these are the only
graphs to be considered to form the renormalized series.

Develop each propagator into a sum of propaga-
tors as in [7]. The graph G value will, as a
consequence, be represented as a sum of values of
new graphs obtained from G by adding scale labels
on its lines and the value of the graph will
be computed as a product of factors in which a
line joining xh and bearing a scale label h
will contribute with C(h)

xh replacing C(�N)
xh . To avoid

proliferation of symbols, we shall call the
graphs obtained in this way, i.e., with the scale
labels attached to each line, still G: no confusion
should arise as we shall, henceforth, only consider
graphs G with each line carrying also a scale label.

The scale labels added on the lines of the graph G
allow us to organize the vertices of G into
‘‘clusters’’: a cluster of scale h consists in a maximal
set of vertices (of the graph elements in the graph)
connected by lines of scale h0 � h among which one
at least has scale h.

It is convenient to consider the vertices of the
graph elements as ‘‘trivial’’ clusters of highest scale:
conventionally call them clusters of scale N þ 1.

The clusters can be of ‘‘first generation’’ if they
contain only trivial clusters, of ‘‘second generation’’

ξ

α

δ η
β

γ

Figure 4 The simplest new divergent subgraph on d = 4.
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if they contain only clusters which are trivial or of
the first generation, and so on.

Imagine to enclose in a box the vertices of graph
elements inside a cluster of the first generation and
then into a larger box the vertices of the clusters of
the second generation and so on: the set of boxes
ordered by inclusion can then be represented by a
rooted tree graph whose nodes correspond to the
clusters and whose ‘‘top points’’ are nodes represent-
ing the trivial clusters (i.e., the vertices of the graph).

If the maximum number of nodes that have to be
crossed to reach a top point of the tree starting from
a node v is nv (v included and the top nodes
included), then the node v represents a cluster of the
nvth generation. The first node before the root is a
cluster containing all vertices of G and the root of
the tree will not be considered a node and it can
conventionally bear the scale label 0: it represents
symbolically the value of the graph.

For instance, in Figure 5 a tree 
 is drawn: its
nodes correspond to clusters whose scale is indicated
next to them; in the second part of the drawing, the
trivial clusters as well as the clusters of the first
generation are enclosed into boxes.

Then consider the next generation clusters, that is,
the clusters which only contain clusters of the first
generation or trivial ones, and draw boxes enclosing
all the graph vertices that can be reached from each
of them by descending the tree, etc. Figure 6
represents all boxes (of any generation) correspond-
ing to the nodes of the tree in Figure 5. The
representations of the clusters of a graph G by a tree
or by hierarchically ordered boxes (see Figures 5 and
6) are completely equivalent provided inside each
box not representing a top point of the tree the scale
hv of the corresponding cluster v is marked. For

instance, in the case of Figure 6 one gets Figure 7.
By construction, if two top points x and h are inside
the same box bv of scale hv but not in inner boxes,
then there is a path of graph lines joining x and h
all of which have scales �hv and one at least has
scale hv.

Given a graph G, fix one of its points x1 (say) and
integrate the absolute value of the graph over the
positions of the remaining points. The exponential
decay of the propagators implies that if a point h is
linked to a point h0 by a line of scale h the
integration over the position of h0 is essentially
constrained to extend only over a distance ��hm�1.
Furthermore, the maximum size of the propagator
associated with a line of scale h is bounded
proportionally to �(d�2)h. Therefore, recalling that
jfxj is suppose bounded by 1, the mentioned integral
can be immediately bounded by

�n

n!r!
CnþrI ¼def �nCnþr

n!r!

Y
‘

�ðd�2Þ=2h‘
Y

v

��dhvðsv�1Þ ½16�

where, C being a suitable constant, the first product
is over the half-lines ‘ composing the graph lines and
the second is over the tree nodes (i.e., over the
clusters of the graph G), sv is the number of
subclusters contained in the cluster v but not in
inner clusters; and in [16] the scale of a half-line ‘ is
h‘ if ‘ is paired with another half-line to form a line
‘ (in the graph G) of scale label h‘.

Denoting by v0 the cluster immediately containing
v in G, by ninner

v the number of half-lines in the
cluster v, by nv, rv the numbers of graph elements of
the first type or of the fourth type in Figure 1 with
vertices in the cluster v, and denoting by ne

v the
number of lines which are not in the cluster v but
have one extreme on a vertex in v (‘‘lines external to
v’’), the identities (k = 0)X

v>root

ðhv � kÞðsv � 1Þ

�
X

v>root

ðhv � hv0 Þðnv þ rv � 1ÞX
v>root

ðhv � kÞninner
v �

X
v>root

ðhv � hv0 Þeninner
v

with

eninner
v ¼def

4nv þ rv � ne
v

½17�

1 2 3 4 5 6 7 8 9

Figure 6 All clusters of any generation for the tree in Figure 5.
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Figure 5 A tree and its clusters of generation 1 and 2.
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Figure 7 The clusters in Figure 6 after affixing the scale labels.
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hold, so that the estimate [16] can be elaborated into

I �
Y
v>r

���vðhv�hv0 Þ

�v ¼def �d þ ð4� dÞnv þ rv
d þ 2

2
þ d � 2

2
ne

v

½18�

where hv0 = k = 0 if v is the first nontrivial node (i.e.,
v0= root), and an estimate of the integral of the
absolute value of the graphs G with given tree
structure but different scale labels is proportional to
�{hv}I <1 if (and only if) �v > 0, 8v.

But there may be clusters v with only two
external lines ne

v = 2 and two graph vertices inside:
for which �v = 0. However, this can happen only if
d = 3 and in only one case: namely if the graph G
contains a subgraph of the second type in Figure 2
and the three intermediate lines form a cluster v of
scale hv while the other two lines are external to it:
hence on scale h0> hv. In this case, one has to
remember that the subtraction in the previous section
has led to a modification of the contribution of such a
subgraph to the value of the graph (integrated over
the position labels of the vertices). As discussed in the
previous section, the change amounts to replacing the
propagator C(h0)

h, b by C(h0)
h, b � C(h0)

x, b .

This improves, in [18], the estimate of the contribu-
tion of the line joining h to b from being proportional
to

R
C(�hv)3

xh C(�h0)
hb dh to being proportional toR

C(�hv)3
xh (C(�h0)

hb � C(�h0)
xb ) dh; and this changes the con-

tribution of the line hb from �(d�2)h0 to
R

e�m�hv jx�hj

(�h0 jx � hj)1=2 dh because C(h0) is regular on scale
��h0m�1, see [10] with "= 1=2.

Since x, h are in a cluster of higher scale hv this
means that the estimate is improved by ��(1=2)(hv�h0).
In terms of the final estimate, this means that �v in
[18] can be improved to �v = �v þ 1=2 for the
clusters for which �v = 0. Hence, the integrated
value of the graph G (after taking also into account
the integration over the initially selected vertex x1,
trivially giving a further factor j�j by translation
invariance), and summed over the possible scale
labels is bounded proportionally to j�j�{hv}I <1
once the estimate of I is improved as described.

Note that the graphs contributing to the perturbation
series for (1=j�j) log ZN(�, f ) to order �n are finitely
many because the number r of external vertices is r �
2nþ 2 (since graphs must be connected). Hence, the
perturbation series is finite to all orders in �.

The above is the renormalizability proof of the
scalar ’4-fields in dimension d = 2, 3. The theory is
renormalizable even if d = 4 as mentioned in the
remark at the end of the previous section. The
analysis would be very similar to the above: it is just
a little more involved power-counting argument.

For more details, the reader is referred to Hepp
(1966), Gallavotti (1985), sections 8 and 16.

Asymptotic Freedom (d = 2, 3).
Heuristic Analysis

Finiteness to all orders of the perturbation expan-
sions is by no means sufficient to prove the existence
of the ultraviolet limit for ZN(�, f ) or for (1=j�j)
log ZN(�, f ): and a priori it might not even be
necessary. For this purpose, the first step is to check
uniform (upper and lower) boundedness of ZN(�, f )
as N!1.

The reason behind the validity of a bound
ej�jE�(�, f ) � ZN(�, f ) � ej�jEþ(�, f ) with E�(�, f ) cutoff
independent has been made very clear after the
introduction of the renormalization group methods
in field theory. The approach studies the integral

ZN(�, f ), recursively, decomposing the field ’(�N)
x

into its regular components z(h)
x , see [7], and

integrating first over z(N), then over z(N�1) and so on.
The idea emerges naturally if the potential VN in

[1] and [4] is written in terms of the ‘‘normalized’’
variables X(N)

x ¼
def
��N(d�2)=2’(�N)

x , see [6]; here if d = 2
the factor �(d�2)=2N is interpreted as N1=2.

The key remark is that as far as the integration
over the small-scale component z(N) is concerned the
field X(N)

x is a sum of two fields of size of order 1
(statistically),

X
ðNÞ
x � z

ðNÞ
�Nx þ �

�ðd�2Þ=2X
ðN�1Þ
x

if d = 2 this becomes

X
ðNÞ
x � 1

N1=2
z
ðNÞ
�Nx þ

ðN � 1Þ1=2

N1=2
X
ðN�1Þ
x

and it can be considered to be smooth on scale m�1��N

(also statistically). Hence, approximately constant
and of size of order O(1) on the small cubes � of
volume ��dNm�d of the pavement QN introduced
before [7]; at the same time it can be considered to
take (statistically) independent values on different cubes
ofQN. This is suggested by the inequalities [8]–[10].

Therefore, it is natural to decompose the potential
VN, see [5], as a sum over the small cubes � of volume
��dNm�d of the pavement QN as (see [14] for the
definition of �N, �N), taking henceforth m = 1,

VNðzðNÞÞ ¼
def �

X
�2QN

��Nd

Z
�

��2ðd�2ÞNX
ðNÞ 4
x

�
þ �N�

ðd�2ÞNX
ðNÞ 2
x

þ �N þ fx�
ðd�2Þ=2NX

ðNÞ
x

� dx
j�j ½19�
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where �(d�2)N is interpreted as N if d = 2. Hence, if
d = 3 it is

VNðzðNÞÞ

¼def �
X

�2QN

��N

Z
�

�X
ðNÞ 4
x þ �NX

ðNÞ 2
x

�
þ �N þ fx�

�3
2NX

ðNÞ
x

� dx
j�j ½20�

where

�N ¼
def ð�6�cN þ �2N��Nc0NÞ;

�N ¼def
3�c2

N þ �2��NbN þ �3N��2Nb0N

and cN, c0N, bN, b0N, computable from [15] and [14],
admit a limit as N!1. While if d = 2 it is

VNðzðNÞÞ

¼def �
X

�2QN

N2��2N

Z
�

�X
ðNÞ 4
x þ �NX

ðNÞ 2
x

�
þ �N þ fxN�

3
2X
ðNÞ
x

� dx
j�j ½21�

where �N =
def�6�cN and �N = 3�c2

N and cN, compu-
table from [13], admits a limit as N!1.

The fields z(N) and X(N�1) can be considered
constant over boxes � 2 QN: z(N)

x = s�, X(N�1)
x = x�

for x 2 � and the s� can be considered statistically
independent on the scale of the lattice QN.

Therefore, [20] and [21] show that integration over
z(N) in the integral defining ZN(�, f ) is not too
different from the computation of a partition func-
tion of a lattice continuous spin model in which the
‘‘spins’’ are s� and, most important, interact extre-
mely weakly if N is large. In fact, the coupling
constants are of order of a power of jX(N�1)j times
O(��N) if d = 3 (O(N2��2N) if d = 2), or of order
O(��N(dþ2)=2 max jfxj), no matter how large � and f.

This says that the smallest scale fields are
extremely weakly coupled. The fields X(N�1) can be
regarded as external fields of size that will be called
BN�1, of order 1 or even allowed to grow with a
power of N, see [6]. Their presence in VN does not
affect the size of the couplings, as far as the analysis
of the integral over z(N) is concerned, because the
couplings remain exponentially small in N, see [20]
and [21], being at worst multiplied by a power of
BN�1, i.e., changed by a factor which is a power of N.

The smallness of the coupling at small scale is a
property called ‘‘asymptotic freedom.’’ Once fields
and coordinates are ‘‘correctly scaled,’’ the real size
of the coupling becomes manifest, that is, it is
extremely small and the addends in VN proportional
to the ‘‘counter-terms’’ �N, �N, which looked

divergent when the fields were not properly scaled,
are in fact of the same order or much smaller than
the main ’4-term.

Therefore, the integration over z(N) can be, heur-
istically, performed by techniques well established
in statistical mechanics (i.e., by straightforward
perturbation expansions): at least if the field
X(�N�1)

x is smooth and bounded, as prescribed
by [6], with B = BN�1 growing as a power of N.
In this case, denoting symbolically the integration
over z(N) by P or by h. . .i, it can be expected that it
should giveZ

eVN dP zðNÞ
� �

� eVj;N�1þRðj;NÞj�j ½22�

where Vj; N�1 is the Taylor expansion of
log
R

eVN dP(z(N)) in powers of � (hence essentially
in the very small parameter ���(4�d)N) truncated at
order j, that is,

V1;N�1 ¼ ½hVNi��1

V2;N�1 ¼ hVNi þ
ðhV2

Ni � hVNi2Þ
2!

" #�2

V3;N�1 ¼
"
hVNi þ

ðhV2
Ni � hVNi2Þ

2!

þ
hVNðhV2

Ni � hVNi2Þi � hVNðhV2
Ni � hVNi2Þ

� �
3!

#�3

; . . .

½23�

where [�]�j denotes truncation to order j in �,
and R(j, N) is a remainder (depending on ’(�N�1)

x )

which can be expected to be estimated, for d = 2, 3, by

jRðj;NÞj � Rðj;NÞ

¼def
CjB

4j
Nð�N2 ��ð4�dÞNÞjþ1�dN ½24�

for suitable constants Cj, that is, a remainder
estimated by the (jþ 1)th power of the coupling
times the number of boxes of scale N in �. The
relations [22]–[24] result from a naive Taylor
expansion (in � of the log

R
eVN dP(z(N)), taking into

account that, in VN as a function of z(N), the z(N)’s
appear multiplied by quantities at most of size
���4�dN2B3

N, by [20] and [21] if jX(N�1)j � BN�1).
In a statistical mechanics model for a lattice spin
system, such a calculation of ZN would lead to a
mean-field equation of state once the remainder was
neglected.

The peculiarity of field theory is that a relation like
[22] and [24] has to be applied again to Vj; N�1 to
perform the integration over z(N�1) and define Vj; N�2

and, then, again to Vj; N�2 . . . . Therefore, it will be
essential to perform the integral in [22] to an order
(in �) high enough so that the bound R(j, N) can be
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summed over N: this requires (see [24]) an explicit
calculation of [23] pushed at least to order j = 1 if
d = 2 or to order j = 3 if d = 3; furthermore it is also
necessary to check that the resulting Vj; N�1 can still
be interpreted as low-coupling spin model so that
[22] can be iterated with N � 1 replacing N and then
with N � 2 replacing N � 1, . . . .

The first necessary check towards a proof of the
discussed heuristic ‘‘expectations’’ is that, defining
recursively Vj; h from Vj, hþ1 for h = N � 1, . . . , 1, 0
by [23] with VN replaced by Vj; hþ1 and Vj; N�1

replaced by Vj; h, the couplings between the variables
z(h) do not become ‘‘worse’’ than those discussed in
the case h = N. Furthermore, the field ’(�N�1)

x has a
high probability of satisfying [6], but fluctuations
are possible: hence the R-estimate has to be
combined with another one dealing with the large
fluctuations of X(N�1)

x which has to be shown to be
‘‘not worse.’’

For more details, the reader is referred to Gallavotti
(1978, 1985) and Benfatto and Gallavotti (1995).

Effective Potentials and Their
Scale (In)Dependence

To analyze the first problem mentioned at the end of
the previous section, define Vj; h by [23] with VN

replaced by Vj; hþ1 for h = N � 1, N � 2, . . . , 0. The
quantities Vj; h, which are called ‘‘effective poten-
tials’’ on scale h (and order j), turn out to be in a
natural sense scale independent: this is a conse-
quence of renormalizability, realized by Wilson as a
much more general property which can be checked,
in the very special cases considered here with
d = 2, 3, at fixed j by induction, and in the super-
renormalizable models considered here it requires
only an elementary computation of a few Gaussian
integrals as the case j = 3 (or even j = 1 if d = 2) is
already sufficient for our purposes.

It can also be (more easily) proved for general j by
a dimensional argument parallel to the one pre-
sented earlier to check finiteness of the renormalized
series. The derivation is elementary but it should be
stressed that, again, it is possible only because of the
special choice of the counter-terms �N, �N. If d = 3,
the boundedness and smoothness of the fields ’(�h)

and z(h) expressed by the second of [6] and of [10] is
essential; while if d = 2 the smoothness is not
necessary.

The structure of Vj; h is conveniently expressed
in terms of the fields X(h)

x , as a sum of three terms
V(rel)

h (standing for ‘‘relevant’’ part), V(irr)
h (standing

for ‘‘irrelevant’’ part), and a ‘‘field independent’’
part E(j, h)j�j.

The relevant part in d = 2 is simply of the form
[21] with h replacing N: call it V(rel, 1)

h . If d = 3, it is
given by [20] with h replacing N plus, for h < N, a
second ‘‘nonlocal’’ term

V
ðrel;2Þ
h ¼def 42 3!

2! 2!
�2

Z �
C
ð�hÞ 3
hh0 � C

ð�NÞ 3
hh0

�


�
’
ð�hÞ
h � ’ð�hÞ

h0

�2

dhdh0

which is conveniently expressed in terms of a
‘‘nonlocal’’ field

Y
ðhÞ
hh0 ¼

def ’
ð�hÞ
h � ’ð�hÞ

h0

ð�hjh� h0jÞ
1
4

as V
ðrelÞ
h ¼ V

ðrel;1Þ
h þ V

ðrel;2Þ
h with

V
ðrel;2Þ
h ¼def ��2��2h

X
�;�02Qh

Z
�
�0

Y
ðhÞ2
hh0 A

ðhÞ
hh0


 e�c0�hjh�h0 j dhdh0

j�j j�0j ½25�

where

0 < a �
A
ðhÞ
hh0

ð�hjh� h0jÞ3�ð1=2Þ

 !
N

< a0

with a, a0, c0> 0 and the subscript N means that the
expression in parenthesis ‘‘saturates at scale N’’, i.e.,
its denoninator becomes �(3�(1=2))(h�N) as jh� h0j! 0.

The expression [25] is not the full part of the
potential Vj; h which is of second order in the fields:
there are several other contributions which are
collected below as ‘‘irrelevant.’’

It should be stressed that ‘‘irrelevant’’ is a
traditional technical term: by no means it should
suggest ‘‘negligibility.’’ On the contrary, it could be
maintained that the whole purpose of the theory is
to study the irrelevant terms. The irrelevant part of
the potential can be better designated as the ‘‘driven
part,’’ as its behavior is ‘‘controlled’’ by the relevant
part: although initially Vj; h, h = N, contains
no irrelevant terms, it eventually contains them for
h < N and they keep getting generated as h
diminishes. Furthermore, the part of the irrelevant
terms generated at scale h0 � N becomes very small
at scales h� h0 so that the irrelevant part of Vj; h at
small h (e.g., at h = 0, i.e., on the ‘‘physical scale’’ of
the observer) only depend on the relevant terms in a
few scales near h.

It also turns out that the Schwinger functions are
simply related to the irrelevant terms.

The irrelevant part of the effective potential can
be expressed as a finite sum of integrals of
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monomials in the fields X(h)
x if d = 2, or in the fields

X(h)
x and Y(h)

hh0 if d = 3, which can be written as V(irr)
j; h

given byZ �Yp

k¼1

X
ðhÞ nk

xk

Yq
k0¼1

Y
ðhÞ n0

k0
hk0h0k0

�
e��

hc0dðx1;...;h0qÞ�n��ht


Wðx1; . . . ;h0qÞ
Yp
k¼1

dxk

j�kj
Yq
k0¼1

dhk0dh0k0
j�1

k0 j j�2
k0 j

½26�

with the integral extended to products �1 
 � � � 

�p 
 � � � 
 (�1

q 
�2
q) of boxes �2Qh, and

d(x1, . . . , h0q) is the length of the shortest tree
graph that connects all the pþ 2q> 0 points, the
exponents n, t are �2, and t is �3 if q> 0;
the kernel W depends on all coordinates x1, . . . , h0q
and it is bounded above by Cj

Qq
k0 = 1 Ahk0h0k0

for some
Cj; the sums

P
nk þ

P
n0k0 cannot exceed 4j. The

test functions f do not appear in [26] because by
assumption they are bounded by 1: but W depends
on the f ’s as well.

The field-independent part is simply the value
of log ZN(�, f ) computed by the perturbation
analys is in the sect ion ‘‘Per turbation theory ’’ up to
order j in � but using as propagator (C(�N) � C(�h)):
thus, E(j, h) is a constant depending on N but
unifor mly bounde d as N !1  (beca use of the
renorm alizability proved in the section ‘‘Perturba-
tion theory ’’).

If d = 2, there is no need to introduce the nonlocal
fields Y(h) and in [26] one can simply take q = 0,
and the relevant part also can be expressed by
omitting the term V(rel, 2)

h in [25]: unlike the d = 3
case, the estimate on the kernels W by an
N-independent Cj holds uniformly in h without
having to introduce Y. For d = 2, it will therefore be
supposed that V(rel, 2)

h � 0 in [25] and q = 0 in [26].
It is not necessary to have more information on

the structure of Vj; h even though one can find simple
graphical rules, closely related to the ones in the
section ‘‘Perturbat ion theory ,’’ to constr uct the
coefficients W in full detail. The W depend, of
course, on h but the uniformity of the bound on W
is the only relevant property and in this sense the
effective potentials are said to be (almost) ‘‘scale
independent.’’

The above bounds on the irrelevant part can
be checked by an elementary direct computation if
j � 3: in spite of its ‘‘elementary character,’’ the
uniformity in h � N is a result ultimately playing an
essential role in the theory together with the
dominance of the relevant part over the irrelevant
one which, once the fields are properly scaled, is
‘‘much smaller’’ (by a factor of order ��h, see [26]),
at least if h is large.

Remarks

(i) Checking scale independence for j = 1 is just
checking that

R
P(dz(h))V1; h = V1; h�1. Note that

V1;h ¼
def
Z

�

�
�
’
ð�hÞ4
x � 6C

ð�hÞ
00 ’

ð�hÞ2
x þ 3C

ð�hÞ2
00

�
dx

hence, calling :’(�h)4
x : the polynomial in the integral

(Wick’s monomial of order 4), we have here an

elementary Gaussian integral (‘‘martingale property

of Wick monomials’’). Note the essential role of the

counter-terms. For j> 1, the computation is similar

but it involves higher-order polynomials (up to 4j)

and the distinction between d = 2 and d = 3

becomes important.

(ii) Vj; 0 contains only the field-independent part
E(j, 0)j�j (see above) which is just a number (as
there are no fields of scale 0): by the above
definitions, it is identical to the perturbative
expansion truncated to jth order in � of
log ZN(�, f ), well defined as discussed earlier.

Nonperturbative Renormalization:
Small Fields

Having introduced the notion of effective potential
Vj; h, of order j and scale h, satisfying the bounds
(described after [26]) on the kernels W representing
it, the problem is to estimate the remainder in [22]
and find its relation with the value [24] given by the
heuristic Taylor expansion. Assume � < 1 to avoid
distinguishing this case from that with � � 1 which
would lead to very similar estimates but to different
�-dependence on some constants.

Define �B(z(h)) = 1 if kz(h)k� � Bh2 for all � 2 Qh,
see [8], and 0 otherwise; then the following lemma
holds:

Lemma 1 Let kX(h)k� be defined as [8] with z
replaced by X and suppose kX(h)k� � Bh4 for all �
then, for all j � 1, it isZ

eVj;hþ1�Bðzðhþ1ÞÞdPðzðhþ1ÞÞ

¼ eVj;hþR0ðj;hþ1Þj�j ½27�

with, for suitable constants c�, c0�,

jR0�ðj; hþ 1Þj � R�ðj; hþ 1Þ

¼defRðj; hþ 1Þ þ c�e�c0�B2ðhþ1Þ2

and R(j; hþ 1) given by [24] with hþ 1 in place
of N.

Since ZN(�, f ) �
R

eVN
QN

h = 1 �B(z(h))P(dz(h)) this
immediately gives a lower bound on E = (1=j�j)
log ZN(�, f ): in fact if �B(kz(h0)k) = 1 for
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h0= 1, . . . , h, then kX(h)k� � c Bh04 for some c so

that, by recursive application of Lemma 1,

ZN(�, f ) � eVj, 0�
PN

h = 1
R�(j, h)j�j. By the remark at the

end of the previous section, given j the lower bound
on E just described agrees with the perturbation
expansion of E = (1=j�j) log ZN(�, f ) truncated to
order j (in �) up to an error bounded byP1

h = 1R�(j, h).

Remark The problem solved by Lemma 1 is
usually referred to as the small-field problem, to
contrast it with the large-field problem discussed
later. The proof of the lemma is a simple Taylor
expansion in ���h if d = 3 or in �h2��2h if d = 2 to
order j (in �). The constraint on z(hþ1) makes the
integrations over z(hþ1), necessary to compute Vj; h

from Vj; hþ1, not Gaussian. But the tail estimates [9],
together with the Markov property of the distribu-
tion of z(h) can be used to estimate the difference
with respect to the Gaussian unconstrained integra-
tions of z(hþ1): and the result is the addition of the
small ‘‘tail error’’ changing R into R� in [27]. The
estimate of the main part of the remainder R would
be obvious if the fields z(h) were independent on
boxes of scale ��h: they are not independent but
they are Markovian and the estimate can be done by
taking into account the Markov property.

For more details, the reader is referred to Wilson
(1970, 1972), Gallavotti (1978, 1981, 1985), and
Benfatto et al. (1978).

Nonperturbative Renormalization: Large
Fields, Ultraviolet Stability

The small-field estimates are not sufficient to obtain
ultraviolet stability: to control the cases in which
jX(h)

x j>Bh4 for some x or some h, or jY(h)
xh j>Bh4 for

some jx � hj < ��h, a further idea is necessary and it
rests on making use of the assumption that �> 0
which, in a sense to be determined, should suppress
the contribution to the integral defining ZN(�, f )
coming from very large values of the field. Assume
also � < 1 for the same reasons advanced in the
section ‘‘Effective potentials and their scale
(in)dependence.’’

Consider first d = 2. Let DN be the ‘‘large-field
region’’ where jX(N)

x j>BN4 and let VN(�=DN) be
the integral defining the potential in [21] extended
to the region �=DN, complement of DN. This region
is typically very irregular (and random as X itself is
random with distribution PN).

An upper bound on the integral defining ZN(�, f )
is obtained by simply replacing eVN by eVN(�=DN)

because in DN the first term in the integrand in [21]

is ���N2�2N(BN4)< 0 and it overwhelmingly
dominates on the remaining terms whose value is
bounded by a similar expression with a smaller
power of N. Then if Ec =def�=E denotes the comple-
ment in � of a set E � �:

Lemma 2 Let d = 2. Define Vh(Dc
h) to be given by

the expression [22] with the integrals extending over
�j=Dh and define R(j, hþ 1) by [24]. ThenZ

eVhþ1ðDc
hþ1
Þ dP

�
zðhþ1Þ

�
¼ eVhðDc

h
ÞþRþðj;hþ1Þj�j ½28�

where jRþ(j, hþ 1j � Rþ(j, hþ 1 =defR(j; hþ 1)þ
cþe�c0þB2(hþ1)2

with suitable cþ, c0þ.

Remark Lemma 2 is genuinely not perturbative
and making essential use of the positivity of �.
Below the analysis of the proof of the lemma, which
consists essentially in its reduction to Lemma 1, is
described in detail. It is perhaps the most interesting
part and the core of the theory of the proof that
truncating the expansion in � of (1=j�j) log ZN(�, f )
to order j gives as a result an estimate exact to order
�jþ1 of (1=j�j) log ZN(�, f ).

Let RN be the cubes � 2 QN in which there is at
least one point x where jz(N)

x j � BN2. By definition,
the region DN=DN�1 is covered by RN.

Remark that in the region DN�1=RN the field
X(N�1) is large but zN is not large so that X(N) is still
very large: this is so because the bounds set to define
the regions D and R are quite different being BN4

and BN2, respectively. Hence, if a point is in DN�1

and not in RN, then the field X(N) must be of the
order
BN3. Therefore, by positivity of the �’(�N)4

x
term (which dominates all other terms so that
V(N)(’(�N)

x ) < 0 for x 2 DN [ (DN�1=RN)) we can
replace VN(Dc

N) by V((DN [ (DN�1=RN))c), for the
purpose of obtaining an upper bound.

Furthermore, modulo a suitable correction, it is
possible to replace V((DN [ (DN�1=RN))c) by
V((DN�1 [ RN)c): because the integrand in VN is
bounded below by

�b���2NN2

if d = 2 (by �b���N if d = 3), for some b, so that the
points in RN can at most lower V((DN [
(DN�1=RN))c) by �b�N2 ��(4�d)N #(RN) if #RN is
the number of boxes of QN in RN and V(’x) is
bounded below by its minimum: thus,

VððDN�1 [ RNÞcÞ þ b�N2�ð4�dÞN#ðRNÞ

is an upper bound to V((DN [ (DN�1=RN))c).
In the complement of DN�1 [ RN, all fields are

‘‘small’’; if X(N�1) and RN are fixed this region is not
random (as a function of z(N)) any more. Therefore,
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if X(N�1), RN are fixed the integration over z(N),
conditioned to having z(N) fixed (and large) in the
region RN, is performed by means of the same
argument necessary to prove Lemma 1 (essentially a
Taylor expansion in ���(4�d)N). The large size of
z(N) in RN does not affect too much the result
because on the boundary of RN the field z(N) is
�BN2 (recalling that z(N) is continuous) and since
the variable z(N) is Markovian, the boundary effect
decays exponentially from the boundary @RN: it
adds a quantity that can be shown to be bounded by
the number of boxes in RN on the boundary of RN,
hence by #RN, times b0(N � 1)2��(4�d)(B(N � 1)4)4

for some b0.
The result of the integration over z(N) of

eVN((DN[(DN�1=RN))c) conditioned to the large-field
values of z(N) in RN leads to an upper bound onR

eVN P(dz(N)) asX
RN

eVj;N�1ðDc
N�1ÞþRðj;NÞj�j



Y

�2RN

c e�c0ðBN2Þ2eþc00���ð4�dÞNN2ðBN4Þ4
� �#RN

½29�

where c, c0, c00 are suitable constants: this is
explained as follows.

1. Taylor expansion (in �) of the integral
eVN((DN�1[RN)c)þb�N2��(4�d )N#(RN) (which, by cons-
truction, is an upper bound on eVN(Dc

N)) with
respect to the field z(N), conditioned to be fixed
and large in RN, would lead to an upper bound as

eVj; N�1ððDN�1[RNÞcÞþR0ðj;NÞj�jþb00�ðBN4Þ4�ð4�dÞN #ðRNÞ

with R0 equal to [24] possibly with some C0j
replacing Cj. The second exponential on the RHS
of [29] arises partly from the above correction
b00�(BN4)4��(4�d)N #(RN) and partly from a
contribution of similar form explained in (3)
below.

2. Integration over the large conditioning fields
fixed in RN is controlled by the second estimate
in [9] (the tail estimate): the first factors in
parentheses in [29] is the tail estimate just
mentioned, i.e., the probability that z(N) is large
in the region RN. The second factor is only partly
explained in (1) above.

3. Without further estimates, the bound [29] would
contain Vj; N�1((DN�1 [ RN)c) rather than
Vj; N�1(Dc

N�1). Hence, there is the need to change
the potential Vj;N�1((DN�1 [ RN)c) by ‘‘reintrodu-
cing’’ the contribution due to the fields in
RN=DN�1 in order to reconstruct Vj; N�1(Dc

N�1).
Reintroducing this part of the potential costs a

quantity like b0�N2�(4�d)N(BN4)4#(RN) (because
the reintroduction occurs in the region RN=DN�1

which is covered by RN and in such points the field
X(N�1)

x is not large, being bounded by B(N � 1)4);
so that their contribution to the effective potential
is still dominated by the ’4-term and therefore by
��(4�d)N times a power of BN4 times the volume of
RN (in units ��N, i.e., #RN). All this is taken care
of by suitably fixing c00.

Note that the sum over RN of [29] is

ð1þ c e�c0B2N4

eþc00���ð4�dÞNN2ðBN4Þ4Þ�
dN j�j

(because � contains j�j�dN cubes of QN); hence, it is

bounded above by ecþe
�c0þB2N2

for suitably defined
cþ, c0þ.

The same argument can be repeated for Vj; h(Dc
h)

with any h if Vj; h(Dc
h) is defined by the sum over �’s

in Qh of the same integrals as those in [25] and [26]
with �j=Dh replacing �j in the integration domains.

Applying Lemma 1 recursively with j � 1 (if
d = 3 it would become necessary to take j � 3), it
follows that there exist N-independent upper and
lower bounds E�j�j on log Z(�, f ) of the form
Vj; 0 �

P1
h = 1 (R(j, h)þ c�e�c0�B2h2

)j�j for c�, c0�> 0
suitably chosen and �-independent for � < 1.
By the remark at the end of Sec.6, given j, the
bounds just described agree with the perturbation
expansion E(j, 0)j�j � Vj; 0 of log Z(�, f ) truncated
to order j (in �) up to the remainders
�
P1

h = 1R�(j, h). Hence, if B is chosen proportional

to logþ �
�1 =def log (eþ ��1), the upper and lower

bounds coincide to order j in � with the value
obtained by truncating to order j the perturbative
series.

The latter remark is important as it implies
not only that the bounds are finite (by the
section ‘‘Perturbat ion theory ’’) but also that the
function (1=j�j) log Z(�, f ) is not quadratic in f:
already to order 1 in � it is quartic in f (containing a
term equal to ��(

R
Cx, 0fxdx)4).

The latter property is important as it excludes
that the result is a ‘‘Gaussian’’ generating function.
Thus, the outline of the proof of Lemma 2, which
together with Lemma 1 forms the core of the
analysis of the ultraviolet stability for d = 2, is
completed.

If d = 3, more care is needed because (very mild)
smoothness, like the considered Hölder continuity
with exponent 1/4, of z, X is necessary to obtain the
key scale independence property discussed in earlier:
therefore, the natural measure of the size of z(h) and
X(h) in a box � 2 Qh is no longer the maximum of
jz(h)

x j or of jX(h)
x j. The region Dh becomes more
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involved as it has to consist of the points x
where jX(h)

x j>Bh4 and of the pairs h, h0 where

jYh;h0 j �
X
ðhÞ
h �X

ðhÞ
h0

��� ���
ð�hjh� h0jÞ

1
4

> Bh4

i.e., it is not just a subset of �.
However, if d = 3, the relevant part also contains

the negative term V(rel, 2), see [25]: and since it
dominates over all other terms which contain a
Y-field (because their couplings [25] are smaller by
about ��h), the argument given for d = 2 can be
adapted to the new situation. Two regions D1

h,D2
h

will be defined: the first consists of all the points x
where jX(h)

x j>Bh4 and the second of all the pairs
h, h0 where jY(h)

h, h0 j>Bh4. The region Rh will be
the collection of all � 2 Qh, where kz(h)k� >Bh2,
see [8] with 	 = 0. Then V(Dc

h) will be defined as the
sum of the integrals in [25] and [26] with the integrals
over xi further restricted to xi 62 D1

h and those over the
pairs hi, h0i are further restricted to (hi, h0i) 62 D2

h. With
the new settings, Lemma 2 can be proved also for
d = 3 along the same lines as in the d = 2 case.

For more details, the reader is referred to Wilson
(1970, 1972), Benfatto et al. (1978), and Gallavotti
(1981).

Ultraviolet Limit, Infrared Behavior, and
Other Applications

The results on the ultraviolet stability are nonper-
turbative, as no assumption is made on the size of �
(the assumption � < 1 has been imposed in the last
two sections only to obtain simpler expressions for
the �-dependence of various constants): nevertheless
the multiscale analysis has allowed us to use
perturbative techniques (i.e., the Taylor expansion
in Lemmata 1, 2) to find the solution. The latter
procedure is the essence of the renormalization
group methods: they aim at reducing a difficult
multiscale problem to a sequence of simple single-
scale problems. Of course, in most cases, it is
difficult to implement the approach and the scalar
quantum fields in dimensions 2, 3 are among the
simplest examples. The analysis of the beta function
and of the running couplings, which appear in
essentially all renormalization group applications,
does not play a role here (or, better, their role is so
inessential that it has even been possible to avoid
mentioning them). This makes the models somewhat
special from the renormalization group viewpoint:
the running couplings at length scale h, if intro-
duced, would tend exponentially to 0 as h!1;
unlike what happens in the most interesting

renormalization group applications in which they
either tend to zero only as powers of h or do not
tend to zero at all.

The multiscale analysis method, i.e., the renorma-
lization group method, in a form close to the one
discussed here has been applied very often since its
introduction in physics and it has led to the solution
of several important problems. The following is not
an exhaustive list and includes a few open questions.

1. The arguments just discussed imply, with minor
extra work that ZN(�, f ) as N!1 not only admit
uniform upper and lower bounds but also that the
limit as N!1 actually exists and it is a C1 function
of �, f . Its � and f-derivatives at �= 0 and f = 0 are
given by the formal perturbation calculation. In some
cases, it is even possible to show that the formal series
for ZN(�, f ) in powers of � is Borel summable.

2. The problem of removing the infrared cutoff (i.e.,
�!1) is in a sense more a problem of statistical
mechanics. In fact, it can be solved for d = 2, 3 by a
typical technique used in statistical mechanics, the
‘‘cluster expansion.’’ This is not intended to mean
that it is technically an easy task: understanding its
connection with the low-density expansions and
the possibility of using such techniques has been a
major achievement that is not discussed here.

3. The third problem mentioned in the introduction,
that is, checking the axioms so that the theory could
be interpreted as a quantum field theory is a difficult
problem which required important efforts to con-
trol and which is not analyzed here. An introduction
to it can be its analysis in the d = 2 case.

4. Also the problem of keeping the ultraviolet cutoff
and removing the infrared cutoff while the para-
meter m2 in the propagator approaches 0 is a very
interesting problem related to many questions in
statistical mechanics at the critical point.

5. Field theory methods can be applied to various
statistical mechanics problems away from criti-
cality: particularly interesting is the theory of the
neutral Coulomb gas and of the dipole gas in two
dimensions.

6. The methods can be applied to Fermi systems in
field theory as well as in equilibrium statistical
mechanics. The understanding of the ground state
in not exactly soluble models of spinless fermions
in one dimension at small coupling is one of the
results. And via the transfer matrix theory it has
led to the understanding of nontrivial critical
behavior in two-dimensional models that are not
exactly soluble (like Ising next-nearest-neighbor or
Ashkin–Teller model). Fermi systems are of
particular interest also because in their analysis
the large-fields problem is absent, but this great
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technical advantage is somewhat offset by the
anticommutation properties of the fermionic
fields, which do not allow us to employ
probabilistic techniques in the estimates.

7. An outstanding open problem is whether the scalar
’4-theory is possible and nontrivial in dimension
d = 4: this is a case of a renormalizable not
asymptotically free theory. The conjecture that
many support is that the theory is necessarily trivial
(i.e., the function ZN(�, f ) becomes necessarily a
Gaussian in the limit N!1). One of the main
problems is the choice of the ultraviolet cut-off;
unlike the d = 2, 3 cases in which the choice is a
matter of convenience it does not seem that the
issue of triviality can be settled without a careful
analysis of the choice and of the role of the
ultraviolet cut-off.

8. Very interesting problems can be found in the
study of highly symmetric quantum fields: gauge
invariance presents serious difficulties to be
studied (rigorously or even heuristically) because
in its naive forms it is incompatible with
regularizations. Rigorous treatments have been
in some cases possible and in few cases it has been
shown that the naive treatment is not only not
rigorous but it leads to incorrect results.

9. In connection with item (8) an outstanding problem
is to understand relativistic pure gauge Higgs fields
in dimension d = 4: the latter have been shown to be
ultraviolet stable but the result has not been
followed by the study of the infrared limit.

10. The classical gauge theory problem is quantum
electrodynamics, QED, in dimension 4: it is a
renormalizable theory (taking into account gauge
invariance) and its perturbative series truncated
after the first few orders give results that can be
directly confronted with experience, giving very
accurate predictions. Nevertheless, the model is
widely believed to be incomplete: in the sense that,
if treated rigorously, the result would be a field
describing free noninteracting assemblies of
photons and electrons. It is believed that QED
can make sense only if embedded in a model with
more fields, representing other particles (e.g., the
standard model), which would influence the
behavior of the electromagnetic field by providing
an effective ultraviolet cutoff high enough for not
altering the predictions on the observations on the
time and energy scales on which present (and,
possibly, future over a long time span) experi-
ments are performed. In dimension d = 3, QED is
super-renormalizable, once the gauge symmetry is
properly taken into account, and it can be studied
with the techniques described above for the scalar
fields in the corresponding dimension.

In general, constructive quantum field theory
seems to be in a deep crisis: the few solutions that
have been found concern very special problems and
are very demanding technically; the results obtained
have often not been considered to contribute
appreciably to any ‘‘progress.’’ And many consider
that the work dedicated to the subject is not worth
the results that one can even hope to obtain.
Therefore, in recent years, attempts have been
made to follow other paths: an attitude that in the
past usually did not lead, in general to great
achievements but that is always tempting and
worth pursuing because the rare major progresses
made in physics resulted precisely by such changes
of attitude, leaving aside developments requiring
work which was too technical and possibly hopeless:
just to mention an important case, one can recall
quantum mechanics which disposed of all attempts
at understanding the observed atomic levels quanti-
zation on the basis of refined developments of
classical electromagnetism.

For more details, the reader is referred to Nelson
(1966), Guerra (1972), Glimm et al. (1973), Glimm
and Jaffe (1981), Simon (1974), Benfatto et al.
(1978, 2003), Aizenman (1982), Gawedzky and
Kupiainen (1983, 1985a, b), Balaban (1983), and
Giuliani and Mastropietro (2005).

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Euclidean Field
Theory; Integrability and Quantum Field Theory;
Perturbation Theory and its Techniques; Quantum Field
Theory: A Brief Introduction; Scattering, Asymptotic
Completeness and Bound States.
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Introduction

Contact geometry has been seen to underly many
physical phenomena and is related to many other
mathematical structures. Contact structures first
appeared in the work of Sophus Lie on partial
differential equations. They reappeared in Gibbs’
work on thermodynamics, Huygens’ work on
geometric optics, and in Hamiltonian dynamics.
More recently, contact structures have been seen to
have relations with fluid mechanics, Riemannian
geometry, and low-dimensional topology, and these
structures provide an interesting class of subelliptic
operators.

After summarizing the basic definitions, exam-
ples, and facts concerning contact geometry, this
article discusses the connections between contact
geometry and symplectic geometry, Riemannian
geometry, complex geometry, analysis, and
dynamics. The article ends by discussing two of
the most-studied connections with physics: Hamil-
tonian dynamics and geometric optics. References
for other important topics in contact geometry

(e.g., thermodynamics, fluid dynamics, holo-
morphic curves, and open book decompositions)
are provided in the ‘‘Further reading’’ section.

Basic Definitions and Examples

A hyperplane field 
 on a manifold M is a codimen-
sion-1 sub-bundle of the tangent bundle TM. Locally,
a hyperplane field can always be described as the
kernel of a 1-form. In other words, for every point in
M there is a neighborhood U and a 1-form � defined
on U such that the kernel of the linear map
�x : TxM!R is 
x for all x in U. The form � is called
a local defining form for 
. A contact structure on a
(2nþ 1)-dimensional manifold M is a ‘‘maximally
nonintegrable hyperplane field’’ 
. The hyperplane
field 
 is maximally nonintegrable if for any (and hence
every) locally defining 1-form � for 
 the following
equation holds:

� ^ ðd�Þn 6¼ 0 ½1�

(this means that the form is, pointwise, never equal
to 0). Geometrically, the nonintegrability of 
 means
that no hypersurface in M can be tangent to 
 along
an open subset of the hypersurface. Intuitively, this
means that the hyperplanes ‘‘twist too much’’ to be
tangent to hypersurfaces (Figure 1). The pair (M, 
)
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is called a contact manifold and any locally defining
form � for � is called a contact form for �.

Example 1 The most basic example of a contact
structure can be seen on R2nþ1 as the kernel of the
1-form �= dz�

Pn
i = 1 yi dxi, where the coordinates

on R2nþ1 are (x1, y1, . . . , xn, yn, z). This example is
shown in Figure 1 when n = 1.

Example 2 Recall that on the cotangent space of
any n-manifold M, there is a canonical 1-form �,
called the Liouville form. If (q1, . . . , qn) are local
coordinates on M, then any 1-form can be expressed
as
Pn

i¼1 pi dqi, so (q1, p1, . . . , qn, pn) are local coor-
dinates on T�M. In these coordinates,

� ¼
Xn

i¼1

pi�
�dqi ½2�

where � : T�M!M is the natural projection
map. The 1-jet space of M is the manifold
J1(M) = T�M� R and can be considered as a bundle
over M. The 1-jet space has a natural contact
structure given as the kernel of �= dz� �, where z
is the coordinate on R. Note that if M = Rn then we
recover the previous example.

Example 3 The (oriented) projectivized cotangent
space of a manifold M is the set P�M of nonzero
covectors in T�M where two covectors are identified
if they differ by a positive real number, that is,

P�M ¼ ðT�M n f0gÞ=Rþ ½3�

where {0} is the zero section of T�M and Rþ denotes
the positive real numbers. If M has a metric then P�M
can be easily identified with the space of unit
covectors. Considering P�M as unit covectors, we can
restrict the canonical 1-form � to P�M to get a 1-form
� whose kernel defines a contact structure � on P�M.
(Although there is no canonical contact form on P�M,
the contact structure � is still well defined.) Note that if

called ‘‘positive’’ if it induces the given orientation and
‘‘negative’’ otherwise. One should be careful when
reading the literature, as some authors build
positive into their definition of contact structure,
especially when n = 1. If there is a globally defined
1-form � whose kernel defines �, then � is called
transversally orientable or co-orientable. This is
equivalent to the bundle � being orientable when n
is odd or when n is even and M is orientable. In
this article the discussion is restricted to transver-
sely orientable contact structures.

Suppose that � is a contact form for �, then eqn [1]
implies that d�j� is a symplectic form on �. This
is one sense in which a contact structure is like an
odd-dimensional analog of a symplectic structure.

A submanifold L of a contact manifold (M, �) is
called Legendrian if dimM=2dimLþ1 and TpL� �p.

Example 4 A fiber in the unit cotangent bundle
with the contact structure from Example 3 is a
Legendrian sphere.

Example 5 Let f : M!R be a function. Then
j1(f )(q) = (q, dfq, f (q)) is a section of the 1-jet space
J1(M) of M; it is called the 1-jet of f. If s is any
section of the 1-jet space, then it is Legendrian if and
only if it is the 1-jet of a function.

This observation is the basis for Lie’s study of
partial differential equations. More specifically, a
first-order partial differential equation on M can be
considered as giving an algebraic equation on J1(M).
Then, a section of J1(M) satisfying this algebraic
equation corresponds to the 1-jet of a solution to the
original partial differential equation if and only if it
is Legendrian.

Recently, Legendrian submanifolds have been
much studied. There are various classification results
in three dimensions and several striking existence
results in higher dimensions.

Local Theory

The natural equivalence between contact structures
is contactomorphism. Two contact structures �0 and

x

yz

Figure 1 The standard contact structure on R3 given as the

kernel of dz � y dx : Courtesy of Stephan Schönenberger.
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M is compact then so is P�M; so this gives examples of
contact structures on compact manifolds.

If� and�0 are two locally defining 1-forms for �, then
there is a nonzero function f such that �0= f�. Thus,
�0 ^ (d�0)n = f nþ1� ^ (d�)n is a nonzero top dimen-
sional form on M and if n is odd then the orientation
defined by the local defining form is independent of the
actual form. Hence, when n is odd, a contact structure
defines an orientation on M (this is independent of
whether or not � is orientable!). If M had a preassigned
orientation (and n is odd), then the contact structure is



�1 on manifolds M0 and M1, respectively, are
contactomorphic if there is a diffeomorphism
f : M0!M1 such that f�(�0) = �1. All contact struc-
tures are locally contactomorphic. In particular, we
have the following theorem.

Theorem 1 (Darboux’s Theorem). Suppose �i is a
contact structure on the manifold Mi, i = 0, 1, and
M0 and M1 have the same dimension. Given any
points p0 and p1 in M0 and M1, respectively, there
are neighborhoods Ni of pi in Mi and a contacto-
morphism from (N0, �0jN0

) to (N1, �1jN1
). Moreover,

if �i is a contact form for �i near pi, then the
contactomorphism can be chosen to pull�1 back to�0.

Thus, locally all contact structures (and contact
forms!) look like the one given in Example 1 above.

Furthermore, contact structures are ‘‘local in
time.’’ That is, compact deformations of contact
structures do not produce new contact structures.

Theorem 2 (Gray’s theorem). Let M be an oriented
(2nþ 1)-dimensional manifold and �t, t 2 (0, 1), a
family of contact structures on M that agree off of
some compact subset of M. Then there is a family of
diffeomorphisms �t : M!M such that (�t)��t = �0.

In particular, on a compact manifold, all
deformations of contact structures come from
diffeomorphisms of the underlying manifold. The
theorem is not true if the contact structures do not
agree off of a compact set. For example, there is a
one-parameter family of noncontactomorphic
contact structures on S1 � R2.
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Lutz and Martinet proved a similar, but weaker,
result for oriented closed 3-manifolds. More
specifically, every closed oriented 3-manifold admits
a co-oriented contact structure and in fact has at least
one for every homotopy class of plane field. There has
been much progress on classifying contact structures
on 3-manifolds and here an interesting dichotomy has
appeared. Contact structures break into one of two
types: tight or overtwisted. Overtwisted contact
structures obey an h-principle and are in general easy
to understand. Tight contact structures have a more
subtle, geometric nature. In higher dimensions there is
much less known about the existence (or classification)
of contact structures.

Relations with Symplectic Geometry

Let (X,!) be a symplectic manifold. A vector field v
satisfying

Lv! ¼ ! ½4�

(where Lv! is the Lie derivative of ! in the direction
of v) is called a symplectic dilation. A compact
hypersurface M in (X,!) is said to have ‘‘contact
type’’ if there exists a symplectic dilation v in a
neighborhood of M that is transverse to M. Given a
hypersurface M in (X,!), the characteristic line field
LM in the tangent bundle of M is the symplectic
complement of TM in TX. (Since M is codimension 1,
it is coisotropic; thus, the symplectic complement lies
in TM and is one dimensional.)

Theorem 3 Let M be a compact hypersurface in a
symplectic manifold (X,!) and denote the inclusion
map i : M!X. Then M has contact type if and only
if there exists a 1-form � on M such that d�= i�!
and the form � is never zero on the characteristic
line field.

If M is a hypersurface of contact type, then the
1-form � is obtained by contracting the symplectic
dilation v into the symplectic form: �= �v!. It is
easy to verify that the 1-form � is a contact form
on M. Thus, a hypersurface of contact type in a
symplectic manifold inherits a co-oriented contact
structure.

Given a co-orientable contact manifold (M, �), its
symplectization Symp(M, �) = (X,!) is constructed
as follows. The manifold X = M� (0,1), and given
a global contact form � for � the symplectic
form is != d(t�), where t is the coordinate on R.
(The symplectization is also equivalently defined as
(M�R, d(et�)).)

Example 6 The symplectization of the standard
Existence and Classification

The existence of contact structures on closed odd-
dimensional manifolds is quite difficult. However,
Gromov has shown that contact structures on
open manifolds obey an h-principle. To explain
this, we note that if (M2nþ1, �) is a co-oriented
contact manifold then the tangent bundle of M can
be written as � � R and thus the structure group
of TM can be reduced to U(n) (since � has
a conformal symplectic structure on it). Such
a reduction of the structure group is called an
almost contact structure on M. Clearly, a contact
structure on M induces an almost contact struc-
ture. If M is an open manifold, Gromov proved
that the inclusion of the space of co-oriented
contact structures on M into the space of almost
contact structures on M is a weak homotopy
equivalence. In particular, if an open manifold
meets the necessary algebraic condition for the
existence of an almost contact structure, then the
manifold has a co-oriented contact structure.
 contact structure on the unit cotangent bundle



(see Example 3) is the standard symplectic structure
on the complement of the zero section in the
cotangent bundle.

The symplectization is independent of the choice
of contact from �. To see this, fix a co-orientation
for � and note the manifold X which can be
identified (in many ways) with the sub-bundle of
T�M whose fiber over x 2M is

f� 2 T�xM : �ð�xÞ ¼ 0 and

� > 0 on vectors positively transverse to �xg ½5�

and restricting d� to this subspace yields a symplec-
tic form !, where � is the Liouville form on T�M
defined in Example 2. A choice of contact form �
fixes an identification of X with the sub-bundle of
T�M under which d(t�) is taken to d�.

The vector field v = @=@t on (X,!) is a symplectic
dilation that is transverse to M� {1} � X. Clearly,
�v!jM�{1} =�. Thus, we see that any co-orientable
contact manifold can be realized as a hypersurface
of contact type in a symplectic manifold. In
summary, we have the following theorem.

Theorem 4 If (M, �) is a co-oriented contact
manifold, then there is a symplectic manifold
Symp(M, �) in which M sits as a hypersurface of
contact type. Moreover, any contact form � for �
gives an embedding of M into Symp(M, �) that
realizes M as a hypersurface of contact type.

We also note that all the hypersurfaces of contact
type in (X,!) look locally, in X, like a contact
manifold sitting inside its symplectification.

Theorem 5 Given a compact hypersurface M of
contact type in a symplectic manifold (X,!) with the
symplectic dilation given by v, there is a neighbor-
hood of M in X symplectomorphic to a neighbor-
hood of M� {1} in Symp(M, �) where the
symplectization is identified with M� (0,1) using
the contact form �= �v!jM and �= ker�.

The Reeb Vector Field and Riemannian
Geometry

Let (M, �) be a contact manifold. Associated to a
contact form � for � is the Reeb vector field v�.
This is the unique vector field satisfying

�v�� ¼ 1 and �v�d� ¼ 0 ½6�

One may readily check that v� is transverse to the
contact hyperplanes and the flow of v� preserves �
(in fact, it preserves �). These two conditions
characterize Reeb vector fields; that is, a vector
field v is the Reeb vector field for some contact form

for � if and only if it is transverse to � and its flow
preserves �.

The fundamental question concerning Reeb vector
fields asks if its flow has a (contractible) periodic
orbit. A paraphrazing of the Weinstein conjecture
asserts a positive answer to this question. Most
progress on this conjecture has been made in
dimension 3 where H Hofer has proved the
existence of periodic orbits for all Reeb fields on S3

and on 3-manifolds with essential spheres
(i.e., embedded S2’s that do not bound a 3-ball in
the manifold). Relations with Hamiltonian dynamics
are discussed below.

Recall, from Example 3, that a Riemannian metric
g on a manifold M provides an identification of the
(oriented) projectivized cotangent bundle P�M with
the unit cotangent bundle. Considered as a subset of
T�M, P�M inherits not only a contact structure but
also a contact form � (by restricting the Liouville
form). Let v� be the associated Reeb vector field.
The metric g also provides an identification of the
tangent and cotangent bundles of M. Thus, P�M
may be considered as the unit tangent bundle of M.
Let wg be the vector field on the unit tangent bundle
generating the geodesic flow on M.

Theorem 6 The Reeb vector field v� is identified
with geodesic flow field wg when P�M is identified
with the unit tangent space using the metric g.

Relations with Complex Geometry
and Analysis

Let X be a complex manifold with boundary and
denote the induced complex structure on TX by J.
The complex tangencies � to M = @X are described
by the equation d� � J = 0, where � is a function
defined in a neighborhood of the boundary such that
0 is a regular value and ��1(0) = M. The form
L(v, w) = �d(d� � J)(v, Jw), for v, w 2 �, is called
the Levi form, and when L(v, w) is positive
(negative) definite, then X is said to have strictly
pseudoconvex (pseudoconcave) boundary. The
hyperplane field � will be a contact structure if and
only if d(d� � J) is a nondegenerate 2-form on � (if
and only if L(v, w) is definite). A well-studied source
of examples comes from Stein manifolds.

Example 7 Let X be a complex manifold and
again let J denote the induced complex structure
on TX. From a function � : X! R, we can define a
2-form != �d(d� � J) and a symmetric form
g(v, w) =!(v, Jw). If this symmetric form is positive
definite, the function � is called ‘‘strictly plurisub-
harmonic.’’ The manifold X is a Stein manifold if X
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admits a proper strictly plurisubharmonic function
� : X! R. An important result says that X is Stein
if and only if it can be realized as a closed complex
submanifold of C n. Clearly any noncritical level set
of � gives a contact manifold.

Contact manifolds also give rise to an interesting
class of differential operators. Specifically, a contact
structure � on M defines a symbol-filtered algebra of
pseudodifferential operators ��� (M), called the
‘‘Heisenberg calculus.’’ Operators in this algebra
are modeled on smooth families of convolution
operators on the Heisenberg group. An important
class of operators of this type are the ‘‘sum-of-
squares’’ operators. Locally, the highest-order part
of such an operator takes the form

L ¼
X2n

j¼1

v2
j þ iav� ½7�

where {v1, . . . , v2n} is a local framing for the contact
field and v� is a Reeb vector field. This operator
belongs to �2

� (M) and is subelliptic for a outside a
discrete set.

Hamiltonian Dynamics

Given a symplectic manifold (X,!), a function
H : X!R will be called a Hamiltonian. (Only
autonomous Hamiltonians are discussed here.) The
unique vector field satisfying

�vH
! ¼ �dH

is called the Hamiltonian vector field associated to
H. Many problems in classical mechanics can be
formulated in terms of studying the flow of vH for
various H.

Example 8 If (X,!) = (R2n, d�), where � is from
Example 2, then the flow of the Hamiltonian vector
field is given by

_q ¼ @H

@p
; _p ¼ � @H

@q

A standard fact says that the flow of vH preserves
the level sets of H.

Theorem 7 If M is a level set of H corresponding
to a regular value and M is a hypersurface of contact
type, then the trajectories of vH and of the Reeb
vector field (associated to M in Theorem 3) agree.

Thus under suitable hypothesis, Hamiltonian
dynamics is a reparametrization of Reeb dynamics.
In particular, searching for periodic orbits in such a
Hamiltonian system is equivalent to searching for
periodic orbits in a Reeb flow. Thus in this context,

Weinstein’s conjecture asserts a positive answer to
the questions: Does the Hamiltonian flow along a
regular level set of contact type have a periodic
orbit? Viterbo proved that the answer was yes if the
hypersurface is compact and in (R2n,!= d�). Other
progress has been made by studying Reeb dynamics.

Geometric Optics

In this section, we study the propagation of light (or
various other disturbances) in a medium (for the
moment, we do not specify the properties of this
medium). The medium will be given by a three-
dimensional manifold M. Given a point p in M and
t > 0, let Ip(t) be the set of all points to which light
can travel in time 	 t. The wave front of p at time t
is the boundary of this set and is denoted as
�p(t) = @Ip(t).

Theorem 8 (Huygens’ principle). �p(t þ t0) is the
envelope of the wave fronts �q(t0) for all q 2 �p(t).

This is best understood in terms of contact
geometry. Let � : (T�Mn{0})!P�M be the natural
projection (see Example 3) and let S be any smooth
sub-bundle of T�Mn{0} that is transverse to the radial
vector field in each fiber and for which � jS : S!P�M
is a diffeomorphism. The restriction of the Liouville
form to S gives a contact form � and a corresponding
Reeb vector field v. Given a subset F of M with a well-
defined tangent space at every point set

LF ¼ fp 2 S : �ðpÞ 2 F and pðwÞ ¼ 0 for all

w 2 T�ðpÞFg ½8�

The set LF is a Legendrian submanifold of S and is
called the ‘‘Legendrian lift’’ of F. If L is a generic
Legendrian submanifold in S, then �(L) is called the
front projection of L and L�(L) = L. Given a Legendrian
submanifold L, let �t(L) be the Legendrian submani-
fold obtained from L by flowing along v for time t.

Example 9 Given a metric g on M, Fermat’s
principle says that light travels along geodesics.
Thus, if S is the unit cotangent bundle, then using g
to identify the geodesic flow with the Reeb flow
one sees that light will travel along trajectories
of the Reeb vector field. Given a point p in M,
the Legendrian submanifold Lp is a sphere sitting
in T�pM. The Huygens principle follows from the
observation that �p(t) = �(�t(Lp)).

Using the more general S discussed above, one can
generalize this example to light traveling in a medium
that is nonhomogeneous (i.e., the speed differs from
point to point in M) and anisotropic (i.e., the speed
differs depending on the direction of travel).
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See also: Hamiltonian Fluid Dynamics; Integrable Systems
and Recursion Operators on Symplectic and Jacobi
Manifolds; Minimax Principle in the Calculus of Variations.
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Introduction

Control Theory is an interdisciplinary research area,
bridging mathematics and engineering, dealing with
physical systems which can be ‘‘controlled,’’ that is,
whose evolution can be influenced by some external
agent. A general model can be written as

yðtÞ ¼ Aðt; yð0Þ; uð
ÞÞ ½1�

where y describes the state variables, y(0) the initial
condition, and u(
) the control function. Thus, eqn
[1] means that the state at time t depends on the
initial condition but also on some parameters u
which can be chosen as function of time. To be
precise, there are some control problems which are
not of evolutionary type; however, in this presenta-
tion we restrict ourselves to this case.

One has to distinguish among the control set U where
the control function can take values: u(t)2U, and the
space of control functions, U, to which each control
function should belong: u(
) 2 U. Thus, for example,
we may have U = Rm and U = L1([0, T], Rm).

There are various problems one can formulate
regarding systems of type [1], among which:

Controllability Given any two states y0 and y1

determine a control function u(
) such that for
some time t > 0 we have y1 = A(t, y0, u(
)).

Optimal control Consider a cost function J(y(
),
u(
)) depending both on the evolutions of y and u
and determine a control function ~u(
) and a
trajectory ~y(t) = A(t, y0, ~u(
)) such that ~y(
) steers
the system from y0 to y1, as before, and the cost J
is minimized (or maximized).

Stabilization We say that �y is an equilibrium if
there exists �u 2 U such that A(t, �y, �u) = �y for every
t > 0 (here �u indicates also the constant in time
control function). Determine the control u as
function of the state y so that �y is a (Lyapunov)
stable equilibrium for the uncontrolled dynamical
system y(t) = A(t, y(0), u(y(
))).

Observability Assume that we can observe not the
state y, but a function �(y) of the state. Determine
conditions on � so that the state y can be
reconstructed from the evolution of �(y) choosing
u(
) suitably.

For the sake of simplicity, we restrict ourselves
mainly to the first two problems and just mention
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some facts about the others. Also, we focus on two
cases:

Control of ordinary differential equations (ODEs) In
this case t 2 R, y 2 Rn, U is a set, typically
U � Rm, and A is determined by a controlled ODE

_y ¼ f ðt; y; uÞ ½2�

A typical example in mathematical physics is the
control of mechanical systems (Bloch 2003, Bullo
and Lewis 2005).

Control of partial differential equations (PDEs) In
this case t 2 R, x 2 Rn, y(x) belongs to a Banach
functional space, for example, Hs(Rnþ1, R), U is a
functional space, and A is determined by a
controlled PDE,

Fðt; x; y; yt; yx1
; . . . ; yxn

; yt; . . . ; uÞ ¼ 0 ½3�

A typical example in mathematical physics is the
control of wave equation using boundary condi-
tions, see below.

There are various other possible situations we do
not treat here: ‘‘stochastic control,’’ when y is a random
variable and A defined by a (controlled) sto-
chastic differential equation; ‘‘discrete time control,’’
where t 2 N; ‘‘hybrid control,’’ where t and y may have
both discrete and continuous components, and so on.

As shown above, the control law can be assigned
in (at least) two basically different ways. In open-
loop form, as a function of time: t! u(t), and in
closed-loop form or feedback, as a function of the
state: y! u(y). For example, in optimal control we
look for a control ~u(t) in open-loop form, while in
stabilization we search for a feedback control u(y).
The open-loop control depends on y(0), while a
feedback control can stabilize regardless of the
initial condition.

Example 1 A point with unit mass moves along a
straight line; if a controller is able to apply an
external force u, then, calling y1(t), y2(t), respec-
tively, the position and the velocity of the point at
time t, the motion is described by the control system

ð _y1; _y2Þ ¼ ðy2; uÞ ½4�

It is easy to check that the feedback control
u(y1, y2) = �y1 � y2 stabilizes the system asymptot-
ically to the origin, that is, for every initial data
(�y1, �y2), the solution of the corresponding Cauchy
problem satisfies limt!1 (y1, y2)(t) = (0, 0).

Another simple problem consists in driving the
point to the origin with zero velocity in minimum
time from given initial data. It is quite easy to see
that the optimal strategy is to accelerate towards the

origin with maximum force on some interval [0, t]
and then to decelerate with maximum force to reach
the origin at velocity zero. The set of optimal
trajectories is depicted in Figure 1a: they can
be obtained using the following discontinuous
feedback, see Figure 1b. Define the curves
��= {(y1, y2) : �y2 > 0, y1 = �y2

2} and let � be
defined as the union �� [ {0}. We define Aþ to be
the region below � and A� the one above. Then the
feedback is given by

uðxÞ ¼
þ1 if ðy1; y2Þ 2 Aþ [ �þ
�1 if ðy1; y2Þ 2 A� [ ��

0 if ðy1; y2Þ ¼ ð0; 0Þ

8<:
Example 2 Consider a (one-dimensional) vibrating
string of unitary length with a fixed endpoint. The
model for the motion of the displacement of the
string with respect to the rest position is given by

ytt þ�y ¼ 0; yðt; 0Þ ¼ 0 ½5�

with initial data

yð0; �Þ ¼ y0; ytð0; �Þ ¼ y1 ½6�

Assume that we can control the position of the
second endpoint; then,

yðt; 1Þ ¼ uðtÞ ½7�

for some control function u(�)2R.

Let us introduce another key concept: the reach-
able set at time t from �y is the set

Rðt; �yÞ ¼ fAðt; �y; uð�ÞÞ : uð�Þ 2Ug

Various problems can be formulated in terms of
reachable sets, for example, controllability requires
that for every �y the union of all R(t; �y) as t!1
includes the entire space. The dependence of R(t; �y)
on time t and on the set of controls U is also a
subject of investigation: one may ask whether the
same points in R(t; �y) can be reached by using
controls which are piecewise constant, or take
values within some subsets of U.

y2

ζ+

u(y) = –1

u(y) = +1

ζ–(u = –1)

(u = +1)

y1y1

y2

Figure 1 Example 1. The simplest example of (a) optimal

synthesis and (b) corresponding feedback.
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Control of ODEs

For most proofs we refer to Agrachev and Sachkov
(2004) and Sontag (1998).

Controllability

Consider first the case of a linear system:

_y ¼ Ayþ Bu; u 2 U; yð0Þ ¼ y0 ½8�

where y, y0 2 Rn, U � Rm, A is an n� n matrix and
B an n�m matrix. We have the following property
of reachable sets:

Theorem 1 If U is compact convex then the
reachable set R(t) for [8] is compact and convex.

A control system [8] is controllable if taking
U = Rm we have R(t) = Rn for every t > 0. By
linearity, this is equivalent to requiring the reachable
set to be a neighborhood of the origin in case of
bounded controls. Define the controllability matrix
to be the n� nm matrix

CðA;BÞ ¼ ðB;AB; . . . ;An�1BÞ

Controllability is characterized by the following:

Theorem 2 (Kalman controllability theorem). The
linear system [8] is controllable if and only if
rank(C(A, B)) = n.

For linear systems, there exists a duality between
controllability and observability in the sense of the
following theorem:

Theorem 3 Consider the linear control system [8]
and assume to observe the variable z(y) = Cy for
some p� n matrix C. Then, observability holds if
and only if the linear system _y = Atyþ Ctv is
controllable.

There exists no characterization of controllability
for nonlinear systems as for linear ones, but we have
the linearization result:

Theorem 4 A nonlinear system is locally control-
lable if its linearization is. The converse is false.

There are many results for the important class of
control–affine systems

_y ¼ f0ðyÞ þ
Xm
i¼1

fiðyÞui ½9�

where f0, . . . , fm are smooth vector fields on Rn and
U = Rm. In general, there exists no explicit represen-
tation for the trajectories of [9], in terms of integrals
of the control as it happens for linear systems. Still, a
rich mathematical theory has been developed apply-
ing techniques and ideas from differential geometry:

the so-called geometric control theory. The main idea
is that controllability (and properties of optimal
trajectories) is determined by the Lie algebra gener-
ated by vector fields fi. For example:

Theorem 5 (Lie-algebraic rank condition). Let L
be the Lie algebra generated by the vector fields
fi, i = 1, . . . , m, and assume f0 = 0. If L(y) is of
dimension n at every point y then the system is
controllable.

We refer to Agrachev and Sachkov (2004)
and Jurdjevic (1997) for general presentation of
geometric control theory and give a simple example
to show how Lie brackets characterize reachable
directions.

Example 3 Consider the Brockett integrator

_y1 ¼ u1; _y2 ¼ u2; _y3 ¼ u1y2 � u2y1

Starting from the origin, using constant controls, we
can move along curves tangent to the y1y2 plane.
However, let f1 = (1, 0, y2) and f2 = (0, 1,�y1) (fields
corresponding to constant controls); then their Lie
bracket is given by

½f1; f2�ð0Þ ¼ ðDf2 � f1 �Df2 � f2Þð0Þ ¼ ð0; 0;�2Þ

Moving for time t first along the integral curve of f1,
then of f2, then of �f1, and finally of �f2, we reach
a point t2[f1, f2](0)þ o(t2) along the vertical direc-
tion y3. This corresponds to say that the system
satisfies LARC.

Optimal Control

The theory of optimal control has developed in three
main directions:

Existence of optimal controls, under various
assumptions on L, f , U. When the sets F(t, y) are
convex, optimal solutions can be constructed follow-
ing the direct method of Tonelli for the calculus of
variations, that is, as limits of minimizing sequences:
the two main ingredients are compactness and lower-
semicontinuity. If convexity does not hold, existence
is not granted in general but for special cases.

Necessary conditions for the optimality of a
control u(�). The major result in this direction is
the celebrated ‘‘Pontryagin maximum principle’’
(PMP) which extends the Euler–Lagrange equation
to control systems, and the Weierstrass necessary
conditions for a strong local minimum in the
calculus of variations. Various extensions and other
necessary conditions are now available (Agrachev
and Sachkov 2004).

Sufficient conditions for optimality. The standard
procedure resorts to embedding the optimal control
problem in a family of problems, obtained by
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varying the initial conditions. One defines the value
function V by

Vðt; �yÞ ¼ inf Jðyð�Þ; uð�ÞÞ

where the inf is taken over the set of trajectories and
controls satisfying y(t) = �y. Under suitable assumptions,
V is the solution to a first-order Hamilton–Jacobian
PDE. The lack of regularity of the value function V has
long provided a major obstacle to a rigorous mathema-
tical analysis, solved by the theory of viscosity solutions
(Bardi and Capuzzo Dolcetta 1997). Another method
consists in building an optimal synthesis, that is, a
collection of trajectory–control pairs.

Pontryagin maximum principle Consider a general
autonomous control system:

_y ¼ f ðy; uÞ ½10�

where y 2 Rn and u 2 U compact subset of Rm. We
assume to have regularity of f guaranteeing existence
and uniqueness of trajectories for every u(�) 2 U. For
a fixed T > 0, an optimal control problem in Mayer
form is given by

min
uð�Þ2U

 ðyðT; uÞÞ; yð0Þ ¼ �y ½11�

where  is the final cost and �y the initial condition.
More generally, one can consider also the Lagran-
gian cost

R
L(y, u)dt and reduce to this case by

adding a variable y0(0) = 0 and _y0 = L.
The well-known PMP provides, under suitable

assumptions, a necessary condition for optimality in
terms of a lift of the candidate optimal trajectory to
the cotangent bundle. For problems as [11], PMP
can be stated as follows:

Theorem 6 Let u	(�) be a (bounded) admissible
control whose corresponding trajectory y	(�) = y(�, u	)
is optimal. Call p : [0, T] 7!Rn the solution of the
adjoint linear equation

_pðtÞ ¼ �pðtÞ �Dyf ðy	ðtÞ; u	ðtÞÞ
pðTÞ ¼ r ðy	ðTÞÞ

½12�

Then the maximality condition

pðtÞ � f ðy	ðtÞ; u	ðtÞÞ ¼ max
!2U

pðtÞ � f ðy	ðtÞ; !Þ ½13�

holds for almost every time t 2 [0, T].

Notice that the conclusion of the theorem can be
interpreted by saying that the pair (y, p) satisfies the
system:

_y ¼ @Hðy	; p; u	Þ
@p

; _p ¼ � @Hðy	; p; u	Þ
@y

where H(y, p, u) = hp, f (y, u)i. This is a pseudo–
Hamiltonian system, since H also depends on u	.

Alternatively, one can define the maximized
Hamiltonian

Hðy; pÞ ¼ max
u
hp; f ðy; uÞi

but H may fail to be smooth. Another difficulty lies
in the fact that an initial condition is given for y and
a final condition is given for �.

The proof of PMP relies on a special type of
variations, called needle variations, of a reference
trajectory. Given a candidate optimal control u	 and
corresponding trajectory y	, a time � of approximate
continuity for f (y	(�), u	(�)) and ! 2 U, a needle
variation is a family of controls u" obtained
by replacing u	 with ! on the interval [� � ", �].
A needle variation gives rise to a variation v of the
trajectory satisfying the variational equation

_vðtÞ ¼ Dyf ðy	ðtÞ; u	ðtÞÞ � vðtÞ ½14�

in classical sense only after time � . Recently Piccoli
and Sussmann (2000) introduced a setting in which
needle and other variations happen to be
differentiable.

One may also consider some final (or initial)
constraint:

ðT; yðTÞÞ 2 S ½15�

where S � R� Rn (and T not fixed). In this case, the
final condition for p is more complicated as well as
the proof of PMP. It is interesting to note the many
connections between PMP and classical mechanics
framework well illustrated by Bloch (2003) and
Jurdjevic (1997).

Value function and HJB equation In this section
we consider the minimization problem

inf
u2U

 ðT; yðT; uÞÞ ½16�

for the control system

_y ¼ f ðt; y; uÞ; uðtÞ 2 U a.e. ½17�

subject to the terminal constraints [15], where
S � Rnþ1 is a closed target set.

Theorem 7 (PDE of dynamic programming).
Assume that the value function V, for [15]–[17],
is C1 on some open set � 
 R� Rn, not intersecting
the target set S. Then V satisfies the Hamilton–
Jacobi equation

Vsðs; yÞ þmin
!2U

Vyðs; yÞ � f ðs; y; !Þ
� �

¼ 0

8ðs; yÞ 2�
½18�

Equation [18] is called the Hamilton–Jacobi–Bellman
(HJB) equation, after Richard Bellman. In general,
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however, V fails to be differentiable: this is the case for
Example 1 along the lines ��. To isolate V as the
unique solution of the HJB equation, one has to resort
to the concept of viscosity solution. The dynamic
programming and HJB equation apparatus applies
also to stochastic problems for which the equation
happens to be parabolic, because of the Ito formula.

Optimal syntheses Roughly speaking, an optimal
synthesis is a collection of optimal trajectories, one
for each initial condition �y. Geometric techniques
provide a systematic method to construct syntheses:

Step 1 Study the properties of optimal trajectories
via PMP and other necessary conditions.

Step 2 Determine a (finite-dimensional) sufficient
family for optimality, that is, a class of trajectories
(satisfying PMP) containing all possible optimal ones.

Step 3 Construct a synthesis selecting one trajec-
tory for every initial condition in such a way as to
cover the state space in a regular fashion.

Step 4 Prove that the synthesis of Step 3 is indeed
optimal.

One of the main problems in step 2 is the possible
presence of optimal controls with an infinite number
of discontinuities, known as Fuller phenomenon. The
key concept of regular synthesis, of step 3, was
introduced by Boltianskii and recently refined by
Piccoli and Sussmann (2000) to include Fuller phe-
nomena. The above strategy works only in some
special cases, for example for two-dimensional
minimum-time problems (Boscain and Piccoli 2004):
we report below an example.

Example 4 Consider the problem of orienting in
minimum time a satellite with two orthogonal rotors:
the speed of one rotor is controlled, while the second
rotor has constant speed. This problem is modelled by
a left-invariant control system on SO(3):

_y ¼ yðF þ uGÞ; y 2 SOð3Þ; juj � 1

where F and G are two matrices of so(3), the Lie
algebra of SO(3). Using the isomorphism of Lie
algebras (SO(3), [. , .]) � (R3,�), the condition that
the rotors are orthogonal reads: trace(F �G) = 0.
If we are interested to orient only a fixed semi-axis
then we project the system on the sphere S2:

_y ¼ yðF þ uGÞ; y 2 S2; juj � 1

In this case, F þG and F �G are rotations around
two fixed axes and, if the angle between these two
axes is less than �=2, every optimal trajectory is a
finite concatenation of arcs corresponding to con-
stant control þ1 or �1. The ‘‘optimal synthesis’’ can
be obtained by the feedback shown in Figure 2.

Control of PDEs

The theory for control of models governed by PDEs
is, as expected, much more ramified and much less
complete. An exhaustive resume of the available
results is not possible in short space, thus we focus
on Example 2 and few others to illustrate some
techniques to treat control problems and give
various references (see also Fursikov and Imanuvilov
(1996), Komornik (1994), and Lasiecka and Triggiani
(2000), and references therein).

Besides the variety of control problems illustrated
in the Introduction, for PDE models one can consider
different ways of applying the control, for example:

Boundary control One consider the system [3]
(with F independent of u) and impose the condition
y(t, x) = u(t, x) to hold for every time t and every x in
some region. Usually, we assume y(t) to be defined
bounded region � and the control acts on some set
� � @�. Obviously, also Neumann conditions are
natural as @�y = u where � is the exterior normal to �.

Internal control One consider the system [3]
with F depending on u. Thus, the control acts on the
equation directly.

Other controls There are various other control
problems one may consider as Galerkin-type
approximation and control of some finite family of
modes. An interesting example is given by Coron
(2002), where the position of a tank is controlled to
regulate the water level inside.

Control of a Vibrating String

We consider Example 2, but various results hold for
hyperbolic linear systems in general. First consider
the uncontrolled system

ztt ¼ �z; zð0; tÞ ¼ zð1; tÞ ¼ 0 ½19�

A first integral is the energy given by

EðtÞ ¼ 1

2

Z
jzxj2 þ jztj2
h i

dx

u = +1 u = –1

F – G F + G

Figure 2 Optimal feedback for Example 4.
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Then we say that the system [19] is observable at
time T if there exists C(T) such that

Eð0Þ � CðTÞ
Z T

0

jzxð1; tÞj2 dt

which means that if we observe zero displacement
on the right end for time T then the solution has
zero energy and hence vanishes. In this case, the
system is observable for every time T 
 2: this is
precisely the time taken by a wave to travel from the
right end point to the left one and backward.

Thanks to a duality as for the finite-dimensional
case, observability of [19] is equivalent to null
controllability for [5]–[7], that is, to the property
that for every initial conditions y0, y1 there exists a
control u(�) such that the corresponding solution
verifies y(x, T) = yt(x, T) = 0. More precisely, the
desired control is given by u(t) = ~zx(1, t), where ~z is
the solution of [19] minimizing the functional (over
L2 �H�1)

Jðzð�;0Þ;ztð�;0ÞÞ

¼ 1

2

Z T

0

jzxð1; tÞj2 dtþ
Z

y0ztð�;0Þdx�
Z

y1zð�;0Þdx

One can check that this functional is continuous and
convex, and the coercivity is granted by the
observability of [19]; thus, a minimum exists by
the direct method of Tonelli. This is an example of
the method known as Hilbert’s uniqueness method
introduced by Lions (1988).

In the multidimensional case, controllability can
be characterized by imposing a condition on the
region � � @� on which the control acts. More
precisely, rays of geometric optics in � should
intersect � (Zuazua 2005).

If we consider infinite-time horizon T = þ1 and
introduce the functional

J ¼
Z þ1

0

kyk2 dt þN

Z
u2 dt dx

then the optimal control is determined as follows.
If (y, p) is a solution of the optimality system:
[5]–[6] with y = 0 outside � and

ptt ��pþ y ¼ 0; @�pþNy ¼ 0 on �

p ¼ 0 on @�

then u = y on � (Lions 1988, Zuazua 2005).

Controllability via Return Method of Coron

As we saw in Theorem 4, a nonlinear system may be
controllable even if its linearization is not. In this
case, controllability can be proved by the return

method of Coron, which consists in finding a
trajectory y such that the following hold:

1. y(0) = y(T) = 0;
2. the linearized system around y is controllable.

Then by implicit-function theorem, local controll-
ability is granted, that is, there exits " > 0 such that
for every data y0, y1 of norm less than ", there exists
a control steering the system from y0 to y1 in time T.

This method does not give many advantages in the
finite-dimensional case, but permits to obtain excel-
lent results for PDE systems such as Euler, Navier–
Stokes, Saint–Venant, and others (Coron 2002).

Control of Schrödinger Equation

Consider the issue of designing an efficient transfer of
population between different atomic or molecular
levels using laser pulses. The mathematical descrip-
tion consists in controlling the Schrödinger equation.
Many results are available in the finite-dimensional
case. Finite-dimensional closed quantum systems are
in fact left-invariant control systems on SU(n), or on
the corresponding Hilbert sphere S2n�1 � Cn, where
n is the number of atomic or molecular levels, and
powerful techniques of geometric control are avail-
able both for what concerns controllability and
optimal control (Agrachev and Sachkov 2004,
Boscain and Piccoli 2004, Jurdjevic 1997).

Recent papers consider the minimum-time pro-
blem with unbounded controls as well as minimiza-
tion of the energy of transition. Boscain et al. (2002)
have applied the techniques of sub-Riemannian geo-
metry on Lie groups and of optimal synthesis on two-
dimensional manifolds to the population transfer
problem in a three-level quantum system driven by
two external fields of arbitrary shape and frequency.

Although many results are available for finite-
dimensional systems, only few controllability prop-
erties have been proved for the Schrödinger equation
as a PDE, and in particular no satisfactory global
controllability results are available at the moment.
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Introduction

Convexity is an important notion in nonlinear
optimization theory as well as in infinite-
dimensional functional analysis. As will be seen
below, very simple and powerful tools will be
derived from elementary duality arguments (which
are by-products of the Moreau–Fenchel transform
and Hahn–Banach theorem). We will emphasize on
applications to a large range of variational pro-
blems. Some arguments of measure theory will be
skipped.

Basic Convex Analysis

In the following, we denote by X a normed vector
space, and by X	 the topological dual of X. If
a topology different from the normed topology is
used on X, we will denote it by � . For every x 2 X
and A � X, Vx denotes the open neighborhoods of x
and int A, cl A, respectively, the interior and the
closure of A. We deal with extended real-valued
functions f : X!R [ {þ1}. We denote by dom f =
f�1(R) and by epi f = {(x,�) 2 X� R: f (x) � �}
the domain and the epigraph of f, respectively. We
say that f is proper if dom f 6¼ ;. Recall that f is
convex if for every (x, y) 2 X2 and t 2 [0, 1], there
holds

f ðtxþ ð1� tÞyÞ � tf ðxÞ þ ð1� tÞf ðyÞ
ðby convention 1þ a ¼ þ1Þ

The notion of convexity for a subset A � X

is recovered by saying that 	A is convex, where its
indicator function 	A is defined by setting

	AðxÞ ¼ 0 if x 2 A
þ1 otherwise

�

Continuity and Lower-Semicontinuity

A first consequence of the convexity is the continuity
on the topological interior of the domain. We refer for
instance to Borwein and Lewis (2000) for a proof of

Theorem 1 Let f : X!R [ {þ1} be convex and
proper. Assume that supU f < þ1, where U is a
suitable open subset of X. Then f is continuous and
locally Lipschitzian on all int(dom f ).

As an immediate corollary, a convex function on
a normed space is continuous provided it is
majorized by a locally bounded function. In the
finite-dimensional case, it is easily deduced that a
finite-valued convex function f : Rd!R is locally
Lipschitz. Furthermore, by Aleksandrov’s theorem,
f is almost everywhere twice differentiable and the
non-negative Hessian matrix r2f coincides with the
absolutely continuous part of the distributional
Hessian matrix D2f (it is a Radon measure taking
values in the non-negative symmetric matrices).

However, in infinite-dimensional spaces, for
ensuring compactness properties (as, e.g., in condi-
tion (ii) of Theorem 4 below), we need to use weak
topologies and the situation is not so simple.
A major idea consists in substituting the continuity
property with lower-semicontinuity.

Definition 2 A function f : X!R [ {þ1} is �-l.s.c.
at x0 2 X if for all � 2 R, there exists U 2 Vx0

such that f > � on U. In particular, f will be l.s.c. on
all X provided f�1((r,þ1)) is open for every r 2 R.
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Remark 3

(i) The following sequential notion can be also
used: f is �-sequentially l.s.c. at x0 if

8ðxnÞ � X xn!
�

x0 ¼) lim inf
n!þ1

f ðxnÞ � f ðx0Þ

It turns out that this notion (weaker in general)
is equivalent to the previous one provided x0

admits a countable basis of neighborhoods.
(ii) A well-known consequence of Hahn–Banach

theorem is that, for convex functions, the lower-
semicontinuity property with respect to the
normed topology of X is equivalent to the weak
(or weak sequential) lower-semicontinuity.

Theorem 4 (Existence). Let f : X!R [ {þ1} be
proper, such that

(i) f is �-l.s.c.,
(ii) 8r 2 R, f�1((�1, r]) is �-relatively compact.

Then there is �x 2 X such that f (�x) = inf f and
argmin f := {x 2 Xjf (x) = inf f } is �-compact.

In practice, the choice of the topology � is ruled
by the condition (ii) above. For example, if X is a
reflexive infinite-dimensional Banach space and if f
is coercive (i.e., limkxk!1 f (x) =þ1), we may take
for � the weak topology (but never the normed
topology). This restriction implies in practice that
the first condition in Theorem 4 may fail. In this
case, it is often useful to substitute f with its lower-
semicontinuous (l.s.c.) envelope.

Definition 5 Given a topology � , the relaxed function
�f (=�f � ) is defined as

�f ðxÞ ¼ supfgðxÞjg : X!R [ fþ1g;
g is �-l:s:c:; g � fg

It is easy to check that f is �-l.s.c. at x0 if and only
if �f (x0) = f (x0). Futhermore,

�f ðxÞ ¼ sup
U2Vu

inf
U

f ; epi �f ¼ clðX�RÞ ðepi f Þ

We can now state the relaxed version of Theorem 1.4.

Theorem 6 (Relaxation). Let f : X!R [ {þ1},
then: inf f = inf �f . Assume further that, for all
real r, f�1((�1, r]) is T -relatively compact; then f
attains its minimum and argmin f =argmin�f\
{x2Xjf (x)=�f (x)}.

Moreau–Fenchel Conjugate

The duality between X and X� will be denoted by the
symbol h� j �i. If X is a Euclidian space, we identify X�

with X via the scalar product denoted (� j �).

Definition 7 Let f : X!R [ {þ1}. The Moreau–
Fenchel conjugate f � : X� !R [ {þ1} of f is defined
by setting, for every x� 2 X�:

f �ðx�Þ¼ supfhxjx�i � f ðxÞjx 2 Xg

In a symmetric way, if f � is proper on X�, we define
the biconjugate f �� : X!R [ {þ1} by setting

f ��ðxÞ¼ supfhxjx�i� f �ðx�Þjx� 2 X�g

As a consequence, the so-called Fenchel inequality
holds:

hxjx�i� f ðxÞ þ f �ðx�Þ; ðx; x�Þ 2X�X�

Notice that f does not need to be convex. However,
if f is convex, then f � agrees with the Legendre–
Fenchel transform.

Definition 8 Let f : X!R [ {þ1}. The sub-
differential of f at x is the possibly void subset of
@f (x) � X� defined by

@f ðxÞ :¼fx� 2 X�: f ðxÞ þ f �ðx�Þ ¼ hx; x�ig

It is easy to check that @f (x) is convex and weak-
star closed. Moreover, if f is convex and has a
differential (or Gateaux derivative) f 0(x) at x, then
@f (x) = {f 0(x)}. After summarizing some elementary
properties of the Fenchel transform, we give
examples in Rd or in infinite-dimensional spaces.

Lemma 9

(i) f � is convex, l.s.c. with respect to the weak star
topology of X�.

(ii) f �(0) =�inf f and f � g ) f �� g�.
(iii) (infi fi)

�= supi f �i , for every family {fi}.
(iv) f ��(x) = sup{g(x): g affine continuous on X and

g � f } (by convention, the supremum is identi-
cally �1 if no such g exists).

Proof (i) This assertion is a direct consequence of the
fact that f � can be written as the supremum
of functions gx, where gx := hx j �i � f (x). Clearly,
these functions are affine and weakly star-continuous
on X�. The assertions (ii), (iii) are trivial. To obtain (iv),
it is enough to observe that an affine function g of
the form g(x) = hx, x�i � � satisfies g � f iff
f �(x�) � �. &

Example 1 Let f : X!R, be defined by

f ðxÞ¼ 1

p
kxkp

X; 1 < p < þ1

then,

f �ðx�Þ¼ 1

p0
kx�kp0

X� ; with
1

p
þ 1

p0
¼ 1
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whereas, for p = 1, we find f �=�B� , where
B�= {kx�k� 1}.

Example 2 Let A 2 Rd2

sym be a symmetric positive-
definite matrix and let f (x) := (1=2)(Ax j x)(x 2 Rd).
Then, for all y 2 Rd, we have f �(y) = (1=2)(A�1y j y).
Notice that if A has a negative eigenvalue, then
f � 	 þ1.

Particular examples on Rd are also very popular.
For instance:

Minimal surfaces

f ðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jxj2

q
f �ðyÞ ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jyj2

q
if jyj � 1

þ1 otherwise

(
Entropy

f ðxÞ ¼ x log x if x 2 Rþ
þ1 otherwise

�
; f �ðyÞ ¼ expðy� 1Þ

Example 3 Let C � X be convex, and let f =�C.
Then,

f �ðx�Þ ¼ �Cðc�Þ¼ sup
x2C
hxjx�i

ðsupport function of CÞ

Notice that if M is a subspace of X, then
(�M)�=�M? . We specify now a particular case of
interest.

Let � be a bounded open subset of Rn. Take
X = C0(��; Rd) to be the Banach space of continu-
ous functions on the compact ��) with values in Rd.
As usual, we identify the dual X� with the space
Mb(��; Rd) of Rd-valued Borel measures on �� with
finite total variation. Let K be a closed convex of
Rd such that 0 2 K. Then �0

K(�) := sup {(� j z): z 2 K}
is a non-negative convex l.s.c. and positively
1-homogeneous function on Rd (e.g., �K is the
Euclidean norm if K is the unit ball of Rd). Let us
define C := {’ 2 X: ’(x) 2 K, 8x 2 �}. Then, we
have

ð�CÞ�ð	Þ ¼
Z

�

�0
Kð	Þ

:¼
Z

�

�0
K

d	

d


� �

ðdxÞ ½1


where 
 is any non-negative Radon measure such
that 	� 
 (the choice of 
 is indifferent). In the case
where K is the unit ball, we recover the total
variation of 	.

Example 4 (Integral functionals). Given 1 � p <
þ1, (�,�, T ) a measured space and ’ : ��

Rd! [0,þ1] a T � BRd -measurable integrand.
Then the partial conjugate ’�(x, z�) := sup{hz j z�i �
’(x, z): z 2 Rd} is a convex measurable integrand.
Let us define

I’ : u 2 ðLp
�Þ

d !
Z

�

’ðx; uðxÞÞd� 2 R [ fþ1g

and assume that I’ is proper. Then there holds
(I’)�= I’� , where

ðI’Þ� : v 2 ðLp0

� Þ
d !

Z
�

’�ðx; vðxÞÞd�

Duality Arguments

Two Key Results

The first result related to the biconjugate f �� is
a consequence of the Hahn–Banach theorem.
Recalling the assertion (v) of Lemma 9, we notice
that the existence of an affine minorant for f is
equivalent to the properness of f � (i.e.,
9x�0 2 X�: f �(x�0) < þ1).

Theorem 10 Let f : X!R [ {þ1} be convex and
proper. Then

(i) f is l.s.c. at x0 if and only if f � is proper
and f ��(x0) = f (x0). In particular, the lower-
semicontinuity of f on all X is equivalent to the
identity f 	 f ��.

(ii) If f � is proper, then f ��= �f .

Proof We notice that by Lemma 9, f ��� f and f ��

is l.s.c (even for the weak topology). Therefore,
f ��� �f and, moreover, f is l.s.c. at x0 if f ��(x0) �
f (x0). Conversely, if f is l.s.c. at x0, for every �0 <
f (x0), there exists a neighborhood V of x0 such
that V � (�1,�0) \ epi f = ;. It follows that
epi f is a proper closed convex subset of X� R
which does not intersect the compact singleton
{(x0,�0)}. By applying the Hahn–Banach strict
separation theorem, there exists (x�0, �0) 2 X� �R
such that

hx0; x
�
0i þ �0�0 < hx; x�0i þ ��0

for all ðx; �Þ 2 epi f

Taking �!1 and x 2 dom f , we find �0 � 0. In
fact, �0 > 0 as the strict inequality above would be
violated for x = x0. Eventually, we obtain that f is
minorized by the affine continuous function
g(x) =�hx� x0, x�0=�i þ �0. Thus, we conclude
that f � is proper and that f ��(x0) � �0.

The assertion (ii) is a direct consequence of the
equivalence in (i). &
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Theorem 11 Let X be a normed space and let
f : X! [0,þ1] be a convex and proper function;
assume that f is continuous at 0, then

(i) f � achieves its minimum on X�

(ii) f (0) = f ��(0) =�inf f �

Proof

(i) Let M be an upper bound of f on the ball {kxk�
R}. Then

f �ðx�Þ � sup hx; x�i � f ðxÞ: kxk � Rf g
� Rkx�kX� �M

Hence, for every r, the set {x� 2 X�: f �(x�) � r}
is bounded, thus �-relatively compact, where � is
the weak-star topology on X�. By assertion (i) of
Lemma 9, f � is �-l.s.c. and Theorem 4 applies.

(ii) By Theorem 10, since f is convex proper and
l.s.c. at x0 = 0, we have f (0) = f ��(0) =�inf f �.

&

Some Useful Consequences

Proposition 12 (Conjugate of a sum). Let f , g : X!
R [ {þ1} be convex such that

9x0 2X : f is continuous at x0 and gðx0Þ<þ1 ½2


Then

(i) ðf þ gÞ�ðx�Þ= inf
x�

1
þx�

2
= x�

{f �ðx�1Þ þ g�ðx�2Þ}

(the equality holds in �R).
(ii) If both sides of the equality in (i) are finite, then

the infimum in the right-hand side is achieved.

Proof Without any loss of generality, we may
assume that x�= 0 (we reduce to this case by
substituting g with g� h� , x�i). We let

hðpÞ ¼ infff ðxþ pÞ þ gðxÞjx 2 Xg

Noticing that (p, x) 7! f (xþ p)þ g(x) is convex, we
infer that h(p) is convex as well. As h is majorized
by the function p 7! f (x0 þ p)þ g(x0), which by [2]
continuous at 0, we deduce from Theorems 1 and 11
that h(0) = h��(0) and that h� achieves its infimum.
Now h(0) = inf(f þ g) =�(f þ g)�(0) and

h�ðp�Þ ¼ supfhp;p�i � hðpÞ: p 2Xg
¼ supfhp;p�i � f ðxþ pÞ � gðxÞ: x 2X;p 2Xg
¼ g�ð�p�Þ þ f �ðp�Þ

The assertions (i), (ii) follow since �h��(0)=
minh�= min{g�(�p�)þ f �(p�)}. &

Proposition 13 (Composition). Let X, Y be two
Banach spaces and A : X 7!Y a linear operator with
dense domain D(A). Let � : Y!R [ {þ1} be a

convex l.s.c. function and let F 7!X be the convex
functional defined by

FðuÞ ¼ �ðAuÞ if u 2 DðAÞ
þ1 otherwise

�
Assume that there exists u0 2 D(A) such that � is
continuous at Au0. Then

(i) The Fenchel conjugate of F is given by

8f 2 X�; F�ðf Þ ¼ inff��ð�Þ: � 2 Y�;A�� ¼ fg

where, if both sides of the equality are finite, the
infimum on the right-hand side is achieved.

(ii) If, in addition, Y is reflexive and � is l.s.c.
coercive, we have

�FðuÞ ¼ F��ðuÞ ¼ inff�ðpÞj ðu; pÞ 2 GðAÞg ½3


where G(A) denotes the graph of A.

Proof

(i) Define H, K : X� Y!R [ {þ1} by

Hðu; pÞ ¼ �GðAÞðu; pÞ; Kðu; pÞ ¼ �ðpÞ

Then we have the identity F�(f ) = (H þ K)�(f , 0),
where the conjugate of H þ K is taken with
respect to the duality (X� Y, X� � Y�). From the
assumption, K is continuous at (u0, Au0) 2
dom H. By Proposition 12, we obtain

ðH þ KÞ�ðf ; 0Þ
¼ inf
ðg;�Þ2X��Y�

fK�ðf � g; �Þ þH�ðg;��Þg

After a simple computation, it is easy to check
that

H�ðg;��Þ ¼ 0 if A�� ¼ f

þ1 otherwise

�
K�ðf � g; �Þ ¼ ��ð�Þ if g ¼ f

þ1 otherwise

�
(ii) Let J(u) := inf{�(p): (u, p) 2 G(A)}. As observed

for F� in the proof of (i), we have the identity
J�(f ) = (H þ K)�(f , 0). Therefore, in view of
Theorem 10, �F = F��= J�� and it is enough to
prove that J is convex l.s.c. proper. Let us
consider a sequence (un) in X converging to
some u 2 X. Without any loss of generality, we
may assume that lim inf J(un) = lim J(un) < þ1.
Then there is a sequence (pn) such that, for every
n, (un, pn) 2 �G(A) and J(un) �  (un)� 1=n. As  
is coercive, {pn} is bounded in the reflexive
space Y and possibly passing to a subsequence,
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we may assume that pn converges weakly to
some p. Since G(A) is a (weakly) closed subspace
of X� Y, we infer that (u, p) as the limit of
(un, pn) still belongs to G(A). Thus, we conclude,
thanks to the (weak) lower-semicontinuity of �

lim inf
n

JðunÞ ¼ lim
n

�ðpnÞ � �ðpÞ � JðuÞ
&

An immediate consequence of Propositions 12 and
13 is the following variant:

Proposition 14 Under the same notation as in
Proposition 13, let � : X!R [ {þ1} be a convex
function and assume that there exists u0 2 D(A)
such that F(u0) < þ1 and � is continuous at Au0.
Then we have

inf
u2X

�ðuÞ þ�ðAuÞf g ¼ sup
�2Y�
���ð�A��Þ ���ð�Þf g

where the supremum on the right-hand side is
achieved. Furthermore, a pair (�u, ��) is optimal if
and only if it satisfies the relations: �� 2 @�(A�u) and
�A��� 2 @�(�u).

Remark 15 From the assertion (ii) of Proposition
13, we may conclude that F is l.s.c. whenever the
operator A is closed. If now A is merely closable
(with closure denoted by �A), we obtain

�FðuÞ ¼ Gð�AuÞ if u 2 dom �A
þ1 otherwise

�
This is the typical situation when F is an integral
functional defined on smooth functions of the kind

FðuÞ ¼
Z

�

f ðx;ruÞ dx

where � is an bounded open subset of Rn, f : ��
Rn!R is a convex integrand with quadratic growth
(i.e., cjzj2 � f (x, z) � C(1þ jzj2 for suitables C �
c > 0). Then X = L2(�), Y = L2(�; Rn),

GðvÞ ¼
Z

�

f ðx; vðxÞÞ dx

and A : u 2 C1(�) 7!ru 2 L2(�; Rn). It turns out
that A is closable and that the domain of �A
characterizes the Sobolev space W1, 2(�) on which
�A coincides with the distributional gradient
operator.

The situation is more involved if we consider

FðuÞ ¼
Z

�

f ðx;ruÞ d�

� is a possibly concentrated Radon measure sup-
ported on �. In general, the operator A : u 2
C1(�) � L2

�(�) 7!ru 2 L2
�(�; Rn) is not closable

and we need to come back to the general formula
[3]. The general structure of G(A) has been given in
Bouchitté et al. (1997) and Bouchitté and Fragalà
(2002, 2003), namely

ðu; �Þ 2 GðAÞ()u 2W1;2
� ; 9
 2 L2

�ð�; RnÞ:
� ¼ r�uþ 
; 
ðxÞ 2 T�ðxÞ?

where T�(x),r�(x) are suitable notions of tangent
space and tangential gradient with respect to �, and
W1, 2

� denotes the domain of the extended tangential
gradient operator.

Remark 16 The assertion (ii) of Proposition 13
is not valid in the nonreflexive case. In
particular, for

FðuÞ ¼
Z

�

f ðx;ruÞdx

where f (x , � ) has a linear growth at infinity,
we need to take Y as the space of Rn-values
vector measures on � and the relaxed functional
F�� needs to be indentified on the space BV(�)
of integrable functions with bounded variations.
The computation of F�� is a delicate problem for
which we refer to Bouchitté and Dal Maso (1993)
and Bouchitté and Valadier (1998).

Remark 17 By duality techniques, it is possible
also to handle variational integrals of the kind

FðuÞ ¼
Z

�

f ðx; uðxÞ;ruðxÞÞdx

even if the dependence of f (x, u, z) with respect to u
is nonconvex. The idea consists in embedding the
space BV(�) in the larger space BV(��R) through
the map u 7! 1u, where 1u is the characteristic
function defined on �� R by setting

1uðx; tÞ :¼ 1 if uðxÞ > t
0 otherwise

�
Then it is possible to show, under suitable
conditions on the integrand f, that there exists
a convex l.s.c., 1-homogeneous functional
G : BV(��R)!R [ {þ1} such that �F(u) = G(1u).
This functional G is constructed as in the Example
3 taking C to be a suitable convex subset of
C0(��R). This nice new idea has been the key
tool of the calibration method developed recently
(Alberti et al. 2003).
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Convex Variational Problems in Duality

Finite-Dimensional Case

We sketch the duality scheme in two cases.

Linear programming Let c 2 Rn, b 2 Rm and A an
m� n matrix. We denote by AT the transpose
matrix. We consider the linear program

ðPÞ inffðcjxÞ: x � 0; Ax � bg

and its perturbed version (p 2 Rm)

hðpÞ :¼ inffðcjxÞ: x � 0; Axþ p � bg

An easy computation gives

8y 2 Rm;

h�ðyÞ ¼ �ðbjyÞ if ATyþ c � 0; y � 0
þ1 otherwise

�
½4


Lemma 18 Assume that inf (P) is finite. Then:

(i) h is convex proper and l.s.c. at 0.
(ii) (P) has at least one solution.

Proof We introduce the (nþm)� (mþ 1) matrix
B defined by

B :¼ cT 0
A Im

� �
(Im is the m-dimensional identity matrix). Denote
{b1, b2, . . . , bnþm} � Rmþ1 the columns of B and K
the convex cone K := {

Pj = nþm
j = 1 	jbj: 	j � 0}. By

Farkas lemma, this cone K is closed.

(i) Let � := lim inf {h(p): p! 0}. We have to prove
that � � h(0) = infP. Let {p"} be a sequence in
Rm such that p"! 0 and h(p")!�. By the
definition of h, we may choose x" � 0 such that
Ax" � b and (c j x")!�. Then we see that the
column vector ~x" associated with (x", b� Ax") 2
Rnþm satisfies: B ~x" 2 K and

B ~x" !
�
b

� �
Therefore,

�
b

� �
2 K

and there exists ~x = (x, x0) such that x � 0, x0 � 0,
(c j x) =� and Axþ x0= b. It follows that x is
admissible for (P) and then (c j x) =� � h(0).

(ii) We repeat the proof of (i) choosing p" = 0 so
that �= inf (P). &

Thanks to the assertion (i) in Lemma 18, we deduce
from Theorem 10 that inf (P) = h(0) = h��(0) =

sup�h�. Recalling [4], we therefore consider the dual
problem:

ðP�Þ sup �b � y : y � 0; AT þ c � 0
� �

Theorem 19 The following assertions are equivalent:

(i) (P) has a solution.
(ii) (P�) has a solution.

(iii) There exists (x0, y0) 2 Rn
þ � Rm

þ such that
Ax0 � b, ATy0 þ c � 0.

In this case, we have min (P) = max (P�) and
an admissible pair (�x, �y) is optimal if and
only if c � �x =�b � �y or, equivalently, satisfies
the complementarity relations: (A�x� b) � �y =
(AT�yþ c) � �x = 0.

Convex programming Let f , g1, . . . , gm : X!R be
convex l.s.c. functions and the optimization problem

ðPÞ infff ðxÞ: gjðxÞ � 0; j ¼ 1; 2 . . . ;mg

Here X = Rn or any Banach space. As before, we
introduce the value function

p 2 Rm; hðpÞ :¼ infff ðxÞ:
gjðxÞ þ pj � 0 j 2 1; 2; . . . ;mg

and compute its Fenchel conjugate:

	 2 Rm; h�ð	Þ ¼ � inf
x2X Lðx; 	Þf g if 	 � 0
þ1 otherwise

�
where L(x,	) := f (x)þ

P
	igi(x) is the so-called

Lagrangian. We notice that h is convex and that
the equality h(0) = h��(0) is equivalent to the zero-
duality gap relation

inf
x

sup
	

Lðx; 	Þ ¼ sup
	

inf
x

Lðx; 	Þ

This condition is fulfilled, in particular, if we make
the following qualification assumption (ensuring
that h is continuous at 0 and Theorem 11 applies):

9x0 2 X : f continuous at x0; gjðx0Þ < 0; 8j ½5


Theorem 20 Assume that [5] holds. Then �x is
optimal for (P) if and only if there exist Lagrangian
multipliers �	1, �	2, . . . �	m in Rþ such that

�x 2 argmin
X

f þ
X

j

�	jgj

 !
; �	jgjð�xÞ ¼ 0; 8j

Notice that the existence of such a solution �x
is ensured if, for example, X = Rn and if, for some
k > 0, the function f þ k

P
j gj is coercive.
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Primal–Dual Formulations in Mechanics

We present here the example of elasticity which
motivated the pioneering work by J J Moreau on
convex duality techniques. Further examples can be
found in Ekeland and Temam (1976). An elastic body is
placed in a bounded domain � � Rn whose boundary
� consists of two disjoint parts � = �0 [ �1. The
unknown u : �!Rn (deformation) satisfies a Dirichlet
condition u = 0 on �0, where the body is clamped. The
system is subjected to a surface load g 2 L2(�1; Rn) and
to a volumic load f 2 L2(�; Rn). The static equilibrium
problem has the following variational formulation:

ðPÞ inf
u¼0 on �0

Z
�

jðx; eðuÞÞ dx�
Z

�

f � u dx

�
�
Z

�1

g � u dHn�1

�
where e(u) := (1=2)(ui, j þ uj, i) denotes the symmetric
strain tensor and j : (x, z) 2 �� Rn2

sym!Rþ is a
convex integrand representing the local elastic
behavior of the material. We assume a quadratic
growth as in Remark 15 (in the case of linear
elasticity, an isotropic homogeneous material is
characterized by the quadratic form

jðx; zÞ ¼ 	
2
jtrðzÞj2 þ �jzj2

	,� being the Lamé constants).
We apply Proposition 14 with X = W1, 2 (�; Rn),

Y = L2(�; Rn2

sym), Au = e(u) and where we set

�ðuÞ ¼
�
R

� f � u dx

�
R

�1
g � u dHn�1 if u ¼ 0 on �0

þ1 otherwise

8><>:
�ðvÞ ¼

Z
�

jðx; vÞ dx

After some computations, we may write the supre-
mum appearing in Proposition 14 as our dual
problem

ðP�Þ sup

�
�
Z

�

j�ðx; �Þ dx: � 2 L2ð�; Rn2

symÞ;

�div � ¼ f on �; � � n ¼ g on �1

�
where j� is the Moreau–Fenchel conjugate with
respect to the second argument and n(x) denotes
the exterior unit normal on �. The matrix-valued
map � is called the stress tensor and j� the stress
potential. Note that the boundary conditions for �n
have to be understood in the sense of traces.

Theorem 21 The problems (P) and (P�) have
solutions and we have the equality: inf(P) = sup (P�).

Futhermore, a pair (�u, ��) is optimal if and only if it
satisfies the following system:

�div ��¼ f

��ðxÞ 2 @jðx;eð�uÞÞ
�u¼ 0

��n¼ g

on �

a:e: on �

a:e: on �0

on �1

ðequlibriumÞ
ðconstitutive lawÞ

Duality in Mass Transport Problems

General Cost Functions

Let X, Y be a compact metric space and c : X�
Y! [0, þ1) a continuous cost function. We denote
by P(X),P(X� Y) the sets of probability measures
on X and X� Y, respectively. Given two elements
� 2 P(X), � 2 P(Y), we denote by �(�, �) the subset
of probability measures in P(X� Y) whose margin-
als are, respectively, � and �. Identified as a subset
of (C0(X� Y))� (the space of signed Radon mea-
sures on X� Y), it is convex and weakly-star
compact. The Monge–Kantorovich formulation of
the mass transport problem reads as follows:

Tcð�;�Þ:¼ inf

Z
X�Y

cðx;yÞ�ðdxdyÞ:�2�ð�;�Þ
� �

½6


This formulation, where the infimum is achieved (as
we minimize an l.s.c. functional on a compact set for
the weak star topology), is already a relaxation of
the initial Monge mass transport problem,

inf
T

Z
X

cðx;TxÞ�ðdxÞ: T#ð�Þ ¼ �
� �

where the infimum is searched among all transports
maps T : X 7!Y pushing forward � on � (i.e., such
that �(T�1(B) = �(B) for all Borel subset B � Y).
This is equivalent to restricting the infimum in [6] to
the subclass {�T} � �(�, �), where

h�T ; �ðx; yÞi :¼
Z

X

�ðx;TxÞ�ðdxÞ

In order to find a dual problem for [6], we fix
� 2 P(Y) and consider the functional F :Mb(X)!
[0,þ1) defined by

Fð�Þ ¼ Tcð�; �Þ if � � 0; �ðXÞ ¼ 1
þ1 otherwise

�
(Mb(X) denote the Banach space of (bounded)
signed Radon measures on X).

Lemma 22 F is convex, weakly-star l.s.c. and
proper. Its Moreau–Fenchel conjugate is given by

8’ 2 C0ðXÞ; F�ð’Þ ¼ �
Z

Y

’cðyÞ�ðdyÞ
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where

’cðyÞ :¼ inffcðx; yÞ � ’ðxÞ: x 2 Xg

Proof The convexity property is obvious and the
properness follows from the fact that

Fð�Þ �
Z

X�Y

cðx; yÞ �� �ðdxdyÞ

Let �n be such that �n * � (weakly star). We may
assume that lim infn F(�n) = limn F(�n) :=� is finite.
Then �n and the associated optimal �n are prob-
ability measures on X and on X� Y, respectively.
As X and Y are compact, possibly passing to a
subsequence, we may assume that �n * �, and
clearly we have � 2 �(�, �). Since c(x, y) is l.s.c.
non-negative, we conclude that

lim inf
n

Fð�nÞ ¼ lim inf
n

Z
X�Y

cðx; yÞ�nðdxdyÞ

�
Z

X�Y

cðx; yÞ �ðdxdyÞ

¼ Fð�Þ

Let us compute now F�(’). We have

�F�ð’Þ ¼ inf

Z
X�Y

cðx; yÞ�ðdxdyÞ
�
�
Z

X

’ d�: � 2 PðXÞ; � 2 �ð�; �Þ
�

¼ inf

�Z
X�Y

ðcðx; yÞ � ’ðxÞÞ�ðdxdyÞ:

� 2 �ð�; �Þ
�

�
Z

Y

’cðyÞ �ðdyÞ

To prove that the last inequality is actually an
equality, we observe that, for every y 2 Y and ’ 2
C0(X), the minimum of the l.s.c. function c( � , y)� ’
is attained on the compact set X and there exists a
Borel selection map S(y) such that ’c(y) = c(S(y), y)�
’(S(y) for all y 2 Y. We obtain the desired equality by
choosing � defined, for every test  , byZ

X�Y

 ðx; yÞ�ðdxdyÞ :¼
Z

Y

 ðSðyÞ; yÞ�ðdyÞ

&

We observe that, for every ’ 2 C0(X), the func-
tion ’c introduced in Lemma 22 is continuous (use
the uniform continuity of c) and therefore the pair
(’,’c) belong to the class

F c :¼ ð’;�Þ 2 C0ðXÞ � C0ðYÞ:
�
’ðxÞ þ  ðyÞ � cðx; yÞg

Let us introduce the dual problem of [6]:

sup

Z
X

’ d�þ
Z

Y

 d� : ð’;  Þ 2 F c

� �
½7


We will say that (’, ) 2 F c is a pair of c-concave
conjugate functions if  =’c and  c =’ (where
symmetrically  c(x) := inf {c(x, y)�  (x): y 2 Y}).
Checking the latter condition amounts to verifying
that ’ enjoys the so-called c-concavity property
’cc =’ (in general, we have only ’cc � ’, whereas
’ccc =’c). We refer for instance to Villani (2003) for
further details about this c-duality.

Now, by exploiting Theorem 10 and Lemma 22,
we obtain a very simple proof of Kantorovich
duality theorem:

Theorem 23 The following duality formula holds:

Tcð�; �Þ ¼ sup

Z
X

’ d�þ
Z

Y

 d� : ð’;  Þ 2 F c

� �
Moreover, the supremum in the right-hand side
member is achieved by a pair (�’, � ) of conjugate
c-concave functions such that, for any optimal �� in
[6], there holds �’(x)þ � (y) = c(x, y), ��-a.e.

Proof By Theorem 10 and Lemma 22, we have

Tcð�; �Þ ¼ F��ð�Þ

¼ sup

Z
X

’ d�þ
Z

Y

’c d�: ’ 2 C0ðXÞ
� �

� sup

Z
X

’ d�þ
Z

Y

 d�: ð’;  Þ 2 F c

� �
� Tcð�; �Þ

where the last inequality follows from the definition
of F c. Therefore, inf [6] = sup [7]. Furthermore, on
the right-hand side of first equality, we increase the
supremum by substituting ’ with ’cc (recall that
’ccc =’c). Thus,

sup½7
 ¼ sup

Z
X

’ d�

�
þ
Z

Y

’c d�: ’ 2 C0ðXÞ;

’ c-concave

�
Take a maximizing sequence (’n,’c

n) of c-concave
conjugate functions. It is easy to check that {fn}
is equicontinuous on X: this follows from the c-con-
cavity property and from the uniform continuity of
c (observe that ’n(x1)� ’n(x2) =’cc

n (x1)� ’cc
n (x2) �

supY {c(x1, � )� c(x2, � )}). Then, by Ascoli’s theorem,
possibly passing to subsequences, we may assume
that: ’n � cn converges uniformly to some continuous
function �’ where {cn} is a suitable sequence of
reals. Then, one checks that �’ is still c-concave
and that (’n � cn)c =’c

n þ cn converges uniformly to
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�’c. Thus, recalling that �(X) = �(Y) = 1, we
deduce that

sup½7
 ¼ lim
n

Z
X

’n d�þ
Z

Y

’c
n d�

� �
¼ lim

n

Z
X

ð’n � cnÞ d�þ
Z

Y

ð’c
n þ cnÞ d�

	 

¼
Z

X

�’ d�þ
Z

Y

�’c d�

The last assertion is a consequence of the extrem-
ality relation:

0 ¼ inf½6
 � sup½7


¼
Z

X�Y

cðx; yÞ � �’ðxÞ � � ðyÞ
� �

��ðdxdyÞ

&

Remark 24

(i) In their discrete version (i.e., �, � are atomic
measures), problems [6] and [7] can be seen as
particular linear programming problems (see the
section ‘‘Finite-dimensional case’’).

(ii) The case X = Y � Rn and c(x, y) = (1=2)jx� yj2
is important. In this case, the notion of c-concavity
is linked to convexity and the Fenchel transform
since, for every ’ 2 C0(X), one has

j � j2

2
� ’c ¼ j � j2

2
� ’

 !�

Then if (�’, �’c) is a solution of [7], we find that
’0ðxÞ :¼
jxj2

2
� �’ðxÞ
is convex continuous and that the extremality
condition: �’(x)þ �’c(y) = c(x, y) is equivalent to
Fenchel equality ’0(x)þ ’�0(y) = (xjy). There-
fore, any optimal �� is supported in the graph
of the subdifferential map @’0. In the case
where � is absolutely continuous with respect to
the Lebesgue measure, it is then easy to deduce
that the optimal �� is unique and that ��= �T0

,
where T0 =r’0 is the unique gradient (a.e.
defined) of a convex function such that
r’]0(�) = �. This is a celebrated result by Y
Brenier (see, e.g., the monographs by Evans
(1997) and Villani (2003)).
The Distance Case

In the following, we assume that X = Y and that
c(x, y) is a semidistance. As an immediate
consequence of the triangular inequality, we have
the following equivalence:

’ c-concave , ’ðxÞ � ’ðyÞ � cðx; yÞ; 8ðx; yÞ
, ’c ¼ �’

Let us denote Lip1(X) := {u 2 C0(X): u(x)� u(y) �
c(x, y)}. The first assertion of Theorem 23 becomes
the Kantorovich–Rubintein duality formula:

Tcð�; �Þ ¼ max

Z
X

u dð�� �Þ: u 2 Lip1ðXÞ
� �

½8


As it appears, Tc(�, �) depends only on the differ-
ence f =�� �, which belongs to the spaceM0(X) of
signed measure on X with zero average. Defining
N(f ) := Tc(f

þ, f�) provides a seminorm (Kantoro-
vich norm) on M0(X) (it turns out that M0(X) is
not complete and that in general its completion is a
strict subspace of the dual of Lip(X)).

We will now specialize to the case where X is a
compact manifold equipped with a geodesic dis-
tance. This will allow us to link the original problem
to another primal–dual formulation closer to that
considered in the section ‘‘Primal–dual formulation
in mechanics’’ and yielding to a connection with
partial differential equations. As a model example,
let us assume that K = ��, where � is a bounded
connected open subset of Rn with a Lipschitz
boundary. Let � � �� be a compact subset (on
which the transport will have zero cost) and define

cðx;yÞ:¼ inf H1ðSn�Þ:
�

S Lipschitz curve joining x to y; S� ��
�

½9


where H1 denotes the one-dimensional Hausdorff
measure (length). It is easy to check that

cðx; yÞ ¼ minf��ðx; yÞ; ��ðx;�Þ þ ��ðy;�Þg

where ��(x, y) is the geodesic distance on � (induced
by the Euclidean norm). Furthermore, the following
characterization holds:

u 2 Lip1ðXÞ() u 2W1;1ð�Þ;
jruj � 1 a.e. in �; u ¼ cte on � ½10


Since f :=�� � is balanced, the value of the
constant on � in [10] is irrelevant and can be set
to 0. Thus we may rewrite the right hand side
member of [8] in a equivalent way as

max

�Z
��

u df: u 2W1;1ð�Þ;

jruj � 1 a.e. on �; u ¼ 0 on �

�
½11


We will now derive a new dual problem for [11]
by using Proposition 14. To this aim, we consider
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X = C1(��) (as a closed subspace of W1,1(�)),
Y = C0(��; Rn), Y�=Mb(��; Rn) and the operator
A : u 2 X 7!ru 2 Y.

Theorem 25 Let �, � 2 P(��), f =�� � and c
defined by [9]. Then,

Tcð�; �Þ ¼ min

�Z
��

j	j: 	 2 Mbð��; RnÞ;

�div	 ¼ f on �� n �

�
½12


where the divergence condition is intended in the
sense that Z

��

	 � r’ ¼
Z

��

’ df

for all ’ 2 C1 compactly supported in Rnn�.

Proof (sketch) We apply Proposition 14 with
�(u) =�

R
�� u df if u = 0 on � (þ1 otherwise),

A ¼ r, and  (v) = 0 if jvj � 1 on �� (þ1 otherwise).
We obtain that the minimum � in [12] is reached
and that �= �, where

�� :¼ inf

�
�
Z

��

u df: u 2 C1ð��Þ;

jruj � 1 on � u ¼ 0 on �

�
To prove that �= Tc(�, �) = sup (11), we consider a
maximizer �u in [11] and prove that it can be
approximated uniformly by a sequence {un} of
functions in C1(��) which satisfy the same con-
straints. This technical part is done by truncation
and convolution arguments (we refer to Bouchitté
et al. (2003) for details). &

Remark 26 By localizing the integral identity
associated with [12], it is possible to deduce
the optimality conditions which characterize optimal
pairs (�u, �	) for [11], [12] (without requiring any
regularity). This is done by using a weak notion
of tangential gradient with respect to a measure
(see Bouchitté et al. (1997) and Bouchitté and
Fragalà (2002)). If �	= �� dx where � 2 L1(�; Rn)
and if � � @�, then we find that ��= ar�u, where the
pair (�u, a) solves the following system:

�divðar�uÞ ¼ f on � ðdiffusion equationÞ
jr�uj ¼ 1 a.e. on fa > 0g ðeikonal equationÞ

u ¼ 0 a.e. on �

@u

@n
¼ 0 on �
Remark 27 Given a solution �� for [6], we can
construct a solution �	 for [12] by selecting for every
(x, y) 2 spt(��) a geodesic curve Sxy joining x and y
(possibly passing through the free-cost zone �) and
by setting, for every test �:

h�	; �i :¼
Z

�����

Z
Sxy

� � �Sxy
dH1

 !
�	ðdxdyÞ

where �Sxy
denote the unit oriented tangent vector

(see Bouchitté and Buttazzo (2001)). It is also
possible to show (see Ambrosio (2003)) that any
solution �	 can be represented as before through a
particular solution ��. As a consequence, the support
of any solution �� of [12] is supported in the geodesic
envelope of the set spt(�) [ spt(�) [ �. However, we
stress the fact that, in general, there is no uniqueness
at all of the optimal triple (��, �u, �	) for [6], [11]
and [12].

Remark 28 An approximation procedure for par-
ticular solutions of problems [11], [12] can be
obtained by solving a p-Laplace equation and then
by sending p to infinity. Precisely, consider the
solution up 2W1, p(�) of

�divðjrujp�2ruÞ ¼ f on ��n�
u ¼ 0 on �

which, for p > n, exists (due to the compact
embedding W1, p(�) � C0(��)) and is unique. In
Bouchitté et al. (2003) it is proved that the sequence
{(up, �p)}, where �p = jrupjp�2rup, is relatively
compact in Mb(��; Rn)� C0(�� (weakly star with
respect to the first component) and that every cluster
point (�u, �	) solves [11], [12]. It is an open problem
to know whether or not such a cluster point is
unique. If the answer is ‘‘yes,’’ the process described
above would select one optimal pair among all
possible solutions. As far as problem [11] is
concerned, this problem is connected with the
theory of viscosity solutions for the infinite Lapla-
cian (see Evans (1997)) although this theory does
not provide an answer as it erases the role of the
source term f. On the other hand, a new entropy
selection principle should be found for the solutions
of dual problem [12]. In fact, the following partial
result holds: let E :Mb(��; Rn)!R [ {þ1} be the
functional defined by

Eð	Þ :¼
R

� j�j logðj�jÞ dx if 	� dx and � ¼ d	

dj	j
þ1 otherwise

8<:
Assume that [12] admits at least one solution 	0

such that E(	0) < þ1. Then it can be shown that
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the sequence {�p} does converge weakly-star to �	,
the unique minimizer of the problem

inf Eð	Þ: 	 solution of ½12
f g

The general case, in particular when all optimal
measures are singular, is open.

Remark 29 Variational problems [11], [12] have
important counterparts in the theory of elasticity
and in optimal design problems (see Bouchitté and
Buttazo (2001)). They read, respectively, as

max

�Z
��

u � df: u 2 \p>1W1;pð�; RnÞ;

ruðxÞ 2 K a:e: on �; u ¼ 0 on �

�
min

�Z
��

�0
Kð	Þ: 	 2 Mbð��; Rn2

symÞ;

�div	 ¼ f on ��n�
�

where K � Rn2

sym) is a convex compact subset of
symmetric second-order tensors associated with the
elastic material, �0

K(�) = sup {� � z: z 2 K} is convex
positively 1-homogeneous and the functional on
measures

R
�� �

0
K(	) is intended in the sense given in

[1]. A celebrated example is given by Michell’s
problem (Michell 1904) where n = 2 and K := {z 2
Rn2

sym, j�(z)j � 1}, �(z) being the largest singular value
of z. The potential �0

K is given by the nondifferenti-
able convex function �0

K(�) = �1(�)þ �2(�), where the
�i(�)’s are the singular values of �.

Unfortunately, it is not known if the vector
variational problem above can be linked to an
optimal transportation problem of the type [6],
even if the analogous of equivalence [10] does exist
in the Michell’s case, namely (for � convex):

�ðeðuÞÞ � 1 on �

() jðuðxÞ � uðyÞjx� yÞj � jx� yj2; 8ðx; yÞ
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Introduction

Mathematical cosmology focuses on the geometrical
and mathematical aspects of the study of the
universe as a whole. Because the structure of
spacetime (with metric tensor gab(xj)) is governed
by gravity, with matter and energy causing space-
time curvature according to the nonlinear gravita-
tional field equations of the theory of general
relativity, it has its roots in differential geometry. It
is to be distinguished from the three other major
aspects of modern cosmology, namely astrophysical
cosmology, high-energy physics cosmology, and
observational cosmology; see Peacock (1999) for
these aspects.

The Einstein field equations (EFEs) are

Rab � 1
2 Rgab þ �gab ¼ �Tab ½1�

where Rab is the Ricci tensor, R the Ricci scalar, Tab

the matter tensor, � the cosmological constant, and
� the gravitational constant. Cosmological models
differ from generic solutions of these equations in
that they have preferred world lines in spacetime
associated with the motion of matter and distribu-
tion of radiation (Ellis 1971). This is a classic case of
a broken symmetry: the underlying equations [1] are
locally Lorentz invariant but their solutions are not.
These preferred world lines, characterized by a unit
4-velocity vector ua, are associated at late times with
‘‘fundamental observers,’’ and a key aspect of
cosmological modeling is determining the observa-
tional relations such observers would determine
through astronomical observations.

The dynamics of cosmological models is deter-
mined by their matter content. This is usually
represented in simplified form, often using the
‘‘perfect-fluid’’ approximation to represent the effect
of matter or radiation; that is,

Tab ¼ ð�þ pÞuaub þ pgab ½2�

where � is the energy density and p the pressure, and
the matter 4-velocity ub is the preferred cosmo-
logical 4-velocity. This description can include a
scalar field � with dynamics governed by the
Klein–Gordon equation, provided ua is normal to
spacelike surfaces {�= const}. Suitable equations of
state describe the nature of the matter envisaged
(e.g., p = 0 for baryons, whereas p = �=3 for

radiation); in the case of a scalar field with potential
V(�) and spacelike surfaces {�= const:}, on choosing
ua orthogonal to these surfaces, the stress tensor has
a perfect-fluid form with �= (1/2)�̇

2 þ V(�),
p = (1/2)�̇

2 � V(�). A cosmological constant � can
be represented as a perfect fluid with �þ p = 0,
� = p. More general matter may involve a momen-
tum flux density qa and anisotropic pressures 	ab

(Ehlers 1961). Whatever the nature of the matter, it
will usually be required to satisfy energy conditions
(Hawking and Ellis 1973). All realistic matter has a
positive inertial mass density:

�þ p > 0 ½3�

(note that realistic cosmological models are non-
empty), whereas all ordinary matter has a positive
gravitational mass density:

�þ 3p > 0 ½4�

but this is not necessarily true for a scalar field or
effective cosmological constant.

Mathematical cosmology (Ellis and van Elst 1999)
studies (1) generic properties of solutions with a
preferred 4-velocity field and matter content as
indicated above, (2) the standard FLRW models,
(3) approximate FLRW solutions, and (4) other
exact and approximate cosmological solutions. The
ultimate underlying issue is (5) the origin of the
universe. We look at these in turn. We aim to use
covariant methods as far as possible, to avoid being
misled by coordinate effects, and to obtain exact
solutions and exact results as far as possible, because
approximate methods can be misleading in the case
of these nonlinear field equations.

Exact Properties

We can split the equations into spacelike and
timelike parts relative to the 4-velocity ua, obtain-
ing the (1þ 3) covariant dynamical equations and
identities in terms of the fluid shear �ab, vorticity
!ab, expansion � = ua

;a, and acceleration ab =
ua;bub (Ehlers 1961, Ellis 1971, Ellis and van Elst
1999). The energy density of a perfect fluid obeys
the conservation equation

_� ¼ �3ð�þ pÞ
_S

S
½5�

with extra terms occurring in the case of more
complex matter. From the momentum equations,
pressure-free solutions are geodesic (ab = 0). The
crucial Raychaudhuri–Ehlers equation for the
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time derivative of the expansion (Ehlers 1961)
can be written as

3
€S

S
¼ 2ð!2 � �2Þ þ ab

;b �
�

2
ð�þ 3pÞ þ � ½6�

where the representative length scale S is defined by
� = 3Ṡ=S. This is the basis of the ‘‘fundamental
singularity theorem’’: if in an expanding universe
!= 0 = ab and the combined matter present satisfies
[4], with � � 0, then there was a singularity where
S! 0 a finite time t0 < 1=H0 ago, H0 = (Ṡ=S)0 being
the present value of the Hubble constant. The energy
density will diverge there, so this is a spacetime
singularity: an origin of physics, matter, and space-
time itself. However, the deduction does not follow if
there is rotation or acceleration, which could
conceivably avoid the singularity, so this result is by
itself inconclusive for realistic cosmologies.

The vorticity obeys conservation laws analogous
to those in Newtonian theory (Ehlers 1961).
Vorticity-free solutions (!= 0) occur whenever the
fluid flow lines are hypersurface-orthogonal in
spacetime, that is, there exists a cosmic time
function for the comoving observers, which will
measure proper time along the flow lines if
additionally the fluid flow is geodesic. The rate of
change of shear is related to the conformal curvature
(Weyl) tensor, which represents the free gravita-
tional field, and which splits into an electric part Eab

and a magnetic part Hab in close analogy with
electromagnetic theory. Shear-free solutions (�= 0)
are very special because they strongly constrain the
Weyl tensor; indeed if the flow is shear free and
geodesic, then it either does not expand (� = 0), or
does not rotate (!= 0) (Ellis 1967). The set of
cosmological observations associated with generic
cosmological models has been characterized in
power series form by Kristian and Sachs (1966),
and that result has been extended to general models
by Ellis et al. (1985).

The local regularity of the theory is expressed in
existence and uniqueness theorems for the EFEs,
provided the matter behavior is well defined through
prescription of suitable equations of state (Hawking
and Ellis 1973). However, in general the theory
breaks down in the large, and this feature is
specified by the Hawking–Penrose singularity theo-
rems, predicting the existence of a geodesic incom-
pleteness of spacetime under conditions applicable
to realistic cosmological models satisfying the energy
conditions given by eqns [3] and [4] (Hawking and
Ellis 1973, Tipler et al. 1980). However, the
conclusion does not follow if the energy conditions
are not satisfied. Furthermore, the deduction follows

only if the gravitational field equations remain valid
to arbitrarily early times; but we would in fact
expect that, at high enough energy densities,
quantum gravity would take over from classical
gravity, so whether or not there was indeed a
singularity would depend on the nature of the as
yet unknown theory of quantum gravity. The cash
value of the singularity theorems then is the
implication that, when the energy conditions are
satisfied, one would indeed be involved in such a
quantum gravity realm in the very early universe.

The Standard Friedmann–Lemaı̂tre
Models

The standard models of cosmology are the Fried-
mann–Lemaı̂tre (FL) models with Robertson–Walker
(RW) geometry: that is, they are exactly spatially
homogeneous and locally isotropic, invariant under a
G6 of isometries (Robertson 1933, Ehlers 1961).
They have a unique cosmic time function t, with
space sections {t = const:} of constant spatial curva-
ture orthogonal to the uniquely preferred 4-velocity
ua. The fluid acceleration, vorticity, and shear all
vanish, and all physical quantities depend only on the
time coordinate t. They can be represented by a
metric with scale factor S(t):

ds2 � gabdxadxb

¼ �dt2 þ S2ðtÞfdr2 þ f 2ðrÞðd
2 þ sin2 
 d�2Þg
½7�

in comoving coordinates (xa) = (t, r, 
,�), where f (r) =
{ sin r, r, sinh r} if {k = þ1, 0,�1}, and the matter is a
perfect fluid with 4-velocity vector ua = dxa=ds = �a

0.
The curvature of the space sections {t = const:} is
K = k=S2; these 3-spaces are necessarily closed (com-
pact) if they are positively curved (k =þ1), but may be
open or closed in the flat (k = 0) and negatively curved
(k =�1) cases, depending on their topology
(Lachieze-Rey and Luminet 1995).

Matter obeys the conservation equation [5], whose
outcome depends on the equation of state; for
baryons �= M=S3, whereas for radiation �= M=S4,
where M is a constant. The dynamics of the models is
governed by the Raychaudhuri equation

3
€S

S
¼ ��

2
ð�þ 3pÞ þ � ½8�

which has the Friedmann equation

3 _S2

S2
¼ ��þ �� 3k

S2
½9�

as a first integral whenever Ṡ 6¼ 0. Depending on the
matter components present, one can qualitatively
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characterize the dynamical behavior of these models
(Robertson 1933) and find exact and approximate
solutions to these equations as well as phase planes
representing the relation of the different models to
each other; for example, Ehlers and Rindler (1989)
give the phase planes for models with noninteracting
matter and radiation and an arbitrary cosmological
constant. Universes with maxima or minima in S(t)
can only occur if k =þ1; when � = 0, the universe
recollapses in the future iff k =þ1. Static solutions
are possible only if k =þ1 and (assuming [4])
� > 0. The simplest expanding solutions are the
Einstein–de Sitter universes with k = 0 = �.

Equation [8] is a special case of [6], with
corresponding implications: if the combined matter
present satisfies [4], with � � 0, then there must have
been an initial singularity, or at least the universe
must have emerged from a quantum gravity domain.
The temperature would have been arbitrarily high in
the past, so there was a hot big bang era in the early
universe where matter and radiation were in equili-
brium with each other at very high temperatures that
rapidly fell as the universe expanded. Many physical
processes took place then, in particular nucleosynth-
esis of light elements took place at �109 K. Decou-
pling of matter and radiation took place at a
temperature of �4000 K, followed by formation of
stars and galaxies (see Peacock (1999) for a discus-
sion of these physical processes). The black-body
radiation emitted by the surface of last scattering at
4000 K is observed by us today as cosmic black-body
radiation (CBR) at a temperature of 2.75 K.

One can determine observational relations for
these models such as the magnitude–redshift relation
for ‘‘standard candles’’ at recent times from the EFEs
(Sandage 1961). The aim of observations is to
determine the Hubble constant H0, dimensionless
deceleration parameter q0 = �(3=H2

0)(€S=S)0, and
normalized density parameters �0i =��0i=3H2

0 for
each component of matter present. The spatial
curvature and the cosmological constant then follow
from [6] and [9]; also the present scale factor S0 is
determined if k 6¼ 0. The universe is of positive
spatial curvature (k =þ1) iff �0 � �m þ �� > 1,
where �m �

P
i �0i, �� = �=3H2

0. Current observa-
tions indicate �m ’ 0.3, �� ’ 0.7, �0 ’ 1.02	
0.02. Because the nucleosynthesis results limit the
baryon density to a very low value (�0b ’ 0.02),
which is about the same as the density of luminous
matter, this indicates the dominant presence of both
nonbaryonic dark matter and a repulsive force
corresponding to either a cosmological constant or
varying scalar field (dark energy).

Crucial causal limitations occur because of the
existence of particle horizons (Rindler 1956), the

nature of which is most clear when represented in
conformal diagrams (Hawking and Ellis 1973, Tipler
et al. 1980). These result from the fact that light
can only proceed a finite distance in the finite time
since the origin of the universe, and imply that for
a standard radiation-dominated hot-big-bang early
universe, regions of larger than �1
 angular size on
the surface of last scattering, which emits the CBR,
are causally disconnected: hence, no causal process
since the start of the universe can account for the
extreme isotropy of the CBR (�T=T ’ 10�5 over
the whole sky, once a dipole anisotropy �T=T ’
10�3 due to our local velocity relative to the
cosmological rest frame is allowed for). This is the
‘‘horizon problem,’’ one of the driving forces
behind the theory of ‘‘inflation’’ (Guth 1981): the
idea that, in the very early universe, a slow-rolling
scalar field led to a brief exponential expansion
through at least 50 e-folds (during which time the
spacetime was approximately de Sitter), thus
smoothing the universe and solving the horizon
problem (Guth 1981, Peacock 1999). This is
possible because a scalar field can violate the energy
condition [3] and so allows acceleration: €S > 0.
Consequently, there are now many studies of the
dynamics of FLRW solutions driven by scalar fields
and the subsequent decay of these scalar fields into
radiation. One interesting point is that one can
obtain exact solutions of this kind for arbitrarily
chosen evolutions S(t), provided they satisfy a
restriction on the magnitude of Ṡ

2
, by running the

field equations backwards to determine the needed
potential V(�) (Ellis and Madsen 1991). The
inflationary paradigm is dominant in present-day
theoretical cosmology, but suffers from the problem
that it is not in fact a well-defined theory, for there
is no single accepted proposal for the physical
nature of the effective scalar field underlying the
supposed exponential expansion; rather there are
numerous competing proposals. As the inflaton has
not yet been identified, this theory is not yet
soundly linked to well-established physics.

Approximate FL Solutions

The real universe is, of course, not exactly FL, and
studies of structure formation depend on studies of
solutions that are approximately FL models – they
are realistic (‘‘lumpy’’) universe models. These
enable detailed studies of observable properties
such as CBR anisotropies and gravitational lensing
induced by matter inhomogeneities, and of the
development of those inhomogeneities from quan-
tum fluctuations in the very early universe that then
get expanded to very large scales by inflation.
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The key problem here is that apart from the standard
coordinate freedom allowed in general relativity, there
is a serious gauge issue: the background FL model is not
uniquely determined by the realistic universe model;
however, the magnitudes of many perturbed quantities
depend on how it is fitted into the lumpy model. For
example, the density perturbation �� is determined
pointwise by the equation

��ðxiÞ � �ðxiÞ � �ðxiÞ

where �(xi) is the background density. But by
altering the correspondence between the background
and realistic models (specifically, by the choice of
surfaces �(xi) = const. in the realistic model) one can
assign that quantity any value, including zero (if one
chooses �(xi) = �(xi)). This is the ‘‘gauge problem.’’

One can handle it by using standard variables and
keeping close track of the gauge freedom at all
times. However, one then ends up with higher-order
equations than necessary because some of the
perturbation modes present are pure gauge modes
with no physical significance. Alternatively, one can
fix the gauge by some unique specification of how
the background model is fitted into the realistic
model, but there is no agreement on a unique way to
do this, and different choices give different answers.
The preferable resolution is to use gauge-invariant
variables, either coordinate based (Bardeen 1980) or
covariant, based on the (1þ3) covariant decomposi-
tion of spacetime quantities mentioned above (Ellis
and Bruni 1989), in either case resulting in pertur-
bation equations without gauge freedom and of
order corresponding to the physical degrees of
freedom. The key point in the latter approach is to
choose covariant variables that vanish in the back-
ground spacetime; they are then automatically gauge
invariant. Realistic structure formation studies carry
out this process for a mixture of matter components
with different average velocities, and extend to a
kinetic theory description of the background radia-
tion (see Ellis and van Elst (1999) and references
therein). The outcome is a prediction of the CBR
anisotropy power spectrum, determined by the
inhomogeneities in the gravitational field and the
motions of the matter components at decoupling
(Sachs and Wolfe 1967). This spectrum can then be
compared with observations and used in determin-
ing the values of the cosmological parameters
mentioned above (see Peacock 1999).

One crucial issue is why it is reasonable to use a
perturbed FL model for the observable region of the
universe. The key argument is that this is plausible
because of the high isotropy of all observations
around us when averaged on a sufficiently large
spatial scale, and particularly the very low anisotropy

of the CBR. The Ehlers–Geren–Sachs (EGS) theorem
(Ehlers et al. 1968) provides a sound basis for this
argument: it shows that if freely propagating CBR
(obeying the Liouville equation) is exactly isotropic in
an expanding universe domain U,then the universe is
exactly FL in that domain (i.e., it has exactly the RW
spatially homogenous and isotropic geometry there),
the point being that any inhomogeneities in the
matter distribution between us and the surface of last
scattering will produce anisotropies in the CBR
temperature we measure. But that result does not
apply to the real universe, because the CBR is not
exactly isotropic. The ‘‘almost EGS’’ theorem
(Stoeger et al. 1995) shows that this result is stable:
almost isotropic CBR in the domain U implies that
the universe is almost-FL in that domain. The
application to the real universe comes by making a
weak Copernican assumption: ‘‘we assume we are
not special, so all observers in U (taken to be the
visible part of the universe) will also see almost
isotropic CBR, just as we do.’’ The result then
follows. A further argument for homogeneity of the
universe comes from postulating ‘‘uniform thermal
histories’’ (Bonnor and Ellis 1986), but that argument
is yet to be completed and applied in a practical way.

Anisotropic and Inhomogeneous Models

The FL universes are geometrically extremely special.
We wish further to understand the full range of
possible universe models, their dynamical behaviors,
and which of them might, at some epoch, realistically
represent the real universe. This enables us to see how
the approximate FL models fit into this wider set of
possibilities, and under what circumstances they are
attractors in this set of cosmologies.

Exact solutions are characterized by their space-
time symmetries. Symmetries are characterized by
the dimension s of the surfaces of homogeneity and
the dimension q of the isotropy group at a general
point, together giving the dimension r = sþ t of the
group of isometries Gr (at special points, such as a
center of symmetry, s can decrease and q increase
but always so that r stays unchanged). In the case of
a cosmological model, because the 4-velocity ua is
invariant under isotropies, the only possible dimen-
sions for the isotropy group are q = 3, 1, 0; whereas
the dimension t of the surfaces of homogeneity can
take any value from 4 to 0. This gives the basis for a
classification of cosmological spacetimes (Ellis 1967,
Ellis and van Elst 1999).

When q = 3, we have isotropic solutions – there
are no preferred spatial directions – and it is then
a theorem that they must be spatially homoge-
neous FL universes (Ehlers 1961). When q = 1, we
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have locally rotationally symmetric (LRS) solu-
tions, with precisely one preferred spacelike direc-
tion at a generic point (Ellis 1967). When q = 0, the
solutions are anisotropic in that there can be no
continuous group of rotations leaving the solution
invariant; however, there can be discrete isotropies
in some special cases.

When t = 4,we have spacetime homogeneous solu-
tions, with all physical quantities constant; they cannot
expand (by [5] and [3]). Nevertheless, two cases are of
interest. For q = 1 (r = 5) we find the Gödel universe,
rotating everywhere with constant vorticity, which
illustrates important causal anomalies (Gödel 1949,
Hawking and Ellis 1973). For q = 3 (r = 6), we find
the Einstein ‘‘static universe’’ (Einstein 1917), the
unique nonexpanding FL model with k = 1 and � > 0.
It is of interest because it could possibly represent the
asymptotic initial state of nonsingular inflationary
universe models (Ellis et al. 2003). The higher-
symmetry models (de Sitter and anti-de Sitter
universes with higher-dimensional isotropy groups)
are not included here because they do not obey the
energy condition [3] – they are empty universes,
which can be interesting asymptotic states but are
not by themselves good cosmological models.

When t = 3, we have spatially homogeneous
evolving universe models. For q = 0 (r = 3), there
are a large family of Bianchi universes, spatially
homogeneous but anisotropic, characterized into
nine types according to the structure constants of
the Lie algebra of the three-dimensional symmetry
group G3. These can be ‘‘orthogonal’’: the fluid flow
is orthogonal to the surfaces of homogeneity, or
‘‘tilted’’; the latter case can have fluid rotation or
acceleration, but the former cannot. They exhibit a
large variety of behaviors, including power-law,
oscillatory, and nonscalar singularities (Tipler et al.
1980). A vexed question is whether truly chaotic
behavior occurs in Bianchi IX models. The behavior
of large families of these models has been character-
ized in dynamical systems terms (Wainwright and
Ellis 1996), showing the intriguing way that higher-
symmetry solutions provide a ‘‘skeleton’’ that guides
the behavior of lower-symmetry solutions in the
space of spacetimes. Many Bianchi models can be
shown to isotropize at late times, particularly if
viscosity is present; thus, they are asymptotic to the
FL universes in the far future. In some cases, Bianchi
models exhibit intermediate isotropization: they are
much like FL models for a large part of their life, but
are very different from it both at very early and very
late stages of their evolution. These could be good
models of the real universe. An important theorem
by Wald (1983) shows that a cosmological constant
will tend to isotropize Bianchi solutions at late

times. This is an indication that inflation can
succeed in making anisotropic early states resemble
FL models at later times. Observational properties
like element abundances and CBR anisotropy
patterns can be worked out in these models (some
of them develop a characteristic isolated ‘‘hot spot’’
in the CBR sky). For q = 1 (r = 4), we have spatially
homogeneous LRS models, either Kantowski Sachs
or Bianchi universes, and again observations can be
worked out in detail and phase planes developed
showing their dynamical behavior, often isotropiz-
ing at late times. There are orthogonal and tilted
cases, the latter possibly involving nonscalar singu-
larities. For q = 3 (r = 6), we have the isotropic FL
models, discussed above. Both the LRS and isotropic
cases could be good models of the real universe.

When t = 2, we have inhomogeneous evolving
models. This is a very large family, but the LRS
(q = 1, r = 2) cases have been examined in detail; in
the case of pressure-free matter, these are the
Tolman–Bondi inhomogeneous models (Bondi
1947) that can be integrated exactly, and have
been used for many interesting astrophysical and
cosmological studies. Krasiński (1997) gives a very
complete catalog of these and lower-symmetry
inhomogeneous models and their uses in cosmology.
A considerable challenge is the dynamical systems
analysis for generic inhomogeneous models, needed
to properly understand the early evolution of generic
universe models (Uggla et al. 2003), and hence to
determine what is generic behavior.

The Origin of the Universe

The issue underlying all this is what led to the initial
conditions for the universe, for example, providing
the starting conditions for inflation. There are many
approaches to studying the quantum gravity phase
of cosmology, including the Wheeler–de Witt equa-
tion, the path-integral approach, string cosmology,
pre-big bang theory, brane cosmology, the ekpyrotic
universe, the cyclic universe, and loop quantum
gravity approaches. These lie beyond the purview of
the present article, except to say that they are all
based on unproven extrapolations of known physics.
The physically possible paths will become clearer as
the nature of quantum gravity is elucidated.

It is pertinent to note that there exist nonsingular
realistic cosmological solutions, possible in the light
of the violations of the energy condition enabled by
the supposed scalar fields that underlie inflationary
universe theory. These nonsingular solutions can even
avoid the quantum gravity era (Ellis et al. 2003).
However, they have very fine-tuned initial conditions,
which is nowadays considered as a disadvantage; but
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there is no proof that whatever processes led to the
existence of the universe preferred generic rather than
fine-tuned conditions; this is a philosophical rather
than physical assumption. It may well be that, as
regards the start of the universe, the options are that
either an initial singularity occurred, or the initial
conditions were very finely tuned and allowed an
infinitely existing universe. Investigation of whether
this conjecture is in fact valid, and if so which is the
best option, are intriguing open topics.

See also: Einstein Equations: Exact Solutions;
Einstein–Cartan Theory; General Relativity: Experimental
Tests; General Relativity: Overview; Gravitational
Lensing; Lie Groups: General Theory; Newtonian Limit of
General Relativity; Quantum Cosmology; Shock Wave
Refinement of the Friedman–Robertson–Walker Metric;
Spacetime Topology, Causal Structure and Singularities;
String Theory: Phenomenology.
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Besançon, France
T S Ratiu, Ecole Polytechnique Fédérale
de Lausanne, Lausanne, Switzerland

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

The general symplectic reduction theory (see
Symmetry and Symplectic Reduction) becomes
much richer and has many applications if the
symplectic manifold is the cotangent bundle
(T�Q, �Q =�d�Q) of a manifold Q. The canonical
1-form �Q on T�Q is given by �Q(�q)(V�q

) =
�q(T�q	Q(V�q)), for any q2Q, �q 2T�qQ, and

tangent vector V�q 2T�q(T
�Q), where 	Q : T�Q!Q

is the cotangent bundle projection and T�q
	Q :

T�q
(T�Q)!TqQ is its tangent map (or derivative)

at q. In natural cotangent bundle coordinates (qi, pi),
we have �Q = pidqi and �Q = dqi ^ dpi.

Let � : G�Q!Q be a left smooth action of the Lie
group G on the manifold and Q. Denote by
g � q = �(g, q) the action of g2G on the point q2Q
and by �g : Q!Q the diffeomorphism of Q induced
by g. The lifted left action G� T�Q!T�Q, given by
g � �q = T�g�q�g�1 (�q) for g2G and �q 2T�qQ,
preserves �Q, and admits the equivariant momentum
map J : T�Q! g � whose expression is h J(�q), �i=
�q((�Q(q)), where �2 g , the Lie algebra of G, h , i : g � �
g !R is the duality pairing between the dual g � and g ,
and �Q(q) = d�( exp t�, q)=dtjt = 0 is the value of the
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infinitesimal generator vector field �Q of the G-action
at q2Q (see Hamiltonian Group Actions and
Symmetries and Conservation Laws). Throughout
this article, it is assumed that the G-action on Q,
and hence on T�Q, is free and proper. Recall also
that ((T�Q)�, (�Q)�) denotes the reduced manifold
at �2 g � (see Symmetry and Symplectic Reduction),
where (T�Q)� := J�1(�)=G� is the orbit space of the
G�-action on the momentum level manifold J�1(�)
and G� := {g2G j Ad�g�=�} is the isotropy sub-
group of the coadjoint representation of G on g �.
The left-coadjoint representation of g2G on �2 g �

is denoted by Ad�g�1�.
Cotangent bundle reduction at zero is already quite

interesting and has many applications. Let � : Q!Q=G
be the G-principal bundle projection defined by the
proper free action of G on Q, usually referred to as the
shape space bundle. Zero is a regular value of J and the
map ’0 : ((T�Q)0, (�Q)0 )!(T�(Q=G), �Q=G) given
by ’0([�q])(Tq�(vq)) := �q(vq), where �q 2 J�1(0),
[�q]2 (T�Q)0, and vq 2TqQ, is a well-defined sym-
plectic diffeomorphism.

This theorem generalizes in two nontrivial ways
when one reduces at a nonzero value of J: an
embedding and a fibration theorem.

Embedding Version of Cotangent
Bundle Reduction

Let �2 g �, Q� := Q=G�, �� : Q!Q� the projection
onto the G�-orbit space, g� := {�2 g j ad���= 0} the
Lie algebra of the coadjoint isotropy subgroup G�,
where ad�� := [�, �] for any �, �2 g , ad�� : g � ! g � the
dual map, �0:=�jg� 2 g �� the restriction of � to g�,
and ((T�Q)�, (�Q)�) the reduced space at �. The
induced G�-action on T�Q admits the equivariant
momentum map J� : T�Q! g �� given by J�(�q) =
J(�q)jg� . Assume there is a G�-invariant 1-form ��
on Q with values in ( J�)�1(�0). Then there is a unique
closed 2-form �� on Q� such that ����� = d��. Define
the magnetic term B� := ��Q�

��, where �Q�
:

T�Q�!Q� is the cotangent bundle projection,
which is a closed 2-form on T�Q�. Then the map
’� : ((T�Q)�, (�Q)�)! (T�Q�, �Q�

� B�) given by
’�([�q])(Tq��(vq)):= (�q���(q))(vq), for �q2 J�1(�),
[�q]2(T�Q)�, and vq2TqQ, is a symplectic embed-
ding onto a submanifold of T�Q� covering the base
Q�. The embedding ’� is a diffeomorphism onto
T�Q� if and only if g = g�. If the 1-form �� takes
values in the smaller set J�1(�) then the image of ’� is
the the vector sub-bundle [T��(VQ)]� of T�Q�, where
VQ�TQ is the vertical vector sub-bundle consisting
of vectors tangent to the G-orbits, that is, its fiber at
q2Q equals VqQ={�Q(q) j �2g }, and � denotes the
annihilator relative to the natural duality pairing

between TQ� and T�Q�. Note that if g is abelian or
�=0, the embedding ’� is always onto and thus the
reduced space is again, topologically, a cotangent
bundle.

It should be noted that there is a choice in this
theorem, namely the 1-form ��. Whereas the
reduced symplectic space ((T�Q)�, (�Q)�) is intrin-
sic, the symplectic structure on the space T�Q�

depends on ��. The theorem above states that no
matter how �� is chosen, there is a symplectic
diffeomorphism, which also depends on ��, of the
reduced space onto a submanifold of T�Q�.

Connections

The 1-form �� is usually obtained from a left
connection on the principal bundle �� : Q!Q=G� or
� : Q!Q=G. A left connection 1-form A2�1 (Q; g )
on the left principal G-bundle � : Q!Q=G is a Lie
algebra-valued 1-form A : TQ! g , where g denotes
the Lie algebra of G, satisfying the conditions A(�Q) = �
for all �2 g and A(Tq�g(v)) = Adg(A(v)) for all g2G
and v2TqQ, where Adg denotes the adjoint action of
G on g . The horizontal vector sub-bundle HQ of the
connection A is defined as the kernel of A, that is, its
fiber at q2Q is the subspace Hq := ker A(q). The map
vq 7! verq (vq) := [A(q)(vq)]Q(q) is called the vertical
projection, while the map vq 7! horq(vq) := vq �
verq(vq) is called the horizontal projection. Since for
any vector vq 2TqQ we have vq = verq(vq)þ horq(vq),
it follows that TQ = HQ� VQ and the maps
horq : TqQ! HqQ and verq : TqQ!VqQ are projec-
tions onto the horizontal and vertical subspaces at every
q2Q.

Connections can be equivalently defined by the
choice of a sub-bundle HQ�TQ complementary to
the vertical sub-bundle VQ satisfying the following
G-invariance property: Hg�qQ = Tq�g(HqQ) for
every g2G and q2Q. The sub-bundle HQ is called,
as before, the horizontal sub-bundle and a connection
1-form A is defined by setting A(q)(�Q(q)þ uq) = �,
for any �2 g and uq 2HqQ.

The curvature of the connection A is the Lie
algebra-valued 2-form on Q defined by B(uq, vq) =
dA(horq(uq), horq(vq)). When one replaces vectors in
the exterior derivative with their horizontal projec-
tions, then the result is called the exterior covariant
derivative and the preceding formula for B is often
written as B = DA. Curvature measures the lack of
integrability of the horizontal distribution, namely
B(u, v) =�A([hor(u), hor(v)]) for any two vector
fields u and v on Q. The Cartan structure equations
state that B(u, v) = dA(u, v)� [A(u),A(v)], where
the bracket on the right hand side is the Lie
bracket in g .
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Since the connection A is a Lie algebra-valued
1-form, for each �2 g � the formula ��(q) :=
A(q)�(�), where A(q)� : g � !T�qQ is the dual of the
linear map A(q) : TqQ! g , defines a usual 1-form on
Q. This 1-form �� takes values in J�1(�) and is
equivariant in the following sense: ��g�� =�Ad�g�

for
any g2G.

Magnetic Terms and Curvature

There are two methods to construct the 1-form ��
from a connection. The first is to start with a
connection 1-form A� 2�1(Q; g�) on the principal
G�-bundle �� : Q!Q=G�. Then the 1-form �� :=
h�jg� , A�i 2�1(Q) is G�-invariant and has values in
( J�)�1(�jg� ). The magnetic term B� is the pullback to
T�(Q=G�) of the �jg� -component d�� of the
curvature of A� thought of as a 2-form on the
base Q=G�.

The second method is to start with a connection
A2�1(Q, g ) on the principal bundle � : Q!Q=G,
to define �� := h�, Ai 2�1(Q), and to observe that
this 1-form is G�-invariant and has values in J�1(�).
The magnetic term B� is in this case the pullback to
T�(Q=G�) of the �-component d�� of the curvature
of A thought of as a 2-form on the base Q=G�.

The Mechanical Connection

If (Q, hh , ii) is a Riemannian manifold and G acts by
isometries, there is a natural connection on the
bundle � : Q!Q=G, namely, define the horizontal
space at a point to be the metric orthogonal to the
vertical space. This connection is called the mechan-
ical connection and its horizontal bundle consists of
all vectors vq 2TQ such that J(hhvq, �ii) = 0.

To determine the Lie algebra-valued 1-form A of
this connection, the notion of locked inertia tensor
needs to be introduced. This is the linear map
I(q) : g ! g � depending smoothly on q2Q defined by
the identity hI(q)�, �i= hh�Q(q), �Q(q)ii for any
�, �2 g . Since the G-action is free, each I(q) is
invertible. The connection 1-form whose horizontal
space was defined above is given by A(q)(vq) =
I(q)�1( J(hhvq, �ii)).

Denote by K : T�Q!R the kinetic energy of the
metric hh , ii on the cotangent bundle, that is,
K(hhvq, �ii) := (1=2)kvqk2. The 1-form �� = A( � )�� is
characterized for the mechanical connection A by the
condition K(��(q)) = inf {K(�q) j �q 2 J�1(�) \ T�qQ}.

The Amended Potential

A simple mechanical system is a Hamiltonian system
on a cotangent bundle T�Q whose Hamiltonian
function is the the sum of the kinetic energy of a
Riemannian metric on Q and a potential function

V : Q!R. If there is a Lie group G acting on Q by
isometries and leaving the potential invariant, then
we have a simple mechanical system with symmetry.
The amended or effective potential V� : Q!R at
�2 g � is defined by V� := H � ��, where �� is the
1-form associated to the mechanical connection. Its
expression in terms of the locked moment of inertia
tensor is given by V�(q) := V(q)þ (1=2) �, I(q)�1�

� �
.

The amended potential naturally induces a smooth
function bV� 2C1(Q=G�).

The fundamental result about simple mechanical
systems with symmetry is the following. The push-
forward by the embedding ’� : ((T�Q)�, (�Q)�)!
(T�Q�, �Q�

� B�) of the reduced Hamiltonian
H� 2C1((T�Q)�) of a simple mechanical system
H = KþV � �Q 2C1(T�Q) is the restriction to the
vector sub-bundle ’�((T�Q)�) � T�(Q=G�), which
is also a symplectic submanifold of (T�(Q=G�),
�Q=G�

� B�), of the simple mechanical system on
T�(Q=G�) whose kinetic energy is given by the
quotient Riemannian metric on Q=G� and whose
potential is bV�. However, Hamilton’s equations on
T�(Q=G�) for this simple mechanical system are
computed relative to the magnetic symplectic form
�Q=G�

�B�.
There is a wealth of applications starting from

this classical theorem to mechanical systems, span-
ning such diverse areas as topological characteriza-
tion of the level sets of the energy–momentum map
to methods of proving nonlinear stability of relative
equilibria (block-diagonalization of the stability
form in the application of the energy–momentum
method).

Fibration Version of Cotangent Bundle Reduction

There is a second theorem that realizes the reduced
space of a cotangent bundle as a locally trivial
bundle over shape space Q=G. This version is
particularly well suited in the study of quantization
problems and in control theory. The result is the
following. Assume that G acts freely and properly
on Q. Then the reduced symplectic manifold (T�Q)�
is a fiber bundle over T�(Q=G) with fiber the
coadjoint orbit O�. How this is related to the
Poisson structure of the quotient (T�Q)=G will be
discussed later.

The Kaluza–Klein Construction

The extra term in the symplectic form of the reduced
space is called a magnetic term because it has this
interpretation in electromagnetism. To understand
why B� is called a magnetic term, consider the
problem of a particle of mass m and charge e
moving in R3 under the influence of a given
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magnetic field B = Bxiþ Byj þ Bzk, divB = 0. The
Lorentz force law (written in the International
System) gives the equations of motion

m
dv

dt
¼ ev� B ½1	

where e is the charge and v = ( _x, _y, _z) = _q is the
velocity of the particle. What is the Hamiltonian
description of these equations?

There are two possible answers to this question.
To formulate them, associate to the divergence free
vector field B the closed 2-form B = Bxdy ^ dz�
Bydx ^ dzþ Bzdx ^ dy. Also, write B = curl A for
some other vector field A = (Ax, Ay, Az) on R3,
called the magnetic potential.

Answer 1 Take on T�R3 the symplectic form
�B = dx ^ dpx þ dy ^ dpy þ dz ^ dpz � eB, where
(px, py, pz) = p := mv is the momentum of the
particle, and h = mkvk2=2 = m( _x2 þ _y2 þ _z2)=2 is the
Hamiltonian, the kinetic energy of the particle. A
direct verification shows that dh = �B(Xh, � ), where

Xh ¼ _x
@

@x
þ _y

@

@y
þ _z

@

@z
þ eðBz _y� By _zÞ @

@px

þ eðBx _z� Bz _xÞ @
@py
þ eðBy _x� Bz _xÞ @

@pz
½2	

which gives the equations of motion [1].
Answer 2 Take on T�R3 the canonical symplec-

tic form � = dx ^ dpx þ dy ^ dpy þ dz ^ dpz and the
Hamiltonian hA = kp� eAk2=2m. A direct verifica-
tion shows that dhA = �(XhA

, � ), where XhA
has the

same expression [2].
Next we show how the magnetic term in the

symplectic form �B is obtained by reduction from
the Kaluza–Klein system. Let Q = R3 � S1 with
the circle G = S1 acting on Q, only on the second
factor. Identify the Lie algebra g of S1 with R. Since
the infinitesimal generator of this action defined
by �2 g = R has the expression �Q(q, 	) = (q, 	; 0, �),
if TS1 is trivialized as S1 � R, a momentum
map J : T�Q = R3�S1�R3�R! g �= R is given by
J(q,	; p,p)�= (p,p) � (0,�)=p�, that is, J(q,	; p,p)=p.
In this case, the coadjoint action is trivial, so for any
�2 g �= R, we have G� = S1, g� = R, and �0=�. The
1-form �� =�(Axdxþ Aydyþ Azdzþ d	)2�1(Q),
where d	 denotes the length 1-form on S1, is clearly
G� = S1-invariant, has values in J�1(�) = {(q, 	; p,�) j
q, p2R3, 	2 S1}, and its exterior differential equals
d�� =�B. Thus, the closed 2-form �� on the base
Q� = Q=G� = Q=S1 = R3 equals �B and hence
the magnetic term, that is, the closed 2-form
B� = ��Q�

�� on T�Q� = T�R3, is also �B since
�Q�

: Q = R3 � S1!Q=G� = R3 is the projection.
Therefore, the reduced space (T�Q)� is

symplectically diffeomorphic to (T�R3, dx ^ dpx þ
dy ^ dpyþ dz ^ dpz � �B), which coincides with the
phase space in Answer 1 if we put �= e. This also
gives the physical interpretation of the momentum
map J : T�Q = R3 � S1 � R3 � R! g �= R, J(q, 	;
p, p) = p and hence of the variable conjugate to
the circle variable 	 : p represents the charge.
Moreover, the magnetic term in the symplectic
form is, up to a charge factor, the magnetic field.

The kinetic energy Hamiltonian

hðq; 	; p; pÞ :¼ 1

2m
kpk2 þ 1

2
p2

of the Kaluza–Klein metric, that is, the Riemannian
metric obtained by keeping the standard metrics on
each factor and declaring R3 and S1 orthogonal,
induces the reduced Hamiltonian

h�ðqÞ ¼
1

2m
kpk2 þ 1

2
�2

which, up to the constant �2=2, equals the kinetic
energy Hamiltonian in Answer 1. Note that this
reduced system is not the geodesic flow of the
Euclidean metric because of the presence of the
magnetic term in the symplectic form. However,
the equations of motion of a charged particle in a
magnetic field are obtained by reducing the geodesic
flow of the Kaluza–Klein metric.

A similar construction is carried out in Yang–
Mills theory where A is a connection on a principal
bundle and B is its curvature. Magnetic terms also
appear in classical mechanics. For example, in
rotating systems the Coriolis force (up to a dimen-
sional factor) plays the role of the magnetic term.

Reconstruction of Dynamics
for Cotangent Bundles

A general reconstruction method of the dynamics
from the reduced dynamics was given in (see
Symmetry and Symplectic Reduction). For cotangent
bundles, using the mechanical connection, this
method simplifies considerably.

Start with the following general situation. Let G act
freely on the configuration manifold Q; let h : T�Q!
R be a G-invariant Hamiltonian, �2 g �, �q 2 J�1(�),
and c�(t) the integral curve of the reduced system with
initial condition [�q]2 (T�Q)� given by the reduced
Hamiltonian function h� : (T�Q)�!R. In terms of a
connection A2�1 ( J�1(�); g�) on the left G�-principal
bundle J�1(�)! (T�Q)� the reconstruction procedure
proceeds in four steps:


 Step 1: Horizontally lift the curve c�(t)2 (T�Q)�
to a curve d(t)2 J�1(�) with d(0) =�q.

 Step 2: Set �(t) = A(d(t))(Xh(d(t)))2 g�.
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 Step 3: With �(t)2 g� determined in step 2, solve
the nonautonomous differential equation _g(t) =
TeLg(t)�(t) with initial condition g(0) = e, where Lg

denotes left translation on G; this is the step that
involves ‘‘quadratures’’ and is the main obstacle
to finding explicit formulas.

 Step 4: The curve c(t) = g(t) � d(t), with d(t) found

in step 1 and g(t) found in step 3 is the integral
curve of Xh with initial condition c(0) =�q.

This method depends on the choice of the conne-
ction A2�1( J�1(�); g�). Here are several particular
cases when this procedure simplifies.

(a) One-dimensional coadjoint isotropy group. If
G� = S1 or G� = R, identify g� with R via the map
a2R$ a
 2 g�, where 
 2 g�, 
 6¼ 0, is a generator of
g�. Then a connection 1-form on the S1 (or R)
principal bundle J�1(�)! (T�Q)� is the 1-form A on
J�1(�) given by A = (1=h�, 
i)	�, where 	� is the
pullback of the canonical 1-form 	2�1(T�Q) to
the submanifold J�1(�). The curvature of this
connection is the 2-form on (T�Q)� given by
curv(A) =�(1=h�, 
i)!�, where !� is the reduced
symplectic form on (T�Q)�. In this case, the curve
�(t)2 g� in step 2 is given by �(t) = �[h](d(t)), where
�2X(T�Q) is the Liouville vector field character-
ized by the property of being the unique vector field
on T�Q that satisfies the relation d	(�, �) = 	. In
canonical coordinates (qi, pi) on T�Q, � = pi

@
@pi

.
(b) Induced connection. Any connection A2

�1(Q; g�) on the left principal bundle Q!Q=G�

induces a connection A2�1( J�1(�); g�) by A(�q)�
(V�q

) :=A(q)(T�q
�Q(V�q

)), where q2Q,�q 2 T�qQ,
V�q
2T�q

(T�Q), and �Q : T�Q!Q is the cotangent
bundle projection. In this case, the curve �(t)2 g� in
step 2 is given by �(t) =A(q(t))(Fh(d(t)), where
q(t) := �Q(d(t)) is the base integral curve and the
vector bundle morphism Fh : T�Q!TQ is the fiber
derivative of h given by

Fhð�qÞð�qÞ :¼
d

dt

����
t¼0

hð�q þ t�qÞ

for any �q,�q 2T�aQ. Two particular instances of
this situation are noteworthy.

(b1) Assume that the Hamiltonian h is that of a
simple mechanical system with symmetry.
Choosing A to be the mechanical connection
Amech, the curve �(t)2 g� in step 2 is given by
�(t) = Amech(q(t)) (hhd(t), �ii).

(b2) If Q = G is a Lie group, dim G� = 1, and 
 is a
generator of g�, then the connection A2�1(G)
can be chosen to equal A(g) := (1=h�, 
i)
T�gRg�1 (�), where 
 is a generator of g� and Rg

is right translation on G.

(c) Reconstruction of dynamics for simple
mechanical systems with symmetry. The case of
simple mechanical systems with symmetry deserves
special attention since several steps in the recon-
struction method can be simplified. For simple
mechanical systems, the knowledge of the base
integral curve q(t) suffices to determine the entire
integral curve on T�Q. Indeed, if h = Kþ V � �q is
the Hamiltonian, the Legendre transformation
Fh : T�Q!TQ determines the Lagrangian system
on TQ given by ‘(uq) = (1=2)kuqk2 � V(uq), for
uq 2TqQ. Lagrange’s equations are second-order
and thus the evolution of the velocities is given by
the time derivative _q(t) of the base integral curve.
Since Fh = (F‘)�1, the solution of the Hamiltonian
system is given by F‘( _q(t)). Using the explicit
expression of the mechanical connection and the
notation given in the general procedure, the method
of reconstruction simplifies to the following steps.
To find the integral curve c(t) of the simple mecha-
nical system with G-symmetry h = Kþ V � �Q on
T�Q with initial condition c(0) =�q 2T�qQ, know-
ing the integral curve c�(t) of the reduced Hamil-
tonian system on (T�Q)� given by the reduced
Hamiltonian function h� : (T�Q)�!R with initial
condition c�(0) = [�q] one proceeds in the follow-
ing manner. Recall the symplectic embedding
’� : ((T�Q)�, (�Q)�)! (T�(Q=G�), �Q=G�

� B�). The
curve ’�(c�(t))2T�(Q=G�) is an integral curve of
the Hamiltonian system on (T�(Q=G�), �Q=G�

� B�)
given by the function that is the sum of the kinetic
energy of the quotient Riemannian metric and the
quotient amended potential bV�. Let q�(t) :=
�Q=G�

(c�(t)) be the base integral curve of this system,
where �Q=G�

: T�(Q=G�)!Q=G� is the cotangent
bundle projection.


 Step 1: Relative to the mechanical connection
Amech 2�1(Q; g�), horizontally lift q�(t)2Q=G�

to a curve qh(t)2Q passing through qh(0) = q.

 Step 2: Determine �(t)2 g� from the algebraic system
hh�(t)Q(qh(t)), �Q(qh(t))ii= h�, �i for all �2 g�,
where hh� , �ii is the G-invariant kinetic energy
Riemannian metric on Q. This implies that _qh(0)
and �(0)Q(q) are the horizontal and vertical compo-
nents of the vector �]q 2TqQ which is associated by
the metric hh� , �ii to the initial condition �q.

 Step 3: Solve _g(t) = TeLg(t)�(t) in G� with initial

condition g(0) = e.

 Step 4: The curve q(t) := g(t) � qh(t), with qh(t)

and g(t) determined in steps 2 and 4, respectively,
is the base integral curve of the simple mechanical
system with symmetry defined by the function h
satisfying q(0) = 0. The curve (Fh)�1( _q(t))2T�Q
is the integral curve of this system with initial
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condition c(0) =�q. In addition, q0(t) = g(t) �
( _qh(t)þ �(t)Q(qh(t))) is the horizontal plus vertical
decomposition relative to the connection induced
on J�1(�)! (T�Q)� by the mechanical connection
Amech 2�1(Q; g�).

There are several important situations when
step 3, the main obstruction to an explicit solution
of the reconstruction problem, can be carried out.
We shall review some of them below.

(c1) The case G� = S1. If G� is abelian, the equation in
step 3 has the solution g(t) = exp

R t
0 �(s)ds. If, in

addition, G� = S1, then �(s) can be explicitly
determined by step 2. Indeed, if 
 2 g� is a
generator of g�, writing �(s) = a(s)
 for some
smooth real-valued function a defined on some
open interval around the origin, the algebraic
equation in step 2 implies that hha(s)�(t)Q(qh(t)),

Q(qh(t))ii=h�,
i, which gives a(s)=h�,
i=
k
Q(qh(s))k2. Therefore, the base integral curve of
the solution of the simple mechanical system with
symmetry on T�Q passing through q is

qðtÞ ¼ exp h�; 
i
Z t

0

ds

k
QðqhðsÞÞk2



 !
� qhðtÞ
and
_qðtÞ ¼ exp h�; 
i
Z t

0

ds

k
QðqhðsÞÞk2



 !

� _qhðtÞ þ
h�; 
i

k
QðqhðsÞÞk2

QðqhðtÞÞ

 !

(c2) The case of compact Lie groups. An obvious
situation when the differential equation in step 3
can be solved is if �(t) = � for all t, where � is a
given element of g�. Then the solution is
g(t) = exp(t�). However, step 2 puts certain
restrictions under this hypothesis, because it
requires that hh�(t)Q(qh(t)), �Q(qh(t))ii= h�, �i
for any �2 g�. This is satisfied if there is a
bilinear nondegenerate form (� , �) on g satisfy-
ing (
, �) = hh
Q(q), �Q(q)ii for all q2Q and

, �2 g . This implies that (� , �) is positive
definite and invariant under the adjoint action
of G on g , so semisimple Lie algebras of
noncompact type are excluded. If G is com-
pact, which ensures the existence of a positive
adjoint invariant inner product on g , and
Q = G, this condition implies that the kinetic
energy metric is invariant under the adjoint
action. There are examples in which such
conditions are natural, such as in Kaluza–
Klein theories. Thus, if G is a compact Lie
group and ( � , � ) is a positive-definite metric
invariant under the adjoint action of G on g

satisfying (
, �) = hh
Q(q), �Q(q)ii for all q2Q
and 
, �2 g , then the element �(t) in step 2 can
be chosen to be constant and is determined by
the identity (�, �) =�jg� on g�. The solution of
the equation on step 3 is then g(t) = exp(t�).

(c3) The case when �̇(t) is proportional to �(t). Try
to find a real-valued function f (t) such that
g(t) = exp(f (t)�(t)) is a solution of the equation
_g(t) = TeLg(t)�(t) with f (0) = 0. This gives, for
small t, the equation _f (t)�(t)þ f (t)�̇(t) = �(t),
that is, it is necessary that �(t) and �̇(t) be
proportional. So, if �̇(t) =�(t)�(t) for some
known smooth function �(t), then this gives
f (t) =

R t
0 exp(

R s
t �(r)dr) ds.

(c4) The case of G� solvable. Write g(t) = exp(f1(t)�1)
exp(f2(t)�2) � � � exp(fn(t)�n), for some basis
{�1, �2, . . . , �n} of g� and some smooth real-valued
functions fi, i = 1, 2, . . . , n, defined around zero. It
is known that if G� is solvable, the equation in
step 3 can be solved by quadratures for the fi.
Reconstruction Phases for Simple Mechanical
Systems with S1 Symmetry

Consider a simple mechanical system with symmetry
G on the Riemannian manifold (Q, hh� , �ii) with
G-invariant potential V 2C1(Q). If �2 g �, let V�

be the amended potential and bV� 2C1(Q=G�) the
induced function on the base. Let c : [0, T]!T�Q be
an integral curve of the system with Hamiltonian
h = Kþ V � �Q and suppose that its projection
c� : [0, T]! (T�Q)� to the reduced space is a closed
integral curve of the reduced system with Hamil-
tonian h�. The reconstruction phase associated to
the loop c�(t) is the group element g2G�, satisfying
the identity c(T) = g � c(0). We shall present two
explicit formulas of the reconstruction phase for the
case when G� = S1. Let 
 2 g� = R be a generator of
the coadjoint isotropy algebra and write c(T) =
exp(’
) � c(0); in this case, ’ is identified with the
reconstruction phase and, as we shall see in concrete
mechanical examples, it truly represents an angle.

If G� = S1, the G�-principal bundle �� : J�1(�)!
(T�Q)� := J�1(�)=G� admits two natural connec-
tions: A = (1=�
)	� 2�1( J�1(�)), where 	� is the
pullback of the canonical 1-form on the cotangent
bundle to the momentum level submanifold J�1(�),
and ��QAmech 2�1( J�1(�)). There is no reason to
choose one connection over the other and thus there
are two natural formulas for the reconstruction
phase in this case. Let c�(t) be a periodic orbit of
period T of the reduced system and denote also by
h� the value of the Hamiltonian function on it.
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Assume that D is a two-dimensional surface in
(T�Q)� whose boundary is the loop c�(t). Since the
manifolds (T�Q)� and T�(Q=S1) are diffeomorphic
(but not symplectomorphic), it makes sense to
consider the base integral curve q�(t) obtained by
projecting c�(t) to the base Q=S1, which is a closed
curve of period T. Denote by

hbV�i :¼
1

T

Z T

0

bV�ðq�ðtÞÞ dt

the average of bV� over the loop q�(t). Let qh(t)2Q
be the Amech-horizontal lift of q�(t) to Q and let � be
the Amech-holonomy of the loop q�(t) measured from
q(0), the base point of c(0); its expression is given by
exp�= exp(�

R R
D B), where B is the curvature of the

mechanical connection. Denote by !� the reduced
symplectic form on (T�Q)�. With these notations the
phase ’ is given by

’ ¼ 1

�


Z Z
D

!� þ
2ðh� � hbV�iÞT

�


¼�þ �

Z T

0

ds

k
QðqhðsÞÞk2
½3	

The first terms in both formulas are the so-called
geometric phases because they carry only geometric
information given by the connection, whereas the
second terms are called the dynamic phases since
they encapsulate information directly linked to the
Hamiltonian. The expression of the total phase as a
sum of a geometric and a dynamic phase is not
intrinsic and is connection dependent. It can even
happen that one of these summands vanishes. We
shall consider now two concrete examples: the free
rigid body and the heavy top.
Reconstruction Phases for the Free Rigid Body

The motion of the free rigid body is a geodesic with
respect to a left-invariant Riemannian metric on
SO(3) given by the moment of inertia of the body.
The phase space of the free rigid body motion is
T�SO(3) and a momentum map J : T�SO(3)!R3 of
the lift of left translation to the cotangent bundle is
given by right translation to the identity element.
We have identified here so(3) with R3 by the
Lie algebra isomorphism x2 (R3,� ) 7! x̂2 (so(3),
[� , �]), where x̂(y) = x� y, and s o(3)� with R3 by
the inner product on R3. The reduced manifold
J�1(�)=G� is identified with the sphere S2

k�k in R3 of
radius k�k with the symplectic form !� =�dS=k�k,
where dS is the standard area form on S2

k�k and G� ffi
S1 is the group of rotations around the axis �. These
concentric spheres are the coadjoint orbits of the Lie–
Poisson space s o(3)� and represent the level sets of the
Casimir functions that are all smooth functions of
k�k2, where �2R3 denotes the body angular
momentum.

The Hamiltonian of the rigid body on the Lie–
Poisson space T�SO(3)=SO(3) ffi R3 is given by

hð�Þ :¼ 1

2

�2
1

I1
þ�2

2

I2
þ �2

3

I3

� �
where I1, I2, I3 > 0 are the principal moments of
inertia of the body. Let I := diag(I1, I2, I3) denote the
moment of inertia tensor diagonalized in a principal-
axis body frame. The Lie–Poisson bracket on R3 is
given by {f , g}(�) =�� � (rf (�)�rg(�)) and the
equation of motions are �̇ = �� �, where �2R3 is
the body angular velocity given in terms of � by
�i := �=Ii, for i = 1, 2, 3, that is, � = I�1�. The
trajectories of the these equations are found by
intersecting a family of homothetic energy ellipsoids
with the angular momentum concentric spheres. If
I1 > I2 > I3, one immediately sees that all orbits are
periodic with the exception of four centers (the two
possible rotations about the long and the short
moment of inertia axis of the body), two saddles
(the two rotations about the middle moment of
inertia axis of the body), and four heteroclinic orbits
connecting the two saddles.

Suppose that �(t) is a periodic orbit on the sphere
S2
k�k with period T. After time T, by how much has

the rigid body rotated in space? The answer to this
question follows directly from [3]. Taking 
=�=k�k
and the potential v � 0 we get

’ ¼ ��þ 2h�T

k�k

¼
Z Z

D

2kI�ðsÞk2 � ð�ðsÞ � I�ðsÞÞðtr IÞ
ð�ðsÞ � I�ðsÞÞ2

ds

þ k�k3

Z T

0

ds

ð�ðsÞ � I�ðsÞÞ

where D is one of the two spherical caps on S2
k�k

whose boundary is the periodic orbit �(t), h� is the
value of the total energy on the solution �(t), and �
is the oriented solid angle, that is,

� :¼ � 1

k�k

Z Z
D

!�; j�j ¼ areaD

k�k2

Reconstruction Phases for the Heavy Top

The heavy top is a simple mechanical systems with
symmetry S1 on T�SO(3) whose Hamiltonian function
is given by h(�h) := (1=2)k�]hk

2 þMg‘k � h�, where
h2 SO(3),�h 2T�hSO(3), k is the unit vector of the
spatial Oz axis (pointing in the direction opposite to
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that of the gravity force), M2R is the total mass of the
body, g2R is the value of the gravitational accelera-
tion, the fixed point about which the body moves is the
origin, and � is the unit vector of the straight line
segment of length ‘ connecting the origin to the center
of mass of the body. This Hamiltonian is left invariant
under rotations about the spatial Oz axis. A momen-
tum map induced by this S1-action is given by
J : T�SO(3)!R, J(�h) = T�e Lh(�h) � k; recall that
T�e Lh(�h) =: �2R3 is the body angular momentum.
The reduced space J�1(�)=S1 is generically the cotan-
gent bundle of the unit sphere endowed with the
symplectic structure given by the sum of the canonical
form plus a magnetic term; equivalently, this is the
coadjoint orbit in the dual of the Euclidean Lie algebra
se(3)�= R3 �R3 given by O� = {(�, �) j � � � =�,
k�k2 = 1}. The projection map J�1(�)!O� imple-
menting the symplectic diffeomorphism between the
reduced space and the coadjoint orbit in se(3)� is
given by �h 7! (�, �) := (T�e Lh(�h), h�1k). The orbit
symplectic form !� on O� has the expression
!�(�, �)((� � x þ � � y, � � x), (� � x0 þ � � y0,
�� x0)) = �� � (x� x0)� � � (x� y0 � x0 � y) for any
x, x0, y, y0 2R3. The heavy-top equations �̇ = �� �þ
Mg‘�� �, �̇ = �� � are Lie–Poisson equations on
se(3)� for the Hamiltonian h(�, �) = (1=2)� � �þ
Mg‘� � � and the Lie–Poisson bracket {f , g}(�, �) =
�� � (r�f �r�g)� � � (r�f� r�g�r�g�r�f ),
where r� and r� denote the partial gradients.

Let (�(t), �(t)) be a periodic orbit of period T of
the heavy-top equations. After time T, by how much
has the heavy top rotated in space? The answer is
provided by [3]:

’ ¼ 1

�

Z Z
D
!� þ

1

�
2h�T � 2Mg‘

Z T

0

�ðsÞ � �ds

� �
¼
Z Z

D

2kI�ðsÞk2 � ð�ðsÞ � I�ðsÞÞðtr IÞ
ð�ðsÞ � I�ðsÞÞ2

ds

þ
Z T

0

ds

�ðsÞ � I�ðsÞ

where D is the spherical cap on the unit sphere
whose boundary is the closed curve �(t) and D is a
two-dimensional submanifold of the orbit O�
bounded by the closed integral curve (�(t), �(t)).
The first terms in each summand represent the
geometric phase and the second terms the dynamic
phase.

Gauged Poisson Structures

If the Lie group G acts freely and properly on a
smooth manifold Q, then (T�Q)=G is a quotient
Poisson manifold (see Poisson Reduction), where the
quotient is taken relative to the (left) lifted cotangent
action. The leaves of this Poisson manifold are the
orbit reduced spaces J�1(O�)=G, where O� � g � is
the coadjoint G-orbit through �2 g � (see Symmetry
and Symplectic Reduction). Is there an explicit
formula for this reduced Poisson bracket on a
manifold diffeomorphic to (T�Q)=G? It turns out
that this question has two possible answers, once a
connection on the principal bundle � : Q!Q=G is
introduced. The discussion below will also link to
the fibration version of cotangent bundle reduction.

In order to present these answers, we review two
bundle constructions. Let G act freely and properly
on the manifold P and consider the a (left) principal
G-bundle � : P!P=G := M. Let � : N!M be a
surjective submersion. Then the pullback bundle
�̃ : (n, p)2 ~P := {(n, p) 2N � P j �(p) = �(n)} 7! n 2N
over N is also a principal (left) G-bundle relative to
the action g � (n, p) := (n, g � p).

If there is a (left) G-action a manifold V, then the
diagonal G-action g � (p, v) = (g � p, g � v) on P� V is
also free and proper and one can form the asso-
ciated bundle P�G V := (P� V)=G which is a
locally trivial fiber bundle �E : [p, v]2E := P�G

V 7! �(p)2M over M with fibers diffeomorphic to
V. Analogously, one can form the associated fiber
bundle �~E : ~E := ~P�G V!N. Summarizing, the
associated bundle ~E = ~P�G V!N is obtained
from the principal bundle � : P!M, the surjective
submersion � : N!M, and the G-manifold V by
pullback and association, in this order.

These operations can be reversed. First, form the
associated bundle �E : E = P�G V!M and then
pull it back by the surjective submersion � : N!M
to N to get the pullback bundle ~�E : ~E!N. The map
� : ~P�G V! ~E defined by �([(n, p), v]) := (n, [p, v])
is an isomorphism of locally trivial fiber bundles.

These general considerations will be used now to
realize the quotient Poisson manifold (T�Q)=G in
two different ways. Let Q be a manifold and G a Lie
group (with Lie algebra g ) acting freely and properly
on it. Let A2�1(Q; g ) be a connection 1-form on
the left G-principal bundle � : Q!Q=G. Pull back
the G-bundle � : Q!Q=G by the cotangent bundle
projection �Q=G : T�(Q=G)!Q=G to T�(Q=G) to
obtain the G-principal bundle ~�Q=G : (�[q], q)2 ~Q :=
{(�[q], q) j [q] = �(q), q2Q} 7!�[q] 2T�(Q=G). This
bundle is isomorphic to the annihilator (VQ)� �
T�Q of the vertical bundle VQ := ker T� � TQ.
Next, form the coadjoint bundle �S : S := ~Q�G

g � !T�(Q=G) of ~Q, �S((�[q], q),�) =�[q], that is,
the associated vector bundle to the G-principal
bundle ~Q!T�(Q=G) given by the coadjoint repres-
entation of G on g �. The connection-dependent map
�A : S! (T�Q)=G defined by �A([(�[q], q),�]) :=
[T�q�(�[q])þ A(q)��], where q2Q,�q 2T�qQ, and
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�2 g �, is a vector bundle isomorphism over Q=G.
The Sternberg space is the Poisson manifold (S, {� , �}S),
where {� , �}S is the pullback to S by �A of the quotient
Poisson bracket on (T�Q)=G.

Next, we proceed in the opposite order. Construct
first the coadjoint bundle � ~g � : [q,�]2eg � := Q�G

g � 7! [q]2Q=G associated to the principal bundle
� : Q!Q=G and then pull it back by the cotangent
bundle projection �Q=G : T�(Q=G)!Q=G to
T�(Q=G) to obtain the vector bundle �W : W :=
{(�[q], [q, �]) j �Q=G(�[q]) = � ~g � ([q, �]) = [q]}, �W(�[q],
[q, �]) = �[q] over T�(Q=G). Note that W = T�

(Q=G) � eg � and hence W is also a vector bundle over
Q/G. Let HQ be the horizontal sub-bundle defined by
the connection A; thus, TQ = HQ � VQ, where
HqQ := ker A(q). For each q 2Q, the linear map
Tq�jHqQ : HqQ!T[q](Q=G) is an isomorphism. Let
horq := (Tq�jHqQ)�1 : T[q](Q=G)!HqQ � TqQ be
the horizontal lift operator induced by the connection
A. Thus, hor�q : T�qQ! T�[q](Q=G) is a linear surjective
map whose kernel is the annihilator (HqQ)� of the
horizontal space. The connection-dependent map
�A : (T�Q)=G!W defined by �A([�q]) := (hor�q
(�q), [q, J(�q)]), where q 2Q, �q 2 T�qQ, and J : T�

Q! g � is the momentum map of the lifted action,
h J(�q), �i= �q((�Q(q)) for � 2 g , is a vector bundle
isomorphism over Q/G and �A � �A = �. The Wein-
stein space is the Poisson manifold (W, {� , �}W), where
{� , �}W is the push-forward by �A of the Poisson
bracket of (T�Q)=G. In particular, � : S!W is a
connection independent Poisson diffeomorphism. The
Poisson brackets on S and on W are called gauged
Poisson brackets. They are expressed explicitly in terms
of various covariant derivatives induced on S and on
W by the connection A 2�1(Q; g ).

Recall that the connection A on the principal
bundle � : Q!Q=G naturally induces connections
on pullback bundles and affine connections on
associated vector bundles. Thus, both S and W
carry covariant derivatives induced by A. They are
given, according to general definitions, in the cases
under consideration, by:


 If f 2C1(S), s = [(�[q], q),�]2 S, and v�[q]
2T�[q]

T�(Q=G), then dS
~Af (s)2T��[q]

T�(Q=G) is defined

by dS
~Af (s)(v�[q]

) := df (s)ðT((�[q],q),�)� ~Q�g � v�[q]
, horq

��
(T�[q]

�(v�[q]
))Þ, 0ÞÞ where � ~Q�g � : ~Q� g � ! ~Q�G

g �= S is the orbit map. The symbol dS
~A signifies

that this is a covariant derivative on the
associated bundle S induced by the connection
~A on the principal G-pullback bundle
~Q!T�(Q=G). This connection ~A is the pullback
connection defined by A.

 If f 2C1(W), w = (�[q], [q,�])2W, and v�[q]

2T�[q]

T�(Q=G), then erW

A f (w)2T��[q]
T�(Q=G) is defined
by erW

A f (w)(v�[q]
) = df (w)(v�[q]

, T(q,�)�Q�g �(horq

(T�[q]
�Q=G(v�[q]

)), 0)) where �Q�g � : Q� g � !
Q�G g �=eg � is the orbit map. The symbol erW

A
signifies that this is a covariant derivative on the
pullback bundle W induced by the covariant
derivative rA on the coadjoint bundle eg �. This
covariant derivative rA is induced on eg � by the
connection A.

 For f 2C1(W), we have dS

~A(f � �) = ( erW

A f ) � �.

To write the two gauged Poisson brackets on S and
on W explicitly, we denote by ~g = Q�G g the
adjoint bundle of � : Q!Q=G, by �Q=G the
canonical symplectic structure on T�(Q=G), by
B2�2(Q; g ) the curvature of A, and by B the
~g -valued 2-form B2�2(Q=G; ~g ) on the base Q=G
defined by B([q])(u[q], v[q]) = [q, B(q)(uq, vq)], for any
uq, vq 2TqQ that satisfy Tq�(uq) = u[q] and
Tq�(vq) = v[q]. Note that both S� and W� are Lie
algebra bundles, that is, their fibers are Lie algebras
and the fiberwise Lie bracket operation depends
smoothly on the base point. If f 2C1(S), denote by

f=
s2 S�= ~Q�G g the usual fiber derivative of f.
Similarly, if f 2C1(W) denote by 
f=
w2W� the
usual fiber derivative of f. Finally, ] : T�

(T�(Q=G))!T(T�(Q=G)) is the vector bundle iso-
morphism induced by �Q=G. The Poisson bracket of
f , g2C1(S) is given by

ff ; ggSðsÞ ¼�Q=Gð�½q	Þ dS
~Af ðsÞ];dS

~AgðsÞ]
� 	

� s;

f


s
;

g


s


 �� 

þ v; ð��Q=GBÞð�½q	Þ dS

~Af ðsÞ];dS
~AgðsÞ]

� 	D E
where v = [q,�]2eg �. The Poisson bracket f , g2
C1(W) is given by

ff ; ggWðwÞ ¼ �Q=Gð�½q	Þ erW

A f ðwÞ]; erW

A gðwÞ]
� 	

� w;

f


w
;

g


w


 �� 

þ v; ð��Q=GBÞð�½q	Þ erW

A f ðwÞ]; erW

A gðwÞ]
� 	D E

Note that their structure is of the form: ‘‘canonical’’
bracket plus a (left) ‘‘Lie–Poisson’’ bracket plus a
curvature coupling term.

The Symplectic Leaves of the Sternberg
and Weinstein Spaces

The map ’A : ~Q� g � !T�Q given by ’A((�[q], q),
�) := T�q�(�[q])þ A(q)��, where ((�[q],q),�)2 ~Q� g �,
is a G-equivariant diffeomorphism; the G-action
on T�Q is by cotangent lift and on ~Q� g � is
g � ((�[q],q),�)= ((�[q],g �q),Ad�g�1�). The pullback JA
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of the momentum map to ~Q� g � has the expression
JA((�[q],q),�)=�, so if O� g � is a coadjoint orbit we
have J�1

A (O)= ~Q�O, and hence the orbit reduced
manifold J�1

A (O)=G, whose connected components
are the symplectic leaves of S, equals ~Q�GO. Its
symplectic form is the Sternberg minimal coupling
form ~!�Oþ��S�Q=G.

In this formula, the 2-form ~!�O has not been
defined yet. It is uniquely defined by the identity
� ~Q�g � ~!

�
O= dbAþ �O!

�
O, where !�O is the minus orbit

symplectic form on O (see Symmetry and Symplectic
Reduction), �O : ~Q�O!O is the projection on the
second factor, and bA2�2( ~Q�O) is the 2-form
given by bA((�[q], q),�) ((u�[q]

, vq), �) =
� �, A(q)(vq)
� �

for ((�[q], q),�)2 ~Q�O, (u�[q]
, vq)2

T(�[q], q)
~Q, and � 2 g �.

The symplectic leaves of the Weinstein space
W are obtained by pushing forward by � the
symplectic leaves of the Sternberg space. They are
the connected components of the symplectic
manifolds (T�(Q=G)� (Q�G O), ��T�(Q=G)�Q=Gþ
��Q�GO!

�
Q�GO), where O is a coadjoint orbit in g �,

�Q=G is the canonical symplectic form on T�(Q=G),
!�Q�GO is a closed 2-form on Q�G O to be defined
below, and �T�(Q=G) : T�(Q=G)� (Q�G O)!
T�(Q=G), �Q�GO : T�(Q=G) � (Q �G O)!Q �G O
are the projections. The closed 2-form !�Q�GO 2
�2(Q �G O) is uniquely determined by the identity
��Q�O!

�
Q�G O = !�Q�O, where �Q�O :Q�O!Q�GO

is the orbit space projection, !�Q�O2�2(Q�O) is
closed and given by !�Q�O(q,�)((uq, �ad���),
(vq, �ad���)) := �d(A � idO)(q, �) ((uq, �ad���), (vq,
�ad�� �))þ !�O(�)(ad���, ad���), and A� idO 2�1(Q�
g �) is given by (A� idO)(q,�)(uq, �ad���) =
�,A(q)(uq)
� �

, for q2Q,�2 g �, uq, vq 2TqQ, �, �2 g .
Thus, on the Sternberg and Weinstein spaces,

both the Poisson bracket as well as the symplectic
form on the leaves have explicit connection
dependent formulas (see Gauge Theory: Mathema-
tical Applications for a general treatment of gauge
theories).

See also: Gauge Theory: Mathematical Applications;
Hamiltonian Group Actions; Poisson Reduction;
Symmetries and Conservation Laws; Symmetry and
Symplectic Reduction.
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Introduction

Sufficiently dense concentrations of mass–energy in
general relativity collapse irreversibly and form black
holes. More precisely, the singularity theorems state
that once a closed trapped surface has developed, some
world lines will only extend to a finite length in the
future – they end in a spacetime singularity. Further-
more, the cosmic censorship hypothesis states that this
singularity is hidden away inside a black hole. One
can, therefore, classify initial data in general relativity
which describe an isolated system with no black hole
present into those which remain regular, and those
which form a black hole during their evolution.

Theorems on the stability of Minkowski spacetime,
and similar results for some types of matter coupled to
gravity, imply that sufficiently weak (in some technical
sense) initial data will remain regular. On the other
hand, no necessary or sufficient criterion for black hole
formation is known. For very strong data the existence
of a closed trapped surface implies black hole
formation, but although the data themselves may be
regular, the trapped surface must already be inside the
black hole. Between the very weak and very strong
regime, there is a middle regime of initial data for
which one cannot decide if they will or will not form a
black hole, other than evolving them in time.

The threshold between collapse and dispersion was
first explored systematically by Choptuik (1992). He
concentrated on the simple model of a spherically
symmetric massless scalar (matter) field �(r, t). In this
model, the scalar-field matter must either form a black
hole, or disperse to infinity – it cannot form stable
stars. Choptuik explored the space of initial data by
means of one-parameter families of initial data which
interpolate between strong data (say with large
parameter p) that form a black hole and weak data
(with small p) that disperse. The critical value p� of the
parameter p can be found for each family by evolving
many data sets from that family. Near the black hole
threshold, Choptuik found the following phenomena:

1. Mass scaling. By fine-tuning the initial data to
the threshold along any one-parameter family,
one can make arbitrarily small black holes. Near
the threshold, the black hole mass scales as

M ’ Cðp� p�Þ� for p � p� ½1�

for the black hole mass M in the limit p! p�
from above.

2. Universality. While p� and C depend on the
particular one-parameter family of data, the critical
exponent � has a universal value, � ’ 0.374, for all
one-parameter families of scalar-field data. Further-
more, for a finite time in a finite region of space, the
solutions generated by all near-critical data
approach one and the same solution ��, called the
critical solution:

�ðr; tÞ ’ ��
r

L
;

t � t�
L

� �
½2�

The constants t� and L depend again on the
family of initial data, but ��(r, t) is universal. This
universal phase ends when the evolution decides
between black hole formation and dispersion.
The universal critical solution is approached by
any initial data that are sufficiently close to the
black hole threshold, on either side, and from any
one-parameter family.

3. Scale-echoing. The critical solution ��(r, t) is
unchanged when one rescales space and time by
a factor e�:

��ðr; tÞ ¼ �� e�r; e�t
� �

½3�

where � ’ 3.44 for the scalar field.

The same phenomena were quickly discovered in
many other types of matter coupled to gravity, and
even in vacuum gravity (where gravitational waves can
form black holes). The echoing period � and critical
exponent � depend on the type of matter, but the
existence of the phenomena appears to be generic. For
some types of matter (e.g., perfect fluid matter), the
critical solution is continuously scale invariant (or
continuously self-similar, CSS) in the sense that

��ðr; tÞ ¼ ��ðr=tÞ ½4�

rather than scale-periodic (or discretely self-similar,
DSS) as in [3]. (We use the notation ��(x) for the
function of one variable r=t.) We have described
scale invariance and scale-echoing here in terms
of coordinates, but these do admit geometric,
coordinate-invariant definitions, which are not
restricted to spherical symmetry.

There is also another kind of critical behavior at the
black hole threshold. Here, too, the evolution goes
through a universal critical solution, but it is static,
rather than scale invariant. As a consequence, the mass
of black holes near the threshold takes a universal
finite value (some fixed fraction of the mass of the
critical solution), instead of showing power-law
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scaling. In an analogy with first- and second-order
phase transitions in statistical mechanics, the critical
phenomena with a finite mass at the black hole
threshold are called type I, and the critical phenomena
with power-law scaling of the mass are called type II.

At this point, we characterize the degree of rigor
of the various parts of the theory that is summarized
in this article. Critical phenomena were discovered
in the numerical time evolution of generic asympto-
tically flat initial data. Numerical evolution of many
elements of a specific one-parameter family, and
fine-tuning to the black hole threshold along that
family showed self-similarity and mass scaling near
the threshold. Doing this for a number of randomly
chosen one-parameter families suggests that these
phenomena, and in particular the echoing scale �
and mass-scaling exponent �, are universal between
initial data within one model (e.g., the spherical
scalar field). Numerical experiments, however, can
only explore a finite-dimensional subspace of the
infinite-dimensional space of initial data (phase
space) of the field theory, and so cannot prove
universality.

We go further by applying the theory of dynami-
cal systems to general relativity. The arguments
summarized in the next section would be difficult to
make rigorous, as the dynamical system under
consideration is infinite dimensional, but they
suggest a focus on fixed points of the dynamical
system and their linear perturbations. Even though
the dynamical systems motivation is not mathema-
tically rigorous, the linearized analysis itself is a
well-defined problem that can be solved numerically
to essentially arbitrary precision. This proves uni-
versality on a perturbative level, and provides
numerical values of � and �. A combination of the
global dynamical systems analysis and perturbative
analysis even predicts further critical exponents for
black hole charge and angular momentum. Finally,
critical phenomena have been discovered in a
number of systems (different types of matter and
symmetry restrictions), and this suggests that they
may be generic for some large class of field theories
(although details such as the numerical values of
� and � do depend on the system), but there is no
conclusive evidence for this at present.

The Dynamical Systems Picture

When we consider general relativity as an infinite-
dimensional dynamical system, a solution curve is a
spacetime. Points along the curve are Cauchy
surfaces in the spacetime, which can be thought of
as moments of time. An important difference
between general relativity and other field theories

is that the same spacetime can be sliced in many
different ways, none of which is preferred. There-
fore, to turn general relativity into a dynamical
system, one has to fix a slicing (and in practice also
coordinates on each slice). In the example of the
spherically symmetric massless scalar field, using
polar slicing and an area radial coordinate r, a point
in phase space can be characterized by the two
functions

Z ¼ �ðrÞ; r
@�

@t
ðrÞ

� �
½5�

In spherical symmetry, there are no degrees of
freedom in the scalar field, and Cauchy data for
the metric can be reconstructed from Z using the
Einstein constraints.

The phase space consists of two halves: initial
data whose time evolution always remains regular,
and data which contain a black hole or form one
during time evolution. The numerical evidence
collected from individual one-parameter families of
data suggests that the black hole threshold that
separates the two is a smooth hypersurface. The
mass-scaling law [1] can, therefore, be restated
without explicit reference to one-parameter families.
Let P be any function on phase space such that data
sets with P > 0 form black holes, and data with P < 0
do not, and which is analytic in a neighborhood of
the black hole threshold P = 0. The black hole mass
as a function on phase space is then given by

M ’ FðPÞ P� ½6�

for P > 0, where F(P) > 0 is an analytic function.
Consider now the time evolution in this dynami-

cal system, near the threshold (‘‘critical surface’’)
between black hole formation and dispersion. A
phase-space trajectory that starts out in a critical
surface by definition never leaves it. A critical
surface is, therefore, a dynamical system in its own
right, with one dimension fewer. If it has an
attracting fixed point, such a point is called a
critical point. It is an attractor of codimension 1,
and the critical surface is its basin of attraction. The
fact that the critical solution is an attractor of
codimension 1 is visible in its linear perturbations: it
has an infinite number of decaying perturbation
modes tangential to (and spanning) the critical
surface, and a single growing mode not tangential
to the critical surface.

Any trajectory beginning near the critical surface,
but not necessarily near the critical point, moves
almost parallel to the critical surface toward the
critical point. As the phase point approaches the
critical point, its movement parallel to the surface
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slows down, while its distance and velocity out of
the critical surface are still small. The phase point
spends sometime moving slowly near the critical
point. Eventually, it moves away from the critical
point in the direction of the growing mode, and ends
up on an attracting fixed point.

This is the origin of universality: any initial data
set that is close to the black hole threshold (on either
side) evolves to a spacetime that approximates the
critical spacetime for sometime. When it finally
approaches either the dispersion fixed point or the
black hole fixed point, it does so on a trajectory that
appears to be coming from the critical point itself.
All near-critical solutions are passing through one of
these two funnels. All details of the initial data have
been forgotten, except for the distance from the
black hole threshold: the closer the initial phase
point is to the critical surface, the more the solution
curve approaches the critical point, and the longer it
will remain close to it.

In all systems that have been examined, the black
hole threshold contains at least one critical point. A
fixed point of the dynamical system represents a
spacetime with an additional continuous symmetry
that generic solutions do not have. If the critical
spacetime is time independent in the usual sense, we
have type I critical phenomena; if the symmetry is
scale invariance, we have type II critical phenomena.
The attractor within the critical surface may also be
a limit cycle, rather than a fixed point. In spacetime

terms this corresponds to a discrete symmetry (DSS
rather than CSS in type II, or a pulsating critical
solution, rather than a stationary one, in type I).

Self-Similarity and Mass Scaling

Type II critical phenomena occur where the critical
solution is scale invariant (self-similar, CSS or DSS).
Using suitable spacetime coordinates, a CSS solution
can be characterized as independent of a time
coordinate � which is also a logarithmic scale.
Similarly, a DSS solution can be characterized as
periodic in � . For example, starting from the scale
periodicity [3] in polar-radial coordinates, we
replace r and t by new coordinates

x � � r

t � t�
; � � � ln � t � t�

L

� �
½7�

where the accumulation time t� and scale L must be
matched to the one-parameter family under con-
sideration. � has been defined so that it increases as
t increases and approaches t� from below. It is useful
to think of r, t, and L as having dimension length in
units c = G = 1, and of x and � as dimensionless.
Choptuik’s observation, expressed in these coordi-
nates, is that in any near-critical solution there is
a spacetime region where the fields Z are well
approximated by the critical solution, or

Zðx; �Þ ’ Z�ðx; �Þ ½8�

with

Z�ðx; � þ�Þ ¼ Z�ðx; �Þ ½9�

Note that the time parameter of the dynamical
system must be chosen as � if a CSS solution is to be
a fixed point, or a DSS solution a cycle. More
generally (going beyond spherical symmetry), on any
self-similar spacetime one can introduce coordinates
x� = (� , x1, x2, x3) in which the metric is of the form

g�� ¼ e�2��g�� ½10�

and where ḡ�� is independent of � for a CSS
spacetime, and periodic in � for a DSS spacetime.
These coordinates are not unique.

The critical exponent � can be calculated from the
linear perturbations of the critical solution. In order
to keep the notation simple, the discussion will be
restricted to a critical solution that is spherically
symmetric and CSS, which is correct, for example,
for perfect-fluid matter.

Let us assume that we have fine-tuned initial data
close to the black hole threshold so that in a region
the resulting spacetime is well approximated by the
CSS critical solution. This part of the spacetime

Black hole

threshold

Critical
point

Flat space fixed point

p < p
*p = p

*p > p
*

Black hole fixed point

One-parameter
family of

initial data

Figure 1 The phase-space picture for the black hole threshold

in the presence of a critical point. The arrow lines are time

evolutions, corresponding to spacetimes. The line without an

arrow is not a time evolution, but a one-parameter family of initial

data that crosses the black hole threshold at p = p�. (Reproduced

with permission from Gundlach C (2003) Critical phenomena in

gravitational collapse. Physics Reports 376: 339–405.)
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corresponds to the section of the phase-space
trajectory that lingers near the critical point. In this
region, we can linearize around Z�. As Z� does not
depend on � , its linear perturbations can depend
on � only exponentially. Labeling the perturbation
modes by i, a single mode perturbation is of
the form

�Z ¼ Cie
�i�ZiðxÞ ½11�

In the near-critical regime, we can therefore
approximate the solution as

Zðx; �Þ ’ Z�ðxÞ þ
X1
i¼0

CiðpÞ e�i�ZiðxÞ ½12�

The notation Ci(p) is used because the perturbation
amplitudes Ci depend on the initial data, and hence
on the parameter p that controls the initial data.

If Z� is a critical solution, by definition there is
exactly one �i with positive real part (in fact, it is
purely real), say �0. As t! t� from below, which
corresponds to �!1, all other perturbations decay
and can be neglected. By definition, the critical
solution corresponds to p = p�, and so we must have
C0(p�) = 0. Linearizing around p�, we obtain

Zðx; �Þ ’ Z�ðxÞ þ
dC0

dp

����
p�

ðp� p�Þ e�0� Z0ðxÞ ½13�

in a region of the spacetime.
Now we extract Cauchy data at one particular

value of � within that region, namely at �p

defined by

dC0

dp

����
p�

jp� p�je��0�p � 	 ½14�

where 	 is an arbitrary small constant, so that

Zðx;�pÞ ’ Z�ðxÞ � 	 Z0ðxÞ ½15�

where � is the sign of p� p�, left behind because by
definition 	 is positive. As � increases from �p, the
growing perturbation becomes nonlinear and the
approximation [13] breaks down. Then either a
black hole forms (say for the positive sign), or the
solution disperses (for the negative sign). We need
not follow this nonlinear evolution in detail to find
the black hole mass scaling in the former case:
dimensional analysis is sufficient. Going back to
coordinates t and r, we have

Zðr; tpÞ ’ Z�
r

Lp

	 

� 	 Z0

r

Lp

	 

½16�

where

Lp � Le��p ½17�

These Cauchy data at t = tp depend on the initial
data at t = 0 only through the overall scale Lp, and
through the sign in front of 	. If the field equations
themselves are scale invariant, or asymptotically
scale invariant at scales Lp and smaller, the black
hole mass, which has dimensions of length in
gravitational units, must be proportional to the
initial data scale Lp, the only length scale that is
present. Therefore,

M / Lp / ðp� p�Þ1=�0 ½18�

and we have found the critical exponent to be �= 1=�0.

The Analogy with Statistical Mechanics

The existence of a threshold where a qualitative
change takes place, universality, scale invariance,
and critical exponents suggest that there is a
mathematical analogy between type II critical
phenomena and critical phase transitions in statis-
tical mechanics.

In equilibrium statistical mechanics, observable
macroscopic quantities, such as the magnetization of
a ferromagnetic material, are derived as statistical
averages over microstates of the system. The
expected value of an observable is

hAi ¼
X

microstates

AðmicrostateÞ e�Hðmicrostate;�Þ ½19�

The Hamiltonian H depends on the parameters �,
which comprise the temperature, parameters char-
acterizing the system such as interaction energies of
the constituent molecules, and macroscopic forces
such as the external magnetic field. The objective of
statistical mechanics is to derive relations between
the macroscopic quantities A and parameters �.

Phase transitions in thermodynamics are thresholds
in the space of external forces � at which the
macroscopic observables A, or one of their derivatives,
change discontinuously. In a ferromagnetic material
at high temperatures, the magnetization m of the
material (alignment of atomic spins) is determined by
the external magnetic field B. At low temperatures, the
material shows a spontaneous magnetization even at
zero external field, which breaks rotational symmetry.
With increasing temperature, the spontaneous magne-
tization m decreases and vanishes at the Curie
temperature T� as

jmj � ðT� � TÞ� ½20�

In the presence of a very weak external field, the
spontaneous magnetization aligns itself with the
external field B, while its strength is, to leading
order, independent of B. The function m(B, T),
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therefore, changes discontinuously at B = 0. The line
B = 0 for T < T� is, therefore, a line of first-order
phase transitions between the possible directions of
the spontaneous magnetization (in a one-dimen-
sional system, between m up and m down). This line
ends at the critical point (B = 0, T = T�) where the
order parameter jmj vanishes. The role of B = 0 as
the critical value of B is obscured by the fact that
B = 0 is singled out by symmetry.

A critical phase transition involves scale-invariant
physics. One sign of this is that fluctuations appear
on a large range of length scales between the
underlying atomic scale and the scale of the sample.
In particular, the atomic scale, and any dimensionful
parameters associated with that scale, must become
irrelevant at the critical point. This can be taken as
the starting point for obtaining properties of the
system at the critical point.

One first defines a semigroup acting on micro-
states: the renormalization group. Its action is to
group together a small number of particles as a
single particle of a fictitious new system, using some
averaging procedure. Alternatively, this can also be
done in Fourier space. One then defines a dual
action of the renormalization group on the space of
Hamiltonians by demanding that the partition
function is invariant under the renormalization
group action:X

microstates

e�H ¼
X

microstates0
e�H0 ½21�

The renormalized Hamiltonian H0 is in general
more complicated than the original one, but it can
be approximated by a fixed expression where only
a finite number of parameters � are adjusted. Fixed
points of the renormalization group correspond to
Hamiltonians with the parameters � at their critical
values. The critical value of any dimensional
parameter � must be zero (or infinity). Only
dimensionless combinations can have nontrivial
critical values.

The behavior of thermodynamical quantities at
the critical point is in general not trivial to calculate.
But the action of the renormalization group on
length scales is given by its definition. The blowup
of the correlation length 
 at the critical point is,
therefore, the easiest critical exponent to calculate.
We make contact with critical phenomena in
gravitational collapse by considering the time evolu-
tion in coordinates (� , x) as a renormalization group
action. The calculation of the critical exponent for
the black hole mass M is the precise analog of the
calculation of the critical exponent for the correla-
tion length 
, substituting T� � T for p� p�, and

taking into account that the �-evolution in critical
collapse is toward smaller scales, while the renor-
malization group flow goes toward larger scales:
therefore, 
 diverges at the critical point, while M
vanishes.

We have shown above that the black hole mass is
controlled by one global function P on phase space.
Clearly, P is the gravity equivalent of T � T� in
the ferromagnet. But it is tempting to speculate
(Gundlach 2002)that there is also a gravity equiva-
lent of the external magnetic field B, which gives rise
to a second independent critical exponent. At least
in some situations, the angular momentum of the
initial data can play this role. Note that, like B,
angular momentum is a vector, with a critical value
that is zero because all other values break rotational
symmetry. Furthermore, the final black hole can
have nonvanishing angular momentum, which must
depend on the angular momentum of the initial
data. The former is analogous to the magnetization
m, the latter to the external field B. It can be shown
that this analogy holds perturbatively for small
angular momentum. Future numerical simulations
will show if it goes further.

Universality and Cosmic Censorship

Critical phenomena in gravitational collapse first
generated interest because a complicated self-similar
structure and dimensionless numbers � and � arise
from generic initial data evolved by quite simple
field equations. Another point of interest is the
rather detailed analogy of phenomena in a determi-
nistic field theory with critical phase transitions in
statistical mechanics. But critical phenomena are
important for general relativity mostly for a differ-
ent reason.

Black holes are among the most important
solutions of general relativity because of their
universality: the black hole uniqueness theorems
state that stable black holes are completely deter-
mined by their mass, angular momentum, and
electric charge – the Kerr–Newman family of black
holes. Perturbation theory shows that any perturba-
tions of black holes from the Kerr–Newman solu-
tions must be radiated away.

Critical solutions have a similar importance
because they are generic intermediate states of
the evolution that are also independent of the
initial data. An important distinction is that
critical solutions depend on the matter model,
and are therefore less universal than black holes.
However, critical phenomena in gravitational
collapse seem to arise in axisymmetric vacuum
spacetimes, and so are apparently not linked to the
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presence of matter. Furthermore, they also arise in
perfect-fluid matter with the equation of state
p = �=3, which is that of an ultrarelativistic gas.
This is a good approximation for matter at very
high density, such as in the big bang. This is
important because critical phenomena probe
arbitrarily large matter densities or spacetime
curvatures as the initial data are fine-tuned to the
black hole threshold. At even higher densities,
presumably on the Planck scale, scale invariance is
again broken by quantum-gravity effects, and
so critical phenomena will end there.

The cosmic censorship conjecture states that
naked singularities do not arise from suitably
generic initial data for suitably well-behaved mat-
ter. Critical phenomena in gravitational collapse
have forced a tightening of this conjecture. Type II
(self-similar) critical solutions contain a naked
singularity, that is, a point of infinite spacetime
curvature from which information can reach a
distant observer. (By contrast, the singularity inside
a black hole is hidden from distant observers.) On a
kinematical level, this could be seen already from
the form [10] of the metric. Because the critical
solution is the end state for all initial data that are
exactly on the black hole threshold, all initial data
on the black hole threshold form a naked singular-
ity. As type II critical phenomena appear to be
generic at least in spherical symmetry, this means
that in generic self-gravitating systems, the space of
regular initial data that form naked singularities is
larger than expected, namely of codimension 1.
Excluding naked singularities from generic initial
data may be the sharpest version of cosmic censor-
ship one can now hope to prove.

Another point of interest in critical collapse is that
it allows one to make a small region of arbitrarily
high curvature from finite-curvature initial data.
This may be a route for probing quantum-gravity
effects. Similarly, one can make black holes that are
much smaller than any length scale present in the
initial data or the matter equation of state. An
application has been suggested for this in cosmol-
ogy, where primordial black holes could have
masses much smaller than the Hubble scale at
which they are created, rather than of the order of
this scale.

Outlook

Critical phenomena in gravitational collapse are now
well understood in spherical symmetry, both theoreti-
cally and in numerical simulations. In some matter
models, the phenomenology is quite complicated, but
it still fits into the basic picture outlined here.

The crucial question as to what happens beyond
spherical symmetry remains largely unanswered at
the time of writing. Perturbation theory around
spherical symmetry suggests that critical phenom-
ena are not restricted to exactly spherical situa-
tions. This is also supported by simulations in
axisymmetric (highly nonspherical) vacuum grav-
ity. Other simulations of nonspherical gravitational
collapse which cover the necessary range of space-
time scales required to see critical phenomena are
only just becoming available, and the results are
not yet clear-cut. For collapse with angular
momentum, no high-resolution calculations have
yet been carried out. As the necessary techniques
become available, one should be prepared for
numerical simulations to make dramatic extensions
or corrections to the picture of critical collapse
drawn up here.

See also: Computational Methods in General Relativity:
The Theory; Spacetime Topology, Causal Structure and
Singularities; Stability of Minkowski Space; Stationary
Black Holes.
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Introduction

Certain commutation relations among the current
density operators in quantum field theories define
an infinite-dimensional Lie algebra. The original
current algebra of Gell-Mann described weak and
electromagnetic currents of the strongly interacting
particles (hadrons), leading to the Adler–Weisberger
formula and other important physical results. This
helped inspire mathematical and quantum-theoretic
developments such as the Sugawara model, light
cone currents, Virasoro algebra, the mathematical
theory of affine Kac–Moody algebras, and non-
relativistic current algebra in quantum and statis-
tical physics. Lie algebras of local currents may be
the infinitesimal representations of loop groups,
local current groups or gauge groups, diffeomorph-
ism groups, and their semidirect products or other
extensions. Broadly construed, current algebra thus
leads directly into the representation theory of
infinite-dimensional groups and algebras. Applica-
tions have ranged across conformally invariant
field theory, vertex operator algebras, exactly
solvable lattice and continuum models in statistical
physics, exotic particle statistics and q-commuta-
tion relations, hydrodynamics and quantized vortex
motion. This brief survey describes but a few
highlights.

Relativistic Local Current Algebra
for Hadrons

To model superfluidity, Landau had proposed in
1941 a quantum hydrodynamics fundamentally
based on local fluid densities and currents as
(operator) dynamical variables. However, current
algebra came into its own in theoretical physics with
the ideas of Gell-Mann in the early 1960s. The basic
concept, in the era just preceding quantum chromo-
dynamics (QCD), was that even without knowing
the Lagrangian governing hadron dynamics in
detail, exact kinematical information – the local
symmetry – could still be encoded in an algebra of
currents. The local (vector and axial vector) current
density operators, expressed where possible in terms
of underlying quantized field operators in Hilbert
space, were to form two octets of Lorentz 4-vectors,
with each octet corresponding to the eight genera-
tors of the compact Lie group SU(3).

More specifically (Adler and Dashen 1968), let
F�

a (x), a = 1, 2, . . . ,8, �= 0, 1, 2, 3, be an octet of
hadronic vector currents, where as usual
x = (x�) = (x0, x) denotes a point in four-dimensional
spacetime. Likewise, introduce an axial vector octet
F 5�

a (x). Unless otherwise specified, we use natural
units, where �h = 1 and c = 1. Define the correspond-
ing charges Fa and F5

a to be the space integrals of the
time components of these currents, that is,

Faðx0Þ ¼
Z

d3xF 0
aðx0; xÞ

F5
aðx0Þ ¼

Z
d3xF 50

a ðx0; xÞ
½1�

where d3x = dx1 dx2 dx3. Then F1, F2, F3 are the
three components I1, I2, I3 of the isotopic spin, and
Y = (2

ffiffiffi
3
p

=3)F8 is the hypercharge. The usual elec-
tromagnetic current J�em(x0, x) is given by

J�em ¼ q F�
3 þ

ffiffiffi
3
p

3
F�

8

 !
½2�

where q is the unit elementary charge, and the total
charge is given by Q =

R
d3x J0

em(x0, x) = q(I3 þ Y=2).
The hadronic part of the weak current entering an
effective Lagrangian can be written as

J�w ¼ F �
1 � F

5�
1

� �
þ i F �

2 � F
5�
2

� �h i
cos �C

þ F �
4 �F

5�
4

� �
þ i F �

5 �F
5�
5

� �h i
sin �C ½3�

where �C is the Cabibbo angle (determined experi-
mentally to be �0.27 rad). The terms with F 1 � F 5

1

and F 2 � F 5
2 are strangeness conserving, those with

F 4 � F 5
4 and F 5 � F 5

5 are not.
The main current algebra hypothesis is that the

time components F 0 and F 50 of these octets satisfy
the equal-time commutation relations:

F 0
aðx0; xÞ;F 0

bðy0; yÞ
� �

x0¼y0

¼ i�ð3Þðx� yÞ
X

d

cabdF 0
dðx0; xÞ

F 0
aðx0; xÞ;F 50

b ðy0; yÞ
� �

x0¼y0

¼ i�ð3Þðx� yÞ
X

d

cabdF 50
d ðx0; xÞ

F 50
a ðx0; xÞ;F 50

b ðy0; yÞ
� �

x0¼y0

¼ i�ð3Þðx� yÞ
X

d

cabdF 0
dðx0; xÞ

½4�

where the cabd are structure constants of the Lie
algebra of SU(3), antisymmetric in the indices. Since
current commutators relate bilinear expressions to
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linear ones, they fix the normalizations of the
currents. The chiral currents FL�

a = 1=2ð Þ(F�
a � F 5�

a )
and FR�

a = 1=2ð Þ(F �
a þ F 5�

a ) commute with each
other, so that the local current algebra decomposes
into two independent pieces.

The Dirac �-functions in eqns [4] require thatF 0
a and

F 50
a be interpreted as (unbounded) operator-valued

distributions; while the fixed-time condition suggests
these should make mathematical sense as
three-dimensional distributions, with x0 held constant.
Such distributions may be modeled on the test-function
space D of real-valued, compactly supported, C1

functions on the spacelike hyperplane R3. For functions
fa, f 5

a 2 D, one has formally the ‘‘smeared currents’’
that are expected to be bona fide (unbounded)
operators in Hilbert space; suppressing x0,

F 0
aðfaÞ ¼

Z
R3

d3xfaðxÞF 0
aðx0; xÞ

F 50
a f 5

a

� �
¼
Z

R3
d3x f 5

a ðxÞF 50
a ðx0; xÞ

½5�

Equations [4] then become

F 0
aðfaÞ;F 0

bðfbÞ
� �

¼ F 50
a ðfaÞ;F 50

b ðfbÞ
� �
¼ i
X

d

F 0
dðcabdfafbÞ

F 0
aðfaÞ;F 50

b ðfbÞ
� �

¼ i
X

d

F 50
d ðcabdfafbÞ

½6�

Let g(x) be a C1 map from R3 to the Lie algebra G of
chiral SU(3)� SU(3), equal to zero outside a compact
set. The set of all such G-valued functions forms an
infinite-dimensional Lie algebra under the pointwise
bracket, [g, g0](x) = [g(x), g0(x)]. Let us call this Lie
algebra map0(R3,G), where the subscript 0 indicates
the condition of compact support when that is
applicable (on compact manifolds, we omit the sub-
script). Expanding g(x) with respect to a fixed basis of
G, we straightforwardly identify the map g with the
two octets of test functions fa and f 5

a . Then, defining
F (g) =

P
a F 0

a(fa)þ
P

a F 50
a (f 5

a ), eqns [6] are inter-
preted (for fixed x0) as a representation F of
map0(R3,G).

Integrating out the spatial variables entirely using
eqns [1] leads to a representation at x0 of G by the
charges Fa and F5

a . The Adler–Weisberger sum rule
was first derived (in 1965) from the commutation
relations of these charges, together with the assump-
tion of a partially conserved axial-vector current
(PCAC). It connected nucleon �-decay coupling with
pion–nucleon scattering cross sections, agreeing well
with experiment. Various low-energy theorems
followed, also in accord with experiment. Shortly
thereafter, Adler was able to eliminate the PCAC
assumption, and derived a further sum rule going

beyond an experimental test of the algebra of
charges to test the actual local current algebra.
Here, the prediction pertained to structure functions
in the deep inelastic scattering of neutrinos. This
was elaborated by Bjorken to inelastic electron
scattering. On the theoretical side, the study of the
chiral current in perturbation theory led into the
theory of anomalies. All these ideas were highly
influential in subsequent theoretical work (Treiman
et al. 1985, Mickelsson 1989).

It is a natural idea to try to extend eqns [4] or [6],
which elegantly express the combined ideas of
locality and symmetry, to an equal-time commutator
algebra that would also include the space compo-
nents of the local currents F k

a , k = 1, 2, 3. One may
write without difficulty the commutators of the
charges in [1] with these space components:

½Faðx0Þ;F k
bðx0; xÞ� ¼ ½F5

aðx0Þ;F 5k
b ðx0; xÞ�

¼ i
X

d

cabdF k
dðx0; xÞ

½Faðx0Þ;F 5k
b ðx0; xÞ� ¼ ½F5

aðx0Þ;F k
bðx0; xÞ�

¼ i
X

d

cabdF 5k
d ðx0; xÞ

½7�

But the commutator of the local time component
with the local space component of the current
cannot be merely the obvious extrapolation from
eqns [4] and [7], that is, it cannot be

½F aðx0; xÞ; F k
bðy0; yÞ�x0 = y0

= i�ð3Þðx� yÞ
X

d

cabdF k
dðx0; xÞ

and so forth. Under very general conditions, for a
relativistic theory based on local quantum fields or
local observables, additional ‘‘Schwinger terms’’ are
required on the right-hand sides of such commu-
tators (Renner 1968).

Well-known difficulties in specifying the Schwinger
terms are associated with the fact that operator-
valued distributions are singular when regarded as if
they were functions of spacetime points. Thus, the
product of two distributions at a point is often
singular or undefined. When the currents forming a
local current algebra are written as normal-ordered
products of field operator distributions and their
derivatives, the Schwinger terms in their commuta-
tion relations may be calculated, for example, by
‘‘splitting points’’ in the arguments of the underlying
fields, and subsequently letting the separation tend
toward zero. The general form of a Schwinger term
typically involves the derivative of a �-function times
an operator. This may be a multiple of the identity
(i.e., a c-number) or not, depending on the underlying
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field-theoretic model. Furthermore, when the number
of spacetime dimensions is greater than 1þ 1, the
c-number Schwinger terms turn out to be infinite.
Hence, we do not obtain this way a bona- fide
infinite-dimensional, equal-time commutator algebra
comprising all the components of the local currents.

Sugawara, Kac–Moody, and
Virasoro Algebras

Since equations such as [4] and [6] are not explicitly
dependent on how the currents are constructed from
underlying canonical fields, one has the possibility
of writing a theory entirely in terms of self-adjoint
currents as the dynamical variables, bypassing the
field operators entirely, and expressing a Hamilto-
nian operator directly in terms of such local
currents. This is in the spirit of approaches to
quantum field theory based on local algebras of
observables. It suggests consideration of relativistic
current algebras with finite c-number or operator
Schwinger terms in sþ 1 dimensions, s � 1.

The Sugawara model, which is of this type, turned
out to be one of the most influential of those
proposed in the late 1960s and early 1970s.
Henceforth, let G be a compact Lie group, and G
its Lie algebra; let Fa, a = 1, . . . , dimG, be a basis for
G, with [Fa, Fb] = i�dcabdFd. The Sugawara current
algebra, at the fixed time x0 = y0 (which, from here
on, we suppress in the notation), is given by

½ J0
aðxÞ; J0

bðyÞ� ¼ i�ð3Þðx� yÞ
X

d

cabdJ0
dðxÞ

½ J0
aðxÞ; Jk

bðyÞ� ¼ i�ð3Þðx� yÞ
X

d

cabdJk
dðxÞ

þ ic�ab
@

@xk
�ð3Þðx� yÞI

½ Jk
aðxÞ; J‘bðyÞ� ¼ 0 ðk; ‘ ¼ 1; 2; 3Þ

½8�

where J�a = (J0
a , Jk

a ), k = 1, 2, 3, is again a 4-vector, c is a
finite constant, and I is the identity operator. The time
components in eqns [8] behave like the local currents in
eqns [4]. The Schwinger term is a c-number, while
setting the commutators of the space components to
zero is the simplest choice consistent with the Jacobi
identity. The Sugawara Hamiltonian is given in terms of
the local currents by the formal expression:

H ¼ 1

2c

X
a

Z
R3

d3x J0
aðxÞ

2 þ
X3

k¼1

Jk
aðxÞ

2

" #
½9�

where the pointwise products of the currents require
interpretation in the particular representation. This
Hamiltonian leads to current conservation equations
for the J�a .

Related to the Sugawara current algebra, with s = 1
and the spatial dimension compactified, are affine
Kac–Moody and Virasoro algebras (Goddard and
Olive 1986, Kac 1990). Consider the infinite-dimen-
sional Lie algebra map(S1,G) of smooth functions
from the circle to G under the pointwise bracket. This
is also called a loop algebra. Referring to the basis Fa,
define T(m)

a for integer m to be the Fourier function
�! Fa exp [�im�]. The pointwise bracket in
map(S1,G) gives [T(m)

a , T(n)
b ] = i�dcabdT(mþn)

d for these
generators. The corresponding (untwisted) affine
Kac–Moody algebra is a (uniquely defined, nontri-
vial) one-dimensional central extension of this loop
algebra – that is, the new generator commutes with all
elements of the Lie algebra and, in an irreducible
representation, must be a multiple of the identity.
In such a representation, the new bracket can be
written as

½TðmÞa ;T
ðnÞ
b � ¼ i

X
d

cabdT
ðmþnÞ
d þ km�ab�m;�nI ½10�

where k is a constant. Here, T(m = 0)
a is again a

representation of G. Self-adjointness of the local
currents in the representation imposes the condition
T(m)�

a = T(�m)
a .

Now the compactly supported C1 (tangent)
vector fields on a C1 manifold M form a natural
Lie algebra under the Lie bracket, denoted by
vect0(M). In local Euclidean coordinates, for g1, g2 2
vect0(M), one can write this bracket as

½g1; g2� ¼ g1 � rg2 � g2 � rg1 ½11�

As the affine Kac–Moody algebras are central
extensions of the algebra of G-valued functions on
S1, so are Virasoro algebras central extensions of the
algebra of vector fields on S1. Let L(m) denote
the (complexified) vector field described by
exp [�im�](1=i)@=@�, for integer m. These genera-
tors then satisfy [L(m), L(n)] = (m� n)L(mþn).
Adjoining to the Lie algebra of vector fields a
new central element (commuting with all the
L(m)), the Virasoro bracket in an irreducible
representation is given by the formula

½LðmÞ;LðnÞ� ¼ ðm� nÞLðmþnÞ

þ c
ðmþ 1Þmðm� 1Þ

12
�m;�nI ½12�

where the numerical coefficient c is called the
Virasoro central charge; self-adjointness of the
currents imposes L(m)� = L(�m). It is straightforward
to verify that eqn [12] satisfies the Jacobi identity.
The special form of the central term in the Virasoro
current algebra results from the Gelfand–Fuks
cohomology on the algebra of vector fields.
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The Kac–Moody and Virasoro algebras, both
modeled on S1, may be combined to form a natural
semidirect sum of Lie algebras, with the additional
bracket

½TðmÞa ;LðnÞ� ¼ mTðmþnÞ
a ½13�

Roughly speaking, the Kac–Moody generators cor-
respond to Fourier transforms of charge densities on
S1, whereas the Virasoro generators correspond to
Fourier transforms of infinitesimal motions in S1.
The central extensions provide the finite, c-number
Schwinger terms. These structures have important
application to light cone current algebra, confor-
mally invariant quantum field theories in (1þ 1)-
dimensional spacetime, the quantum theory of
strings, exactly solvable models in statistical
mechanics, and many other domains.

Of greatest physical importance, both in quantum
field theory and statistical mechanics, are those
irreducible, self-adjoint representations of the Virasoro
algebra known as highest weight representations,
where the spectrum of the operator L(m = 0) is bounded
below. In these applications, one represents a pair of
Virasoro algebras by mutually commuting sets of
operators L(m) and �L(m). In the quantum theory, for
example, one takes the total energy H / �L(0) þ L(0),
and the total momentum P / �L(0) � L(0). In a highest
weight representation, there is a unique eigenstate of
L(0) having the lowest eigenvalue h; for this ‘‘vacuum’’
jhi, L(m)jhi= 0, m > 0.

Friedan, Qiu, and Shenker showed in 1984 that
highest weight representations are characterized by a
class of specific, non-negative values of the central
charge c and, correspondingly, of h: either c � 1 (and
h � 0) or c = 1� 6(‘þ 2)�1(‘þ 3)�1, ‘= 1, 2, 3, . . .
(and h assumes a corresponding, specified set of values
for each value of ‘). In a beautiful application to the
study of the critical behavior of well-known statistical
systems, in which the generator of dilations is
proportional to �L(0) þ L(0), they discovered a direct
correspondence with permitted values of the central
charge; thus, c = 1=2 for the Ising model, c = 7=10 for
the tricritical Ising model, c = 4=5 for the three-state
Potts model, and c = 6=7 for the tricritical three-state
Potts model.

Current Algebras and Groups

Local current algebras may be exponentiated to
obtain corresponding infinite-dimensional topologi-
cal groups (Pressley and Segal 1986, Mickelsson
1989, Kac 1990). Let G be a Lie group whose Lie
algebra is G. The algebra map0(M,G), consisting of
smooth, compactly supported G-valued functions on

M under the pointwise bracket, exponentiates to the
local current group Map0(M, G), consisting of
smooth maps from M to G that are the identity
outside a compact set in M, under the pointwise
group operation. When M is taken to be the four-
dimensional spacetime manifold (rather than a
spacelike hyperplane), the local current group
modeled on M is mathematically a gauge group for
nonabelian gauge field theory.

Likewise, the algebra vect0(M) exponentiates to
the group Diff0(M) of compactly supported C1

diffeomorphisms of M (under composition). The
Kac–Moody and Virasoro algebras exponentiate to
central extensions of the loop group Map(S1, G) and
the diffeomorphism group Diff(S1), respectively. The
semidirect sums of the Lie algebras are the infinite-
simal generators of semidirect products of the
groups.

Under appropriate technical conditions, self-
adjoint representations of current algebras generate
(and may be obtained from) continuous unitary
representations of the corresponding groups. The
needed technical conditions have to do with the
existence of a dense set of analytic vectors belonging
to a common, dense invariant domain of essential
self-adjointness for the currents.

Nonrelativistic Current Algebra

In nonrelativistic local current algebra, Schwinger
terms do not appear. In 1968, Dashen and Sharp
defined (at fixed time t, suppressed in the present
notation) a mass density �(x) = m �(x) (x) and a
momentum density J(x) = (�h=2i){ �(x)r (x)�
[r �(x)] (x)}, where  is a second-quantized cano-
nical field; here we keep �h in the notation. The
resulting equal-time algebra is the semidirect sum:

½�ðxÞ; �ðyÞ� ¼ 0

½�ðxÞ; JkðyÞ� ¼ �i�h
@

@xk
½�ð3Þðx� yÞ�ðxÞ�

½JkðxÞ; J‘ðyÞ� ¼ i�h
@

@yk
½�ð3Þðx� yÞJ‘ðyÞ�

	
� @

@x‘
½�ð3Þðx� yÞJkðxÞ�



½14�

Since this current algebra is independent of whether
 obeys commutation or anticommutation relations,
the information as to particle statistics (Bose or
Fermi) is not encoded in the Lie algebra itself but in
the choice of its representation (up to unitary
equivalence). Again interpreting � and Jk as operator-
valued distributions, define �(f ) =

R
R3 d3x f (x)�(x)

and J(g) =
R

R3 d3x �3
k = 1gk(x)Jk(x), where f and the
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components gk of the vector field g belong to the
function-space D. Then the Lie algebra becomes

½�ðf1Þ; �ðf2Þ� ¼ 0

½�ðf Þ; JðgÞ� ¼ i�h�ðg � rf Þ
½Jðg1Þ; Jðg2Þ� ¼ �i�hJð½g1; g2�Þ

½15�

Equations [15] are a representation by self-adjoint
operators of the semidirect sum of the abelian Lie
algebra D with vect0(R3). The corresponding group
is the natural semidirect product of the space D
(regarded as an abelian topological group under
addition) with Diff0(R3).

The construction generalizes to a general manifold
M or manifold with boundary (in place of R3), and
to a general set of charge densities that generate the
local Lie algebra map0(M,G). When M = S1, we have
the Kac–Moody and Virasoro algebras with central
charge zero. However, L(0) in the nonrelativistic
(1þ 1)-dimensional quantum theories is propor-
tional to the total momentum P, and thus is
unbounded above and below.

The continuous unitary representations of
Diff0(M), or its semidirect product with a local
current group at fixed time, thus describe nonrela-
tivistic quantum systems (Albeverio et al. 1999,
Goldin 2004). The unitary representation V(�),� 2
Diff0(M), satisfies V(�g

r ) = exp [i(r=�h)J(g)], where
r 2 R and �g

r is the one-parameter flow in Diff0(M)
generated by the vector field g. Such a representa-
tion may be described very generally by means of a
measure � on a configuration space �, quasi-invariant
under a group action of Diff0(M) on �, together
with a unitary 1-cocycle 	 on Diff0(M)��. The
Hilbert space for the representation is
H= L2

d�(�,W), which is the space of measurable
functions �(
), 
 2 �, taking values in an inner
product space W, and square integrable with respect
to �. The unitary representation V is given by

½Vð�Þ��ð
Þ ¼ 	�ð
Þ�ð�
Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d��
d�
ð
Þ

s
½16�

where �
 denotes the group action Diff0(M)��!
�; �� is the measure on � transformed by � (which,
by the quasi-invariance of �, is absolutely contin-
uous with respect to �); d��=d� is the Radon–
Nikodym derivative; and 	�(
) :W !W is a system
of unitary operators in W obeying the cocycle
equation

	�1�2
ð
Þ ¼ 	�1

ð
Þ	�2
ð�1
Þ ½17�

Equations [16] and [17] hold outside sets of
�-measure zero in �. Given the quasi-invariant
measure � on �, one may always choose W = C

and 	�(
) 	 1 to obtain a unitary group representa-
tion on complex-valued wave functions; but inequi-
valent cocycles describe unitarily inequivalent
representations.

The configuration space �(N), N = 1, 2, 3, . . . ,
consists of N-point subsets of Rs, and �(N) is the
(local) Lebesgue measure on �(N). The correspond-
ing diffeomorphism group and local current algebra
representations describe N identical quantum parti-
cles in s-dimensional space. When 	 	 1, we have
bosonic exchange symmetry. Inequivalent cocycles
on �(N) are obtained (for s � 2) by inducing
(generalizing Mackey’s method) from inequivalent
unitary representations of the fundamental group
�1[�(N)]. For s � 3, this fundamental group is the
symmetric group SN of particle permutations; the
odd representation of SN, N � 2, gives fermionic
exchange symmetry, while the higher-dimensional
representations are associated with particles satisfy-
ing the parastatistics of Greenberg and Messiah.

When s = 2, however, �1[�(N)] is the braid group
BN. Goldin, Menikoff, and Sharp obtained induced
representations of the current algebra describing the
intermediate statistics proposed by Leinaas and
Myrheim for identical particles in 2-space. Such
excitations, subsequently termed ‘‘anyons’’ by Wilc-
zek and characterized as charge-flux tube compo-
sites, are important constructs in the theory of
surface phenomena such as the quantum Hall effect,
and anyonic statistics has also been applied to the
study of high-Tc superconductivity. Current algebra
representations induced by higher-dimensional
representations of BN describe the statistics of
‘‘plektons.’’ Similarly, current algebra in nonsimply
connected space describes the Aharonov–Bohm
effect.

Let  �(h) =
R

Rs dsx h(x) �(x) denote the smeared
creation field. Let the indexed set of representations
�N, JN, N = 0, 1, 2, . . . , satisfying the current algebra
[15], act in Hilbert spaces HN, where  �(h) :HN !
HNþ1, (h) :HNþ1 ! HN, (h)jH0 = 0, so that  �

and  intertwine the N-particle diffeomorphism
group representations. Let �(f ) and J(g) act onL1

N = 0HN, so that �(f )�N = �N(f )�N, J(g)�N =
JN(g)�N. Then conditions for a Fock space hier-
archy are specified by commutator brackets of the
fields with the currents:

½�ðf Þ;  �ðhÞ� ¼  �ð�N¼1ðf ÞhÞ
½JðgÞ;  �ðhÞ� ¼  �ðJN¼1ðgÞhÞ

½18�

The local creation and annihilation fields for anyons
in R2, obeying [18], satisfy q-commutation relations,
where q is the relative phase change associated with
a single counterclockwise exchange of two anyons,
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and the q-commutator [A, B]q = AB� qBA. These
relations generalize the canonical commutation
(q = 1) and anticommutation (q = �1) relations of
quantum field theory.

When � is the configuration space of infinite but
locally finite subsets of Rs, nonrelativistic current
algebra describes the physics of infinite gases in
continuum classical or quantum statistical
mechanics. Here, the most important kinds of
measures � are Poisson measures (associated with
gases of noninteracting particles at fixed average
density) or Gibbsian measures (associated with
translation-invariant two-body interactions). These
measures describe equilibrium states and correlation
functions in the classical case, and specify the
current algebra representations in the quantum
theory.

The group of volume-preserving diffeomorphisms
was taken by Arnold as the symmetry group of an
ideal, classical, incompressible fluid, and Marsden
and Weinstein described the hydrodynamics of such
a fluid using the Lie–Poisson bracket associated with
the nonrelativistic current algebra of divergenceless
vector fields. The idea of using this algebra to study
quantized fluid motion, included in the program
proposed by Rasetti and Regge, formed the basis of
the subsequent study of quantized vortex structures
in superfluids from the point of view of geometric
quantization on coadjoint orbits of the diffeomorph-
ism group. This leads to quantum configuration
spaces whose elements are no longer sets of points –
for example, spaces of vortex filaments in R2, or
ribbons and tubes in R3.

See also: Algebraic Approach to Quantum Field Theory;
Electroweak Theory; Quantum Chromodynamics;
Solitons and Kac–Moody Lie Algebras; Symmetries in
Quantum Field Theory: Algebraic Aspects; Toda Lattices;
Two-Dimensional Conformal Field Theory and Vertex
Operator Algebras.
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Introduction

Deformation quantization is an alternative way
of looking at quantum mechanics. Some of its
techniques were introduced by the pioneers of
quantum mechanics, but it was first proposed as
an autonomous theory in a paper in Annals of
Physics (

bi

Bayen et al. 1978). More recent reviews
treat modern developments (HH I 2001,

bi

Dito and
Sternheimer 2002, Zachos 2002).

Deformation quantization concentrates on the cen-
tral physical concepts of quantum theory: the algebra
of observables and their dynamical evolution. Because
it deals exclusively with functions of phase-space
variables, its conceptual break with classical mechanics
is less severe than in other approaches. It formulates the
correspondence principle very precisely which played
such an important role in the historical development.

Although this article deals mainly with nonrelati-
vistic bosonic systems, deformation quantization is
much more general. For inclusion of fermions and
the Dirac equation see (

bi

Hirshfeld et al. 2002b). The
fermionic degrees of freedom may, in special cases, be
obtained from the bosonic ones by supersymmetric
extension (

bi

Hirshfeld et al. 2004). For applications to
field theory, see

bi

Hirshfeld et al. (2002). For the
relation to Hopf algebras see

bi

Hirshfeld et al. (2003),
and to geometric algebra, see

bi

Hirshfeld et al. (2005).
The observables of a physical system, such as the

Hamilton function, are smooth real-valued functions
on phase space. Physical quantities of the system at
some time, such as the energy, are calculated by
evaluating the Hamilton function at the point
x0 = (q0, p0) in phase space that characterizes the
state of the system at this time (we assume for the
moment, a one-particle system). The mathematical
expression for this operation is

E ¼
Z

Hðq; pÞ�ð2Þðq� q0; p� p0Þ dq dp ½1�

where �(2) is the two-dimensional Dirac delta
function. The observables of the dynamical system
are functions on the phase space, the states of the
system are positive functionals on the observables
(here the Dirac delta functions), and we obtain the
value of the observable in a definite state by the
operation shown in eqn [1].

In general, functions on a manifold are multiplied
by each other in a pointwise manner, that is, given
two functions f and g, their product fg is the
function

ðfgÞðxÞ ¼ f ðxÞgðxÞ ½2�

In the context of classical mechanics, the observa-
bles build a commutative algebra, called the com-
mutative ‘‘classical algebra of observables.’’

In Hamiltonian mechanics there is another way to
combine two functions on phase space in such a way
that the result is again a function on the phase space,
namely by using the Poisson bracket

ff ; ggðq; pÞ ¼
Xn

i¼1

@f

@qi

@g

@pi
� @f

@pi

@g

@qi

� �����
q;p

¼ f @
 

q@
 

p � @
 

p@
!

p

� �
g ½3�

in an abbreviated notation.
The notation can be further abbreviated by using x

to represent points of the phase-space manifold,
x = (x1 , . . . , x2n), and introducing the Poisson tensor
�ij, where the indices i, j run from 1 to 2n. In
canonical coordinates �ij is represented by the matrix

� ¼ 0 �In

In 0

� �
½4�

where In is the n� n identity matrix. Then eqn [3]
becomes

ff ; ggðxÞ ¼ �ij@if ðxÞ @jgðxÞ ½5�

where @i = @=@xi.
For a general observable,

_f ¼ ff ; Hg ½6�



Because � transforms like a tensor with respect
to coordinate transformations, eqn [5] may also be
written in noncanonical coordinates. In this case
the components of � need not be constants, and
may depend on the point of the manifold at which
they are evaluated. But in Hamiltonian mechanics,
� is still required to be invertible. A manifold
equipped with a Poisson tensor of this kind is
called a symplectic manifold. In general, the tensor
� is no longer required to be invertible, but it
nevertheless suffices to define Poisson brackets via
eqn [5], and these brackets are required to have
the properties

1. {f , g} =�{g, f },
2. {f , gh} = {f , g}hþ g{f , h}, and
3. {f , {g, h}}þ {g, {h, f }}þ {h, {f , g}} = 0.

Property (1) implies that the Poisson bracket is
antisymmetric, property (2) is referred to as the Leibnitz
rule, and property (3) is called the Jacobi identity. The
Poisson bracket used in Hamiltonian mechanics satis-
fies all these properties, but we now abstract these
properties from the concrete prescription of eqn [3], and
a Poisson manifold (M,�) is defined as a smooth
manifold M equipped with a Poisson tensor �, whose
components are no longer necessarily constant, such
that the bracket defined by eqn [5] has the above
properties. It turns out that such manifolds provide a
better context for treating dynamical systems with
symmetries. In fact, they are essential for treating gauge-
field theories, which govern the fundamental interac-
tions of elementary particles.

Quantum Mechanics and Star Products

The essential difference between classical and
quantum mechanics is Heisenberg’s uncertainty
relation, which implies that in the latter, states can
no longer be represented as points in phase space.
The uncertainty is a consequence of the noncommu-
tativity of the quantum mechanical observables.
That is, the commutative classical algebra of
observables must be replaced by a noncommutative
quantum algebra of observables.

In the conventional approach to quantum
mechanics, this noncommutativity is implemented
by representing the quantum mechanical observables
by linear operators in Hilbert space. Physical
quantities are then represented by eigenvalues of
these operators, and physical states are related to the
operator eigenfunctions. Although these entities are
somehow related to their classical counterparts, to
which they are supposed to reduce in an appropriate
limit, the precise relationship has remained obscure,
one hundred years after the beginnings of quantum

mechanics. Textbooks refer to the correspondence
principle, which guided the pioneers of the subject.
Attempts to give this idea a precise formulation by
postulating a specific relation between the classical
Poisson brackets of observables and the commu-
tators of the corresponding quantum mechanical
operators, as undertaken, for example, by Dirac and
von Neumann, encountered insurmountable diffi-
culties, as pointed out by

bi

Groenewold in 1946 in an
unjustly neglected paper (Groenewold 1948). In the
same paper Groenewold also wrote down the first
explicit representation of a ‘‘star product’’ (see eqn
[11]), without however realizing the potential of this
concept for overcoming the difficulties that he
wanted to resolve.

In the deformation quantization approach, there
is no such break when going from the classical
system to the corresponding quantum system; we
describe the quantum system by using the same
entities that are used to describe the classical
system. The observables of the system are described
by the same functions on phase space as their
classical counterparts. Uncertainty is realized by
describing physical states as distributions on phase
space that are not sharply localized, in contrast to
the Dirac delta functions which occur in the
classical case. When we evaluate an observable in
some definite state according to the quantum
analog of eqn [1] (see eqn [24]), values of the
observable in a whole region contribute to the
number that is obtained, which is thus an average
value of the observable in the given state. Non-
commutativity is incorporated by introducing a
noncommutative product for functions on phase
space, so that we get a new noncommutative
quantum algebra of observables. The systematic
work on deformation quantization stems from
Gerstenhaber’s seminal paper, where he introduced
the concept of a star product of smooth functions
on a manifold (

bi

Gerstenhaber 1964).
For applications to quantum mechanics, we

consider smooth complex-valued functions on a
Poisson manifold. A star product f � g of two such
functions is a new smooth function, which, in
general, is described by an infinite power series:

f � g ¼ fgþ ði�hÞC1ðf ; gÞ þOð�h2Þ

¼
X1
n¼0

ði�hÞnCnðf ; gÞ ½7�

The first term in the series is the pointwise product
given in eqn [2], and (i�h) is the deformation
parameter, which is assumed to be varying con-
tinuously. If �h is identified with Planck’s constant,
then what varies is really the magnitude of the
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action of the dynamical system considered in units
of �h: the classical limit holds for systems with large
action. In this limit, which we express here as �h! 0,
the star product reduces to the usual product. In
general, the coefficients Cn will be such that the new
product is noncommutative, and we consider the
noncommutative algebra formed from the functions
with this new multiplication law as a deformation of
the original commutative algebra, which uses point-
wise multiplication of the functions.

The expressions Cn(f , g) denote functions made
up of the derivatives of the functions f and g. It is
obvious that without further restrictions of these
coefficients, the star product is too arbitrary to be of
any use. Gerstenhaber’s discovery was that the
simple requirement that the new product be asso-
ciative imposes such strong requirements on the
coefficients Cn that they are essentially unique in
the most important cases (up to an equivalence
relation, as discussed below). Formally, Gerstenhaber
required that the coefficients satisfy the following
properties:

1.
P

jþk = n Cj(Ck(f , g), h) =
P

jþk = n Cj(f , Ck(g, h)),

2. C0(f , g) = fg, and
3. C1(f , g)� C1(g, f ) = {f , g}.

Property (1) guarantees that the star product is
associative: (f �g)�h= f � (g�h). Property (2) means
that in the limit �h! 0, the star product f � g agrees
with the pointwise product fg. Property (3) has at least
two aspects: (i) mathematically, it anchors the new
product to the given structure of the Poisson manifold
and (ii) physically, it provides the connection between
the classical and quantum behavior of the dynamical
system. Define a commutator by using the new
product:

½f ; g�� ¼ f � g� g � f ½8�

Property (3) may then be written as

lim
�h! 0

1

i�h
½f ; g�� ¼ ff ; gg ½9�

Equation [9] is the correct form of the correspon-
dence principle. In general, the quantity on the left-
hand side of eqn [9] reduces to the Poisson bracket
only in the classical limit. The source of the
mathematical difficulties that previous attempts to
formulate the correspondence principle encoun-
tered was related to trying to enforce equality
between the Poisson bracket and the corresponding
expression involving the quantum mechanical com-
mutator. Equation [9] shows that such a relation in
general only holds up to corrections of higher order
in �h.

For physical applications we usually require the
star product to be Hermitean: f � g = ḡ � f̄, where f̄
denotes the complex conjugate of f. The star
products considered in this article have this
property.

For a given Poisson manifold, it is not clear a
priori if a star product for the smooth functions on
the manifold actually exists, that is, whether it is at
all possible to find coefficients Cn that satisfy the
above list of properties. Even if we find such
coefficients, it it still not clear that the series they
define through eqn [7] yields a smooth function.
Mathematicians have worked hard to answer these
questions in the general case. For flat Euclidian
spaces, M = R2n, a specific star product has long
been known. In this case, the components of the
Poisson tensor �ij can be taken to be constants. The
coefficient C1 can then be chosen antisymmetric,
so that

C1ðf ; gÞ ¼ 1
2�

ijð@if Þð@jgÞ ¼ 1
2 ff ; gg ½10�

by property (3) above. The higher-order coefficients
may be obtained by exponentiation of C1. This
procedure yields the Moyal star product (

bi

Moyal
1949):

f �
M

g ¼ f exp
�i�h

2

� �
�ij@
 

i@
!

j

� �
g ½11�

In canonical coordinates, eqn [11] becomes

ðf �
M

gÞðq; pÞ

¼ f ðq; pÞ exp
�i�h

2
ð@
 

q@
!

p � @
 

p@
!

qÞ
� �

gðq; pÞ ½12�

¼
X1

m;n¼0

i�h

2

� �mþnð�1Þm

m!n!
ð@m

p @
n
qf Þð@n

p@
m
q gÞ ½13�

We now come to the question of uniqueness of the
star product on a given Poisson manifold. Two star
products � and �0 are said to be ‘‘c-equivalent’’ if
there exists an invertible transition operator

T ¼ 1þ �hT1 þ � � � ¼
X1
n¼0

�hnTn ½14�

where the Tn are differential operators that satisfy

f �0 g ¼ T�1ððTf Þ � ðTgÞÞ ½15�

It is known that for M = R2n all admissible star
products are c-equivalent to the Moyal product. The
concept of c-equivalence is a mathematical one
(c stands for cohomology (

bi

Gerstenhaber 1964)); it
does not by itself imply any kind of physical
equivalence, as shown below.
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Another expression for the Moyal product is a
kind of Fourier representation:

ðf �
M

gÞðq; pÞ

¼ 1

�h2
�2

Z
dq1 dq2 dp1 dp2f ðq1; p1Þgðq2; p2Þ

�exp
2

i�h
ðpðq1 � q2Þ þ qðp2 � p1Þ

�

þðq2p1 � q1p2Þ
�

½16�

Equation [16] has an interesting geometrical inter-
pretation. Denote points in phase space by vectors,
for example, in two dimensions:

r ¼ q
p

� �
; r1 ¼

q1

p1

� �
; r2 ¼

q2

p2

� �
½17�

Now, consider the triangle in phase space spanned
by the vectors r� r1 and r� r2. Its area (symplectic
volume) is

Aðr; r1; r2Þ
¼ 1

2ðr� r1Þ ^ ðr� r2Þ
¼ 1

2½pðq2 � q1Þ þ qðp1 � p2Þ þ ðq1p2 � q2p1Þ� ½18�

which is proportional to the exponent in eqn [16].
Hence, we may rewrite eqn [16] as

ðf � gÞðrÞ

¼
Z

dr1 dr2f ðr1Þgðr2Þ exp
4i

�h
Aðr; r1; r2Þ

� �
½19�

Deformation Quantization

The properties of the star product are well adapted
for describing the noncommutative quantum algebra
of observables. We have already discussed the
associativity and the incorporation of the classical
and semiclassical limits. Note that the characteristic
nonlocality feature of quantum mechanics is also
explicit. In the expression for the Moyal product
given in eqn [13], the star product of the functions f
and g at the point x = (q, p) involves not only the
values of the functions f and g at this point, but also
all higher derivatives of these functions at x. But for
a smooth function, knowledge of all the derivatives
at a given point is equivalent to the knowledge of
the function on the entire space. In the integral
expression of eqn [16], we also see that knowledge
of the functions f and g on the whole phase space is
necessary to determine the value of the star product
at the point x.

The c-equivalent star products correspond to differ-
ent quantization schemes. Having chosen a quantiza-
tion scheme, the quantities of interest for the quantum
system may be calculated. It turns out that different
quantization schemes lead to different spectra for the
observables. The choice of a specific quantization
scheme can only be motivated by further physical
requirements. In the simple example we discuss below,
the classical system is completely specified by its
Hamilton function. In more general cases, one may
have to decide what constitutes a sufficiently large set
of good observables for a complete specification of the
system (

bi

Bayen et al. 1978).
A state is characterized by its energy E; the set

of all possible values for the energy is called the
spectrum of the system. The states are described
by distributions on phase space called projectors.
The state corresponding to the energy E is
denoted by �E(q, p). These distributions are
normalized:

1

2��h

Z
�Eðq; pÞdq dp ¼ 1 ½20�

and idempotent:

ð�E � �E0 Þðq; pÞ ¼ �E;E0�Eðq; pÞ ½21�

The fact that the Hamilton function takes the value
E when the system is in the state corresponding to
this energy is expressed by the equation

ðH � �EÞðq; pÞ ¼ E�Eðq; pÞ ½22�

Equation [22] corresponds to the time-independent
Schrödinger equation, and is sometimes called the
‘‘�-genvalue equation.’’ The spectral decomposition
of the Hamilton function is given by

Hðq; pÞ ¼
X

E

E�Eðq; pÞ ½23�

where the summation sign may indicate an integra-
tion if the spectrum is continuous. The quantum
mechanical version of eqn [1] is

E ¼ 1

2��h

Z
ðH � �EÞðq; pÞdq dp

¼ 1

2��h

Z
Hðq; pÞ�Eðq; pÞdq dp ½24�

where the last expression may be obtained by using
eqn [16] for the star product.

The time-evolution function for a time-indepen-
dent Hamilton function is denoted by Exp(Ht), and
the fact that the Hamilton function is the generator
of the time evolution of the system is expressed by

i�h
d

dt
ExpðHtÞ ¼ H � ExpðHtÞ ½25�
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This equation corresponds to the time-dependent
Schrödinger equation. It is solved by the star
exponential:

ExpðHtÞ ¼
X1
n¼0

1

n!

�it

�h

� �n

ðH�Þn ½26�

where (H � )n = H �H � � � � �H|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
n times

. Because each state

of definite energy E has a time evolution exp (iEt=�h),
the complete time-evolution function may be written
in the form

ExpðHtÞ ¼
X

E

�Ee�iEt=�h ½27�

This expression is called the ‘‘Fourier–Dirichlet
expansion’’ for the time-evolution function.

Questions concerning the existence and unique-
ness of the star exponential as a C1 function and the
nature of the spectrum and the projectors again
require careful mathematical analysis. The problem
of finding general conditions on the Hamilton
function H which ensure a reasonable physical
spectrum is analogous to the problem of showing,
in the conventional approach, that the symmetric
operator Ĥ is self-adjoint and finding its spectral
projections.

The Simple Harmonic Oscillator

As an example of the above procedure, we treat the
simple one-dimensional harmonic oscillator charac-
terized by the classical Hamilton function

Hðq; pÞ ¼ p2

2m
þm!2

2
q2 ½28�

In terms of the holomorphic variables

a ¼
ffiffiffiffiffiffiffi
m!

2

r
qþ i

p

m!

	 

;

�a ¼
ffiffiffiffiffiffiffi
m!

2

r
q� i

p

m!

	 
 ½29�

the Hamilton function becomes

H ¼ !a�a ½30�

Our aim is to calculate the time-evolution function.
We first choose a quantization scheme characterized
by the normal star product

f �
N

g ¼ f e�h
 
@ a

!
@ �ag ½31�

we then have

�a �
N

a ¼ a�a; a �
N

�a ¼ a�aþ �h ½32�

so that

a; �a½ ��
N
¼ �h ½33�

Equation [25] for this case is

i�h
d

dt
ExpNðHtÞ ¼ ðH þ �h!a@ aÞExpNðHtÞ ½34�

with the solution

ExpNðHtÞ ¼ e�a�a=�h exp e�i!ta�a=�h
� �

½35�

By expanding the last exponential in eqn [35], we
obtain the Fourier–Dirichlet expansion

ExpNðHtÞ ¼ e�a�a=�h
X1
n¼0

1

�hnn!
�anan e�in!t ½36�

From here, we can read off the energy eigenvalues
and the projectors describing the states by compar-
ing coefficients in eqns [27] and [36]:

�
ðNÞ
0 ¼ e�a�a=�h ½37�

�ðNÞn ¼ 1

�hnn!
�0�anan ¼ 1

�hnn
�an �

N
�
ðNÞ
0 �

N
an ½38�

En ¼ n�h! ½39�

Note that the spectrum obtained in eqn [39] does
not include the zero-point energy. The projector
onto the ground state �(N)

0 satisfies

a �
N
�
ðNÞ
0 ¼ 0 ½40�

The spectral decomposition of the Hamilton func-
tion (eqn [23]) is in this case

H ¼
X1
n¼0

n�h!
1

�hnn!
e�a�a=�h�anan

� �
¼ !a�a ½41�

We now consider the Moyal quantization scheme.
If we write eqn [12] in terms of holomorphic
coordinates, we obtain

f �
M

g ¼ f exp
�h

2
ð@
 

a@
!

�a � @
 

�a@
!

aÞ
� �

g ½42�

Here, we have

a �
M

�a ¼ a�aþ �h

2
; �a �

M
a ¼ a�a� �h

2
½43�

and again

a; �a½ ��
M
¼ �h ½44�

The value of the commutator of two phase-space
variables is fixed by property (3) of the star product,
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and cannot change when one goes to a c-equivalent
star product. The Moyal star product is c-equivalent to
the normal star product with the transition operator

T ¼ e�ð�h=2Þ
~@a
~@�a ½45�

We can use this operator to transform the normal
product version of the �-genvalue equation, eqn [22],
into the corresponding Moyal product version
according to eqn [15]. The result is

H �
M
�ðMÞn ¼ ! �a �

M
aþ �h

2

� �
�

M
�ðMÞn

¼ �h! nþ 1
2

� �
�ðMÞn ½46�

with

�
ðMÞ
0 ¼ T�

ðNÞ
0 ¼ 2e�2a�a=�h ½47�

�ðMÞn ¼ T�ðNÞn ¼ 1

�hnn
�an �

M
�
ðMÞ
0 �

M
an ½48�

The projector onto the ground state �(M)
0 satisfies

a �
M
�
ðMÞ
0 ¼ 0 ½49�

We now have, for the spectrum,

En ¼ nþ 1
2

� �
�h! ½50�

which is the textbook result. We conclude that for
this problem, the Moyal quantization scheme is the
correct one.

The use of the Moyal product in eqn [25] for the
star exponential of the harmonic oscillator leads to
the following differential equation for the time
evolution function:

i�h
d

dt
ExpMðHtÞ

¼ H�ð�h!Þ
2

4
@H�

ð�h!Þ2

4
H@2

H

 !
ExpMðHtÞ ½51�

The solution is

ExpMðHtÞ ¼ 1

cosð!t=2Þ exp
2H

i�h!

� �
tan

!t

2

	 
� �
½52�

This expression can be brought into the form of the
Fourier–Dirichlet expansion of eqn [27] by using
the generating function for the Laguerre
polynomials:

1

1þ s
exp

zs

1þ s

� �
¼
X1
n¼0

snð�1ÞnLnðzÞ ½53�

with s = e�i!t. The projectors then become

�ðMÞn ¼ 2ð�1Þne�2H=�h!Ln
4H

�h!

� �
½54�

which is equivalent to the expression already found
in eqn [48].

Conventional Quantization

One usually finds the observables characterizing
some quantum mechanical system by starting from
the corresponding classical system, and then, either
by guessing or by using some more or less systematic
method, and finding the corresponding representa-
tions of the classical quantities in the quantum
system. The guiding principle is the correspondence
principle: the quantum mechanical relations are
supposed to reduce somehow to the classical
relations in an appropriate limit. Early attempts to
systematize this procedure involved finding an
assignment rule � that associates to each phase-
space function f a linear operator in Hilbert space
f̂ = �(f ) in such a way that in the limit �h! 0, the
quantum mechanical equations of motion go over to
the classical equations. Such an assignment cannot
be unique, because even though an operator that is a
function of the basic operators Q̂ and P̂ reduces to a
unique phase-space function in the limit �h! 0,
there are many ways to assign an operator to a given
phase-space function, due to the different orderings
of the operators Q̂ and P̂ that all reduce to the
original phase-space function. Different ordering
procedures correspond to different quantization
schemes. It turns out that there is no quantization
scheme for systems with observables that depend on
the coordinates or the momenta to a higher power
than quadratic which leads to a correspondence
between the quantum mechanical and the classical
equations of motion, and which simultaneously
strictly maintains the Dirac–von Neumann require-
ment that (1=i�h)[f̂, ĝ]$ {f , g}. Only within the
framework of deformation quantization does the
correspondence principle acquire a precise meaning.

A general scheme for associating phase-space
functions and Hilbert space operators, which
includes all of the usual orderings, is given as
follows: the operator ��(f ) corresponding to a
given phase-space function f is

��ðf Þ ¼
Z

~f ð�; �Þe�ið�Q̂þ�P̂Þe�ð�;�Þd� d� ½55�

where f̃ is the Fourier transform of f, and (Q̂, P̂) are the
Schrödinger operators that correspond to the phase-
space variables (q, p);�(�, �) is a quadratic form:

�ð�; �Þ ¼ �h

4
ð��2 þ ��2 þ 2i	��Þ ½56�

Different choices for the constants (�, �, 	) yield
different operator ordering schemes.
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The relation between operator algebras and star
products is given by

�ðf Þ�ðgÞ ¼ �ðf � gÞ ½57�

where � is a linear assignment of the kind discussed
above. Different assignments, which correspond to
different operator orderings, correspond to c-equiva-
lent star products. It demonstrates that the quantum
mechanical algebra of observables is a representa-
tion of the star product algebra. Because in the
algebraic approach to quantum theory all the
information concerning the quantum system may
be extracted from the algebra of observables,
specifying the star product completely determines
the quantum system.

The inverse procedure of finding the phase-space
function that corresponds to a given operator f̂ is,
for the special case of Weyl ordering, given by

f ðq; pÞ ¼
Z
hqþ 1

2�jf̂ jq� 1
2�ie

�i�p=�h d� ½58�

When using holonomic coordinates, it is convenient
to work with the coherent states

âjai ¼ ajai; h�ajây ¼ h�aj�a ½59�

These states are related to the energy eigenstates of
the harmonic oscillator

jni ¼ 1ffiffiffiffi
n!
p ây

n j0i ½60�

by

jai ¼ e�
1
2a�a=�h

X1
n¼0

anffiffiffiffi
n!
p jni;

h�aj ¼ e�
1
2a�a=�h

X1
n¼0

�anffiffiffiffi
n!
p hnj

½61�

In normal ordering, we obtain the phase space function
f (a, �a) corresponding to the operator f̂ by just taking
the matrix element between coherent states:

f ða; �aÞ ¼ h�ajf ðâ; âyÞjai ½62�

For holomorphic coordinates, it is easy to show

�ðNÞn ða; �aÞ ¼
1

�hn h�ajnihnjai ¼
1

�hnn!
ð�aaÞne��aa=�h ½63�

in agreement with eqn [38] for the normal star
product projectors.

The star exponential Exp(Ht) and the projectors
�n are the phase-space representations of the time-
evolution operator exp (�iĤt=�h) and the projection
operators 
̂n = jnihnj, respectively. Weyl ordering
corresponds to the use of the Moyal star product for
quantization and normal ordering to the use of the

normal star product. In the density matrix formal-
ism, we say that the projection operator is that of a
pure state, which is characterized by the property of
being idempotent: 
̂2

n = 
̂n (compare eqn [21]). The
integral of the projector over the momentum gives
the probability distribution in position space:

1

2��h

Z
�ðMÞn ðq; pÞdp

¼ 1

2��h

Z
hqþ �=2jnihnjq� �=2ie�i�p=�hd� dp

¼ hqjnihnjqi ¼ j nðqÞj2 ½64�

and the integral over the position gives the prob-
ability distribution in momentum space:

1

2��h

Z
�ðMÞn ðq; pÞdq ¼ hpjnihnjpi ¼ j ~ nðpÞj2 ½65�

The normalization is

1

2��h

Z
�ðMÞn ðq; pÞdq dp ¼ 1 ½66�

which is the same as eqn [20]. Applying these
relations to the ground-state projector of the
harmonic oscillator, eqn [47] shows that this is a
minimum-uncertainty state. In the classical limit
�h!0, it goes to a Dirac �-function. The expecta-
tion value of the Hamiltonian operator is

1

2��h

Z
ðH �

M
�ðMÞn Þðq; pÞdq dp ¼

Z
hqjĤ
̂njqidq

¼ trðĤ
̂nÞ ½67�

which should be compared to eqn [24].

Quantum Field Theory

A real scalar field is given in terms of the coefficients
a(k), ā(k) by

�ðxÞ ¼
Z

d3k

ð2�Þ3=2
ffiffiffiffiffiffiffiffi
2!k

p aðkÞe�ikx þ �aðkÞeikx
h i

½68�

where �h!k =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h2k2 þm2

p
is the energy of a single-

quantum of the field. The corresponding quantum
field operator is

�ðxÞ ¼
Z

d3k

ð2�Þ3=2
ffiffiffiffiffiffiffiffi
2!k

p âðkÞe�ikx þ âyðkÞeikx
h i

½69�

where â(k), ây(k) are the annihilation and creation
operators for a quantum of the field with momen-
tum �hk. The Hamiltonian is

H ¼
Z

d3k�h!kâyðkÞâðkÞ ½70�
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N(k) = ây(k)â(k) is interpreted as the number opera-
tor, and eqn [70] is then just the generalization of
eqn [39], the expression for the energy of the harmonic
oscillator in the normal ordering scheme, for an infinite
number of degrees of freedom. Had we chosen the
Weyl-ordering scheme, it would have resulted in (by
the generalization of eqn [50]) an infinite vacuum
energy. Hence, requiring the vacuum energy to vanish
implies the choice of the normal ordering scheme in
free field theory. In the framework of deformation
quantization, this requirement leads to the choice of
the normal star product for treating free scalar fields:
only for this choice is the star product well defined.

Currently, in realistic physical field theories
involving interacting relativistic fields we are limited
to perturbative calculations. The objects of interest
are products of the fields. The analog of the Moyal
product of eqn [11] for systems with an infinite
number of degrees of freedom is

�ðx1Þ � �ðx2Þ � � � � � �ðxnÞ

¼ exp
1

2

X
i<j

Z
d4x d4y

�

��iðxÞ
�ðx� yÞ �

��jðyÞ

" #

� �1ðx1Þ; . . . ; �nðxnÞj�i¼� ½71�

where the expressions �=��(x) indicate functional
derivatives. Here, we have used the antisymmetric
Schwinger function:

�ðx� yÞ ¼ �ðxÞ;�ðyÞ½ � ½72�

The Schwinger function is uniquely determined by
relativistic invariance and causality from the equal-
time commutator

�ðxÞ; _�ðyÞ

 ���

x0¼y0¼ i�h�ð3Þðx� yÞ ½73�

which is the characterization of the canonical
structure in the field theoretic framework.

The Moyal product is, however, not the suitable
star product to use in this context. In relativistic
quantum field theory, it is necessary to incorporate
causality in the form advocated by Feynman:
positive frequencies propagate forward in time,
whereas negative frequencies propagate backwards
in time. This property is achieved by using the
Feynman propagator:

�FðxÞ ¼
�þðxÞ for x0 > 0

���ðxÞ for x0 < 0

(
½74�

where �þ(x), ��(x) are the propagators for the
positive and negative frequency components of the
field, respectively. In operator language

�Fðx� yÞ ¼ T ð�ðxÞ�ðyÞÞ � N ð�ðxÞ�ðyÞÞ ½75�

where T indicates the time-ordered product of the
fields and N the normal-ordered product. Because the
second term in eqn [75] is a normal-ordered product
with vanishing vacuum expectation value, the Feyn-
man propagator may be simply characterized as the
vacuum expectation value of the time-ordered product
of the fields. The antisymmetric part of the positive
frequency propagator is the Schwinger function:

�þðxÞ ��þð�xÞ ¼ �þðxÞ þ��ðxÞ ¼ �ðxÞ ½76�

The fact that going over to a c-equivalent product
leaves the antisymmetric part of the differential
operator in the exponent of eqn [71] invariant suggests
that the use of the positive frequency propagator
instead of the Schwinger function merely involves the
passage to a c-equivalent star product. This is indeed
easy to verify. The time-ordered product of the
operators is obtained by replacing the Schwinger
function �(x� y) in eqn [72] by the c-equivalent
positive frequency propagator �þ(x� y), restricting
the time integration to x0 > y0, as in eqn [74], and
symmetrizing the integral in the variables x and y,
which brings in the negative frequency propagator
��(x� y) for times x0 < y0. Then eqn [71] becomes
Wick’s theorem, which is the basic tool of relativistic
perturbation theory. In operator language

T ð�ðx1Þ; . . . ;�ðxnÞÞ

¼ exp
1

2

Z
d4x d4y

�

��ðxÞ�Fðx� yÞ �

��ðyÞ

� �
�Nð�ðx1Þ; . . . ;�ðxnÞÞ ½77�

Another interesting relation between deformation
quantization and quantum field theory has been
uncovered by studies of the Poisson–Sigma model.
This model involves a set of scalar fields Xi which map a
two-dimensional manifold �2 onto a Poisson space M,
as well as generalized gauge fields Ai, which are 1-forms
on �2 mapping to 1-forms on M. The action is given by

SPS ¼
Z

�2

ðAidXi þ �ijAiAjÞ ½78�

where �ij is the Poisson structure of M. A remark-
able formula was found (

bi

Cattaneo and Felder 2000):

ðf � gÞðxÞ ¼
Z

DXDAf ðXð1ÞÞgðXð2ÞÞeiSPS=�h ½79�

where f, g are functions on M, � is Kontsevich’s star
product (

bi

Kontsevich 1997), and the functional integra-
tion is over all fields X that satisfy the boundary
condition X(1) = x. Here �2 is taken to be a disk in R2;
1, 2, and 1 are three points on its circumference. By
expanding the functional integral in eqn [79] according
to the usual rules of perturbation theory, one finds that
the coefficients of the powers of �h reproduce the graphs
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and weights that characterize Kontsevich’s star pro-
duct. For the case in which the Poisson tensor is
invertible, we can perform the Gaussian integration in
eqn [79] involving the fields Ai. The result is

ðf � gÞðxÞ

¼
Z

DXf ðXð1ÞÞgðXð2ÞÞ exp
i

�h

Z
�ijdXidXj

� �
½80�

Equation [80] is formally similar to eqn [16] for the
Moyal product, to which the Kontsevich product
reduces in the symplectic case. Here �ij = (�ij)�1 is the
symplectic 2-form, and

R
�ijdXi dXj is the symplectic

volume of the manifold M. To make this relationship
exact, one must integrate out the gauge degrees of
freedom in the functional integral in eqn [79]. Since the
Poisson-sigma model represents a topological field
theory there remains only a finite-dimensional inte-
gral, which coincides with the integral in eqn [80].

See also: Deformations of the Poisson Bracket on a
Symplectic Manifold; Deformation Quantization and
Representation Theory; Deformation Theory; Fedosov
Quantization; Noncommutative Geometry from Strings;
Operads; Quantum Field Theory: A Brief Introduction;
Schrödinger Operators.
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The Quantization Problem

Though quantum theory for the classical phase space
R2n is well established by means of what usually is
called canonical quantization, physics demands to go
beyond R2n: On the one hand, systems with constraints
lead by phase-space reduction to classical phase spaces
different from R2n; in general one ends up with a
symplectic or even Poisson manifold. Thus, one needs
to quantize geometrically nontrivial phase spaces. On
the other hand, field theories and thermodynamical
systems require to pass from R2n to infinitely many
degrees of freedom, where one faces additional
analytical difficulties. Both types of difficulties combine

for gauge field theories and gravity, whence it is clear
that quantization is still one of the most important
issues in mathematical physics.

One possibility (among many others) is to use the
structural similarity between the classical and
quantum observable algebras. In both cases the
observables constitute a complex �-algebra: in the
classical case it is commutative with the additional
structure of a Poisson bracket, whereas in the
quantum case the algebra is noncommutative. In
deformation quantization, one tries to pass from the
classical observables to the quantum observables by
a deformation of the algebraic structures.

From Canonical Quantization to Star
Products

Let us briefly recall canonical quantization and the
ordering problem. In order to ‘‘quantize’’ classical
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observables like the polynomials on R2n to qk, pl,
one assigns the operators

qk 7! %ðqkÞ ¼ Qk ¼ ðq 7! qk ðqÞÞ ½1�

pl 7! %ðplÞ ¼ Pl ¼ q 7! �h

i

@ 

@ql
ðqÞ

� �
½2�

for k, l = 1, . . . , n, defined on a suitable domain in
L2(Rn, dnq). For simplicity, we choose C10 (Rn) as
domain. The well-known ordering problem is
encountered if one wants to also quantize higher
polynomials. One convenient (although not the only)
possibility is Weyl’s total symmetrization rule, that is,
for a monomial like q2p we take the quantization

%Weylðq2pÞ ¼ 1
3 ðQ

2PþQPQþ PQ2Þ

¼ �i�hq2 @

@q
� i�hq ½3�

This can be written in the more explicit form:

%Weylðf Þ

¼
X1
r¼0

1

r!

�h

i

� �r
@rðNf Þ

@pi1 � � � @pir

����
p¼0

@r

@qi1 � � � @qir

½4�

with

N ¼ exp
�h

2i
�

� �
and � ¼ @2

@qi@pi

Using [4] one can easily extend %Weyl to all functions
f 2 C1(R2n) which are polynomial in the momentum
variables only and have an arbitrary smooth depen-
dence on the position variables. This Poisson sub-
algebra of C1(R2n) certainly covers all classical
observables of physical interest. Denoting these obser-
vables by Pol(T�Rn), one obtains a linear isomorphism

%Weyl : PolðT�RnÞ�!ffi DiffopðRnÞ ½5�

into the differential operators with smooth coeffi-
cients, called Weyl symbol calculus. Other orderings
would result in a different linear isomorphism like
[5], for example, the standard ordering is obtained
by simply omitting the operator N in [4].

Using [5], one can pull back the operator product
of Diffop(Rn) to obtain a new product ?Weyl for
Pol(T�Rn), that is

f ?Weyl g ¼ % �1
Weyl ð%Weylðf Þ%WeylðgÞÞ ½6�

which is called the Weyl–Moyal star product.
Explicitly, one has

f ?Weyl g

¼��exp
i�h

2

 
@

@qk
� @

@pk
� @

@pk
� @

@qk

 !!
f �g ½7�

where �(f � g) = fg is the commutative product.
Clearly, for f , g 2 Pol(T�Rn) the exponential series
terminates after finitely many terms. If one now
wants to extend further to all smooth functions,
then [7] is only a formal power series in �h. Since on
a manifold one does not have a priori a nice
distinguished class of functions like Pol(T�Rn), one
indeed has to generalize in this direction if a
geometric framework is desired. This observation
and the simple fact, that ?Weyl satisfies all the
following properties, lead to the definition of a
formal star product by

bi

Bayen et al. (1978):

Definition 1 A formal star product on a Poisson
manifold (M, �) is an associative C[[�]]-bilinear
product

f ? g ¼
X1
r¼0

�rCrðf ; gÞ ½8�

for f , g 2 C1(M)[[�]] such that

1. C0(f , g) = fg and C1(f , g)� C1(g, f ) = i{f , g},
2. 1 ? f = f = f ? 1, and
3. Cr is a bidifferential operator.

If in addition f ? g = �g ? �f , then ? is called
Hermitian.

Clearly, ?Weyl defines a Hermitian star product for
R2n. The first condition is called the correspondence
principle in deformation quantization and the for-
mal parameter �= �� corresponds to Planck’s con-
stant �h once a convergence scheme is established.

If S = idþ
P1

r = 1 �
rSr is a formal series of differ-

ential operators with Sr1 = 0 for r 	 1, then it is easy
to see that

f ?0 g ¼ S�1ðSf ? SgÞ ½9�

defines again a star product which is Hermitian if ? is
Hermitian and if in addition Sf = S�f . In particular, the
operator N, as before, serves for the transition from
?Weyl to the standard-ordered star product ?Std obtained
the same way from the standard-ordered quantization.
Thus, [9] can be seen as the abstract notion of changing
the ordering prescription, even if no operator repre-
sentation has been specified. Two star products related
by such an equivalence transformation are called
equivalent and �-equivalent in the Hermitian case.

One main advantage of formal deformation
quantization is that one has very strong existence
and classification results:

Theorem 2 On every Poisson manifold there exists
a star product.

The above theorem was first shown by
bi

deWilde
and Lecomte (1983) for the symplectic case and
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independently by Fedosov (1985) and
bi

Omori,
Maeda, and Yoshioka (1991). In 1997, Kontsevich
was able to prove the general Poisson case by
showing his profound formality theorem. The full
classification of star products up to equivalence was
first obtained for the symplectic case by

bi

Nest and
Tsygan (1995) and independently by

bi

Deligne
(1995),

bi

Bertelson, Cahen, and Gutt (1997), and
Weinstein and Xu (1997). The general Poisson case
again follows from Kontsevich’s formality. In
particular, in the symplectic case, star products are
classified by their characteristic class

c : ? 7! cð?Þ 2 ½!�
i�
þH2

deRhamðM;CÞ½½��� ½10�

As conclusion one can state that for the price of
formal power series in �h one obtains in formal
deformation quantization a very general and well-
understood picture of the observable algebra for the
quantum version of any classical system described
kinematically by a Poisson manifold. It turns out
that already in this framework one can discuss
dynamics as well by use of a Heisenberg equation
formulated with ?. Moreover, the quantization of
symmetries described by Hamiltonian Lie group or
Lie algebra actions has been extensively studied.

For a physical theory of quantization, however,
there are still at least two ingredients missing. On
the one hand, one has to overcome the formal
power series expansion in �h. This problem is, in
principle, on the same footing as any perturbative
approach to quantum theory and thus no easy
answer can be expected to hold in general. In
particular examples, however, such as the Weyl–
Moyal star product, it can easily be solved. These
issues together with the corresponding questions
about a spectral calculus are best studied in the
framework of Rieffel’s strict deformation quantiza-
tion based on a more C�-algebraic formulation of
the deformation problem. On the other hand, the
observable algebra is not enough to describe a
quantum system: one also needs to have a notion
for the states. It turns out that already in the formal
framework one has a physically reasonable notion
of states as discussed by

bi

Bordemann and Wald-
mann (1998).

States and Representations

The notion of states in deformation quantization
is adapted from the C�-algebraic world and based
on the notion of positive functionals. Recall that
for a �-algebra A over C a linear functional

! :A ! C is called positive if !(a �a) 	 0. For
formal deformation quantization, things are
slightly more subtle as now one has to consider
C[[�]]-linear functionals

! : ðC1ðMÞ½½���; ?Þ�!C½½��� ½11�

where ? is assumed to be a Hermitian star product
in the following. Then the positivity is understood in
the sense of formal power series where a 2 R[[�]] is
called positive if a =

P1
r = r0

�rar with ar0
> 0. Thus,

we can make sense out of the following
requirement:

Definition 3 Let ? be a Hermitian star product on
M. A C[[�]]-linear functional ! : C1(M)[[�]]!
C[[�]] is called positive with respect to ? if

!ðf ? f Þ 	 0 ½12�

and it is called a state if, in addition, !(1) = 1.

In fact, !(f ) is interpreted as the expectation value
of the observable f in the state !. The positivity [12]
ensures that the usual uncertainty relations between
expectation values hold.

Sometimes it is convenient to consider positive
functionals only defined on a (proper) �-ideal in
C1(M)[[�]], for instance, C10 (M)[[�]].

Since in some situations one wants more general
formal series than just power series, it is conve-
nient to embed the above definition of states into a
larger and more algebraic context: consider an
ordered ring R, that is, a commutative, associative,
unital ring R together with a distinguished subset
P 
 R (the positive elements) such that R is the
disjoint union �P _[{0} _[P, and we have P � P � P
and Pþ P � P. Then C = R(i) denotes the ring
extension by a square root i of �1 and consider
�-algebras A over C. Clearly, this generalizes the
cases R = R, where C = C, as well as R = R[[�]],
where C = C[[�]]. In this way, one provides a
framework where C�-algebras, �-algebras over C,
and formal Hermitian star products can be treated
on the same footing. It is clear that the definition
of a positive functional immediately extends to
! :A ! C for such a ring C.

Example 4

(i) For the Wick star product on R2n ffi Cn, defined
by

f ?Wick g¼
X1
r¼0

ð2�Þr

r!

@rf

@zi1 � � �@zir

@rg

@zi1 � � �@zir
½13�

the �-functional � : f 7! f (0) is positive. Note,
however, that � is not positive for ?Weyl.
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(ii) For the Weyl–Moyal star product ?Weyl the
Schrödinger functional

!ðf Þ ¼
Z

Rn
f ðq; p ¼ 0Þdnq ½14�

defined on the �-ideal C10 (R2n)[[�]], is positive.
(iii) For any connected symplectic manifold (M,!)

and any Hermitian star product ?, there exists a
unique normalized trace functional

tr : C10 ðMÞ½½����!C½½���
trðf ? gÞ ¼ trðg ? f Þ

½15�

with zeroth order equal to the integration over
M with respect to the Liouville measure � =!n.
Then this trace is positive as well, tr(�f ? f ) 	 0.

Having a notion for states as expectation-value
functionals is still not enough to formulate quantum
theory. One main feature of quantum states, the
superposition principle, is not yet implemented. In
particular, forming convex combinations like
!= c1!1 þ c2!2, with c1, c2 	 0 and c1 þ c2 = 1,
does not give a superposition of !1 and !2 but
a mixed stated. Hence, one needs an additional
linear structure on the states whence we look for a
�-representation � of the observable algebra A on a
pre-Hilbert space H over C such that the states
!1,!2 can be written as vector states !i(a) =
h�i, �(a)�ii for some unit vectors �1,�2 2 H. Then
one can build superpositions of the vectors �1,�2 in
the usual way. While this is the well-known
argument in any quantum theory based on the
observable algebras, for deformation quantization
one first has to make sense out of the above notions,
since now R = R[[�]] is only an ordered ring. This
can actually be done in a consistent way as
demonstrated and exemplified by Bordemann,
Bursztyn, Waldmann, and others.

We recall the basic results: A pre-Hilbert space H
over C is a C-module with a C-sesquilinear inner
product h� , �i :H�H ! C such that h�, i= h ,�i
and h�,�i > 0 for � 6¼ 0. This makes sense since R is
ordered. An operator A :H1 ! H2 is called adjointa-
ble if there exists an operator A� :H2 ! H1 such that
hA�, i2 = h�, A� i1 for all � 2 H1,  2 H2. The set
of adjointable operators is denoted by B(H1,H2), and
B(H) = B(H,H) turns out to be a �-algebra over C.
This allows one to define a �-representation � of A on
H to be a �-homomorphism � :A ! B(H). An
intertwiner T between two �-representations (H1,�1)
and (H2, �2) is an operator T 2 B(H1,H2) with
T�1(a) = �2(a)T for all a 2 A. This defines the
category �-Rep(A) of �-representations of A.

Let us now recall that a positive linear functional
! can be written as an expectation value for a vector

state in some representation. This is the well-known
Gelfand–Naimark–Segal (GNS) construction from
operator algebra theory which can be transferred to
this purely algebraic context (

bi

Bordemann and
Waldmann 1998). First recall that any positive
linear functional ! :A!C satisfies the Cauchy–
Schwarz inequality

!ða�bÞ!ða�bÞ 
 !ða�aÞ!ðb�bÞ ½16�

and !(a�b) =!(b�a). If A is unital, which will always
be assumed for simplicity, then !(a�) =!(a) follows.
Then

J! ¼ fa 2 A j!ða�aÞ ¼ 0g ½17�

is a left ideal in A, the so-called Gel’fand ideal, and
hence H! =A=J ! is a left A-module with module
structure denoted by �!(a) b = ab, where  b 2 H!

denotes the equivalence class of b 2 A. Finally,
h b, ci=!(b�c) turns H! into a pre-Hilbert space
and �! becomes a �-representation, the GNS repre-
sentation with respect to !. Moreover,  12 H! is a
cyclic vector,  b = �!(b) 1, with the property

!ðaÞ ¼ h 1; �!ðaÞ 1i ½18�

These properties characterize the GNS representa-
tion (H!, �!, 1) up to unitary equivalence.

Example 5 We can now apply this construction to
the three basic examples and obtain the following
well-known representations as GNS representations:

(i) The GNS representation corresponding to the
�-functional and the Wick star product is
(unitarily equivalent to) the formal
Bargmann–Fock representation. Here
H� = C[[�y1, . . . , �y n]][[�]] with inner product

h�; i ¼
X1
r¼0

ð2�Þr

r!

@ r�

@yi1 � � �@yir
ð0Þ

� @ r 

@yi1 � � �@yir
ð0Þ ½19�

and �� is explicitly given by

��ðf Þ ¼
X1
r;s¼0

ð2�Þr

r!s!

@rþsf

@zi1 � � � @zir@zj1 � � � @zjs
ð0Þ

� yj1 � � � yjs
@r

@yi1 � � � @yir
½20�

In particular, ��(z
i) = 2�@=@�yi and ��(�z

i) = �yi

are the annihilation and creation operators
and [20] gives the Wick (or normal) ordering.
This basic example has been extended to
arbitrary Kähler manifolds by

bi

Bordemann and
Waldmann (1998).
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(ii) The Weyl–Moyal star product ?Weyl and the
Schrödinger functional ! as in [14] give the
usual Schrödinger representation as GNS repre-
sentation. We obtain H! = C10 (Rn)[[�]] with
inner product

h�;  i ¼
Z

Rn
�ðqÞ ðqÞ dnq ½21�

and �!(f ) = %Weyl(f ) as in [4] with �h replaced
by �. The Schrödinger representation as a
particular case of a GNS representation has
been generalized to arbitrary cotangent bundles
including representations on sections of line
bundles over the configuration space (Dirac’s
representation for magnetic monopoles) by
Bordemann, Neumaier, Pflaum, and Waldmann
(1999, 2003). In this context, the WKB expan-
sion can also be formulated.

(iii) For the positive trace tr, the GNS pre-Hilbert is
simply the space Htr = C10 (M)[[�]] with inner
product hf , gi= tr(�f ? g). The corresponding GNS
representation is the left regular representation
�tr(f )g = f ? g. Note that in this case the commu-
tant of the representation is (anti-)isomorphic to
the observable algebra and given by all the right
multiplications. Thus, �tr is highly reducible and
the size of the commutant indicates a ‘‘thermo-
dynamical’’ interpretation of this representation.
Indeed, one can take this GNS representation, and
more general for arbitrary KMS functionals, as a
starting point of a preliminary version of a
Tomita–Takesaki theory for deformation quanti-
zation as shown by Waldmann (1999).

After these fundamental examples, we now recon-
sider the question of superpositions: in general, two
(pure) states !1,!2 cannot be realized as vector
states inside a single irreducible representation. One
encounters superselection rules. Usually, for
instance, in algebraic quantum field theory, the
existence of superselection rules indicates the pre-
sence of charges. In particular, it is not sufficient to
consider one single representation of the observable
algebra A. Instead, one has to investigate (as good
as possible) all superselection sectors of the repre-
sentation theory �-Rep(A) of A and find physically
motivated criteria to select distinguished representa-
tions. In usual quantum mechanics on R2n, this
turns out to be rather simple, thanks to the
(nontrivial) uniqueness theorem of von Neumann:
one has a unique irreducible representation of the
Weyl algebra up to unitary equivalence. In infinite
dimensions or in topologically nontrivial situations,
however, von Neumann’s theorem does not apply
and one indeed has superselection rules.

In deformation quantization, some parts of these
superselection rules have been understood well:
again, for cotangent bundles T�Q, one can classify
the unitary equivalence classes of Schrödinger-like
representations on C10 (Q)[[�]] by topological classes
of nontrivial vector potentials. Thus, one arrives at
the interpretation of the Aharonov–Bohm effect as
superselection rule where the classification is essen-
tially given by H1

deRham(Q, C)
�

2�i H1
deRham(Q, Z).

General Representation Theory

Although it is very much desirable to determine the
structure and the superselection sectors in �-Rep(A)
completely, this is only achievable in the very
simplest examples. Moreover, for formal star pro-
ducts, many artifacts due to the purely algebraic
nature have to be expected: the Bargmann–Fock and
Schrödinger representation in Example 5 are uni-
tarily inequivalent and thus define a superselection
rule, even the pre-Hilbert spaces are nonisomorphic.
However, these artifacts vanish immediately when
one imposes the suitable convergence conditions
together with appropriate topological completions
(von Neumanns’s theorem). Given such problems, it
is very difficult to find ‘‘hard’’ superselection rules
which indeed have physical significance already at
the formal level. Nevertheless, the example of the
Aharonov–Bohm effect shows that this is possible.
In any case, new techniques for investigating
�-Rep(A) have to be developed. It turns out that
comparing �-Rep(A) with some other �-Rep(B) is
much simpler but still gives some nontrivial insight
in the structure of the representation theory. Here
the Morita theory provides a highly sophisticated
tool.

The classical notion of Morita equivalence as well
as Rieffel’s more specialized strong Morita equiva-
lence for C�-algebras have been transferred to
deformation quantization and, more generally, to
�-algebras A over C = R(i) by

bi

Bursztyn and Wald-
mann (2001). The aim is to construct functors

F : �-RepðAÞ�! �-RepðBÞ ½22�

which allow us to compare these categories and
determine whether they are equivalent. But even if
they are not equivalent, functors such as [22] are
interesting. As example, one considers the situation
of classical phase space reduction M V Mred as it is
present in every constraint system or gauge theory.
Suppose one succeeded with the (highly nontrivial)
problem of quantizing both classical phase spaces in
a reasonable way whence one has quantum obser-
vable algebras A and Ared. Then, of course, a
relation between �-Rep(A) and �-Rep(Ared) is of
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particular physical interest although one cannot
expect both representation theories to be equivalent:
A contains additional but physically irrelevant
structure leading to possibly ‘‘more’’ representations.

To get a clear picture of the Morita theory, one
has to extend the notion of �-representations to the
following framework: for an auxiliary �-algebra D
over C, one defines a pre-Hilbert right D-module to
be a right D-module H together with a C-sesqui-
linear D-valued inner product h� , �i :H�H ! D
such that h�, i� and h�, � di= h�, id for d 2 D
and such that h� , �i is completely positive. This
means (h�i,�ji) 2Mn(D)þ for all �1, . . . ,�n, where,
in general, an algebra element a 2 A is called
positive, a 2 Aþ, if !(a) 	 0 for all positive linear
functionals ! :A ! C.

Then one defines B(H) analogously as for pre-
Hilbert spaces leading to a definition of a
�-representation � of A on a pre-Hilbert right D-
module H. The corresponding category of �-represen-
tations is denoted by �-RepD(A). Clearly, elements in
�-RepD(A) are in particular (A,D)-bimodules.

The advantage is that now one has a tensor
product �̂ taking care of the inner products as well.
For �-algebras A,B, C, one has a functor

�̂ : �-RepBðCÞ � �-RepAðBÞ�! �-RepAðCÞ ½23�

which, on objects, is essentially given by �B. In fact,
for F 2 �-RepB(C) and E 2 �-RepA(B), one defines
on the (C,A)-bimodule F �B E an A-valued inner
product by hx� �, y�  i= h�, hx, yi �  i, which
turns out to be well defined and completely positive
again. Then F �̂ E is F �B E equipped with this
inner product modulo its possibly nonempty degen-
eracy space.

By fixing one of the arguments of �̂, one
obtains the functor of Rieffel induction of
�-representations

RE : �-RepDðAÞ�! �-RepDðBÞ ½24�

where E 2 �-RepA(B) is fixed and RE(H) = E �̂H for
H 2 �-RepD(A).

The idea of strong Morita equivalence is then to
search for such bimodules E where RE gives an
equivalence of categories. In detail, this is accom-
plished by the following definition, where, for
simplicity, only unital �-algebras are considered.

Definition 6 A (B,A)-bimodule E is called a strong
Morita equivalence bimodule if it is equipped with
completely positive inner products h� , �iA and h� , �iB
such that both inner products are full, in the sense
that

C-spanfhx; yiAjx; y 2 Eg ¼ A ½25�

and analogously for h� , �iB, and compatible, in the
sense that

hb �x;yiA ¼ hx;b� �yiA; hx �a;yiB ¼ hx;y �a�iB ½26�

hx; yiB � z ¼ x � hy; ziA ½27�

In this case, A and B are called strongly Morita
equivalent.

It turns out that this is indeed an equivalence
relation and that strong Morita equivalence implies
the equivalence of the representation theories:

Theorem 7 For unital �-algebras over C, strong
Morita equivalence is an equivalence relation.

Theorem 8 If E is a strong Morita equivalence
bimodule, then RE as in [24] is an equivalence of
categories.

Example 9 The fundamental example in Morita
theory is that a unital �-algebra A is strongly Morita
equivalent to the matrices Mn(A) via the (Mn(A),A)-
bimodule An where the inner product is hx, yiA=Pn

i = 1 x�i yi and h� , �iMn(A) is uniquely determined by
the compatibility condition [27].

An efficient way to encode the whole Morita
theory of unital �-algebras over C is to collect all
strong Morita equivalence bimodules modulo iso-
metric isomorphisms of bimodules. Then the tensor
product �̂ makes this into a ‘‘large’’ groupoid
whose units are the �-algebras themselves. This so-
called Picard groupoid Pic then encodes everything
one can say about strong Morita equivalence. In
particular, the orbits of this groupoid are precisely
the strong Morita equivalence classes of �-algebras.
The isotropy groups are the Picard groups Pic(A)
which generalize the (outer) automorphism groups.

Strong Morita Equivalence of Star
Products

This section considers star products from the view-
point of the Morita equivalence. Here one can show
that for A= (C1(M)[[�]], ?), the possible candidates
of equivalence bimodules are formal power series of
sections �1(E)[[�]] of vector bundles E!M. This
follows as, on the one hand, strong Morita
equivalence is compatible with the classical limit
�= 0 in the sense that it implies strong Morita
equivalence of the classical limits. On the other
hand, any (classical or quantum) equivalence bimo-
dule is finitely generated and projective as right
A-module. Thus, by the Serre–Swan theorem one
obtains the sections of a vector bundle in the
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classical limit. Now one can show that every vector
bundle can uniquely (up to equivalence) be
deformed such that �1(E)[[�]] becomes a right
A-module. Thus, the only thing to be computed is
which deformation ?0 is induced by this deformation
of E for the endomorphisms �1(End(E))[[�]], since
one can show that then the result will always be a
strong Morita equivalence bimodule. The inner
products come from deformations of a Hermitian
fiber metric on E.

Since every vector bundle E!M can be
deformed in this manner in an essentially unique
way, we arrive at a general global construction of
a noncommutative field theory where the fields are
sections of E endowed with a deformed bimodule
structure. In the case where M is even a symplectic
manifold, a simple extension of Fedosov’s construc-
tion of a star product ? gives a rather explicit
formula for the deformed bimodule structure of
�1(E)[[�]] including a construction of the deforma-
tion (�1(End(E))[[�]], ?0 ) which acts from the left.
As usual in Fedosov’s approach, the construction
depends functorially on the choice of a connection
rE for E.

Returning to the question of strong Morita
equivalence of star products, we see that the vector
bundle E has to be a line bundle L since only in this
case we have �1(End(E)) ffi C1(M). Since the
deformation of the Hermitian fiber metric is always
possible and since two equivalent Hermitian star
products are always �-equivalent, one can show that
strong Morita equivalence is already implied by
ring-theoretic Morita equivalence (the converse is
true in general).

Theorem 10 Star products are strongly Morita
equivalent if and only if they are Morita equivalent.

An analogous statement holds for C�-algebras,
known as Beer’s theorem (1982).

In the symplectic case, the characteristic class c(?0 )
of the induced star product ?0 can be computed
explicitly leading to the following classification by

bi

Bursztyn and Waldmann (2002):

Theorem 11 Let ?, ?0 be star products on a
symplectic manifold M. Then ?0 is (strongly) Morita
equivalent to ? if and only if there exists a symplecto-
morphism  such that

 �cð?0Þ � cð?Þ 2 2�iH2
deRhamðM;ZÞ ½28�

A similar result in the general Poisson case was
given by Jurčo, Schupp, and Wess (2002) based on
Kontsevich’s formality theorem. This approach is
motivated by a careful investigation of noncommu-
tative (scalar) field theories.
Finally, it is worth mentioning that [28] has a very
simple physical interpretation. Consider again a
cotangent bundle T�Q with a topologically non-
trivial configuration space Q, for example, R3n{0}.
Then there is a canonical Weyl-type star product
?Weyl depending on the choice of a connection r and
an integration density � > 0, generalizing [7] to a
curved situation. Now let B be a magnetic field,
modeled as a closed 2-form on Q. Minimal coupling
leads to a new star product ?B

Weyl describing an
electrically charged particle moving in Q in the
external field B. Then the two star products ?Weyl

and ?B
Weyl are (strongly) Morita equivalent if and

only if the magnetic field satisfies Dirac’s integrality
condition for the (possibly nontrivial) magnetic
charges described by B. Thus, Dirac’s condition
is responsible for the very strong statement that the
quantizations with and without magnetic field
are Morita equivalent. In particular, the �-represen-
tation theories of ?Weyl and ?B

Weyl are equivalent.
Even more specifically, using B to construct a line
bundle L! Q one obtains the result that Dirac’s
�-representation of ?B

Weyl on �10 (L)[[�]] is precisely
the Rieffel induction of the Schrödinger representa-
tion of ?Weyl on C10 (Q)[[�]].

See also: Aharonov–Bohm Effect; Algebraic Approach to
Quantum Field Theory; Deformation Quantization;
Deformation Theory; Deformations of the Poisson
Bracket on a Symplectic Manifold; Fedosov Quantization.
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Introduction and Historical Remarks

In mathematical deformation theory one studies how
an object in a certain category of spaces can be varied
as a function of the points of a parameter space. In
other words, deformation theory thus deals with the
structure of families of objects like varieties, singula-
rities, vector bundles, coherent sheaves, algebras, or
differentiable maps. Deformation problems appear in
various areas of mathematics, in particular in algebra,
algebraic and analytic geometry, and mathematical
physics. According to Deligne, there is a common
philosophy behind all deformation problems in
characteristic zero. It is the goal of this survey to
explain this point of view. Moreover, we will provide
several examples with relevance for mathematical
physics.

Historically, modern deformation theory has its
roots in the work of Grothendieck, Artin, Quillen,
Schlessinger, Kodaira–Spencer, Kuranishi, Deligne,
Grauert, Gerstenhaber, and Arnol’d. The applica-
tion of deformation methods to quantization
theory goes back to Bayen–Flato–Fronsdal–
Lichnerowicz–Sternheimer, and has led to the
concept of a star product on symplectic and
Poisson manifolds. The existence of such star
products has been proved by de Wilde–Lecomte
and Fedosov for symplectic and by Kontsevich for
Poisson manifolds.

Recently, Fukaya and Kontsevich have found a
far-reaching connection between general deforma-
tion theory, the theory of moduli, and mirror
symmetry. Thus, deformation theory comes back to
its origins, which lie in the desire to construct
moduli spaces. Briefly, a moduli problem can be
described as the attempt to collect all isomorphism
classes of spaces of a certain type into one single
object, the moduli space, and then to study its
geometric and analytic properties. The observations
by Fukaya and Kontsevich have led to new insight
into the algebraic geometry of mirror varieties and
their application to string theory.

Basic Definitions and Examples

Deformation theory is based on the notion of a
ringed space, so we briefly recall its definition.

Definition 1 Let k be a field. By a k-ringed space
one understands a topological space X together with
a sheaf A of unital k-algebras on X. The sheaf A will
be called the structure sheaf of the ringed space. In
case each of the stalks Ax, x 2 X, is a local algebra,
that is, has a unique maximal ideal mx, one calls
(X,A) a locally k-ringed space. Likewise, one defines
a commutative k-ringed space as a ringed space
such that the stalks of the structure sheaf are all
commutative.

Given two k-ringed spaces (X,A) and (Y,B), a
morphism from (X,A) to (Y,B) is a pair (f ,’), where



f : X!Y is a continuous mapping and ’ : f�1B!A a
morphism of sheaves of algebras. This means in
particular that for every point x 2 X there is a
homomorphism of algebras ’x :Bf (x) ! Ax induced
by ’. Under the assumption that both ringed spaces
are local, (f ,’) is called a morphism of locally ringed
spaces, if each ’x is a homomorphism of local
k-algebras, that is, maps the maximal ideal of Bf (x)

to the one of Ax.
Clearly, k-ringed spaces (resp. locally or commu-

tative k-ringed spaces) together with their morphisms
form a category. The following is a list of examples of
ringed spaces, in particular of those which will be
needed later.

Example 2

(i) Denote by C1 the sheaf of smooth functions on
Rn, by C! the sheaf of real analytic functions,
and let O be the sheaf of holomorphic functions
on Cn. Then (Rn, C1), (Rn, C!), and (Cn,O) are
ringed spaces over R resp. C.

(ii) A differentiable manifold of dimension n can be
understood as a locally R-ringed space (M, C1M)
which locally is isomorphic to (Rn, C1). Likewise,
a real analytic manifold is a ringed space (M, C!M)
which locally can be modeled by (Rn, C!), and a
complex manifold is an (M,OM) which locally
looks like (Cn,O).

(iii) Let D be a domain in Cn, and J an ideal sheaf
in OD of finite type, which means that J is
locally finitely generated over OD. Let Y be the
support of the quotient sheaf OD=J . The pair
(Y,OY), where OY denotes the restriction of
OD=J to Y, then is a ringed space, called a
complex model space. A complex space now is
a ringed space (X,OX) which locally looks like
a complex model space (cf.

bi

Grauert and
Remmert 1984).

(iv) Let k be an algebraically closed field, and An

the affine space over k of dimension n. Then
An, together with the sheaf of regular functions,
is a ringed space.

(v) Given a ring A, its spectrum Spec A together
with the sheaf of regular functions OA forms a
ringed space (cf. (

bi

Hartshorne (1997), section
II.2)). One calls (Spec A,OA) an affine scheme.
More generally, a scheme is a ringed space
(X,OX) which locally can be modeled by affine
schemes.

(vi) Finally, if A is a local k-algebra, the pair (�, A)
can be understood as a locally ringed space.
With A the algebra of formal power series k[[t]]
over one variable t, this example plays an
important role in the theory of formal deforma-
tions of algebras.

Definition 3 A morphism (f ,’) : (Y,B)! (P,S) of
ringed spaces is called fibered, if the following
conditions are fulfilled:

(i) (P,S) is a commutative locally ringed space;
(ii) f : Y ! P is surjective; and
(iii) ’y :Sf (y) ! By maps Sf (y) into the center of By

for each y 2 Y.

The fiber of (f ,’) over a point p 2 P then is the
ringed space (Yp,Bp) defined by

Yp ¼ f�1ðpÞ; Bp ¼ Bjf�1ðpÞ=mpBjf�1ðpÞ

where mp is the maximal ideal of Sp which acts on
Bjf�1(p) via ’.

A fibered morphism of ringed spaces can be
pictured in Figure 1.

Additionally to this intuitive picture, conditions
(i)–(iii) imply that the stalks By are central exten-
sions of By=mf (y)By by Sf (y).

Definition 4 Let (P,S) be a commutative locally
ringed space over a field k with P connected, let � be
a fixed point in P, and (X,A) a k-ringed space.
A deformation of (X,A) over the parameter space
(P,S) with distinguished point � then is a fibered
morphism (f ,’) : (Y,B)! (P,S) over k together with
an isomorphism (i, �) : (X,A)! (Y�,B�) such that for
all p 2 P and y 2 f�1(p) the homomorphism
’y :Sp ! By is flat.

The condition of flatness in the definition of a
deformation serves as a substitute for ‘‘local trivi-
ality’’ and works also in the presence of singularities.
(see

bi

Palamodov (1990), section 3) for a discussion of
this point.

In the remainder of this section, we provide a list
of some of the most important deformation pro-
blems in mathematics, and show how these can be
formulated within the above language.

Products of k-Ringed Spaces

Let (X,A) be any k-ringed space and (P,S) a
k-scheme. For any closed point � 2 P, the product

Y

f

p

P

Yp

Figure 1 A fibered space.
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(X� P,B) = (X,A)�k (P,S) then is a flat deforma-
tion of (X,A) with distinguished point �. This can
be seen easily from the fact that B(x, p) =Ax �k Sp for
every x 2 X and p 2 P.

Families of Matrices as Deformations

Let (P,OP) be a complex space with distinguished
point � and AP : P!Mat(n� n, C) a holomorphic
family of complex n� n matrices over P. By the
following construction, AP can be understood as a
deformation, more precisely as a deformation of the
matrix A := AP(�). Let Y be the graph of AP in the
product space P�Mat(n� n, C) and f : Y!P be
the restriction of the projection onto the first
coordinate. Define the sheaf B as the inverse image
sheaf f�1S, and let ’ be the sheaf morphism which
for every y 2 Y is induced by the identity map
’y :Sf (y)!By :=Sf (y). It is then immediately clear
that (f ,’) is a deformation of the fiber f�1(�) and
that this fiber coincides with the matrix A.

Now let A be an arbitrary complex n� n-matrix,
and choose a GL(n, C)-slice through A, that is, a
submanifold P containing A which is transversal to the
GL(n, C)-orbit through A. Hereby, it is assumed that
GL(n, C) acts by the adjoint action on Mat(n� n, C).
The family AP given by the canonical embedding
P ,!Mat(n� n, C) now is a deformation of A. The
germ of this deformation at � is versal in the sense
defined in the next section.

Deformation of a Scheme à la Grothendieck

Assume that (P,S) is a connected scheme over k. A
deformation of a scheme (X,A) then is a deforma-
tion (f ,’) : (Y,B)! (P,S) in the sense defined
above, together with the requirement that f : Y!P
is a proper map, that is, f�1(K) is compact for every
compact K � P. As a particular example, consider
the k-scheme Y = Spec k[x, y, t]=(xy� t]. It gives rise
to a fibration Y! Spec k[t], whose fibers Ya with
a 2 k are hyperbolas xy = a, when a 6¼ 0, and consist
of the two axes x = 0 and y = 0, when a = 0. For
k = R, this deformation can be illustrated as in
Figure 2.

For further information on this and similar
examples, see

bi

Hartshorne (1977), in particular
example 3.3.2.

Deformation of a Complex Space

According to Grothendieck, one understands by a
deformation of a complex space (X,A) a morphism
of complex spaces (f ,’) : (Y,B)! (P,S) which is
both a proper flat morphism of complex spaces and
a deformation of (X,A) as a ringed space. In case
(X,A) and (P,S) are complex manifolds and if P is

connected, each of the fibers Yp is a compact
complex manifold. Moreover, the family (Yp)p2P

then is a family of compact complex manifolds in
the sense of Kodaira–Spencer (cf.

bi

Palamodov
(1990)).

Deformation of Singularities

Let p be a point of some Cn. Two complex spaces
(X,OX) � (Cn,O) and (X0,OX0) � (Cn,O) with x 2
X \X0 are then called germ equivalent at x if there
exists an open neighborhood U 2 Cn of x such that
X \U = X0 \U. Obviously, germ equivalence at x is
an equivalence relation indeed. We denote the equiva-
lence class of X by [X]x. Clearly, if [X]x = [X0]x, then
one has OX,x =OX0, x for the stalks at x. By a
singularity one understands a pair ([X]x,OX, x). In the
literature, such a singularity is often denoted by (X, x).
The singularity (X, x) is called nonsingular or regular if
OX, x is isomorphic to an algebra of convergent power
series C{z1, . . . , zd}. A deformation of a complex
singularity (X, x) over a complex germ (P, �) is a
morphism of ringed spaces ([Y]x,OY, x)! ([P]�,OP, �)
which is induced by a holomorphic map and which is
a deformation of ([X]x,OX, x) as a ringed space. See

bi

Artin (1976) and the overview article by
bi

Greuel (1992)
for further details and a variety of examples.

First-Order Deformation of Algebras

Consider a k-algebra A and the truncated poly-
nomial algebra S = k["]="2k["]. Furthermore, let � :
A� A! A be a Hochschild 2-cocycle of A; in other
words, assume that the relation

a1�ða2; a3Þ � �ða1a2; a3Þ þ �ða1; a2a3Þ
� �ða1; a2Þa3 ¼ 0 ½1�

holds for all a1, a2, a3 2 A. Then one can define a
new k-algebra B, whose underlying linear structure

y

x a = 0.5

a =1
a = 0

Figure 2 Deformation of the coordinate axes.
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is isomorphic to A�k S and whose product is given
by the following construction: any element b 2 B
can be written uniquely in the form b = a0 þ a1",
with a0, a1 2 A. Then the product of b = a0 þ a1" 2 B
and b0= a00 þ a01" 2 B is given by

b � b0 ¼ a0a00 þ �ða0; a
0
0Þ þ a0a01 þ a1a00

� �
" ½2�

By condition [1], this product is associative. One
thus obtains a flat deformation � : S! B of the
algebra A and calls it the first-order or infinitesimal
deformation of A along the Hochschild cocycle �.
For further information on this and the connection
between deformation theory and Hochschild coho-
mology, see the overview article by

bi

Gerstenhaber
and Schack (1986).

Formal Deformation of an Algebra

Let us generalize the preceding example and explain
the concept of a formal deformation of an algebra
by Gerstenhaber. Assume again A to be an arbitrary
k-algebra and choose bilinear maps �n : A� A! A
for n 2 N such that �0 is the product on A and �1 is
a Hochschild cocycle. Furthermore, let S be the
algebra k[[t]] of formal power series in one variable
over k. Then define on the linear space B = A[[t]] of
formal power series in one variable with coefficients
in A the following bilinear map:

? : B�B! BX
n2N

an tn;
X
n2N

bn tn

 !
7!
X
n2N

X
k;l;m2N

kþlþm¼n

�mðak;blÞtn ½3�

If B together with ? becomes a k-algebra or, in other
words, if ? is associative, one can easily see that it
gives a flat deformation of A over S=k[[t]]. In that
case, one says that B is a formal deformation of A
by the family (�n)n2N. Contrarily to the preceding
example, there might not exist for every Hochschild
cocycle � on A a formal deformation B of A defined
by a family (�n)n2N such that �1 =�. In case it
exists, we will say that the deformation B of A is in
the direction of �. If the third Hochschild cohomol-
ogy group H3(A,A) vanishes, there exists for every
Hochschild cocycle � on A a deformation B of A in
the direction of � (see again

bi

Gerstenhaber and
Schack (1986) for further details).

Formal Deformation Quantization of Symplectic
and Poisson Manifolds

Let us consider the last two examples for the case
where A is the algebra C1(M) of smooth functions on
a symplectic or Poisson manifold M. Then the Poisson
bracket { , } gives a Hochschild cocycle on C1(M).
There exists a first-order deformation of C1(M) along

(1=2i){ , } and, even though HH3(A, A) might not
always vanish, a deformation quantization of M, that
means a formal deformation of C1(M) in the
direction of the Poisson bracket (1=2i){ , }. For the
symplectic case, this fact has been proved first by
deWilde–Lecomte using methods from Hochschild
cohomology theory. A more geometric and intuitive
proof has been given by

bi

Fedosov (1996). The Poisson
case has been settled in the work of

bi

Kontsevich
(2003 ) (see also the section ‘‘Defor mat ion quantiza-
tion of Poiss on mani folds’’).

Quantized Universal Enveloping Algebras
According to Drinfeld

A quantized universal enveloping algebra for a
complex Lie algebra g is a Hopf algebra A over
C[[t]] such that A is a topologically free C[[t]]-
module (i.e., A = (A=tA)[[t]] as left C[[t]]-module)
and A=tA is the universal enveloping algebra Ug of g.
Because A is a topologically free C[[t]]-module, A is a
flat C[[t]]-module and thus a deformation of Ug over
C[[t]]. See

bi

Drinfel’d (1986) and the monograph by
bi

Kassel (1995) for further details and examples of
quantized universal enveloping algebras.

Quantum Plane

Consider the tensor algebra T =
L

n2N(R2)�n of
the two-dimensional real vector space R2, and let
(x, y) be the canonical basis of R2. Then form the
tensor product sheaf T C� = T �R OC� and let IC� be
the ideal sheaf in T C� generated by the relation

x� y� zy� x ¼ 0 ½4�

where z : C� ! C is the identity function. The
quotient sheaf B=BC� = T C�=IC� then is a sheaf of
C-algebras and an OC� -module. Using eqn [4] now
move all occurrences of x in an element of BC� to the
right of all y’s. Since 1/z is an element of O(C�), one
can thus show that BC� is a free OC�-module. Hence,
BC� is flat over OC� . Further, it is easy to see that for
every q 2 C� the C-algebra Aq =Bq=mqBq is freely
generated by elements x, y with relations

x� y� qy� x ¼ 0 ½5�

We call Aq the q-deformed quantum plane and
B =B(C�) the over C� universally deformed quan-
tum plane. Altogether, one can interpret B as
a deformation of Aq over C�, in particular as a
deformation of A1 = T �R C = C[x, y], the algebra
of complex polynomials in two generators.

In the same way, one can deform function
algebras on higher-dimensional vector spaces as
well as function algebras on certain Lie groups.
In this manner, one obtains the quantum group
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SUq(2) as a deformation of a Hopf algebra of
functions on SU(2). See, for example, the work of

bi

Faddeev–Reshetikhin–Takhtajan (1990),
bi

Manin (1988)
and

bi

Wess–Zumino (1990) for more information on
q-deformations of vector spaces, Lie groups, differ-
ential calculi, etc.

Versal Deformations

In this section, and the ones that follow, we consider
only germs of deformations, that is, deformations
over parameter spaces of the form (�, S). This means
in particular that the structure sheaf only consists
of its stalk S at �, a commutative local k-algebra. Let
us now suppose that the sheaf morphism
’ : (Y,B)! (�, S) (over the canonical map Y ! �)
is a deformation of the ringed space (X,A) and that
� : T ! S is a homomorphism of commutative local
k-algebras. Then the sheaf morphism ��’ :B �S T !
T with (��’)y(t) = 1� t for y 2 Y and t 2 T is
a deformation of (X,A) over the parameter space
(�, T). One says that the deformation ��’ is induced
by the homomorphism � .

Definition 5 A deformation ’ : (Y,B) ! S of
(X,A) is called versal if every (germ of a) deforma-
tion of (X,A) is isomorphic to a deformation germ
induced by a homomorphism of k-algebras � :T ! S.
A versal deformation is called universal, if the
inducing homomorphism � :T ! S is unique, and
miniversal if S is of minimal dimension.

Example 6

(i) In the section ‘‘Familie s of matrices as deforma-
tions,’’ the constr uction of a versa l deformat ion
of a complex matrix A has been sketched.

(ii) According to Kuranishi, every compact com-
plex manifold has a versal deformation by an
analytic germ. See

bi

Kuranishi (1971) for a
detaile d expositi on and the section ‘‘The
Kodaira–S pen cer alge bra controll ing deforma-
tions of compac t complex manifol ds’’ for a
description of the principal ideas.

(iii) Grauert has shown that for isolated singularities
there exists a versal analytic deformation.

(iv) By the work of Douady–Verdier, Grauert, and
Palamodov one knows that for every compact
complex space there exists a miniversal analytic
deformation. One of the essential methods in
the existence proof hereby is Palamodov’s
construction of the cotangent complex (see
Palamodov (1990).

(v)
bi

Bingener (1987) has further established
Palomodov’s approach and thus has provided a

unified and quite general method for construct-
ing versal deformations in analytic geometry.

(vi) Fialowski–Fuchs have constructed miniversal
deformations of Lie algebras.

Schlessinger’s Theorem

According to Grothendieck, spaces in algebraic
geometry are represented by functors from a category
of commutative rings to the category of sets. In this
picture, an affine algebraic variety X over the base
field k and with coordinate ring A is equivalently
described by the functor Homalg(A,�) defined on the
category of commutative k-algebras. As will be
shown by examples in the next section, versal
deformations are often encoded by functors repre-
senting spaces. More precisely, a deformation pro-
blem leads to a so-called functor of Artin rings, which
means a covariant functor F from the category of
(local) Artinian k-algebras to the category of sets such
that the set F(k) has exactly one element. The
question now arises as to under which conditions
the functor F is representable, that is, there exists
a commutative k-algebra A such that F ffi
Homalg(A, �). In the work of

bi

Schlessinger (1968),
the structure of functors of Artin rings has been studied
in detail. Moreover, criteria have been established,
when such a functor is pro-presentable, which means
that it can be represented by a complete local
algebra Â, where ‘‘completeness’’ is understood
with respect to the m-adic topology. Because of its
importance for deformation theory, we will state
Schlessinger’s theorem in this section. Before we
come to its details, let us recall some notation.

Definition 7 By an Artinian k-algebra over a field k
one understands a commutative k-algebra R which
satisfies the following descending chain condition:

ðDecÞ Every descending chain I1 
 � � � 
 Ik 

Ikþ1 
 � � � of ideals in R becomes stationary:

Among others, an Artinian algebra R has the
following properties:

1. R is Noetherian, that is, it satisfies the ascending
chain condition.

2. Every prime ideal in R is maximal.
3. (Chinese remainder theorem) R is isomorphic to

a finite product �n
i = 1Ri, where each Ri is a local

Artinian algebra.
4. Every maximal ideal m of R is nilpotent, that is,

mk = 0 for some k 2 N.
5. Every quotient R=mk with m maximal is finite

dimensional.
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Definition 8 Assume that f : B! A is a surjective
homomorphism in the category k-Algl,Art of local
Artinian k-algebras. Then f is called a small extension
if ker f is a nonzero principal ideal (b) in B such that
mb = (0), where m is the maximal ideal of B.

Theorem 9 (
bi

Schlessinger (1968, theorem 2.11)).
Let F be a functor of Artin rings (over the base field
k). Assume that A0 ! A and A00 ! A are morphisms
in k-Algl,Art, and consider the map

FðA0 �A A00Þ ! FðA0Þ � FðAÞ FðA00Þ ½6�

Then F is pro-representable if and only if F has the
following properties:

(H1) The map [6] is a surjection whenever A00 ! A
is a small extension.

(H2) The map [6] is a bijection, when A = k and
A00= k["].

(H3) One has dimk(tF) <1 for the tangent space
tF := F(k["]).

(H4) For every small extension A0 ! A, the map

FðA0 �A A0Þ ! FðA0Þ �FðAÞ FðA0Þ

is an isomorphism.

Suppose that the functor F satisfies conditions
(H1)–(H4), and let Â be an arbitrary complete local
k-algebra. By Yoneda’s lemma, every element

� ¼ proj lim
n2N

�n 2 Â ¼ proj lim
n2N

Â=mnÂ

induces a natural transformation

HomalgðÂ;�Þ ! F; u : Â! R
� �

7! FðunÞð�nÞ ½7�

where n 2 N is chosen large enough such that the
homomorphism u : Â ! R factors through some
un : Â=mn ! R. This is possible indeed, since R is
Artinian. In the course of the proof of Schlessinger’s
theorem, Â and the element � 2 Â are now con-
structed in such a way that [7] is an isomorphism.

Differential Graded Lie Algebras
and Deformation Problems

According to a philosophy going back to Deligne
‘‘every deformation problem in characteristic zero is
controlled by a differential graded Lie algebra, with
quasi-isomorphic differential graded Lie algebras
giving the same deformation theory’’ (cf.

bi

Goldman
and Millson (1988), p. 48). In the following, we will
explain the main idea of this concept and apply it to
two particular examples.

Differential Graded Lie Algebras

Definition 10 By a graded algebra over a field k
one understands a graded k-vector space A�=L

k2Z Ak together with a bilinear map

� : A� � A� ! A�; ða; bÞ 7! a � b ¼ �ða; bÞ

such that Ak � Al � Akþl for all k, l 2 Z. The graded
algebra A� is called associative if (ab)c = a(bc) for all
a, b, c 2 A�.

A graded subalgebra of A� is a graded subspace
B�=

L
k2Z Bk � A� which is closed under �, a

graded ideal is a graded subalgebra I� � A� such
that I� � A� � I� and A� � I� � I�.

A homomorphism between graded algebras A�

and B� is a homogeneous map f : A� !B� of degree
0 such that f (a � b) = f (a) � f (b) for all a, b 2 A�.

From now on, assume that k has characteristic
6¼2, 3. A graded Lie algebra then is a graded
k-vector space g�=

L
k2Z gk together with a bilinear

map

½� ; �� : g� � g� ! g�; ða; bÞ 7! ½a; b�

such that the following axioms hold true:

1. [gk, gl] � gkþl for all k, l 2 Z.
2. [�, �] =� (�1)kl[�, �] for all � 2 gk, � 2 gl.
3. (�1)k1k3 [[�1, �2], �3] þ (�1)k2k1 [[�2, �3], �1] þ

(�1)k3k2 [[�3, �1], �2] = 0 for all �i 2 gki with
i = 1, 2, 3.

By axiom (1), it is clear that a graded Lie algebra is
in particular a graded algebra. So the above-defined
notions of a graded ideal, homomorphism, etc., apply
as well to graded Lie algebras.

Example 11 Let A�=
L

k2Z Ak be a graded asso-
ciative algebra. Then A� becomes a graded Lie
algebra with the bracket

½a; b� ¼ ab� ð�1Þklba for a 2 Ak and b 2 Al

The space A� regarded as a graded Lie algebra is
often denoted by lie�(A�).

Definition 12 A linear map D : A� ! A� defined
on a graded algebra A� is called a derivation of
degree l if

DðabÞ ¼ ðDaÞbþ ð�1ÞklaðDbÞ
for all a 2 Ak and b 2 A�

A graded (Lie) algebra A� together with a
derivation d of degree 1 is called a differential
graded (Lie) algebra if d � d = 0. Then (A�, d)
becomes a cochain complex. Since ker d is a graded
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subalgebra of A� and im d a graded ideal in ker d,
the cohomology space

H�ðA�; dÞ ¼ ker d=im d

inherits the structure of a graded (Lie) algebra from A�.

Let f : A� ! B� be a homomorphism of differen-
tial graded (Lie) algebras (A�, d) and (B�, @). Assume
further that f is a cochain map, that is, that f � d =
@ � f . Then one says that f is quasi-isomorphism or
that the differential graded (Lie) algebras A� and B�

are quasi-isomorphic if the induced homomorphism
on the cohomology level f : H�(A�, d) ! H�(B�, @) is
an isomorphism. Finally, a differential graded (Lie)
algebra (A�, d) is called formal if it is quasi-
isomorphic to its cohomology (H�(A�, d), 0).

Maurer–Cartan Equation

Assume that (g�, [ � , � ], d) is a differential graded Lie
algebra over C. Define the space MC(g�) of
solutions of the Maurer–Cartan equation by

MCðg�Þ :¼ f! 2 g1 j d!� 1
2½!; !� ¼ 0g ½8�

In case the differential graded Lie algebra g� is
nilpotent, this space naturally possesses a groupoid
structure or, in other words, a set of arrows which are
all invertible. The reason for this is that, under the
assumption of nilpotency, the space g0 is equipped
with the Campbell–Hausdorff multiplication

g0 � g0 ! g0; ðX;YÞ 7! logðexp X; exp YÞ

and the group g0 acts on g1 by the exponential
function. More precisely, in this situation one can
define for two objects �, � 2MC(g�) the space of
arrows �!� as the set of all 	 2 g0 such that
exp 	 � �= �.

We have now the means to define for every
complex differential graded Lie algebra g� its
deformation functor Defg� . This functor maps the
category of local Artinian C-algebras to the category
of groupoids and is defined on objects as follows:

Defg� ðRÞ :¼MCðg� �mÞ ½9�

Hereby, R is a complex local Artinian algebra, and
m its maximal ideal. Note that since R is Artinian,
g� �m is a nilpotent differential graded Lie algebra,
hence Defg� (R) carries a groupoid structure as
constructed above. Clearly, Defg� is also a functor
of Artin rings as defined in the previous section.

With appropriate choices of the differential
graded Lie algebra g�, essentially all deformation
proble ms from the section ‘‘Basic definit ions and
exampl es’’ can be recove red via a functo r of the

form Defg� . Below, we will show in some detail how
this works for two examples, namely the deforma-
tion theory of complex manifolds and the deforma-
tion quantization of Poisson manifolds. But before
we come to this, let us state a result which shows
how the deformation functor behaves under quasi-
isomorphisms of the underlying differential graded
Lie algebra. This result is crucial in a sense that it
allows to equivalently describe a deformation
problem with controlling g� by any other differential
graded Lie algebra within the quasi-isomorphism
class of g�. So, in particular in the case where the
differential graded Lie algebra is formal, one often
obtains a direct solution of the deformation
problem.

Theorem 13 (Deligne, Goldman–Millson). Assume
that f : g� ! h� is a quasi-isomorphism of
differential graded Lie algebras. For every local
Artinian C-algebra R the induced functor f� :
Defg�(R)!Defh� (R) then is an equivalence of
groupoids.

The Kodaira–Spencer Algebra Controlling
Deformations of Compact Complex Manifolds

Let M be a compact complex n-dimensional mani-
fold. Recall that then the complexified tangent
bundle TCM has a decomposition into a holomor-
phic tangent bundle T1, 0M and an antiholomorphic
tangent bundle T0, 1M. This leads to a decomposi-
tion of the space of complex n-forms into the spaces
�p, qM of forms on M of type (p, q). More generally,
a smooth subbundle J0, 1 � TCM which induces a
decomposition of the form TCM = J1, 0 
 J0, 1, where
J1, 0 := J0, 1, is called an almost complex structure on
M. Clearly, the decomposition of TCM into the
holomorphic and antiholomorphic part is an almost
complex structure, and an almost complex structure
which is induced by a complex structure is called
integrable. Assume that an almost complex structure
J0, 1 is given on M and that it has finite distance to
the complex structure on M. The latter means that
the restriction %0, 1

J of the projection % : TCM!T0, 1M
along T1, 0M to the subbundle J0,1 is an isomor-
phism. Denote by � the inverse of %0, 1

J , and let ! 2
�0, 1(M, T1, 0M) be the composition �% � �. One
checks immediately that every almost complex
structure with finite distance to the complex
structure on M is uniquely characterized by a
section ! 2 �0, 1(M, T1, 0M) and that every element
of �0, 1(M, T1, 0M) comes from an almost complex
structure on M.

As a consequence of the Newlander–Nirenberg
theorem, one can now show that the almost
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complex structure J0, 1 resp. ! is integrable if and
only if the equation

@!� 1
2½!; !� ¼ 0 ½10�

is fulfilled. But this is nothing else than the Maurer–
Cartan equation in the Kodaira–Spencer differential
graded Lie algebra

L�; @; ½�; ��
� �

¼
M
p2N

�0;pðM;T1;0MÞ; @; ½� ; ��
 !

Hereby, �0, p(M, T1, 0M) denotes the T1, 0M-valued
differential forms on M of type (0, p), @ :
�0,p(M, T1, 0M)!�0, pþ1(M, T1, 0M) the Dolbeault
operator, and [ � , � ] is induced by the Lie bracket
of holomorphic vector fields. As a consequence of
these considerations, deformations of the complex
manifold M can equivalently be described by families
(!p)p2P � L1 which satisfy eqn [10] and !�= 0. Thus,
it remains to determine the associated deformation
functor DefL� .

According to Schlessinger’s theorem, the functor
DefL� is pro-representable. Hence, there exists a
local C-algebra RL� complete with respect to the
m-adic topology such that

DefL� ðRÞ ¼ HomalgðRL� ;RÞ ½11�

for every local Artinian C-algebra R. Moreover, by
Artin’s theorem, there exists a ‘‘convergent’’ solution
of the Maurer–Cartan equation, that is, RL� can be
replaced in eqn. [11] by a ring RL� representing an
analytic germ.

Theorem 14 (Kodaira–Spencer, Kuranishi). The
ringed space (RL� , (0)) is a miniversal deformation
of the complex structure on M.

Deformation Quantization of Poisson Manifolds

Let A be an associative k-algebra with char k = 0.
Put for every integer k � �1

gk :¼ HomkðA�ðkþ1Þ;AÞ

Then g� becomes a graded vector space. Let us
impose a differential and a bracket on g�. The
differential is the usual Hochschild coboundary
b : gk ! gkþ1,

bf ða0 � � � � � akþ1Þ
:¼ a0f ða1 � � � � � akþ1Þ

þ
Xk

i¼0

ð�1Þiþ1f ða0 � � � � � aiaiþ1 � � � � � akþ1Þ

þ ð�1Þkf ða0 � � � � � akÞakþ1

The bracket is the Gerstenhaber bracket

½�; �� : gk1 � gk2 ! gk1þk2

½f1; f2� :¼ f1 � f2 � ð�1Þk1 k2f2 � f1

where

f1 � f2ða0� � � � � ak1þk2
Þ

:¼
Xk1

i¼0

ð�1Þik2f1 a0� � � � � ai�1� f2ðai� � � � � aiþk2
Þ

�
�aiþk2þ1� � � � � ak1þk2

�
The triple (g�,b, [ � , � ]) then is a differential graded
Lie algebra.

Consider the Maurer–Cartan equation b
 �
(1=2)[
, 
] = 0 in g1. Obviously, it is equivalent to
the equality

a0
ða1; a2Þ � 
ða0a1; a2Þ þ 
ða0; a1a2Þ � 
ða0; a1Þa2

¼ 
ð
ða0; a1Þ; a2Þ � 
ða0; 
ða1; a2ÞÞ
for a0; a1; a2 2 A ½12�

If one defines now for some 
 2 g1 the bilinear map
m : A� A! A by m(a, b) = abþ 
(a, b), then [12]
implies that m is associative if and only if 
 satisfies
the Maurer–Cartan equation.

Let us apply these observations to the case where A
is the algebra C1(M)[[t]] of formal power series in one
variable with coefficients in the space of smooth
functions on a Poisson manifold M. By (a variant of)
the theorem of Hochschild–Kostant–Rosenberg and
Connes, one knows that in this case the cohomology of
(g�, b) is given by formal power series with coefficients
in the space �1(��TM) of antisymmetric vector fields.
Now, �1(��TM) carries a natural Lie algebra bracket
as well, namely the Schouten bracket. Thus, one
obtains a second differential graded Lie algebra
(�1(��TM)[[t]], 0, [ � , � ]). Unfortunately, the projec-
tion onto cohomology (g�, b) ! �1(��TM)[[t]] does
not preserve the natural brackets, hence is not a quasi-
isomorphism in the category of differential graded Lie
algebras. It has been the fundamental observation by
Kontsevich that this defect can be cured as follows.

Theorem 15 (
bi

Kontsevich 2003). For every Poisson
manifold M the differential graded Lie algebra
(g�, b, [� , �]) is formal in the sense that there exists
a quasi-isomorphism (g�, b, [� , �])! (�1(��TM)
[[t]], 0, [� , �]) in the category of L1-algebras.

Note that the theorem only claims the existence of
a quasi-isomorphism in the category of L1-algebras
or, in other words, in the category of homotopy Lie
algebras. This is a notion somewhat weaker than a
differential graded Lie algebra, but Theorem 13 also
holds in the context of L1-algebras.
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Since the solutions of the Maurer–Cartan equa-
tion in (�1(��TM)[[t]], 0, [� , �]) are exactly the
formal paths of Poisson bivector fields on M,
Kontsevich’s formality theorem entails:

Corollary 16 Every Poisson manifold has a formal
deformation quantization.

See also: Deformation Quantization; Deformation
Quantization and Representation Theory; Deformations of
the Poisson Bracket on a Symplectic Manifold; Fedosov
Quantization; Holonomic Quantum Fields; Operads.
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Introduction to Deformation Quantization

The framework of classical mechanics, in its
Hamiltonian formulation on the motion space,
employs a symplectic manifold (or more generally a
Poisson manifold). Observables are families of
smooth functions on that manifold M. The dynamics
is defined in terms of a Hamiltonian H 2 C1(M) and
the time evolution of an observable ft 2 C1(M� R)
is governed by the equation: (d=dt)ft =�{H, ft}.

The quantum-mechanical framework, in its usual
Heisenberg’s formulation, employs a Hilbert space
(states are rays in that space). Observables are
families of self-adjoint operators on the Hilbert
space. The dynamics is defined in terms of a
Hamiltonian H, which is a self-adjoint operator,

and the time evolution of an observable At is
governed by the equation dAt=dt = (i=�h)[H, At].

Quantization of a classical system is a way to pass
from classical to quantum results. A first idea for
quantization is to define a correspondence
Q : f 7!Q(f ) mapping a function f to a self-adjoint
operator Q(f) on a Hilbert space H in such a way
that Q(1) = Id and [Q(f ), Q(g)] = i�hQ({f , g}). Unfor-
tunately, there is no such correspondence defined on
all smooth functions on M when one puts an
irreducibility requirement (which is necessary not
to violate Heisenberg’s principle).

Different mathematical treatments of quantization
have appeared:

� Geometric quantization of Kostant and Souriau:
first, prequantization of a symplectic manifold
(M,!) where one builds a Hilbert space and a
correspondence Q defined on all smooth functions
on M but with no irreducibility; second, polariza-
tion to ‘‘cut down the number of variables.’’
� Berezin’s quantization where one builds on a

particular class of symplectic manifolds (some
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Kähler manifolds) a family of associative algebras
using a symbolic calculus, that is, a dequantiza-
tion procedure.
� Deformation quantization introduced by Flato,

Lichnerowicz, and Sternheimer in 1976 where
they ‘‘suggest that quantization be understood as
a deformation of the structure of the algebra of
classical observables rather than a radical change
in the nature of the observables.’’

This deformation approach to quantization is part
of a general deformation approach to physics
(a seminal idea stressed by Flato): one looks at
some level of a theory in physics as a deformation of
another level.

Deformation quantization is defined in terms of a
star product which is a formal deformation of the
algebraic structure of the space of smooth functions
on a Poisson manifold. The associative structure
given by the usual product of functions and the Lie
structure given by the Poisson bracket are simulta-
neously deformed.

In this article we concentrate on some mathema-
tical results concerning deformations of the Poisson
bracket on a symplectic manifold, classification of
star products on symplectic manifolds, group actions
on star products, convergence properties of some
star products, and star products on cotangent
bundles.

Deformations of the Poisson Bracket
on a Symplectic Manifold

Definition 1 A Poisson bracket defined on the
space of smooth functions on a manifold M is an
R-bilinear map on C1(M), (u, v) 7! {u, v} such that
for any u, v, w 2 C1(M):

(i) {u, v} =�{v, u};
(ii) {{u, v}, w}þ {{v, w}, u}þ {{w, u}, v} = 0;

(iii) {u, vw} = {u, v}wþ {u, w}v.

A Poisson bracket is given in terms of a contra-
variant skew-symmetric 2-tensor P on M (called
the Poisson tensor) by {u, v} = P(du ^ dv). The
Jacobi identity for the Poisson bracket is equiva-
lent to the vanishing of the Schouten bracket
[P, P] = 0. (The Schouten bracket is the extension –
as a graded derivation for the exterior product –
of the bracket of vector fields to skew-symmetric
contravariant tensor fields.) A Poisson manifold
(M, P) is a manifold M with a Poisson bracket
defined by P.

A particular class of Poisson manifolds, essential
in classical mechanics, is the class of ‘‘symplectic
manifolds.’’ If (M,!) is a symplectic manifold (i.e.,

! is a closed nondegenerate 2-form on M) and if
u, v 2 C1(M), the Poisson bracket of u and v is

fu; vg :¼ XuðvÞ ¼ !ðXv;XuÞ

where Xu denotes the Hamiltonian vector field
corresponding to the function u, that is, such that
i(Xu)!= du. In coordinates the components of the
Poisson tensor Pij form the inverse matrix of the
components !ij of !.

Duals of Lie algebras form the class of linear
Poisson manifolds. If g is a Lie algebra, then its dual
g� is endowed with the Poisson tensor P defined by
P�(X, Y) := �([X, Y]) for X, Y 2 g = (g�)� � (T�g�)

�.

Definition 2 A Poisson deformation of the Poisson
bracket on a Poisson manifold (M, P) is a Lie
algebra deformation of (C1(M), { , }) which is a
derivation in each argument, that is, of the form
{u, v}� = P�(du, dv), where P� = Pþ

P
�kPk is a

series of skew-symmetric contravariant 2-tensors
on M (such that [P�, P�] = 0).

Two Poisson deformations P� and P0� of the
Poisson bracket P on a Poisson manifold (M, P)
are equivalent if there exists a formal path in the
diffeomorphism group of M, starting at the identity,
that is, a series T = exp D = Idþ

P
j (1=j!)Dj for

D =
P

r�1 �
rDr where the Dr are vector fields on M,

such that

Tfu; vg� ¼ fTu;Tvg0�
where {u, v}� = P�(du, dv) and {u, v}0� = P0�(du, dv).

Proposition 3 (Flato et al. 1975, Lecomte 1987).
On a symplectic manifold (M,!), any Poisson
deformation of the Poisson bracket corresponds to
a series of closed 2-forms on M, �� =!þ

P
r>0 �

r!r

and is given by

fu; vg� ¼ P�ðdu; dvÞ ¼ �� X�
u;X

�
v

� �
with i(X�

u)�� = du. The equivalence classes of Poisson
deformations of the Poisson bracket P are
parametrized by H2(M; R)[[�]].

Poisson deformations are used in classical
mechanics to express some constraints on the
system. To deal with quantum mechanics, Flato
et al. (1976) introduced star products. These give,
by skew-symmetrization, Lie deformations of the
Poisson bracket.

Definition 4 A ‘‘star product’’ on (M, P) is an
R_��-bilinear associative product � on C1(M)_��
given by

u � v ¼ u �� v :¼
X
r�0

�rCrðu; vÞ
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for u, v 2 C1(M) (we consider here real-valued
functions; the results for complex-valued functions
are similar), such that C0(u, v) = uv, C1(u, v)�
C1(v, u) = {u, v}, 1 � u = u � 1 = u.

When the Cr’s are bidifferential operators on M,
one speaks of a differential star product. When each
Cr is a bidifferential operator of order at most r in
each argument, one speaks of a natural star product.

One finds in the literature other normalizations
for the skew-symmetric part of C1 such as (i=2){ , };
these amount to a rescaling of the parameter �. For
physical applications, in the above convention for
the formal parameter, � corresponds to i�h, where �h
is Planck’s constant.

In the case of complex-valued functions, one can
add the further requirement that the complex con-
jugation is a �-involution for �, that is, f � g = �g � �f .
According to the interpretation of � as being i�h, we
have to require ��=��. Star products satisfying this
additional property are called symmetric or Hermitian.

A star product can also be defined not on the
whole of C1(M) but on a subspace N which is stable
under pointwise multiplication and Poisson bracket.

The simplest example of a deformation quantiza-
tion is the Moyal product for the Poisson structure P
on a vector space V = Rm with constant coefficients:

P ¼
X

i;j

Pij@i ^ @j; Pij ¼ �Pji 2 R

where @i = @=@yi is the partial derivative in the
direction of the coordinate yi, i = 1, . . . , n. The
formula for the Moyal product is

ðu �M vÞðzÞ¼ exp
�

2
Prs@yr@y0s

� �
ðuðyÞvðy0ÞÞ

��
y¼y0¼z

½1	

When P is nondegenerate (so V = R2n), the space of
formal power series of polynomials on V with
Moyal product is called the formal Weyl algebra
W = (S(V)[[�]], �M ).

Let g� be the dual of a Lie algebra g. The algebra of
polynomials on g� is identified with the symmetric
algebra S(g). One defines a new associative law on this
algebra by a transfer of the product 
 in the universal
enveloping algebra U(g), via the bijection between
S(g) and U(g) given by the total symmetrization �:

� : SðgÞ ! UðgÞ : X1 . . . Xk 7!
1

k!

X
�2Sk

X�ð1Þ 
 � � � 
X�ðkÞ

Then U(g) =�n�0 Un, where Un :=�(Sn(g)) and we
decompose an element u 2 U(g); accordingly
u =

P
un. We define, for P 2 Sp(g) and Q 2 Sq(g),

P �Q ¼
X
n�0

ð�Þn��1ðð�ðPÞ 
 �ðQÞÞpþq�nÞ ½2	

This yields a differential star product on g� (Gutt
1983). This star product can be written with an
integral formula (for �= 2�i)(Drinfeld 1987):

u � vð�Þ ¼
Z

g�g
ûðXÞv̂ðYÞe2i�h�;CBHðX;YÞi dX dY

where û(X) =
R

g� u(�)e�2i�h�, Xi and CBH denotes
Campbell–Baker–Hausdorff formula for the product
of elements in the group in a logarithmic chart
(exp X exp Y = exp CBH(X, Y) 8 X, Y 2 g). We call
this the standard (or CBH) star product on the dual
of a Lie algebra.

De Wilde and Lecomte (1983) proved that on
any symplectic manifold there exists a differential
star product. Fedosov (1994) gave a recursive
construction of a star product on a symplectic
manifold (M,!) constructing flat connections on
the Weyl bundle. Omori et al. (1991) gave an
alternative proof of existence of a differential star
product on a symplectic manifold, gluing local
Moyal star products. In 1997, Kontsevich gave a
proof of the existence of a star product on any
Poisson manifold and gave an explicit formula for a
star product for any Poisson structure on V = Rm.
This appeared as a consequence of the proof of his
formality theorem.

Fedosov’s Construction of Star Products

Fedosov’s construction gives a star product on a
symplectic manifold (M,!), when one has chosen a
symplectic connection and a sequence of closed
2-forms on M. The star product is obtained by
identifying the space C1(M)[[�]] with an algebra of
flat sections of the so-called Weyl bundle endowed
with a flat connection whose construction is related
to the choice of the sequence of closed 2-forms on M.

Definition 5 The symplectic group Sp(n, R) acts by
automorphisms on the formal Weyl algebra W. If
(M,!) is a symplectic manifold, we can form its
bundle F(M) of symplectic frames which is a
principal Sp(n, R)-bundle over M. The associated
bundle W = F(M)� Sp(n, R) W is a bundle of associa-
tive algebras on M called the Weyl bundle. Sections
of the Weyl bundle have the form of formal series

aðx; y; �Þ ¼
X

2kþl�0

�kaðkÞi1...ilðxÞy
i1 � � � yil

where the coefficients a(k) are symmetric covariant
l-tensor fields on M. The product of two sections
taken pointwise makes the space of sections into an
algebra, and in terms of the above representation of
sections the multiplication has the form
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ða 
 bÞðx; y; �Þ

¼ exp
�

2
Pij @

@yi

@

@zj

� �
aðx; y; �Þbðx; z; �Þ

� �����
y¼z

Note that the center of this algebra coincides with
C1(M)[[�]].

A symplectic connection on M is a linear torsion-
free connection r such that r!= 0.

Remark 6 It is well known that such connections
always exist but, unlike the Riemannian case, are
not unique. To see the existence, take any torsion-
free connection r0 and set T(X, Y, Z) = (r0X!)(Y, Z).
Define S by !(S(X, Y), Z) = (1=3)(T(X, Y, Z)þ
T(Y, X, Z)), then rXY =r0XY þ S(X, Y) defines a
symplectic connection.

The connection r induces a covariant derivative
on sections of the Weyl bundle, denoted @. The idea
is to try to modify it to have zero curvature.
Consider Da = @a� �(a)� (1=�)[r, a], where r is a
1-form with values in W , with [a, a0dx] = (a 
 a0 �
a0 
 a)dx and �(a) = (1=�)[

P
ij !ijy

idxj, a].

Theorem 7 (Fedosov 1994). For a given series
� =

P
i�1 �

i!i of closed 2-forms on M, there is a
unique r 2 �(W � �1) satisfying some normalization
condition, so that Da = @a� �(a)� (1=�)[r, a] is flat.
For any a
 2 C1(M)[[�]], there is a unique a in the
subspace W D of flat sections of W , such that
a(x, 0, �) = a0(x, �). The use of this linear isomorph-
ism to transport the algebra structure of W D to
C1(M)[[�]] defines the star product of Fedosov �r, �.

Writing �r, � =
P

i�0 �
rC�

r , C�
r only depends on !i

for i < r and C�
rþ1(u, v) = c!r(Xu, Xv)þ ~Crþ1(u, v),

where c 2 R and the last term does not depend on !r.

Classification of Star Products
on a Symplectic Manifold

Star products on a manifold M are examples of
deformations of associative algebras (in the sense of
Gerstenhaber). Their study uses the Hochschild
cohomology of the algebra (here C1(M) with values
in C1(M)) where p-cochains are p-linear maps from
(C1(M))p to C1(M) and where the Hochschild
coboundary operator maps the p-cochain C to the
(pþ 1)-cochain

ð@CÞðu0; . . . ;upÞ¼u0Cðu1; . . . ;upÞ

þ
Xp

r¼1

ð�1ÞrCðu0; . . . ;ur�1ur; . . . ;upÞ

þ ð�1Þpþ1Cðu0; . . . ;up�1Þup

For differential star products, we consider differen-
tial cochains given by differential operators on each
argument. The associativity condition for a star
product at order k in the parameter � reads

ð@CkÞðu; v;wÞ¼
X

rþs¼k;r;s>0

ðCrðCsðu; vÞ;wÞ

� Crðu;Csðv;wÞÞÞ

If one has cochains Cj, j < k such that the star
product they define is associative to order k� 1,
then the right-hand side above is a cocycle
(@(RHS) = 0) and one can extend the star product
to order k if it is a coboundary (RHS = @(Ck)).

Denoting by m the usual multiplication of func-
tions, and writing �= mþ C, where C is a formal
series of multidifferential operators, the associativity
also reads @C = [C, C] where the bracket on the
right-hand side is the graded Lie algebra bracket on
Dpoly(M)[[�]] = {multidifferential operators}.

Theorem 8 (Vey 1975). Every differential p-cocycle
C on a manifold M is the sum of the coboundary of a
differential (p� 1)-cochain and a 1-differential skew-
symmetric p-cocycle A: C = @Bþ A. In particular, a
cocycle is a coboundary if and only if its total skew-
symmetrization, which is automatically 1-differential
in each argument, vanishes. Given a connection r on
M, B can be defined from C by universal formulas
(Cahen and Gutt 1982). Also

Hp
diffðC

1ðMÞ;C1ðMÞÞ¼ �ð�pTMÞ

The similar result about continuous cochains is
due to Connes (1985). In the somewhat pathological
case of completely general cochains, the full coho-
mology is not known.

Definition 9 Two star products � and �0 on (M, P)
are said to be equivalent if there is a series of linear
operators on C1(M), T = Idþ

P1
r = 1 �

rTr such that

Tðf � gÞ ¼ Tf �0 Tg ½3	

Remark that the Tr automatically vanish on con-
stants since 1 is a unit for � and for �0.

If � and �0 are equivalent differential star products,
then the equivalence is given by differential operators
Tr; if they are natural, the equivalence is given by
T = Exp E with E =

P1
r = 1 �

rEr, where the Er are
differential operators of order at most rþ 1.

Nest and Tsygan (1995), then Deligne (1995) and
Bertelson et al. (1995, 1997) proved that any
differential star product on a symplectic manifold
(M,!) is equivalent to a Fedosov star product and
that its equivalence class is parametrized by the
corresponding element in H2(M; R)[[�]].
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Kontsevich (IHES preprint 97) proved that the
coincidence of the set of equivalence classes of star
and Poisson deformations is true for general Poisson
manifolds:

Theorem 10 (Kontsevich). The set of equivalence
classes of differential star products on a Poisson
manifold (M, P) can be naturally identified with
the set of equivalence classes of Poisson deforma-
tions of P: P� = P� þ P2�

2 þ � � � 2 �(X, ^2 TX)[[�]],
[P�, P�] = 0.

Deligne (1995) defines cohomological classes
associated to differential star products on a sym-
plectic manifold; this leads to an intrinsic way to
parametrize the equivalence class of such a differ-
ential star product. The characteristic class c( � ) is
given in terms of the skew-symmetric part of the
term of order 2 in � in the star product and in terms
of local (‘‘�-Euler’’) derivations of the form
D = �(@=@�)þXþ

P
r�1 �

rD0r. This characteristic
class has the following properties:

� The map C from equivalence classes of star
products on (M,!) to the affine space �[!]=� þ
H2(M; R)_�� mapping [ � ] to c( � ) is a bijection.
� The characteristic class is natural relative to

diffeomorphisms and is equivariant under a
change of parameter (Gutt and Rawnsley 1995).
� The characteristic class c( � ) coincides (cf. Deligne

(1995) and Neumaier (1999)) for Fedosov-type
star products with their characteristic class intro-
duced by Fedosov as the de Rham class of the
curvature of the generalized connection used to
build them (up to a sign and factors of 2).

Index theory has been introduced in the frame-
work of deformation quantization by Fedosov
(1996) and by Nest and Tsygan (1995, 1996). We
refer to the papers of Bressler, Nest, and Tsygan for
further developments in that subject. A first tool in
that theory is the existence of a trace for the
deformed algebra; this trace is essentially unique in
the framework of symplectic manifolds (an elemen-
tary proof is given in Karabegov (1998) and Gutt
and Rawnsley (2003)); the trace is not unique for
more general Poisson manifolds.

Definition 11 A homomorphism from a differen-
tial star product � on (M, P) to a differential star
product �0 on (M0, P0) is an R-linear map
A : C1(M) _�� ! C1(M0)_��, continuous in the
�-adic topology, such that

Aðu � vÞ ¼ Au �0 Av

It is an isomorphism if the map is bijective.

Any isomorphism between two differential star
products on symplectic manifolds is the combination
of a change of parameter and a �-linear isomorph-
ism. Any �-linear isomorphism between two star
products � on (M,!) and �0 on (M0,!0) is the
combination of the action on functions of a
symplectomorphism  : M0 !M and an equivalence
between � and the pullback via  of �0. It exists if
and only if those two star products are equivalent,
that is, if and only if ( �1)�c( �0 ) = c( � ), where
( �1)� denotes the action of  �1 on the second
de Rham cohomology space. In particular, a
symplectomorphism  of a symplectic manifold can
be extended to a �-linear automorphism of a given
differential star product on (M,!) if and only if
( )�c( � ) = c( � ) (Gutt and Rawnsley 1999).

The notion of homomorphism and its relation to
modules has been studied by Bordemann (2004).

The link between the notion of star product on a
symplectic manifold and symplectic connections
already appears in the seminal paper of

bi

Bayen
et al. (1978), and was further developed by
Lichnerowicz (1982), who showed that any Vey
star product (i.e., a star product defined by
bidifferential operators whose principal symbols at
each order coincide with those of the Moyal star
product) determines a unique symplectic connection.
Fedosov’s construction yields a Vey star product on
any symplectic manifold starting from a symplectic
connection and a formal series of closed 2-forms on
the manifold. Furthermore, any star product is
equivalent to a Fedosov star product and the
de Rham class of the formal 2-form determines the
equivalence class of the star product. On the other
hand, many star products which appear in natural
contexts (e.g., cotangent bundles or Kähler mani-
folds) are not Vey star products but are natural star
products.

Theorem 12 (Gutt and Rawnsley 2004). Any
natural star product on a symplectic manifold
(M,!) determines uniquely

(i) A symplectic connection r=r( � ).
(ii) A formal series of closed 2-forms � =

�( � ) 2 ��2(M)_��.
(iii) A formal series E =

P
r�1 �

rEr of differential
operators of order
rþ 1 (E2 of order 
2), with
Eru =

Prþ1
k = 2 (E(k)

r )i1...ikrk
i1...ik

u, where the E(k)
r are

symmetric contravariant k-tensor fields

such that

u � v ¼ exp�E ðexp EuÞ �r;� ðexp EvÞ
� �

½4	

We denote �= �r, �, E. If 	 is a diffeomorphism of M
then the data for 	 � � is 	 � r, 	 � �, and 	 � E. In
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particular, a vector field X is a derivation of a
natural star product �, if and only if L X!= 0,
L X� = 0, L Xr= 0, and L XE = 0.

Group Actions on Star Products

Symmetries in quantum theories are automorphisms
of an algebra of observables. In the framework
where quantization is defined in terms of a star
product, a symmetry � of a star product � is an
automorphism of the R_��-algebra C1(M)_�� with
multiplication given by �:

�ðu � vÞ ¼ �ðuÞ � �ðvÞ; �ð1Þ ¼ 1

where �, being determined by what it does on
C1(M), will be a formal series �(u) =

P
r�0 �

r�r(u)
of linear maps �r � C1(M)! C1(M). We denote by
AutR_��(M, � ) the set of those symmetries.

Any such automorphism � of � then can be
written as �(u) = T(u 
 	�1), where 	 is a Poisson
diffeomorphism of (M, P) and T = Idþ

P
r�1 �

rTr is
a formal series of linear maps. If � is differential,
then the Tr are differential operators; if � is natural,
then T = Exp E with E =

P
r�1 �

rEr and Er is a
differential operator of order at most rþ 1.

If �t is a one-parameter group of symmetries of
the star product �, then its generator D will be a
derivation of �. Denote the Lie algebra of �-linear
derivations of � by DerR_��(M, � ).

An action of a Lie group G on a star product � on
a Poisson manifold (M, P) is a homomorphism
� : G! AutR_��(M, � ); then �g = (	g)

�1� þO(�) and
there is an induced Poisson action 	 of G on (M, P).

Given a Poisson action 	 of G on (M, P), a star
product is said to be ‘‘invariant’’ under G if all the
(	g)

�1� are automorphisms of �.
An action of a Lie group G on � induces a

homomorphism of Lie algebras D : g! DerR_��

(M, � ). For each � 2 g, D� = �� þ
P

r�1 �
rDr

�, where
�� is the fundamental vector field on M defined by 	 ;
hence,

��ðxÞ ¼ d

dt
j0	ðexp� t�ÞxÞ

Such a homomorphism D : g! DerR_��(M, � ) is
called an action of the Lie algebra g on �.

Proposition 13 (Arnal et al. 1983). Given D : g!
DerR_��(M, � ) a homomorphism so that for each
� 2 g, D� = �� þ

P
r�1 �

rDr
�, where �� are the funda-

mental vector fields on M defined by an action 	 of
G on M and the Dr

� are differential operators, then
there exists a local homomorphism � : U � G!
AutR_��(M, � ) so that ��= D.

If we want the analog in our framework to the
requirement that operators should correspond to the
infinitesimal actions of a Lie algebra, we should ask
the derivations to be inner so that functions are
associated to the elements of the Lie algebra.

A derivation D 2 DerR_��(M, � ) is said to be
essentially inner or Hamiltonian if D = (1=�)ad� u
for some u 2 C1(M)_��. We call an action of a Lie
group almost �-Hamiltonian if each D� is essentially
inner; this is equivalent to the knowledge of a linear
map 
 : g! C1(M)_�� � 7!
� so that ad�(1=�)
[
�,
�]�= ad� 
[�,�].

We say the action is �-Hamiltonian if 
� can be
chosen to make

g! C1ðMÞ_��; � 7!
�

a homomorphism of Lie algebras, where C1(M)_��
is endowed with the bracket (1=�)[ , ]�. Such a
homomorphism is called a quantization in Arnal
et al. (1983) and is called a generalized moment map
in Bordemann et al. (1998).

When a map �0 : g! C1(M) is a generalized
moment map, that is,

1

�
�0
� � �0

� � �0
� � �0

�

� �
¼ �0

½�;�	

the star product is said to be covariant under g.
When a map � : g! C1(M)_�� is a generalized

moment map, so that D� has no terms in � of
degree > 0, thus D� = ��, this map is called a
quantum moment map (Xu 1998). Clearly in that
situation, the star product is invariant under the
action of g on M.

Covariant star products have been considered to
study representations theory of some classes of Lie
groups in terms of star products. In particular, an
autonomous star formulation of the theory of
representations of nilpotent Lie groups has been
given by Arnal and Cortet (1984, 1985).

Consider a differential star product � on a
symplectic manifold, admitting an algebra g of vector
fields on M consisting of derivations of �, and assume
there is a symplectic connection r which is invariant
under g; then � is equivalent, through an equivariant
equivalence (T with L XT = 0), to a Fedosov star
product �r, �,; this yields to a classification of such
invariant star products (Bertelson et al. 1998).

Proposition 14 (Kravchenko, Gutt and Rawnsley,
Müller-Bahns, Neumaier, and Hamachi). Consider
a Fedosov star product �r, � on a symplectic
manifold. A vector field X is a derivation of �r, � if
and only if L X!= 0,L X� = 0, and L Xr= 0. A
vector field X is an inner derivation of �= �r, � if
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and only if L Xr= 0 and there exists a series of
functions 
X such that

iðXÞ!� iðXÞ� ¼ d
X

In this case X(u) = (1=�)(ad� 
X)(u).

On a symplectic manifold (M,!), a vector field X
is an inner derivation of the natural star product
�= �r, �, E if and only if L Xr= 0,L XE = 0, and
there exists a series of functions 
X such that

iðXÞ!� iðXÞ� ¼ d
X

Then X = (1=�)ad� �X with �X = Exp(E�1)
X.
Let G be a compact Lie group of symplecto-

morphisms of (M,!) and g the corresponding Lie
algebra of symplectic vector fields on M. Con-
sider a star product � on M which is invariant
under G. The Lie algebra g consists of inner
derivations for � if and only if there exists a series
of functions 
X and a representative (1=�)(!� �)
of the characteristic class of � such that i(X)!�
i(X)� = d
X.

Star products which are invariant and covariant
are used in the problem of reduction: this is a
device in symplectic geometry which allows one to
reduce the number of variables. An important
issue in quantization is to know if and how
quantization commutes with reduction. This pro-
blem has been studied by Fedosov for the action of
a compact group on the particular star products
constructed by him with trivial characteristic class
( �r, 0 ). Here, one indeed obtains some ‘‘quantiza-
tion commutes with reduction’’ statements. More
generally, Bordemann, Herbig, and Waldmann
considered covariant star products. In this case,
one can construct a classical and quantum BRST
complex whose cohomology describes the algebra of
observables for the reduced system. While this is
well known classically – at least under some
regularity assumptions on the group action – for
the quantized situation, the nontrivial question is
whether the quantum BRST cohomology is ‘‘as large
as’’ the classical one. Clearly, from the physical
point of view, this is crucial. It turns out that
whereas for strongly invariant star products one
indeed obtains a quantization of the reduced phase
space, in general the quantum BRST cohomology
might be too small. More general situations of
reduction have also been discussed by, for example,
Bordemann as well as Cattaneo and Felder, when a
coisotropic (i.e., first class) constraint manifold is
given.

Convergence of Some Star Products
on a Subclass of Functions

Let (M, P) be a Poisson manifold and let � be a
differential star product on it with 1 acting as the
identity. Observe that if there exists a value k of �
such that

u � v ¼
X1
r¼0

�rCrðu; vÞ

converges (for the pointwise convergence of func-
tions), for all u, v 2 C1(M), to Fk(u, v) in such a
way that Fk is associative, then Fk(u, v) = uv. This is
easy to see as the order of differentiation in the Cr

necessarily is at least r in each argument and thus
the Borel lemma immediately gives the result. So
assuming ‘‘too much’’ convergence kills all defor-
mations. On the other hand, in any physical
situation, one needs some convergence properties
to be able to compute the spectrum of quantum
observables in terms of a star product (as in

bi

Bayen
et al. 1978).

In the example of Moyal star product on the
symplectic vector space (R2n,!), the formal formula

ðu �M vÞðzÞ ¼ exp
�

2
Prs@xr@ys

� �
ðuðxÞvðyÞÞ

���
x¼y¼z

obviously converges when u and v are polynomials.
On the other hand, there is an integral formula for
Moyal star product given by

ðu � vÞð�Þ ¼ ð��hÞ�2n
Z

uð�0Þvð�00Þ

� exp

�
2i

h

�
!ð�; �00Þ þ !ð�00 þ �0Þ

þ !ð�0; �Þ
��

d�0 d�00

and this product � gives a structure of associative
algebra on the space of rapidly decreasing functions
I (R2n). The formal formula converges (for �= i�h) in
the topology of I

0 for u and v with compactly
supported Fourier transform.

Some works have been done about convergence of
star products.

� The method of quantization of Kähler manifolds
due to Berezin as the inverse of taking symbols of
operators, to construct on Hermitian symmetric
spaces star products which are convergent on a
large class of functions on the manifold
(Moreno, Cahen Gutt, and Rawnsley, Karabegov,
Schlichenmaier).
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� The constructions of operator representations of
star products (Fedosov, Bordemann, Neumaier,
and Waldmann).
� The work of Rieffel and the notion of strict

deformation quantization. Examples of strict (Fré-
chet) quantization have been given by Omori,
Maeda, Niyazaki, and Yoshioka, and by Bieliavsky.

Convergence of Berezin-Type Star Products
on Hermitian Symmetric Spaces

The method to construct a star product involves
making a correspondence between operators and
functions using coherent states, transferring the
operator composition to the symbols, introducing a
suitable parameter into this Berezin composition of
symbols, taking the asymptotic expansion in this
parameter on a large algebra of functions, and then
showing that the coefficients of this expansion
satisfy the cocycle conditions to define a star
product on the smooth functions (Cahen et al.
1995). The idea of an asymptotic expansion appears
in Berezin (1975) and in Moreno and Ortega-
Navarro (1983, 1986).

This asymptotic expansion exists for compact M,
and defines an associative multiplication on formal
power series in k�1 with coefficients in C1(M) for
compact coadjoint orbits. For M a Hermitian
symmetric space of compact type and more gener-
ally for compact coadjoint orbits (i.e., flag mani-
folds), this formal power series converges on the
space of symbols (Karabegov 1998).

For general Hermitian symmetric spaces of non-
compact type, using their realization as bounded
domains, one defines an analogous algebra of
symbols of polynomial differential operators.

Reshetikhin and Takhtajan have constructed an
associative formal star product given by an asymp-
totic expansion on any Kähler manifold. This they
do in two steps, first building an associative product
for which 1 is not a unit element, then passing to a
star product.

We denote by (L,r, h) a quantization bundle for
the Kähler manifold (M, !, J) (i.e., a holomorphic
line bundle L with connection r admitting an
invariant Hermitian structure h, such that the
curvature is curv(r) =�2i�!). We denote by H the
Hilbert space of square-integrable holomorphic
sections of L which we assume to be nontrivial.
The coherent states are vectors eq 2 H such that

sðxÞ ¼ hs; eqiq; 8q 2 L x; x 2M; s 2 H

(L is the complement of the zero section in L). The
function �(x) = jqj2keqk2, q 2 L x, is well defined and
real analytic.

Let A :H ! H be a bounded linear operator
and let

bAðxÞ ¼ hAeq; eqi
heq; eqi

; q 2 L x; x 2M

be its symbol. The function bA has an analytic
continuation to an open neighborhood of the
diagonal in M� �M given by

bAðx; yÞ ¼ hAeq0 ; eqi
heq0 ; eqi

; q 2 L x; q0 2 L y

which is holomorphic in x and antiholomorphic in y.
We denote by ÊðLÞ the space of symbols of bounded
operators on H . We can extend this definition of
symbols to some unbounded operators provided
everything is well defined.

The composition of operators on H gives rise to an
associative product � for the corresponding symbols:

ðbA � bBÞðxÞ ¼ Z
M

bAðx; yÞbBðy; xÞ ðx; yÞ�ðyÞ!nðyÞ
n!

where

 ðx; yÞ¼ jheq0 ; eqij2

keq0 k2keqk2
; q 2 L x; q0 2 L y

is a globally defined real analytic function on
M�M provided � has no zeros ( (x, y) 
 1 every-
where, with equality where the lines spanned by eq

and eq0 coincide).
Let k be a positive integer. The bundle (Lk =�k L,

rk, hk) is a quantization bundle for (M, k!, J) and
we denote by H

k the corresponding space of
holomorphic sections and by Ê(Lk) the space of
symbols of linear operators on H

k. We let �(k) be the
corresponding function. We say that the quantiza-
tion is regular if �(k) is a nonzero constant for all
non-negative k and if  (x, y) = 1 implies x = y.
(Remark that if the quantization is homogeneous,
all �(k) are constants.)

Theorem 15 (Cahen et al.). Let (M,!, J) be a
Kähler manifold and (L,r, h) be a regular quan-
tization bundle over M. Let bA, bB be in B , where
B � C1(M) consists of functions f which have an
analytic continuation in M� �M so that f (x, y) 
(x, y)l is globally defined, smooth and bounded on
K�M and M� K for each compact subset K of M
for some positive power l. Then

ðbA �k
bBÞðxÞ ¼ Z

M

bAðx; yÞbBðy;xÞ kðx; yÞ�ðkÞkn !
nðyÞ
n!
ðyÞ
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defined for k sufficiently large, admits an asymptotic
expansion in k�1 as k ! 1

ðbA �k
bBÞðxÞ �X

r�0

k�rCrðbA; bBÞðxÞ
and the cochains Cr are smooth bidifferential
operators, invariant under the automorphisms of
the quantization and determined by the geometry
alone. Furthermore, C0(bA, bB) = bAbB and C1(bA, bB)�
C1(bB, bA) = (i=�){bA, bB}.

If M is a flag manifold, this defines a star product
on C1(M) and the �k product of two symbols is
convergent (it is a rational function of k without
pole at infinity) (cf. Karabegov in that generality).

If D be a bounded symmetric domain and E the
algebra of symbols of polynomial differential opera-
tors on a homogeneous holomorphic line bundle L
over D which gives a realization of a holomorphic
discrete series representation of G0, then for f and g
in E the Berezin product f �k g has an asymptotic
expansion in powers of k�1 which converges to a
rational function of k. The coefficients of the
asymptotic expansion are bidifferential operators
which define an invariant and covariant star product
on C1(D ).

Star Products on Cotangent Bundles

Since from the physical point of view cotangent
bundles � : T�Q! Q over some configuration space
Q, endowed with their canonical symplectic struc-
ture !0, are one of the most important phase spaces,
any quantization scheme should be tested and
exemplified for this class of classical mechanical
systems.

We first recall that on T�Q there is a canonical
vector field �, the Euler or Liouville vector field
which is locally given by �= pk(@=@pk). Here and in
the following, we use local bundle coordinates
(qk, pk) induced by local coordinates xk on Q.
Using � we can characterize those functions
f 2 C1(T�Q) which are polynomial in the fibers of
degree k by �f = kf . They are denoted by Polk(T�Q),
whereas Pol�(T�Q) denotes the subalgebra of all
functions which are polynomial in the fibers.
Clearly, most of the physically relevant observables
such as the kinetic energy, potentials, and generators
of point transformations are in Pol�(T�Q). More-
over, Pol�(T�Q) is a Poisson subalgebra with

PolkðT�QÞ; Pol‘ðT�QÞ
n o

� Polkþ‘�1ðT�QÞ ½5	

since L �!0 =!0 is conformally symplectic.

All this suggests that for a quantization of T�Q,
the polynomials Pol�(T�Q) should play a crucial
role. In deformation quantization this is accom-
plished by the notion of a homogeneous star product
(De Wilde and Lecomte 1983). If the operator

H¼ � @
@�
þ L� ½6	

is a derivation of a formal star product ?, then ? is
called homogeneous. It immediately follows that
Pol(T�Q)[�] � C1(T�Q)[[�]] is a subalgebra over
the ring C[�] of polynomials in �. Hence for
homogeneous star products, the question of conver-
gence (in general quite delicate) has a simple answer.

Let us now describe a simple construction of a
homogeneous star product (following Bordemann
et al. (1998)). We choose a torsion-free connection
r on Q and consider the operator of the symme-
trized covariant derivative, locally given by

D¼ dxk _r@=@xk : �1ðSkT�QÞ! �1ðSkþ1T�QÞ ½7	

Clearly, D is a global object and a derivation of the
symmetric algebra

L1
k=0 �1(SkT�Q). Let now

f 2 Pol�(T�Q) and  2C1(Q) be given. Then one
defines the standard-ordered quantization %Std(f ) of f
with respect to r to be the differential operator
%Std(f ) :C1(Q) ! C1(Q) locally given by

%Stdðf Þ ¼
X1
r¼0

ð��Þr1
r!

@rf

@pk1
� � � @pkr

�����
p¼0

� is
@

@xk1

� �
� � � is

@

@xkr

� �
1

r!
Dr ½8	

where is denotes the symmetric insertation of vector
fields in symmetric forms. Again, this is independent
of the coordinate system xk. The infinite sum is
actually finite as long as f 2 Pol�(T�Q) whence we
can safely set �= i�h in this case. Indeed, [8] is the
well-known symbol calculus for differential opera-
tors and it establishes a linear bijection

%Std : Pol�ðT�QÞ ! DiffOpðC1ðQÞÞ ½9	

which generalizes the usual canonical quantization
in the flat case of T�Q = T�Rn = R2n. Using this
linear bijection, we can define a new product ?Std for
Pol�(T�Q) by

f ?Std g ¼ %�1
Std %Stdðf Þ%StdðgÞð Þ ¼

X1
r¼0

�rCrðf ; gÞ ½10	

It is now easy to see that ?Std fulfills all requirements
of a homogeneous star product except for the fact
that the Cr( � , � ) are bidifferential. In this approach
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this is far from being obvious as we only worked
with functions polynomial in the fibers so far.
Nevertheless, it is true whence ?Std indeed defines a
star product for C1(T�Q)[[�]].

In fact, there is a different characterization of ?Std

using a slightly modified Fedosov construction: first
one uses r to define a torsion-free symplectic
connection on T�Q by a fairly standard lifting.
Moreover, using r one can define a standard-
ordered fiberwise product 
Std for the formal Weyl
algebra bundle over T�Q, being the starting point of
the Fedosov construction of star products. With
these two ingredients one finally obtains ?Std from
the Fedosov construction with the big advantage
that now the order of differentiation in the Cr can
easily be determined to be r in each argument,
whence ?Std is even a natural star product. More-
over, Cr differentiates the first argument only in
momentum directions which reflects the standard
ordering.

Already in the flat situation the standard ordering
is not an appropriate quantization scheme from the
physical point of view as it maps real-valued
functions to differential operators which are not
symmetric in general. To pose this question in a
geometric framework, we have to specify a positive
density � 2 �1(j�njT�Q) on the configuration space
Q first, as for functions there is no invariant
meaning of integration. Specifying � we can con-
sider the pre-Hilbert space C10 (Q) with inner
product

h
;  i ¼
Z

Q

�
 � ½11	

Now the adjoint with respect to [11] of %Std(f ) can
be computed explicitly. We first consider the
second-order differential operator

� ¼ @2

@qk@pk

þ pk�k
‘m

@2

@p‘@pm
þ �k

k‘

@

@p‘
½12	

where �k
‘m are the Christoffel symbols of r. In fact,

� is defined independently of the coordinates and
coincides with the Laplacian of the pseudo-
Riemannian metric on T�Q which is obtained from
the natural pairing of vertical and horizontal spaces
defined by using r. Moreover, we need the 1-form
� defined by rX�=�(X)� and the corresponding
vertical vector field �v2 �1(T(T�Q)) locally given
by �v =�k(@=@pk). Then

%Stdðf Þy ¼ %StdðN2�f Þ; N ¼ eð�=2Þð�þ�
vÞ ½13	

Note that due to the curvature contributions, this
statement is a highly nontrivial partial integration
compared to the flat case. Note also that for

f 2 Pol(T�Q)[�], we have Nf 2 Pol(T�Q)[�] as
well, and N commutes with H. As in the flat case
this allows one to define a Weyl-ordered quantiza-
tion by

%Weylðf Þ ¼ %StdðNf Þ ½14	

together with a so-called Weyl-ordered star product

f ?Weyl g ¼ N�1ðNf ?Std NgÞ ½15	

which is now a Hermitian and homogeneous star
product such that %Weyl becomes a �-representation of
?Weyl, that is, we have %Weyl(f ?Weyl g) = %Weyl(f )
%Weyl(g) and %Weyl(f )y= %Weyl(

�f ). Note that in the
flat case this is precisely the Moyal star product �M

from [1].
The star products ?Std and ?Weyl have been

extensively studied by Bordemann, Neumaier,
Pflaum, and Waldmann and provide now a well-
understood quantization on cotangent bundles. We
summarize a few highlights of this theory:

1. In the particular case of a Levi-Civita connection
r for some Riemannian metric g and the
corresponding volume density �g, the 1-form
� vanishes. This simplifies the operator N and
describes the physically most interesting situation.

2. If the configuration space is a Lie group G, then its
cotangent bundle T�G ffi G� g� is trivial by using,
for example, left-invariant 1-forms. In this case the
star products ?Weyl and ?Std restrict to the CBH star
product on g�. Moreover, ?Weyl coincides with the
star product found by Gutt (1983) on T�G.

3. Using the operator N one can interpolate between
the two different ordering descriptions %Std and
%Weyl by inserting an additional ordering parameter
� in the exponent, that is, N� = exp(��(�þ � v)).
Thus, one obtains �-ordered representations %�
together with corresponding �-ordered star pro-
ducts ?�, where �= 0 corresponds to standard
ordering and �= 1=2 corresponds to Weyl order-
ing. For �= 1, one obtains antistandard ordering
and in general one has the relation f ?� g = �g ?1�� �f
as well as %�(f )y= %1��(�f ).

4. One can describe also the quantization of an
electrically charged particle moving in a magnetic
background field B. This is modeled by a closed
2-form B 2 �1(�2T�Q) on Q. Using local vector
potentials A 2 �1(T�Q) with B = dA locally, and
by minimal coupling, one obtains a star product
?B which depends only on B and not on the local
potentials A. It will be equivalent to ?Weyl if and
only if B is exact. In general, its characteristic
class is, up to a factor, given by the class [B] of
the magnetic field B. While the observable
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algebra always exists, a Schrödinger-like repre-
sentation of ?B only exists if B satisfies the usual
integrality condition. In this case, there exists a
representation on sections of a line bundle whose
first Chern class is given by [B]. This manifests
Dirac’s quantization condition for magnetic
charges in deformation quantization. Another
equivalent interpretation of this result is obtained
by Morita theory: the star products ?Weyl and ?B

are Morita equivalent if and only if B satisfies
Dirac’s integrality condition.

5. Analogously, one can determine the unitary
equivalence classes of representations for a fixed,
exact magnetic field B. It turns out that the
representations depend on the choice of the global
vector potential A and are unitarily equivalent if
the difference between the two vector potentials
satisfies an integrality condition known from the
Aharonov–Bohm effect. This way, the Aharonov–
Bohm effect can be formulated within the repre-
sentation theory of deformation quantization.

6. There are several variations of the representa-
tions %Std and %Weyl. In particular, one can
construct a representation on half-forms instead
of functions, thereby avoiding the choice of the
integration density �. Moreover, all the Weyl-
ordered representations can be understood as
GNS representations coming from a particular
positive functional, the Schrödinger functional.
For %Weyl this functional is just the integration
over the configuration space Q.

7. All the (formal) star products and their represen-
tations can be understood as coming from formal
asymptotic expansions of integral formulas. From
this point of view, the formal representations and

star products are a particular kind of global
symbol calculus.

8. At least for a projectible Lagrangian submanifold
L of T�Q, one finds representations of the star
product algebras on the functions on L. This
leads to explicit formulas for the WKB expansion
corresponding to this Lagrangian submanifold.

9. The relation between configuration space symme-
tries, the corresponding phase-space reduction,
and the reduced star products has been analyzed
extensively by Kowalzig, Neumaier, and Pflaum.

See also: Classical r-Matrices, Lie Bialgebras, and
Poisson Lie Groups; Deformation Quantization;
Deformation Quantization and Representation Theory;
Deformation Theory; Fedosov Quantization; Operads.
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Introduction

The �@-approach is one of the most generic methods
for constructing solutions of completely integrable
systems. Taking into account that most soliton
systems are represented as compatibility condition
for a set of linear differential operators (Lax pairs,
zero-curvature representations, L–A–B Manakov
triples), it is sufficient to construct these operators.

Such compatible families can be defined by present-
ing their common eigenfunctions. If it is possible to
show that some analytic constraints imply that a
function is a common eigenfunction of a family of
operators, solutions of original nonlinear system are
also generated.

The main idea of the �@ method is to impose the
following analytic constraints: if 
 denotes the
spectral parameter and x the physical variables,
then, for arbitrary fixed values x, the @ �
 derivative
of the wave function is expressed as a linear
combination of the wave functions at other values
of 
 with x-independent coefficients. In specific
examples, this property is either derived from the
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direct spectral transform or imposed a priori. Of
course, the specific realization of this scheme
depends critically on the nonlinear system.

The origin of the �@-method came from
the following observation. A solution of the one-
dimensional inverse-scattering problem (the
problem of reconstructing the potential by discrete
spectrum and scattering amplitude at positive
energies) for the one-dimensional time-independent
Schrödinger operator

L ¼ �@2
x þ uðxÞ ½1�

was obtained by Gelfand, Levitan, and Marchenko
in the 1950s. It essentially used analytic continua-
tion of the wave function from the real momenta to
the complex ones. If the potential u(x) decays
sufficiently fast as jxj ! 1, then the eigenfunction
equation

L ðk; xÞ ¼ k2 ðk; xÞ ½2�

has two solutions  þ(k, x) and  �(k, x) such that

1.  �(k, x) = (1þ o(1))eikx as x! �1.
2. The functions  þ(k, x), �(k, x) are holomorphic

in k in the upper half-plane and the lower half-
plane, respectively.

Existence of analytic continuation to complex
momenta is typical for one-dimensional systems. But
in the multidimensional case the situation is differ-
ent. For example, wave functions for the mutlidi-
mensional Schrödinger operator constructed by
Faddeev are well defined for all complex momenta
k, but they are nonholomorphic in k, and they
become holomorphic only after restriction to some
special one-dimensional subspaces. The last property
was one of the key points in the Faddeev approach.

bi

Beals and Coifman (1981–82) and
bi

Ablowitz et al.
(1983) discovered that departure from holomorphi-
city for multidimensional wave functions can be
interpreted as spectral data. Such spectral trans-
forms proved to be very natural and suit perfectly
the purposes of the soliton theory. Some other
famous methods, including the Riemann–Hilbert
problem, can be interpreted as special reductions of
the �@ method.

Nonlocal �@-Problem and Local �@-Problem

The most generic formulation of the �@-method is the
nonlocal �@-problem. Assume that the following data
is given:

1. A rational n� n matrix-valued normalization
function �(�):

2. An n� n matrix-valued function g(�, x) (it
describes the dynamics) such that

� g(�, x) depends on the spectral parameter � 2 C
and ‘‘physical’’ variables x = (x1, . . . , xN);
the physical variables xk are either continuous
(xk belongs to a domain in R or in C) or
discrete (xk takes integer values);
� g(�, x) is analytic in �, defined for all � 2 C,

except for a finite number of singular points,
and is single valued; and
� det g(�, x) has only finite number of zeros.

For problems with continuous physical variables the
typical form of g(�, x) is g(�, x) = exp(

P
i xjKj(�)),

where Kj(�) are meromorphic matrices, mutually
commuting for all �. The discrete variables are
usually encoded in orders of poles and zeros.

3. An n� n matrix-valued function R(�,�) – the
‘‘generalized spectral data.’’ Usually, it is a regular
function of four real variables<�,=�,<�,=�. (We
write this as a function of two complex variables,
but we do not assume it to be holomorphic. It
would be more precise to write it as R(�, ��,�, ��),
but to avoid long notations we omit the ��, ��
dependence.) To avoid analytical complications,
the function R(�,�) is usually assumed to vanish
as � or � tend to singular points of �(�), g(�, x).

Then the wave function � is defined by the data
using the following properties:

1. � = �(�, x) takes values in complex n� n
matrices:

�ð�; xÞ ¼
 11ð�; xÞ . . .  1nð�; xÞ

..

. . . . ..
.

 n1ð�; xÞ . . .  nnð�; xÞ

2
64

3
75 ½3�

2. For all � 2 C outside the singular points, the
�(�), g(�, x) wave function � satisfies the �@-equation
of inverse-spectral problem,

@�ð�; xÞ
@ ��

¼
ZZ

�2C

d� ^ d���ð�; xÞRð�; �Þ ½4�

It is important that condition [4] is x-independent.
3. The function �(�, x)� �(�), where �(�, x) =

�(�, x)g�1(�, x), is regular for all � 2 C and

�ð�; xÞ � �ð�Þ ! 0 as j�j ! 1 ½5�

The wave function �(�, x) is calculated by
employing the data �(�), g(�, x), R(�,�) using the
following procedure. Taking into account that the
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functions �(�), g(�, x) are holomorphic in �, eqn [4]
can be rewritten in terms of �(�, x):

@½�ð�; xÞ � �ð�Þ�
@ ��

¼
ZZ

�2C

d� ^ d���ð�; xÞgð�; xÞ

� Rð�; �Þg�1ð�; xÞ ½6�

The right-hand side of [6] is regular; therefore, this
relation is valid for all complex � values.

Equation [6] with the boundary condition [5] is
equivalent to the following integral equation:

�ð�;xÞ ¼ �ð�Þ þ 1

2�i

ZZ
�2C

d� ^ d��

�� �

�
ZZ

�2C

d�^ d���ð�;xÞgð�;xÞ

�Rð�;�Þg�1ð�;xÞ ½7�

This equation can be derived using the generalized
Cauchy formula. Let f (z) be a smooth (not necessa-
rily holomorphic) function in a bounded domain D
in the complex plane. Then

f ðzÞ ¼ 1

2�i

I
@D

d�

�� z
f ð�Þ

þ 1

2�i

ZZ
D

d� ^ d��

�� z

@f ð�Þ
@ ��

½8�

If the kernel g(�, x)R(�,�)g�1(�, x) is
sufficiently good (e.g., it is sufficient to assume, that
(1þ j�j)1þ�g(�, x)R(�,�)g�1(�, x)(1þ ���)2, � > 0, is
a continuous function at both finite and infinite
points), then we have a Fredholm equation (the
operator on the right-hand side of [7] is compact).
If it has no unit eigenvalues, eqn [7] is uniquely
solvable. But, for some values of x, one of the
eigenvalues may become equal to 1, and it results
in singularities of solutions.

If the norm of the integral operator is smaller than
1, eqn [7] is uniquely solvable. To generate solutions
that are regular for all values of physical variables, it
is natural to restrict the class of admissible spectral
data by assuming the kernel g(�, x)R(�,�)g�1(�, x)
to be bounded in x for all �,�. In the scalar case
n = 1, this restriction implies:

Rð�; �Þ ¼ 0

for all �; � such that gð�;xÞg�1ð�; xÞ
is unbounded in x ½9�

For specific examples like the Kadomtsev–Petviashvili-II
(KP-II), direct scattering transform automatically
generates spectral data satisfying [9]. In KP-II, [9]
implies

Rð�; �Þ ¼ Að�Þ	ð�� �Þ þ Tð�Þ	ð�� ��Þ ½10�

The coefficient A(�) can be eliminated by multi-
plying the wave function to an appropriate function
of �; therefore, in standard texts, A(�) � 0.

If for every � the kernel R(�,�) is equal to 0
everywhere except at finite number of points
�1(�), . . . ,�k(�), one has the so-called local
�@-problem. Such kernels are rather typical.

Examples of Soliton Systems Integrable
by the �@-Problem Method

Let us discuss some important examples.

The KP-II Hierarchy

The first nontrivial equation from the KP hierarchy
has the following form:

ðut þ 6uux � uxxxÞx ¼ 3
2uyy ½11�

From a physical point of view, the case of real 
2 is
the most interesting one. Equation [11] is called
KP-I if 
2 =�1 and KP-II if 
2 =þ1. The Lax pair
for KP-II reads:

½L;A� ¼ 0

where

L ¼ @y � @2
x þ uðx; y; tÞ

A ¼ @t � 4@3
x þ 6uðx; y; tÞ@x

þ 3uxðx; y; tÞ þ 3wðx; y; tÞ
½12�

The Cauchy problem for initial data u(x, y, 0)
decaying at infinity is solved by using the nonlocal
Riemann problem for KP-I and local �@-problem for
KP-II. The wave function is assumed to be scalar
valued (n = 1), and �@-equation [4] takes the follow-
ing form:

@�ð�; x; y; tÞ
@ ��

¼ Tð�Þ�ð��; x; y; tÞ ½13�

The wave function �(�, x, y, t) is assumed to be
regular for finite �’s and to have the following
essential singularity as �=1:

�ð�;x; y; tÞ ¼ expð�xþ �2yþ 4�3tÞð1þ oð1ÞÞ ½14�

Equivalently, �(�) � 1 and the function g(�, x, t) has
one essential singularity at �=1,

gð�; x; tÞ ¼ expð�xþ �2yþ 4�3tÞ ½15�
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Higher times tk from the KP hierarchy are
incorporated into this scheme by assuming that

gð�; tÞ ¼ exp
X1
k¼1

�ktk

 !
½16�

Here x = t1, y = t2, t = 4t3.
Equation [13] was originally derived (

bi

Ablowitz
et al. 1983) from the direct spectral transform. If the
potential u(x, y) is sufficiently small and
u(x, y) = O(1=(x2 þ y2)1þ�) for x2 þ y2 !1, then
the wave function �(�, x, y) for the L-operator [12]

L�ð�; x; yÞ ¼ 0

�ð�; x; yÞ ¼ expð�xþ �2yÞ½1þ oð1Þ�
for x2 þ y2 !1

½17�

can be constructed by solving the following integral
equation for the pre-exponent �(�, x, y) = �(�, x, y)
exp(��x� �2y):

�ð�; x; yÞ ¼ 1�
ZZ

Gð�; x� x0; y� y0Þuðx; yÞ

� �ð�; x; yÞ dx0 dy0 ½18�

where the Green function G(�, x, y) is given by

Gð�;x;yÞ¼ 1

4�2

Z Z
eiðpxxþpyyÞ

p2
xþ ipy�2i�px

dpx dpy ½19�

It is not holomorphic in �, but

@Gð�; x; yÞ
@ ��

¼ � i

2�
sgnð<�Þ e�2i<�x�4i<�=�y ½20�

The nonholomorphicity of G(�, x, y) results in
the special nonholomorphicity of �(�, x, y) of the
form [13].

Remark We see that one function of two real
variables T(�) is sufficient to solve the Cauchy
problem in the plane. But it is also possible to
construct solutions of KP-II starting from generic
nonlocal kernels R(�,�) (to guarantee at least local
existence of solutions, it is enough to assume that
R(�,�) is small and has finite support). It looks
like a paradox, but the situation is exactly the
same in the linear case. In the standard Fourier
method, only exponents with real momenta are
used, but local solutions can be constructed as
combinations of exponents with arbitrary complex
momenta.

Novikov–Veselov Hierarchy and Two-Dimensional
Schrödinger Operator

Equations from this hierarchy admit representation
in terms of Manakov L–A–B triples,

@L

@tn
¼ ½An;L� þ BnL ½21�

where

L ¼ �4@z@�z þ uðz; tÞ
An ¼ 22nþ1 @2nþ1

z þ @2nþ1
�z

� �
þ 	 	 	

½22�

The order of Bn is smaller than 2nþ 1. In particular,
for n = 1,

A1 ¼ 8 @3
z þ @3

�z

� �
þ 2ðw@z þ �w@�zÞ

B1 ¼ wz þ �w�z

½23�

ut ¼ 8@3
z uþ 8@3

�z uþ 2@�zðuwÞ þ 2@zðu �wÞ ½24�

where

uðz; tÞ ¼ �uðz; tÞ; @zwðz; tÞ ¼ �3@�zuðz; tÞ ½25�

This hierarchy is integrated using the scattering
transform at zero energy for the two-dimensional
Schrödinger operator L. If Cauchy data with
asymptotic

uðzÞ ! �E0; wðzÞ ! 0; for jzj ! 1 ½26�

is considered, the scattering transform for the
operator ~L = Lþ E0 with the potential ~u(z) = u(z)þ
E0 at fixed energy E0 and decaying at infinity is used.
In fact, the fixed-energy scattering problem is one of
the basic problems of mathematical physics, and the
Novikov–Veselov hierarchy can be treated as an
infinite-dimensional Abel symmetry algebra for this
problem. The scattering transform essentially depends
on the sign of E0. The case E0 = 0, studied by Boiti,
Leon, Manna, and Pempinelli is the most complicated
from the analytic point of view, and we do not
discuss it now.

If E0 < 0, the wave function satisfies a pure local
�@-relation:

@�ð�; zÞ
@ ��

¼ Tð�Þ� 1
��
; z

� �
½27�

with �(�) � 1, and

gð�; zÞ ¼ eð�=2Þð��zþz=�Þ; �2 ¼ �E0 ½28�

Starting from generic spectral data T(�), one obtains
a fixed-energy eigenfunction for a second-order
operator,

~L�ð�; zÞ ¼ E0�ð�; zÞ
L ¼ �4@z@�z þ VðzÞ@z þ ~uðzÞ

½29�

To generate pure potential operators (V(z) � 0), it is
necessary to impose additional symmetry constraints
of the spectral data (see the sect ion ‘‘Reduct ions on
the �@ da ta’’).
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If E0 > 0, there are two types of generalized
spectral data – �@-data and nonlocal Riemann
problem data. The wave function satisfies the
�@-relation:

@�ð�; zÞ
@ ��

¼ Tð�Þ� � 1
��
; z

� �
; j�j 6¼ 1 ½30�

and has a jump at the unit circle j�j= 1. The
boundary values ��(�, z) = �(�(1� 0), z) are
connected by the following relation:

�þð�; zÞ ¼��ð�; zÞ þ
I
j�j¼1

Rð�;�Þ��ð�; zÞjd�j ½31�

gð�; zÞ ¼ eið�=2Þð��zþz=�Þ; �2 ¼ E0 ½32�

Constraints on the spectral data associated with
pure potential operators were found by Novikov
and Grinevich for R(�,�), and by Manakov and
Grinevich for T(�). Existence of two different types
of generalized scattering data has a very transparent
physical meaning: there is a one-to-one correspon-
dence between the classical scattering amplitude at
energy E0 and the nonlocal Riemann problem data
R(�,�). The �@-data T(�) can be treated as a
complete set of additional parameters enumerating
all potentials with a given scattering amplitude at
one energy.

Davey–Stewartson-II and Ishimori-I Equations

The Davey–Stewartson-II (DS-II) equation

i@tqþ 2 @2
z þ @2

�z

� �
qþ ðgþ �gÞq ¼ 0 ½33�

@�zg ¼ ��@zjqj2 ½34�

q ¼ qðz; tÞ; g ¼ gðz; tÞ; z ¼ xþ iy ½35�

can be treated as an integrable (2þ 1)-dimensional
extension of nonlinear Schrödinger equation. The
Ishimori-I equation

@tSþS� @2
xSþ@2

y S
� �

þ@xw@ySþ@yw@xS¼ 0 ½36�

@2
xw� @2

y wþ 2Sð@xS� @ySÞ ¼ 0 ½37�

S¼ Sðx;y; tÞ; S¼ðS1;S2;S3Þ; S2¼ 1 ½38�

is an integrable (2þ 1)-dimensional extension of the
Heisenberg magnetic equation. Both systems are

integrated by using the following zero-curvature
representation:

@�z 0

0 @z

 !
� ¼ 1

2

0 qðz; tÞ
�qðz; tÞ 0

 !
� ½39�

@t� ¼
2i@2

z þ ig iq�z � iq@�z

�i��qz þ i�q@z �2i@2
�z � ig

0
@

1
A� ½40�

The wave function satisfies the following ‘‘scatter-
ing’’ equation:

@�k 0

0 @k

0
@

1
A�T ¼

0 ��bðkÞ

bðkÞ 0

0
@

1
A�T ½41�

Here �T denotes the transposed matrix. Let us point
out the amazing symmetry between the direct and
inverse transforms.

Discrete Systems

In the examples discussed above, continuous vari-
ables are ‘‘encoded’’ in essential singularities of
g(�, x). Discrete variables correspond to orders of
zeros and poles. For example, assuming that the
function g(�, t) in the KP integration scheme
depends on extra continuous variables t�1, t�2, . . . ,
t�n, . . . and discrete variable t0 = n,

gð�; tÞ ¼ �t0 exp
X1
k 6¼0

�ktk

0
@

1
A ½42�

one obtains solutions of the so-called two-dimensional
Toda–KP hierarchy.

Assume that we have a nonlocal �@-problem for a
scalar function with � � 1 and

gð�;n1; . . . ; nkÞ ¼
Yk
j¼1

�� Pk

��Qk

� �nk

½43�

The wave function defines a map Zk ! CN,

ðn1; . . . ; nkÞ ! ð�ð�1; n1; . . . ; nkÞ; . . . ;

�ð�N; n1; . . . ; nkÞÞ ½44�

where �1, . . . ,�N are some points in C. This
construction generates the so-called quadrilateral
lattices (each two-dimensional face is planar).

Multidimensional Problems

The �@-approach can also be applied to multidimen-
sional inverse-scattering problems, but typically the
scattering data are overdetermined and satisfy
additional nonlinear compatibility conditions. For
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example, the Faddeev wave functions for the
n-dimensional stationary Schr̈odinger operator

�@2
x1
�		 	�@2

xn
þ uðxÞ

� �
�ðk;xÞ¼ ðk 	kÞ�ðk;xÞ ½45�

�ðk; xÞ ¼ eik	xð1þ oð1ÞÞ ½46�

in the nonphysical domain kI 6¼ 0 (kR and kI denote
the real and imaginary parts of k, respectively)
satisfy the following �@-equation:

@�ðk; xÞ
@�kj

¼�2�

Z
x2Rn

�jhðk; kR þ xÞ�ðkþ x; xÞ

� 	ðx 	 x þ 2k 	 xÞd�1 	 	 	 d�n ½47�

The characterization of admissible spectral data
h(k, l), k 2 Cn, l 2 Rn is based on the following
compatibility equation:

@hðk; lÞ
@�kj

þ 1

2

@hðk; lÞ
@lj

¼ �2�

Z
x2Rn

�jhðk; kR þ xÞhðkþ x; lÞ

� 	ðx 	 x þ 2k 	 xÞd�1 	 	 	 d�n ½48�

More details can be found in
bi

Novikov and Henkin
(1987).

Reductions on the �@-Data

The most generic �@-data usually result in solutions
from wrong functional class (they may, e.g., be
complex or singular), or extra constraints on the
auxiliary linear operators are necessary to obtain
solutions of the zero-curvature representation. For
example, to obtain real KP-II solutions using the
local �@-problem [13], the following reduction on the
�@-data should be implied:

Tð ��Þ ¼ ��Tð�Þ ½49�

It can be easily derived from the direct transform.
But it is not always the case. For example, the
selection of pure potential two-dimensional
Schrödinger operators originally was not so evident.
To formulate the answer, it is convenient to
introduce a new function b(�), T(�) = b(�)�
sgn(� ��� 1)= ��.

For E0 < 0, the following constraints select real
potential operators:

b � 1

��

� �
¼ bð�Þ; b

1

��

� �
¼ �bð�Þ ½50�

In some situations, the problem of finding appro-
priate reductions is the most difficult part of the
integration procedure. It is true not only for the

�@-approach, but also for other techniques including
the finite-gap method. For example, the inverse-
spectral transform for the two-dimensional
Schrödinger operator was first developed for
finite-gap (quasiperiodic) potentials and only later
for the decaying ones. For operators with finite gap
at one energy the first-order terms were constructed
by Dubrovin, Krichever, and Novikov in 1976, but
only in 1984 the potentiality reduction was found by
Novikov and Veselov.

Nonsingular Solutions

As mentioned above, one can construct regular
solutions by choosing sufficiently small (in an
appropriate norm) scattering data. But for some
special systems the regularity follows automatically
from reality reductions. For example, for arbitrary
large �@-data, real KP-II solutions constructed by the
local �@-problem [13] with reduction [49] are regular.
The proof is based on the theory of generalized
analytic functions (in the Vekua sense). Another
example is the two-dimensional Schr̈odinger opera-
tor at a fixed negative energy E0 < 0. The potenti-
ality and reality constraints imply that the potential
is nonsingular for arbitrary large T(�). But, unfortu-
nately, the �@-problem with regular data covers only
a part of the space of potentials. In fact, each such
operator possesses a strictly positive real eigenfunc-
tion at the level E0, exponentially growing in all
directions (it also follows from the generalized
analytic functions theory). Existence of such func-
tion implies that the whole discrete spectrum is
located above the energy E0, and it gives a
restriction on the potential. (For more details, see
the review by

bi

Grinevich (2000).)

Some Explicit Solutions

The generic �@-problem results in potentials that
could not be expressed in terms of elementary or
standard special functions. But for degenerate
kernels, a solution of the inverse-spectral problem
can be written explicitly. For example, if

Rð�; �Þ ¼
Xn

k¼1

rkð�Þskð�Þ ½51�

the wave function and solutions can be expressed in
quadratures.

In particular, if all rk(�) and sk(�) are 	-functions,
rk(�) = Rk	(�� �k) and sk(�) = Sk	(�� �k), the
wave function is rational in � and can be expressed
as a rational combination of exponents of xk. If for
some k and l, �k =�l, this procedure needs some
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regularization. For example, it is possible to assume,
that 	(�� �0)=(�� �0) = 0.

If for all k, �k =�k, the �@-problem generates
rational in x solutions (lumps). It is possible to show
that, the Novikov–Veselov real rational solitons for
E0 > 0 are always nonsingular, decay at 1 as
1=(x2 þ y2), and the potential u(z) has zero scatter-
ing in all directions for the waves with energy E0.

The �@-Problem on Riemann Surfaces

In all examples discussed above, the spectral vari-
able is defined in a Riemann sphere. It is natural to
generalize it by considering wave functions depend-
ing on a spectral parameter defined on a Riemann
surface of higher genus. Spectral transforms of such
type arise in the theory of localized perturbation of
periodic solutions. Assume that the KP-II potential
u(x, y) has the form

uðx; yÞ ¼ u0ðx; yÞ þ u1ðx; yÞ ½52�

where u0(x, y) is a real nonsingular finite-gap
potential and u1(x, y) decays sufficiently fast at
infinity. Denote by �0(
, x, y) the wave function of
the operator L0 = @y � @2

x þ u0(x, y), where 
 2 �,
the spectral curve � is a compact Riemann surface of
genus g with a distinguished point 1. In addition to
essential singularity at the point 1, the wave
function �0(
, x, y) has g simple poles at points

1, . . . , 
g and is holomorphic in 
 outside these
singular points. For a real nonsingular potential, � is
an M-curve, that is, there exists an antiholomorphic
involution � : �! �, �1 = 1, the set of fixed
points form gþ 1 ovals a0, . . . , ag,1 2 a0, 
k 2 ak.
The wave function �(
, x, y) of the perturbed
operator L = @y � @2

x þ u(x, y) is defined at the
same spectral curve �, but it is not holomorphic
any more. It has the following properties:

1. At the point 1, the wave function �(
, x, y) has
an essential singularity: �(
, x, y) = �0(
, x, y)
(1þ o(1)).

2. In the neighborhoods of the points 
k, �(
, x, y)
can be written as a product of a continuous
function by a simple pole at 
k.

3. The wave function �(
, x, y) satisfies the �@
equation

@�ð
; x; y; tÞ
@�


d�
 ¼ Tð
Þ�ð�
; x; y; tÞ ½53�

where the (0, 1)-form T(
) = t(
)d�
 is regular
outside the divisor points 
k and in the neighbor-
hood of 
k it possible to define local coordinate
such that t(
) = sgn(=
)t1(
)(
 � 
k)=(
 � 
k), t1(
)
is regular.

A solution of the inverse problem can be obtained
by using appropriate analogs of Cauchy kernels on
Riemann surfaces.

Quasiclassical Limit

The systems integrable by the �@-method usually
describe integrable systems with high-order deriva-
tives. It is well known that by applying some
limiting procedures to integrable systems one can
construct new completely integrable equations, but
integration methods for these equations are based on
completely different analytic tools. One of most
important examples is the theory of dispersionless
hierarchies. The limiting procedure for the �@-
problem (quasiclassical @-problem) was developed
by Konopelchenko and collaborators. In the KP
case, the quasiclassical limit of the wave function
�(�, t) is assumed to have the following form:

� �;
t

�

� �
¼ �̂ �; t; �ð Þ exp

Sð�; tÞ
�

� �
½54�

It is possible to show that the function S(�, t)
satisfies a Beltrami-type equation:

Sð�; tÞ
@ ��

¼W �;
Sð�; tÞ
@�

� �
½55�

which is treated as a dispersionless limit of [13].
Higher-order corrections were also discussed in the
literature (see

bi

Konopelchenko and Moro (2003)).

See also: Boundary-Value Problems for Integrable
Equations; Integrable Systems and Algebraic Geometry;
Integrable Systems and the Inverse Scattering Method;
Integrable Systems: Overview; Integrable Systems and
Discrete Geometry; Riemann–Hilbert Methods in
Integrable Systems.
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Introduction

In this article we shall briefly outline derived
categories and their relevance for physics. Derived
categories (and their enhancements) classify off-shell
states in a two-dimensional topological field theory
on Riemann surfaces with boundary known as the
open-string B model. We briefly review pertinent
aspects of that topological field theory and its
relation to derived categories, the Bondal–Kapranov
enhancement and its relation to the open-string B
model, as well as B model twists of two-dimensional
theories known as Landau–Ginzburg models, and
how information concerning stability of D-branes is
encoded in this language. We concentrate on more
physical aspects of derived categories; for a very
readable short review concentrating on the mathe-
matics, see, for example, Thomas (2000).

Sheaves and Derived Categories
in the Open-String B Model

Derived categories are mathematical constructions
which are believed to be related to D-branes in the
open-string B model. We shall begin by briefly
reviewing the B model, as well as D-branes.

The A and B models are two-dimensional topolo-
gical field theories, closely related to nonlinear
sigma models, which are supersymmetrizations of
theories summing over maps from a Riemann
surface (the world sheet of the string) into some
‘‘target space’’ X. In both the A and B models, one
considers only certain special correlation functions,
involving correlators closed under the action of a
nilpotent scalar operator known as the ‘‘BRST
operator,’’ Q, which is part of the original super-
symmetry transformations. In considering the perti-
nent correlation functions, only certain types of
maps contribute. The A model has the properties of

being invariant under complex structure deforma-
tions of the target space X, and its pertinent
correlation functions are computed by summing
over holomorphic maps into the target X. The A
model will not be relevant for us here. The B model
has the properties of being invariant under Kähler
moduli of the target X, and its pertinent correlation
functions are computed by summing over constant
maps into the target X. In the closed-string B model,
the states of the theory are counted by the
cohomology groups H�(X, ��TX), where X is con-
strained to be Calabi–Yau. The BRST operator in
the B model Q can be identified with @ for many
purposes. The open-string B model is the same
topological field theory, but now defined on a
Riemann surface with boundaries. As with all
open-string theories, we specify boundary conditions
on the fields, which force the ends of the string to
live on some submanifold of the target, and we
associate to the boundaries degrees of freedom
(known as the Chan–Paton factors) which describe
a (possibly twisted) vector bundle over the submani-
fold. In the case of the B model, the submanifold is a
complex submanifold, and the vector bundle is
forced to be a holomorphic vector bundle over that
submanifold.

To lowest order, that combination of a submani-
fold S of X together with a (possibly twisted)
holomorphic vector submanifold, is a ‘‘D-brane’’ in
the open-string B model. We shall denote the twisted
bundle by E 


ffiffiffiffiffiffi
KS

p
, where KS is the canonical

bundle of S, and the
ffiffiffiffiffiffi
KS

p
factor is an explicit

incorporation of something known as the Freed–
Witten anomaly. Now, if i : S ,!X is the inclusion
map, then to this D-brane we can associate a
sheaf i�E.

Technically, a sheaf is defined by associating sets,
or modules, or rings, to each open set on the
underlying space, together with restriction maps
saying how data associated to larger open sets
restricts to smaller open sets, obeying the obvious
consistency conditions, together with some gluing
conditions that say how local sections can be
patched back together. A vector bundle defines a
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sheaf by associating to any open set sections of the
bundle over that open set. Sheaves of the form ‘‘i�E’’
look like, intuitively, vector bundles over submani-
folds, with vanishing fibers off the submanifold.
A more detailed discussion of sheaves is beyond the
scope of this article; see instead, for example, Sharpe
(2003).

To ‘‘associate a sheaf’’ means finding a sheaf such
that physical properties of the D-brane system are
well modeled by mathematics of the sheaf. (In
particular, the physical definition of D-brane has,
on the face of it, nothing at all to do with the
mathematical definition of a sheaf, so one cannot
directly argue that they are the same, but one can
still use one to give a mathematical model of the
other.) For example, the spectrum of open-string
states in the B model stretched between two
D-branes, associated to sheaves i�E and j�F , turn
out to be calculated by a cohomology group known
as Ext�X(i�E, j�F ).

There are many more sheaves not of the form i�E,
that is, that do not look like vector bundles over
submanifolds. It is not known in general whether
they also correspond to (on-shell) D-branes, but in
some special cases the answer has been worked out.
For example, structure sheaves of nonreduced
schemes turn out to correspond to D-branes with
nonzero nilpotent Higgs vevs.

For a set of ordinary D-branes, the description
above suffices. However, more generally one would
like to describe collections of D-branes and anti-
D-branes, and tachyons. An anti-D-brane has all
the same physical properties as an ordinary D-
brane, modulo the fact that they try to annihilate
each other. The open-string spectrum between
coincident D-branes and anti-D-branes contains
tachyons. One can give an (off-shell) vacuum
expectation value to such tachyons, and then the
unstable brane–antibrane–tachyon system will
evolve to some other, usually simpler, configura-
tion. For example, given a single D-brane wrapped
on a curve, with trivial line bundle, and an anti-D-
brane wrapped on the same curve, with line bundle
O(�1), and a nonzero tachyon O(�1) !O, then
one expects that the system will dynamically evolve
to a smaller D-brane sitting at a point on the curve.

Now, one would like to find some mathematics
that describes such systems, and gives information
about the endpoints of their evolution. Techni-
cally, one would like to classify universality classes
of world-sheet boundary renormalization group
flow.

It has been conjectured that derived categories of
sheaves provide such a classification. To properly
explain derived categories is well beyond the scope

of this article (see instead the ‘‘Furt her reading’’
section at the end), but we shall give a short outline
below.

Mathematically, derived categories of sheaves
concern complexes of sheaves, that is, sets of
sheaves Ei together with maps di : Ei!Eiþ1

� � � �!Ei�!
di Eiþ1�!

diþ1 Eiþ2�!
diþ2 � � �

such that diþ1 � di = 0. A category is defined by a
collection of ‘‘objects’’ together with maps between
the objects, known as morphisms. In a derived
category of coherent sheaves, the objects are com-
plexes of sheaves, and the maps are equivalence
classes of maps between complexes.

Physically, if the complex consists of locally free
sheaves (equivalently, vector bundles), then we can
associate a brane/antibrane/tachyon system, by iden-
tifying the Ei for i even, say, with D-branes, and the
Ei for i odd with anti-D-branes. If the Ei are all
locally free sheaves, then there are tachyons between
the branes and antibranes, and we can identify the
di’s with those tachyons. In the open-string world-
sheet theory, giving a tachyon a vacuum expectation
value modifies the BRST operator Q, and a necessary
condition for the new theory to still be a topological
field theory is that Q2 = 0, a condition which turns
out to imply that diþ1 � di = 0.

To re-create the structure of a derived category,
we need to impose some equivalence relations. To
see what sorts of equivalence relations one would
like to impose, note the following. Physically, we
would like to identify, for example, a configuration
consisting of a brane, an antibrane, and a tachyon,
which we can describe as a complex

Oð�DÞ�!O

with a one-element complex

OD

corresponding to the D-brane which we believe is
the endpoint of the evolution of the brane/antibrane
configuration.

One natural mathematical way to create identifi-
cations of this form is to identify complexes that
differ by ‘‘quasi-isomorphisms,’’ meaning, a set of
maps (f n : Cn!Dn) compatible with d’s, and
inducing an isomorphism ~f n : Hn(C) ffi Hn(D) on
the cohomologies of the complexes. In particular,
in the example above, there is a natural set of maps

(–D)

0 D
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that define a quasi-isomorphism. More generally, in
homological algebra, one typically does computations
by replacing ordinary objects with projective or
injective resolutions, that is, complexes with special
properties, in which the desired computation
becomes trivial, and defining the result for the
original object to be the same as the result for the
resolution. To formalize this procedure, one would
like a mathematical setup in which objects and their
projective and injective resolutions are isomorphic.

However, to define an equivalence relation, one
usually needs an isomorphism, and the quasi-
isomorphisms above are not, in general, isomorphisms.
Creating an equivalence from nonisomorphisms,
to resolve this problem, can be done through a
process known as ‘‘localization’’ (generalizing the
notion of localization in commutative algebra).
The resulting equivalence relations on maps
between complexes define the derived category.

The derived category is a category whose objects
are complexes, and whose morphisms C� !D� are
equivalence classes of pairs (s, t) where s : G� !C� is
a quasi-isomorphism between C� and another com-
plex G�, and t : G� !D� is a map of complexes. We
take two such pairs (s, t), (s0, t0) to be equivalent if
there exists another pair (r, h) between the auxiliary
complexes G�, G�0, making the obvious diagram
commute. This is, in a nutshell, what is meant by
localization, and by working with such equivalence
classes, this allows us to formally invert maps that
are otherwise noninvertible. (We encourage the
reader to consul t the ‘‘Furt her readi ng’’ sect ion for
more details.)

Mathematically, this technology gives a very
elegant way to rethink, for example, homological
algebra. There is a notion of a derived functor, a
special kind of functor between derived categories,
and notions from homological algebra such as Ext
and Tor can be re-expressed as cohomologies of the
image complexes under the action of a derived
functor, thus replacing cohomologies with
complexes.

Physically, looking back at the physical realization
of complexes, we see a basic problem: different
representatives of (isomorphic) objects in the derived
category are described by very different physical
theories. For example, the sheaf OD corresponds to a
single D-brane, defined by a two-dimensional
boundary conformal field theory (CFT), whereas
the brane/antibrane/tachyon collection O(�D)!O
is defined by a massive nonconformal two-
dimensional theory. These are very different physical
theories. If we want ‘‘localization on quasi-
isomorphisms’’ to happen in physics, we have to
explain which properties of the physical theories we

are interested in, because clearly the entire physical
theories are not and cannot be isomorphic.

Although the entire physical theories are not
isomorphic, we can hope that under renormalization
group flow, the theories will become isomorphic.
That is certainly the physical content of the statement
that the brane/antibrane system O(�D)!O should
describe the D-brane corresponding to OD – after
world-sheet boundary renormalization group flow,
the nonconformal two-dimensional theory describing
the brane/antibrane system becomes a CFT describing
a single D-brane.

More globally, this is the general prescription for
finding physical meanings of many categories: we
can associate physical theories to particular types
of representatives of isomorphism classes of
objects, and then although distinct representatives
of the same object may give rise to very different
physical theories, those physical theories at least lie
in the same universality class of world-sheet
renormalization group flow. In other words,
(equivalence classes of) objects are in one-to-one
correspondence with universality classes of physical
theories.

Showing such a statement directly is usually not
possible – it is usually technically impractical to
follow renormalization group flow explicitly. There
is no symmetry reason or other basic physics reason
why renormalization group flow must respect quasi-
isomorphism. The strongest constraint that is clearly
applied by physics is that renormalization group
flow must preserve D-brane charges (Chern char-
acters, or more properly, K-theory), but objects in a
derived category contain much more information
than that.

However, indirect tests can be performed, and
because many indirect tests are satisfied, the result is
generally believed.

The reader might ask why it is not more efficient
to just work with the cohomology complexes
H�(C) themselves, rather than the original com-
plexes. One reason is that the original complexes
contain more information than the cohomology –
passing to cohomology loses information. For
example, there exist examples of complexes that
have the same cohomology, yet are not quasi-
isomorphic, and so are not identified within the
derived category, and so physically are believed
to lie in different universality classes of boundary
renormalization group flow.

Another motivation for relating physics to derived
categories is Kontsevich’s approach to mirror sym-
metry. Mirror symmetry relates pairs of Calabi–Yau
manifolds, of the same dimension, in a fashion such
that easy classical computations in one Calabi–Yau
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are mapped to difficult ‘‘quantum’’ computations
involving sums over holomorphic curves in the other
Calabi–Yau. Because of this property, mirror sym-
metry has proved a fertile ground for algebraic
geometers to study. Kontsevich proposed that mirror
symmetry should be understood as a relation
between derived categories of coherent sheaves on
one Calabi–Yau and derived Fukaya categories on
the other Calabi–Yau. At the time he made this
proposal, no one had any idea how either could be
realized in physics, but since that time, physicists
have come to believe that Kontsevich was secretly
talking about D-branes in the A and B models.

Bondal–Kapranov Enhancements

Mathematically derived categories are not quite as
ideal as one would like. For example, the cone
construction used in triangulated categories does not
behave functorially – the cone depends upon the
representative of the equivalence class defining an
object in a derived category, and not just the object
itself.

Physically, our discussion of brane/antibrane
systems was not the most general possible. One
can give vacuum expectation values to more general
vertex operators, not just the tachyons.

Curiously, these two issues solve each other. By
incorporating a more general class of boundary vertex
operators, one realizes a more general mathematical
structure, due to Bondal and Kapranov, which repairs
many of the technical deficiencies of ordinary derived
categories. Ordinary complexes are replaced by gen-
eralized complexes in which arrows can map between
non-neighboring elements of the complex. Schemati-
cally, the BRST operator is deformed by boundary
vacuum expectation values to the form

Q ¼ @ þ
X

a

�a

and demanding that the BRST operator square to
zero implies thatX

a

@�a þ
X
a;b

�b � �a ¼ 0

which is the same as the condition for a generalized
complex. Note that for ordinary complexes, the
condition above factors into

@�n ¼ 0

�nþ1 � �n ¼ 0

which yields an ordinary complex of sheaves
(Figure 1).

Landau–Ginzburg Models

So far we have described how derived categories are
relevant to geometric compactifications, that is,
sigma models on Calabi–Yau manifolds. However,
there are also ‘‘nongeometric’’ theories – CFTs that
do not come from sigma models on manifolds, of
which Landau–Ginzburg models and their orbifolds
are prominent examples. Landau–Ginzburg models
can also be twisted into topological field theories,
and the B-type topological twist of (an orbifold of) a
Landau–Ginzburg model is believed to be iso-
morphic, as a topological field theory, to the B
model obtained from a nonlinear sigma model, of
the form we outlined earlier. Landau–Ginzburg
models have a very different form than nonlinear
sigma models, and so sometimes there can be
practical computational advantages to working
with one rather than the other.

A Landau–Ginzburg model is an ungauged sigma
model with a nonzero superpotential (a holo-
morphic function over the target space that defines
a bosonic potential and Yukawa couplings). (In
‘‘typical’’ cases, the target space is a vector space.)
Because of the superpotential, a Landau–Ginzburg
model is a massive theory – not itself a CFT, but
many Landau–Ginzburg models are believed to flow
to CFTs under the renormalization group.

In formulating open strings based on Landau–
Ginzburg models, naive attempts fail because of
something known as the Warner problem: if the
superpotential is nonzero, then the obvious ways to
try to define the theory on a Riemann surface with
boundary have the undesirable property that the
supersymmetry transformations only close up to a
nonzero boundary term, proportional to derivatives
of the superpotential. In order to find a description
of open strings in which the supersymmetry trans-
formations close, one must take a very nonobvious
formulation of the boundary data. Specifically, to
solve the Warner problem, one is led to work with
pairs of matrices whose product is proportional to
the superpotential.

This method of solving the Warner problem is
known as matrix factorization, and D-branes in this
theory are defined by the factorization chosen, that
is, the choice of pairs of matrices. In simple cases,
we can be more explicit as follows. Choose a set of

3
2

0 0 0 0 0

1

Figure 1 1. Example of generalized complex. Each arrow is

labeled by the degree of the corresponding vertex operator.
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polynomials F�, G� such that the Landau–Ginzburg
superpotential W is given by

W ¼
X
�

F�G� þ constant:

The F� and G� are used to define the boundary
action – the F’s appear as part of the boundary
superpotential and the G’s appear as part of the
supersymmetry transformations of boundary fermi
multiplets. The F� and G�, that is, the factorization
of W, determine the D-brane in the Landau–
Ginzburg theory. We can also think of having a
pair of holomorphic vector bundles E1, E2 of the
same rank, and interpret F and G as holomorphic
sections of E_1 � E2 and E_2 � E1, respectively, obey-
ing FG /W � Id and GF /W � Id, up to additive
constants.

Although a Landau–Ginzburg model is not the
same thing as a sigma model on a Calabi–Yau,
orbifolds of Landau–Ginzburg models are often on
the same Kähler moduli space. Perhaps, the most
famous example of this relates sigma models on
quintic hypersurfaces in P4 to a Z5 orbifold of a
Landau–Ginzburg model over C5 with five chiral
superfields x1, x2, x3, x4, x5, and a superpotential of
the form

W¼ x5
1 þ x5

2 þ x5
3 þ x5

4 þ x5
5

þ  x1x2x3x4x5

for  a complex number, corresponding to the
equation of the degree-5 hypersurface in P4. The
(complexified) Kähler moduli space in this example
is a P1, with the sigma model on the quintic at one
pole, the zero-volume limit of the sigma model along
the equator, and the Landau–Ginzburg orbifold at
the opposite pole.

Since the closed-string topological B model is
independent of Kähler moduli, and the sigma model
on the quintic and the Landau–Ginzburg orbifold
above lie on the same Kähler moduli space, one
would expect them both to have the same spectrum
of D-branes, and indeed this is believed to be true.

Pi-Stability

So far we have discussed D-branes in the topological
B model, a topological twist of a physical sigma
model. If we untwist back to a physical sigma
model, then the stability of those D-branes becomes
an issue.

To begin to understand what we mean by stability
in this context, consider a set of N D-branes
wrapped on, say, a K3 surface, at large radius (so
that world-sheet instanton corrections are small).

On the world volume of the D-branes, we have a
rank-N vector bundle, and in the physical theory on
that world volume we have a consistency condition
for supersymmetric vacua, that the vector bundle be
‘‘Mumford–Takemoto stable.’’ To understand what
is meant by this condition on a Kähler manifold, let
! denote the Kähler form, and define the ‘‘slope’’ �
of a vector bundle E on a manifold X of complex
dimension n to be given by

�ðEÞ ¼
R

X !
n�1 ^ c1ðEÞ
rank E

where ! is the Kähler form. Then, we say that E is
(semi-)stable if for all subsheaves F satisfying
certain consistency conditions, �(F )(� ) < �(E).

Since the slope of a bundle depends upon the
Kähler form, whether a given bundle is Mumford–
Takemoto stable depends upon the metric. In
general, on a Kähler manifold, the Kähler cone
breaks up into subcones, with a different moduli
space of (stable) holomorphic vector bundles in each
subcone.

This is a mathematical notion of stability, but it also
corresponds to physical stability, at least in a regime in
which quantum corrections are small. If a given
bundle is only stable in a proper subset of the Kähler
cone, then when it reaches the boundary of the
subcone in which it is stable, the gauge field config-
uration that satisfies the Donaldson–Uhlenbeck–Yau
partial differential equation splits into a sum of two
separate bundles. In a heterotic string compactifica-
tion, this leads to a low-energy enhanced U(1) gauge
symmetry and D-terms which realize the change in
moduli space. In D-branes, this means the formerly
bound state of D-branes (described by an irreducible
holomorphic vector bundle) becomes only marginally
bound; a decay becomes possible.

Pi-stability is a proposal for generalizing the
considerations above to D-branes no longer wrap-
ping the entire Calabi–Yau, and including quantum
corrections.

In order to define pi-stability, we must first
introduce a notion of grading ’ of a D-brane.
Specifically, for a D-brane wrapped on the entire
Calabi–Yau X with holomorphic vector bundle E,
the grading is defined as the mirror to the expressionR

X ch(E) ^ �, where � encodes the periods. Close to
the large-radius limit, this has the form:

’ðEÞ ¼ 1

�
Im log

Z
X

exp Bþ i!ð Þ ^ ch Eð Þ

	 ^
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tdðTXÞ

q
þ � � �

where B is a 2-form, the ‘‘B field.’’ As defined ’ is
clearly S1-valued; however, we must choose a
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particular sheet of the log Riemann surface, to
obtain an R-valued function.

This notion of grading of D-branes is an ansatz,
introduced as part of the definition of pi-stability.
Physically, it is believed that the difference in grading
between two D-branes corresponds to the fractional
charge of the boundary-condition-changing vacuum
between the two D-branes, though we know of no
convincing first-principles derivation of that state-
ment. In particular, unlike closed-string computa-
tions, the degree of the Ext group element
corresponding to a particular boundary R-sector
state is not always the same as the U(1)R charge –
for example, it is often determined by the U(1)R

charge minus the charge of the vacuum. The grading
gives us the mathematical significance of that vacuum
charge. This mismatch between Ext degrees and
U(1)R charges is necessary for the grading to make
sense: Ext group degrees are integral, after all, yet we
want the grading to be able to vary continuously, so
the grading had better not be the same as an Ext
group degree.

Given an R-valued function from a particular
definition of log in the definition of ’ above, the
statement of pi-stability is then that for all
subsheaves F , as in the statement of Mumford–
Takemoto stability,

’ðFÞ � ’ðEÞ

Before trying to understand the physical meaning
of ’, or the extension of these ideas to derived
categories, let us try to confirm that Mumford–
Takemoto stability emerges as a limit of pi-stability.

For simplicity, suppose that X is a Calabi–Yau
3-fold. Then, for large Kähler form !, we can
expand ’(E) as,

’ðEÞ 
 1

�
Im log � i

3!

Z
X

!3ðrk EÞ
� �

þ 3

�

R
X !

2 ^ c1ðEÞR
X !

3ðrk EÞ þ � � �

Thus, we see that to leading order in the Kähler
form !, ’(F ) � ’(E) if and only ifR

X !
2 ^ c1ðFÞ
rk F �

R
X !

2 ^ c1ðEÞ
rk E

which is precisely the statement of Mumford–
Takemoto stability on a 3-fold X.

One can define a notion of (classical) stability for
more general sheaves, but what one wants is to
apply pi-stability to derived categories, not just
sheaves.

However, there is a technical problem that limits
such an extension. Specifically, in a derived cate-
gory, there is no meaningful notion of ‘‘subobject.’’
Thus, a notion of stability formulated in terms of
subobjects cannot be immediately applied to derived
categories. There are two (equivalent) workarounds
to this issue that have been discussed in the math
and physics literatures, which can be briefly sum-
marized as follows:

1. One workaround involves picking a subcategory
of the derived category that does allow you to
make sense of subobjects. Such a structure is
known, loosely, as a ‘‘T-structure,’’ and so one
can imagine formulating stability by first picking
a T-structure, then specifying a slope function on
the elements of the subcategory picked out by the
subcategory.

2. Another (equivalent) workaround is to work with
a notion of ‘‘relative stability.’’ Instead of speak-
ing about whether a D-brane is stable against
decay into any other object, one only speaks
about whether it is stable against decay into pairs
of specified objects.

In this fashion, one can make sense of pi-stability for
derived categories.

See also: Fourier–Mukai Transform in String Theory;
Mirror Symmetry: A Geometric Survey; Spectral
Sequences; Superstring Theories; Topological Quantum
Field Theory: Overview.
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Introduction

The theory of random point fields has its origins in
such diverse areas of science as life tables, particle
physics, population processes, and communication
engineering. A standard reference to the subject is
the monograph by

bi

Daley and Vere-Jones (1988).
This article is concerned with a special class of

random point fields, introduced by Macchi in the mid-
1970s. The model that Macchi considered describes
the statistical distribution of a fermion system in
thermal equilibrium. Macchi proposed to call the new
class of random point processes the fermion random
point processes. The characteristic property of this
family of random point processes is the condition that
k-point correlation functions have the form of deter-
minants built from a correlation kernel. This implies
that the particles obey the Pauli exclusion principle.
Until the mid-1990s, fermion random point processes
attracted only a limited interest in mathematics and
physics communities, with the exception of two
important works by

bi

Spohn (1987) and Costin–
Lebowitz (1995). This situation changed dramatically
at the end of the last century, as the subject greatly
benefited from the newly discovered connections to
random matrix theory, representation theory, random
growth models, combinatorics, and number theory.
Things are rapidly developing at the moment. Even the
terminology has not yet set in stone. Many experts
currently use the term ‘‘determinantal random point
fields’’ instead of ‘‘fermion random point fields.’’ We
follow this trend in our article.

This article is intended as a short introduction to the
subject. The next section builds a mathematical
framework and gives a formal mathematical definition
of the determinantal random point fields. Then we
discuss examples of determinantal random point fields
from quantum mechanics, random matrix theory,
random growth models, combinatorics, and represen-
tation theory. This is followed by a discussion of the
ergodic properties of translation-invariant determi-
nantal random point fields. We discuss the Gibbsian
property of determinantal random point fields.
Central-limit theorem type results for the counting
functions and similar linear statistics are also dis-
cussed. The final section is devoted to some general-
izations of determinantal point fields, namely
immanantal and Pfaffian random point fields.

Mathematical Framework

We start by building a standard mathematical
framework for the theory of random point pro-
cesses. Let E be a one-particle space and X a space
of finite or countable configurations of particles in E.
In general, E can be a separable Hausdorff space.
However, for our purposes it suffices to consider
E = Rd or E = Zd. We usually assume in this section
that E = Rd, with the understanding that all con-
structions can be easily extended to the discrete case.
We assume that each configuration �= (xi), xi 2 E,
i 2 Z1 (or i 2 Z1

þ for d> 1), is locally finite. In other
words, for every compact K � E, the number of
particles in K, #K(�) = #(xi 2 K) is finite.

In order to introduce a �-algebra of measurable
subsets of X, we first define the cylinder sets.
Let B � E be a bounded Borel set and let n� 0. We
call CB

n = {� 2 X : #B(�) = n} a cylinder set. We define
B as a �-algebra generated by all cylinder sets (i.e., B
is the minimal �-algebra that contains all CB

n ).

Definition 1 A random point field is a triplet
(X,B, Pr ), where Pr is a probability measure on (X,B).

It was observed in the 1960–1970s (see, e.g., Lenard
(1973, 1975)), that in many cases the most convenient
way to define a probability measure on (X,B) is via the
point correlation functions. Let E = Rd, equipped with
the underlying Lebesgue measure.

Definition 2 Locally integrable function �k : Ek !
R1
þ is called a k-point correlation function of the

random point field (X,B, Pr ) if, for any disjoint
bounded Borel subsets A1, . . . , Am of E and for any
ki 2 Z1

þ, i = 1, . . . , m,
Pm

i = 1 ki = k, the following for-
mula holds:

E
Ym
i¼1

ð#Ai
Þ!

ð#Ai
� kiÞ!

¼
Z

A
k1
1
�����Akm

m

�kðx1; . . . ; xkÞdx1 � � � dxk ½1�

where by E we denote the mathematical expectation
with respect to Pr . In particular, �1(x) is the particle
density, since

E#A ¼
Z

A

�1ðxÞdx

for any bounded Borel A � E. In general,
�k(x1, . . . , xk) has the following probabilistic
interpretation. Let [x1,xiþdxi], i=1, . . . ,k, be infini-
tesimally small boxes around xi, then �k(x1,x2, . .. ,xk)
dx1 � � �dxk is the probability to find a particle in each
of these boxes.

Determinantal Random Fields 47



In the discrete case E = Zd, the construction of a
random point field is very similar. The probability
space X and the �-algebra B are constructed
essentially in the same way as before. Moreover, in
the discrete case, the set of the countable configura-
tions of particles can be identified with the set of all
subsets of E. Therefore, X = {0, 1}E, and B is generated
by the events {Cx, x 2 E}, where Cx = {x 2 �}. The
k-point correlation function �(x1, . . . , xk) is then just
a probability that a configuration � contains the
sites x1, . . . , xk. In other words, �k(x1, . . . , xk) =
Pr (

Tk
i = 1 Cxi

). In particular, the one-point correlation
function �1(x), x 2 Zd, is the probability that a
configuration contains the site x, that is,
�1(x) = Pr (Cx).

The problem of the existence and the unique-
ness of a random point field defined by its
correlation functions was studied by Lenard
(1973–1975). It is not surprising that Lenard’s
papers revealed many parallels to the classical
moment problem. In particular, the random point
field is uniquely defined by its correlation func-
tions if the distribution of random variables {#A}
for bounded Borel sets A is uniquely determined
by its moments.

In this article we study a special class of random
point fields introduced by

bi

Macchi (1975). To
shorten the exposition, we give the definitions only
in the continuous case E = Rd. In the discrete case,
the definitions are essentially the same.

Let K : L2(Rd)! L2(Rd) be an integral locally
trace-class operator. The last condition means that
for any compact B � Rd the operator K�B is trace
class, where �B(x) is an indicator of B. The kernel of
K is defined up to a set of measure zero in Rd � Rd.
For our purposes, it is convenient to choose it in
such a way that for any bounded measurable B and
any positive integer n

trðð�BK�BÞÞ ¼
Z

B

Kðx; xÞdx ½2�

We refer the reader to
bi

Soshnikov (2000, p. 927) for
the discussion. We are now ready to define a
determinantal (fermion) random point field on Rd.

Definition 3 A random point field on E is said to
be determinantal (or fermion) if its n-point correla-
tion functions are of the form

�nðx1; . . . ; xnÞ ¼ det Kðxi; xjÞ
� �

1�i�n
½3�

Remark 1 If the kernel is Hermitian-symmetric,
then the non-negativity of n-point correlation
functions implies that the kernel K(x, y) is non-
negative definite and, therefore K must be a

non-negative operator. It should be noted, how-
ever, that there exist determinantal random point
fields corresponding to non-Hermitian kernels (see,
e.g., [18] later). The kernel K(x, y) is usually called
a correlation kernel of the determinantal random
point process.

In the Hermitian case, the necessary and sufficient
conditions on the operator K to define a determi-
nantal random point filed were established by

bi

Soshnikov (2000); see also
bi

Macchi (1975).

Theorem 1 Hermitian locally trace class operator
K on L2(E) determines a determinantal random
point field if and only if 0�K� 1 (in other words,
both K and 1� K are non-negative operators). If
the corresponding random point field exists, it is
unique.

The main technical part of the proof is the
following proposition.

Proposition 1 Let (X, B, P) be a determinantal
random point field with the Hermitian-symmetric
correlation kernel K. Let f be a non-negative
continuous function with compact support. Then

Eeh�;f i ¼ det Id� ð1� e�f Þ1=2Kð1� e�f Þ1=2
� �

½4�

where h�, f i is the value of the linear statistics
defined by the test function f on the configuration
�= (xi); in other words, h�, f i= �if (xi).

Remark 2 The right-hand side (RHS) of [4] is well
defined as the Fredholm determinant of a trace-
class operator. Letting f =

Pk
i = 1 si�Ii, one obtains

Eeh�, f i= E
Qk

i = 1 z
#Ii

i , with zi = esi . In this case, the
left-hand side (LHS) of [4] becomes the generating
function of the joint distribution of the counting
random variables #Ii

, i = 1, . . . , k.

Unfortunately, there are very few known results
in the non-Hermitian case. In particular, the
necessary and sufficient condition on K for the
existence of the determinantal random point field
with the non-Hermitian correlation kernel is not
known.

We end this section with the introduction of the
Janossy densities (a.k.a. density distributions, exclu-
sion probability densities, etc.) of a random point
field.

The term Janossy densities in the theory of
random point processes was introduced by Sriniva-
san in 1969, who referred to the 1950 paper by
Janossy on particle showers. Let us assume that all
point correlation functions exist and are locally
integrable, and let I be a bounded Borel subset of
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Rd. Intuitively, one can think of the Janossy density
J k, I(x1, . . . , xk), x1, . . . , xk 2 I, as

J k;Iðx1; . . . ; xkÞ
Yk
i¼1

dxi

¼ Pr there are exactly k particles in I andf
there is a particle in each of

the k infinitesimal boxes ðxi; xi þ dxiÞ;
i ¼ 1; . . . ; kg ½5�

To give a formal definition, we express point
correlation functions in terms of Janossy densities
and vice versa:

�kðx1; . . . ; xkÞ

¼
X1
j¼1

1

j!

Z
Ij

J kþj;Iðx1; . . . ; xk; xkþ1; . . . ; xkþjÞ

� dxkþ1 . . . dxkþj ½6�

J k;Iðx1; . . . ; xkÞ

¼
X1
j¼0

ð�1Þj

j!

Z
Ij

�kþjðx1; . . . ; xk; xkþ1; . . . ; xkþjÞ

� dxkþ1 � � � dxkþj ½7�

A very useful property of the Janossy densities is
that

Prfthere are exactly k particles in Ig

¼ 1

k!

Z
Ik

J k;Iðx1; . . . ; xkÞdx1 � � � dxk ½8�

In the case of determinantal random point fields,
Janossy densities also have a determinantal form,
namely

J k;Iðx1; . . . ; xkÞ
¼ detðId� KIÞ � det LIðxi; xjÞ

� �
1�i;j�k

½9�

In the last equation, KI is the restriction of the operator
K to the L2(I). In other words, KI(x, y) =
�I(x)K(x, y)�I(y), where �I is the indicator of I. The
operator LI is expressed in terms of KI as LI = (Id�
KI)
�1KI. For further results on the Janossy densities of

determinantal random point processes we refer the
reader to

bi

Soshnikov (2004) and references therein.

Examples of Determinantal Random
Point Fields

Fermion Gas

Let H =�d2=dx2 þ V(x) be a Schrödinger operator
with discrete spectrum on L2(E). We denote by

{’‘}
1
‘= 0 an orthonormal basis of the eigenfunctions,

H’‘ =�‘ � ’‘,�0 < �1 � �2 � � � � . To define a Fermi
gas, we consider the nth exterior power of H,
^n(H) : ^n (L2(E))! ^n(L2(E)), where ^n(L2(E)) is
the space of square-integrable antisymmetric func-
tions of n variables and ^n(H) =

Pn
i = 1 (�d2=dx2

i þ
V(xi)). The eigenstates of the Fermi gas are given by
the normalized Slater determinants

 k1;...;kn
ðx1; . . . ; xnÞ ¼

1ffiffiffiffi
n!
p

X
�2Sn

ð�1Þ�
Yn

i¼1

’ki
ðx�ðiÞÞ

¼ 1ffiffiffiffi
n!
p detð’ki

ðxjÞÞ1�i;j�n ½10�

where 0� k1 < k2 < � � � < kn. A probability distribu-
tion of n particles in the Fermi gas is given by the
squared absolute value of the eigenstate:

pðx1; . . . ; xnÞ ¼ j ðx1; . . . ; xnÞj2

¼ 1

n!
det ’ki

ðxjÞ
� �

1�i; j�n

� det ’kj
ðxiÞ

� �
1�i;j�n

¼ 1

n!
det Knðxi; xjÞ
� �

1�i;j�n
½11�

where Kn(x, y) =
Pn

i = 1 ’ki
(x)’ki

(y) is the kernel
of the orthogonal projector onto the subspace
spanned by the n eigenfunctions {’ki

} of H. The
n-dimensional probability distribution [11]
defines a determinantal random point field with
n particles. The k-point correlation functions are
given by

�
ðnÞ
k ðx1; . . . ; xnÞ ¼

n!

ðn� kÞ!

Z
pnðx1; . . . ; xnÞ

� dxkþ1 � � � dxn

¼ det Knðx1; xjÞ
� �

1�i;j�k
½12�

Random Matrix Models

Some of the most important ensembles of random
matrices fall into the class of determinantal random
point processes.

The archetypal ensemble of Hermitian random
matrices is a so-called Gaussian unitary ensemble
(GUE). Let us consider the space of n� n Hermitian
matrices {A= (Aij)1�i, j�n,Re(Aij)=Re(Aji), Im(Aij)=
�Im(Aji)}. A GUE random matrix is defined by its
probability distribution

PðdAÞ ¼ constn � expð�trA2ÞdA ½13�

where dA is a Lebesgue measure, that is,
dA=

Q
i<j dRe(Aij)dIm(Aij)

Qn
k=1 dAkk. The eigenva-

lues of a random Hermitian matrix are real random
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variables, whose joint probability distribution is a
determinantal random point process of n particles
on the real line. The correlation kernel has the
Christoffel–Darboux form built from the Hermite
polynomials.

The GUE ensemble of random matrices is invar-
iant under the unitary transformation A! UAU�1,
U 2 U(n). An important generalization of [13] that
preserves the unitary invariance is

PðdAÞ ¼ constn expð�trVðAÞÞdA ½14�

where, for example, V(x) is a polynomial of even
degree with positive leading coefficients. The corre-
lation functions of the eigenvalues in [14] are again
determinantal, and the Hermite polynomials in the
correlation kernel have to be replaced by the
orthonormal polynomials with respect to the weight
exp (�V(x)). For details, we refer the reader to the
monographs by Mehta (2004) and Deift (2000).

There are many other ensembles of random
matrices for which the joint distribution of the
eigenvalues has determinantal point correlation
functions: classical compact groups with respect to
the Haar measure, complex non-Hermitian Gaus-
sian random matrices, positive Hermitian random
matrices of the Wishart type, and chains of
correlated Hermitian matrices. We refer the reader
to

bi

Soshnikov (2000) for more information.

Discrete Translation-Invariant Determinantal
Random Point Fields

Let g : Td ! [0, 1] be a Lebesgue-measurable func-
tion on the d-dimensional torus Td. Assume that
0� g� 1. A configuration � in Zd can be thought of
as a 0–1 function on Zd, that is, �(x) = 1 if x 2 � and
�(x) = 0 otherwise. We define a Zd-invariant prob-
ability measure Pr on the Borel sets of X = {0, 1}Zd

in
such a way that

�kðx1; . . . ; xkÞ ¼ Pr �ðx1Þ ¼ 1; . . . ; �ðxkÞ ¼ 1ð Þ
:¼ det ĝðxi � xjÞ

� �
1�i;j�k

½15�

for x1, . . . , xk 2 Zd. In the above formula, {g(n)}
are the Fourier coefficients of g, that is,
g(x) =

P
n ĝ(n)ein�x. It is clear from Definition 3 that

[15] defines a determinantal random point field on
Zd with the translation-invariant kernel K(x, y) =
ĝ(x� y). Below we discuss several examples that fall
into this category. For further discussion we refer the
reader to

bi

Lyons (2003) and
bi

Soshnikov (2000).

1. In the trivial case when g is identically a constant
p 2 [0, 1], we obtain the i.i.d. Bernoulli prob-
ability measure.

2. The edges of the uniform spanning tree in Z2

parallel to the horizontal axis can be viewed as
the determinantal random point field in Z2 with

gðx; yÞ ¼ sin2 �x

sin2 �xþ sin2 �y

Similarly, the edges of the uniform spanning
forest in Zd parallel to the x1-axis correspond to
the function

gðx1; . . . ; xdÞ ¼
sin2 �x1Pd
i¼1 sin2 �xi

(the uniform spanning forest on Zd is a tree only
for d� 4). The result is due to Burton and
Pemantle (1993).

3. Let d = 1 and � be a parameter between 0 and 1.
Consider

gðxÞ ¼ ð1� �Þ2

je2�ix � �j2

The corresponding probability measure is a
renewal process and

KðnÞ ¼ ĝðnÞ ¼ 1� �
1þ � �

jnj

(see
bi

Soshnikov (2000)).
4. The process with g(x) =�I(x), where I is an

arbitrary arc of a unit circle, appeared in
the work of

bi

Borodin and Olshanski (2000). The
corresponding correlation kernel is known as the
discrete sine kernel. The determinantal random
point process on Z1 with the discrete sine kernel
describes the typical form of large Young
diagrams ‘‘in the bulk’’ (see the next subsection).

5. The discrete sine correlation kernel with g =�[0, 1=2]

appeared in the zig-zag process (Johansson 2002)
derived from the uniform domino tilings in the
plane. It corresponds to g =�[0, 1=2].

Determinantal Measures on Partitions

By a partition of n = 1, 2, . . . we understand a
collection of non-negative integers �= (�1, . . . ,�m)
such that �1 þ � � � þ �m = n and �1��2� � � � ��m.
We shall use a notation Par(n) for the set of all
partitions of n.

The Plancherel measure Mn on the set Par(n) is
defined as

Mnð�Þ ¼
ðdim �Þ2

n!
½16�

where dim � is the dimension of the corresponding
irreducible representation of the symmetric group
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Sn. Let Par =
F1

n = 0 Par(n). Consider a probability
measure M	 on Par

M	ð�Þ¼ e�	
	n

n!
Mnð�Þ where

�2 ParðnÞ; n¼ 0;1;2; . . . ; 0�	<1 ½17�

M	 is called the Poissonization of the measures Mn.
The analysis of the asymptotic properties of Mn and
M	 has been important in connection to the famous
Ulam problem and related questions in representa-
tion theory.

It was shown by Borodin and Okounkov (2000),
and, independently, Johansson (2001) that M	 is a
determinantal random point field. The correspond-
ing correlation kernel K (in the so-called modified
Frobenius coordinates) is a so-called discrete Bessel
kernel on Z1,

Kðx;yÞ

¼

ffiffiffi
	
p Jjxj�1=2ð2

ffiffiffi
	
p
ÞJjyjþ1=2ð2

ffiffiffi
	
p
Þ�Jjxjþ1=2ð2

ffiffiffi
	
p
ÞJjyj�1=2ð2

ffiffiffi
	
p
Þ

jxj � jyj

if xy> 0

ffiffiffi
	
p Jjxj�1=2ð2

ffiffiffi
	
p
ÞJjyj�1=2ð2

ffiffiffi
	
p
Þ�Jjxjþ1=2ð2

ffiffiffi
	
p
ÞJjyjþ1=2ð2

ffiffiffi
	
p
Þ

x� y

if xy< 0

8>>>>>>>><
>>>>>>>>:

½18�

where Jx( � ) is the Bessel function of order x. One
can observe that the kernel K(x,y) is not Hermitian,
but the restriction of this kernel to the positive and
negative semiaxis is Hermitian.

M	 is a special case of an infinite parameter family
of probability measures on Par, called the Schur
measures, and defined as

Mð�Þ ¼ 1

Z
s�ðxÞs�ðyÞ ½19�

where s� are the Schur functions, x = (x1, x2, . . . )
and y = (y1, y2, . . . ) are parameters such that

Z ¼
X
�2Par

s�ðxÞs�ðyÞ ¼
Y
i;j

ð1� xiyjÞ�1 ½20�

is finite and {xi}
1
i = 1 = {yi}

1
i = 1. It was shown by

bi

Okounkov (2001), that the Schur measures belong
to the class of the determinantal random point fields.

NonIntersecting Paths of a Markov Process

Let pt, s(x, y) be the transition probability of a
Markov process �(t) on R with continuous trajec-
tories and let (�1(t), �2(t), . . . , �n(t)) be n independent
copies of the process. A classical result of Karlin and
McGregor (1959) states that if n particles start at
the positions x(0)

1 < x(0)
2 < � � � < x(0)

n , then the

probability density of their joint distribution at
time t1 > 0, given that their paths have not inter-
sected for all 0 � t � t1, is equal to

�t1
ðxð1Þ1 ; . . . ; xð1Þn Þ ¼

1

Z
detðp0;t1

ðxð0Þi ; x
ð1Þ
j ÞÞ

n
i;j¼1

provided the process (�1(t), �2(t), . . . , �n(t)) in Rn has
a strong Markovian property.

Let 0 < t1 < t2 < � � � < tMþ1. The conditional
probability density that the particles are in the
positions x(1)

1 < x(1)
2 < � � � < x(1)

n at time t1, at
the positions x(2)

1 < x(2)
2 < � � � < x(2)

n at time t2, . . . ,
at the positions x(M)

1 < x(M)
2 < � � � < x(M)

n at time tM,
given that at time tMþ1 they are at the positions
x(Mþ1)

1 < x(Mþ1)
2 < � � � < x(Mþ1)

n and their paths have
not intersected, is then equal to

�t1;t2;...;tM
ðxð1Þ1 ; . . . ; xðMÞn Þ

¼ 1

Zn;M

YM
l¼0

detðptl ;tlþ1
ðxðlÞi ; x

ðlþ1Þ
j ÞÞni;j¼1 ½21�

where t0 = 0.
It is not difficult to show that [21] can be viewed

as a determinantal random point process (see, e.g.,
bi

Johansson (2003).
The formulas of a similar type also appeared in

the papers by Johansson, Prähofer, Spohn, Ferrari,
Forrester, Nagao, Katori, and Tanemura in the
analysis of polynuclear growth models, random
walks on a discrete circle, and related problems.

Ergodic Properties

As before, let (X,B, Pr ) be a random point field
with a one-particle space E. Hence, X is a space of
the locally finite configurations of particles in E,B a
Borel �-algebra of measurable subsets of X, and Pr a
probability measure on (X, B). Throughout this
section, we assume E = Rd or Zd. We define an
action {Tt}t2E of the additive group E on X in the
following natural way:

Tt : X! X; ðTt�Þi ¼ ð�Þi þ t ½22�

We recall that a random point field (X,B, P) is
called translation invariant if, for any A2B, any
t2E, Pr (T�tA) = Pr (A). The translation invariance
of the correlation kernel K(x, y) = K(x� y, 0) =:
K(x� y) implies the translation invariance of
k-point correlation functions

�kðx1 þ t; . . . ; xk þ tÞ ¼ �kðx1; . . . ; xkÞ
a:e: k ¼ 1; 2; . . . ; t 2 E ½23�

which, in turn, implies the translation invariance
of the random point field. The ergodic properties
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of such point fields were studied by several
mathematicians (

bi

Soshnikov 2000,
bi

Shirai and
Takahashi, 2003,

bi

Lyons and Steif 2003). The
first general result in this direction was obtained
by

bi

Soshnikov (2000).

Theorem 2 Let (X, B, P) be a determinantal ran-
dom point field with a translation-invariant correla-
tion kernel. Then the dynamical system (X, B, P, {Tt})
is ergodic, has the mixing property of any multiplicity
and its spectra is absolutely continuous.

We refer the reader to the article on ergodic
theory for the definitions of ergodicity, mixing
property, absolute continuous spectrum of the
dynamical system, etc.

In the discrete case [15], E = Zd, more is known.
bi

Lyons and Steif (2003) proved that the shift
dynamical system is Bernoulli, that is, it is iso-
morphic (in the ergodic theory sense) to an i.i.d.
process. Under the additional conditions Spec(K) �
(0, 1) and

P
n jnjjK(n)j2 <1,

bi

Shirai and Takahashi
(2003a) proved the uniform mixing property.

Gibbsian Properties

Costin and Lebowitz (1995) were the first to
question the Gibbsian nature of the determinantal
random point fields; they studied the continuous
determinantal random point process on R1 with a
so-called sine correlation kernel

Kðx; yÞ ¼ sinð�ðx� yÞÞ
�ðx� yÞ

The first rigorous result (in the discrete case) was
established by

bi

Shirai and Takahashi (2003b).

Theorem 3 Let E be a countable discrete space
and K a symmetric bounded operator on l2(E).
Assume that Spec(K) � (0, 1). Then (X, B, P) is a
Gibbs measure with the potential U given by
U(xj�)=�log(J(x,x)�hJ�1

� jx
� , jx

� i), where x2E,�2X,
{x}\�=;. Here J(x,y) stands for the kernel of the
operator J=(Id�K)�1K, and we set J�=(J(y,z))y,z2�
and jx� =(J(x,y))y2�.

We recall that the Gibbsian property of the
probability measure P on (X,B) means that

E FjB�c½ �ð�Þ ¼ 1

Z�;�

X

��

e�U 
j��cð ÞFð
 [ ��cÞ

where � is a finite subset of E,B�c is the �-algebra
generated by the B-measurable functions with the
support outside of �, E[FjB�c ] is the conditional

mathematical expectation of the integrable function
F on (X,B, P) with respect to the �-algebra B�c . The
potential U is uniquely defined by the values of
U(x, �), as follows from the following recursive
relation:

Uðfx1; . . . ; xngj�Þ ¼Uðxnjfx1; . . . ; xn�1g [ �Þ
þUðxn�1jfx1; . . . ; xn�2g [ �Þ
þ � � � þUðx1j�Þ

For additional information about the Gibbsian
property, see Introductory Articles: Equilibrium
Statistical Mechanics. Much less is known in the
continuous case. Some generalized form of Gibssian-
ness, under quite restrictive conditions, was recently
established by Georgii and Yoo (2004).

Central Limit Theorem for Counting
Function

In this section, we discuss the central-limit theorem
type results for the linear statistics. The first
important result in this direction was established
by Costin and Lebowitz in 1995, who proved the
central-limit theorem for the number of particles in
the growing box, #[�L, L], L!1, in the case of the
determinantal random point process on R1 with the
sine correlation kernel

Kðx; yÞ ¼ sinð�ðx� yÞÞ
�ðx� yÞ

Below we formulate the Costin–Lebowitz theorem
in its general form due to Soshnikov (1999, 2000).

Theorem 4 Let E be a one-particle space, {0 �
Kt � 1} a family of locally trace-class operators in
L2(E), {(X,B, Pt)} a family of the corresponding
determinantal random point fields in E, and {It} a
family of measurable subsets in E such that

Var#It

¼ trðKt � �It
� ðKt � �It

Þ2Þ ! 1 as t!1 ½24�

Then the distribution of the normalized number of
particles in It (with respect to Pt) converges to the
normal law, that is,

#It
� E#Itffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var#It

p �!w Nð0; 1Þ

An analogous result holds for the joint distribu-
tion of the counting functions {#It1

, . . . , #I
tk

}, where
I1
t , . . . , Ik

t are disjoint measurable subsets in E.
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The proof of the Costin–Lebowitz theorem uses
the k-point cluster functions. In the determinantal
case, the cluster functions have a simple form

rkðx1; . . . ; xkÞ

¼ ð�1Þl 1

l

X
�2Sk

Kðx�ð1Þ; x�ð2ÞÞKðx�ð2Þ; x�ð3ÞÞ � � �

� Kðx�ðkÞ; x�ð1ÞÞ ½25�

The importance of the cluster function stems from
the fact that the integrals of the k-point cluster
function over the k-cube with a side I can be expressed
as a linear combination of the first k cumulants of the
counting random variable #I. In other words,Z

I�...�I

rkðx1; . . . ; xkÞ dx1 � � � dxk

¼
Xk

l¼1

�klClð#IÞ ½26�

It follows from [25] that the integral at the LHS of
[26] equals, up to a factor (�1)l(l � 1)!, to the trace
of the kth power of the restriction of K to I. This
allows one to estimate the cumulants of the counting
random variable #I. For details, we refer the reader
to

bi

Soshnikov (2000). The central-limit theorem for a
general class of linear statistics, under some techni-
cal assumptions on the correlation kernel was
proved in

bi

Soshnikov (2002). Finally, we refer the
reader to

bi

Soshnikov (2000) for the functional
central-limit theorem for the empirical distribution
function of the nearest spacings.

Generalizations: Immanantal and Pfaffian
Point Processes

In this section, we discuss two important general-
izations of the determinantal point processes.

Immanantal Processes

Immanantal random point processes were introduced
by P Diaconis and S N Evans in 2000. Let � be a
partition of n. Denote by �� the character of the
corresponding irreducible representation of the sym-
metric group Sn. Let K(x, y), be a non-negative-definite,
Hermitian kernel. An immanantal random point
process is defined through the correlation functions

�kðx1; . . . ; xkÞ ¼
X
�2Sn

��ð�Þ
Yn

i¼1

Kðxi; x�ðiÞÞ ½27�

In other words, the correlation functions are given by
the immanants of the matrix with the entries
K(xi, xj). We will denote the RHS of [27] by
K�[x1, . . . , xn].

In the special case �= (1n) (i.e., � consists of n
parts, all of which equal to 1), one obtains that
��(�) = (�1)�, and K�[x1, . . . , xn] = det(K(xi, xj)).
Therefore, in the case �= (1n) the random point
process with the correlation functions [27] is a
determinantal random point process. When �= (n)
(i.e., the permutation has only one part, namely n) we
have �� = 1 identically, and K�[x1, . . . , xn] =
per(K(xi, xj)), the permanent of the matrix K(xi, xj).
The corresponding random point process is known as
the boson random point process.

Pfaffian Processes

Let

Kðx; yÞ ¼ K11ðx; yÞ K12ðx; yÞ
K21ðx; yÞ K22ðx; yÞ

� �
be an antisymmetric 2� 2 matrix-valued kernel, that
is, Kij(x, y) =�Kji(y, x), i, j = 1, 2. The kernel defines
an integral operator acting on L2(E)

L
L2(E), which

we assume to be locally trace class. A random point
process on E is called Pfaffian if its point correlation
functions have a Pfaffian form

�kðx1; . . . ; xkÞ ¼ pfðKðxi; xjÞÞi;j¼1;...;k; k � 1 ½28�

The RHS of [28] is the Pfaffian of the 2k� 2k
antisymmetric matrix (since each entry K(xi, xj) is a
2� 2 block). Determinantal random point processes
is a special case of the Pfaffian processes, corre-
sponding to the matrix kernel of the form

Kðx; yÞ ¼ 0 ~Kðx; yÞ
�~Kðy; xÞ 0

� �
where ~K is a scalar kernel. The most well known
examples of the Pfaffian random point processes,
that cannot be reduced to determinantal form are
�= 1 and �= 4 polynomial ensembles of random
matrices and their limits (in the bulk and at the edge
of the spectrum), as the size of a matrix goes to
infinity.
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Introduction

Consider the dynamical system on Rd described by
the equation

_u ¼ du

dt
¼ GðuÞ þ "FðuÞ ½1�

where F, G :S � Rd ! Rd are analytic functions
and " a real (small) parameter. Suppose also that for
"= 0 a solution u0 : R ! S (for some initial condi-
tion u0(0) = �u) is known.

We look for a solution of [1] which is a
perturbation of u0, that is, for a solution u which
can be written in the form u = u0 þU, with
U = O(") and U(0) = �U 	 u(0)� �u. Then we con-
sider the variational equation

_U ¼MðtÞU þ �ðtÞ; MijðtÞ ¼ @uiGjðu0ðtÞÞ ½2�

where �(t) = �̃(u0(t), U), with �̃(u0, U) = G(u0 þU)
�G(u0)� @uG(u0)U þ "F(u0 þU). By defining the
Wronskian matrix W as the solution of the
matrix equation Ẇ = M(t)W such that W(0) = 1
(the columns of W are given by d independent

solutions of the linear equation u̇ = M(t)u), we can
write

UðtÞ ¼WðtÞ�U þWðtÞ
Z t

0

d�W�1ð�Þ�ð�Þ ½3�

If we expect the solution U to be of order ", we can
try to write it as a Taylor series in ", that is,

UðtÞ ¼
X1
k¼1

"kUðkÞ ½4�

and, by inserting [4] into [3] and equating the
coefficients with the same Taylor order, we
obtain

UðkÞðtÞ ¼WðtÞ�UðkÞ

þWðtÞ
Z t

0

d� W�1ð�Þ�ðkÞð�Þ ½5�

where �(k)(t) is defined as

�ð1ÞðtÞ ¼ Fðu0ðtÞÞ

�ðkÞðtÞ ¼
X1
p¼2

1

p!

@pG

@up
ðu0ðtÞÞ

X
k1þ���þkp¼k

Uðk1Þ � � �UðkpÞ

þ
X1
p¼1

1

p!

@pF

@up
ðu0ðtÞÞ

�
X

k1þ���þkp¼k�1

Uðk1Þ � � �UðkpÞ k � 2 ½6�
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Hence �(k)(t) depends only on coefficients of orders
strictly less than k. In this way, we obtain an
algorithm useful for constructing the solution
recursively, so that the problem is solved, up to
(substantial) convergence problems.

Historical Excursus

The study of a system like [1] by following the
strategy outlined above can be hopeless if we do not
make some further assumptions on the types of
motions we are looking for.

We shall see later, in a concrete example, that the
coefficients U(k)(t) can increase in time, in a k-
dependent way, thus preventing the convergence of
the series for large t. This is a general feature of this
class of problems: if no care is taken in the choice of
the initial datum, the algorithm can provide a
reliable description of the dynamics only for a very
short time.

However, if one looks for solutions having a
special dependence on time, things can work better.
This happens, for instance, if one looks for quasiper-
iodic solutions, that is, functions which depend on
time through the variable  =!t, with ! 2 RN a
vector with rationally independent components,
that is such that ! � � 6¼ 0 for all � 2 ZN n {0}
(the dot denotes the standard inner product,
! � �=!1�1 þ � � � þ !N�N). A typical problem of
interest is: what happens to a quasiperiodic solution
u0(t) when a perturbation "F is added to the
unperturbed vector field G, as in [1]? Situations of
this type arise when considering perturbations of
integrable systems: a classical example is provided by
planetary motion in celestial mechanics.

Perturbation series such as [4] have been extensively
studied by astronomers in order to obtain a more
accurate description of the celestial motions compared
to that following from Kepler’s theory (in which all
interactions between planets are neglected and the
planets themselves are considered as points). In
particular, we recall the works of Newcomb and
Lindstedt (series such as [4] are now known as
Lindstedt series). At the end of the nineteenth century,
Poincaré showed that the series describing quasiper-
iodic motions are well defined up to any perturbation
order k (at least if the perturbation is a trigonometric
polynomial), provided that the components of ! are
assumed to be rationally independent: this means that,
under this condition, the coefficients U(k)(t) are
defined for all k 2 N. However, Poincaré also showed
that, in general, the series are divergent; this is due to
the fact that, as seen later, in the perturbation series
small divisors ! � � appear, which, even if they do not
vanish, can be arbitrarily close to zero.

The convergence of the series can be proved
indeed (more generally for analytic perturbations, or
even those that are differentiably smooth enough) by
assuming on ! a stronger nonresonance condition,
such as the Diophantine condition

! � �j j > C0

j�j� 8� 2 ZN n f0g ½7�

where j�j= j�1j þ � � � þ j�Nj, and C0 and � are
positive constants. We note that the set of vectors
satisfying [7] for some positive constant C0 have full
measure in RN provided one takes � > N � 1.

Such a result is part of the Kolmogorov–Arnold–
Moser (KAM) theorem, and it was first proved by
Kolmogorov in 1954, following an approach quite
different fom the one described here. New proofs
were given in 1962 by Arnol’d and by Moser, but
only very recently, in 1988, Eliasson gave a proof in
which a bound Ck is explicitly derived for the
coefficients U(k)(t), again implying convergence for "
to be small enough.

Eliasson’s work was not immediately known widely,
and only after publication of papers by Gallavotti and
by Chierchia and Falcolini, in which Eliasson’s ideas
were revisited, did his work become fully appreciated.
The study of perturbation series [4] employs techni-
ques very similar to those typical of a very different
field of mathematical physics, the quantum field
theory, even if such an analogy was stressed and
used to full extent only in subsequent papers.

The techniques have so far been applied to a wide
class of problems of dynamical systems: a list of
original results is given at the end.

A Paradigmatic Example

Consider the case S=A� TN, with A an open subset
of RN, and let H0 :A ! R and f :A�TN ! R
be two analytic functions. Then consider the Hamilto-
nian system with Hamiltonian H(A,�) =H0(A)þ
"f (A,�). The corresponding equations describe a
dynamical system of the form [1], with u = (A,�),
which can be written explicitly:

_A ¼ �"@�f ðA; �Þ
_� ¼ @AH0ðAÞ þ "@Af ðA; �Þ

(
½8�

Suppose, for simplicity, H0(A) = A2=2 and
f (A,�) = f (�), where A2 = A � A. Then, we obtain
for � the following closed equation:

€� ¼ �"@�f ð�Þ ½9�

while A can be obtained by direct integration once
[9] has been solved. For "= 0, [9] gives trivially
�=�0(t) � �0 þ !t, where != @AH0(A0) = A0 is
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called the rotation (or frequency) vector. Hence, for
"= 0 all solutions are quasiperiodic. We are inter-
ested in the preservation of quasiperiodic solutions
when " 6¼ 0.

For " 6¼ 0, we can write, as in [3],

� ¼ �0ðtÞ þ aðtÞ; aðtÞ ¼
X1
k¼1

"kaðkÞðtÞ ½10�

where a(k) is determined as the solution of the
equation

aðkÞ ¼ t�A
ðkÞ þ �aðkÞðtÞ

�
Z t

0

d�

Z �

0

d� 0 @�f ð�ð� 0Þ½ �ðk�1Þ ½11�

with [@�f (�(� 0)](k�1) expressed as in [6].
The quasiperiodic solutions with rotation vector

! could be written as a Fourier series, by
expanding

aðkÞðtÞ ¼
X
�2ZN

ei��!taðkÞ� ½12�

with ! as before. If the series [10], with the Taylor
coefficients as in [12], exists, it will describe a
quasiperiodic solution analytic in ", and in such a
case we say that it is obtained by continuation of the
unperturbed one with rotation vector !, that is
�0(t).

Suppose that the integrand [@�f (�(� 0)](k�1) in
[11] has vanishing average. Then the integral over
� 0 in [11] produces a quasiperiodic function, which
in general has a nonvanishing average, so that
the integral over � produces a quasiperiodic
function plus a term linear in t. If we choose �A

(k)

in [11] so as to cancel out exactly the term linear
in time, we end up with a quasiperiodic function.
In Fourier space, an explicit calculation gives, for
all � 6¼ 0,

að1Þ� ¼
1

ð! � �Þ2
i�f�

aðkÞ� ¼
1

ð! � �Þ2
X1
p¼1

X
k1þ���þkp¼k�1

�0þ�1þ���þ�p¼�

ði�0Þpþ1

p!
aðk1Þ
�1

. . . aðkpÞ
�p

k � 2 ½13�

which again is suitable for an iterative construction
of the solution. The coefficients a(k)

0 are left
undetermined, and we can fix them (arbitrarily) as
identically vanishing.

Of course, the property that the integrand in
[11] has zero average is fundamental; otherwise,
terms increasing as powers of t would appear (the
so-called secular terms). Indeed, it is easy to

realize that, if this happened, to order k terms
proportional to t2k could be present, thus requir-
ing, at best, j"j < jtj�2 for convergence up to time t.
This would exclude a fortiori the possibility of
quasiperiodic solutions.

The aforementioned property of zero average can
be verified only if the rotation vector is nonresonant,
that is, if its components are rationally independent
or, more particularly, if the Diophantine condition
[7] is satisfied. Such a result was first proved by
Poincaré, and it holds irrespective of how the
parameters �a(k) appearing in [11] are fixed. This
reflects the fact that quasiperiodic motions take
place on invariant surfaces (KAM tori), which can
be parameterized in terms of the angle variables
�(t), so that the values �a(k) contribute to the initial
phases, and the latter can be arbitrarily fixed.

The recursive equations [13] can be suitably
studied by introducing a diagrammatic representa-
tion, as explained below.

Graphs and Trees

A (connected) graph G is a collection of points,
called vertices, and lines connecting all of them. We
denote with V(G) and L(G) the set of vertices and
the set of lines, respectively. A path between two
vertices is a minimal subset of L(G) connecting the
two vertices. A graph is planar if it can be drawn in
a plane without graph lines crossing.

A tree is a planar graph G containing no closed
loops (cycles); in other words, it is a connected
acyclic graph. One can consider a tree G with a
single special vertex v0: this introduces a natural
partial ordering on the set of lines and vertices, and
one can imagine that each line carries an arrow
pointing toward the vertex v0. We can add an extra
oriented line ‘0 connecting the special vertex v0 to
another point which will be called the root of the
tree; the added line will be called the root line. In
this way, we obtain a rooted tree � defined by
V(�) = V(G) and L(�) = L(G) [ ‘0. A labeled tree is
a rooted tree � together with a label function defined
on the sets V(�) and L(�).

Two rooted trees which can be transformed into
each other by continuously deforming the lines in
the plane in such a way that the latter do not cross
each other (i.e., without destroying the graph
structure) will be said to be equivalent. This notion
of equivalence can also be extended to labeled trees,
simply by considering equivalent two labeled trees if
they can be transformed into each other in such a
way that the labels also match.

Given two vertices v,w 2 V(�), we say that w 	 v

if v is on the path connecting w to the root line. One
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can identify a line with the vertices it connects; given
a line ‘= (v,w), one says that ‘ enters v and exits w.
For each vertex v, we define the branching number as
the number pv of lines entering v.

The number of unlabeled trees with k vertices can
be bounded by the number of random walks with 2k
steps, that is, by 4k.

The labels are as follows: with each vertex v we
associate a mode label �v 2 ZN, and with each line
we associate a momentum �‘ 2 ZN, such that the
momentum of the line leaving the vertex v is given
by the sum of the mode labels of all vertices
preceding v (with v being included): if ‘= (v0,v)
then �‘ =

P
w
v �w. Note that for a fixed unlabeled

tree the branching labels are uniquely determined,
and, for a given assignment of the mode labels, the
momenta of the lines are also uniquely determined.

Define

Vv ¼
ði�vÞpvþ1

pv!
f�v ; g‘ ¼

1

ð! � �‘Þ2
½14�

where the tensor Vv is referred to as the node factor
of v and the scalar g‘ as the propagator of the line ‘.
One has jf�j � F e��j�j, for suitable positive constants
F and �, by the analyticity assumption. Then one
can check that the coefficients a(k)

� , defined in [12],
for � 6¼ 0, can be expressed in terms of trees as

aðkÞ� ¼
X
�2�

ðkÞ
�

Valð�Þ

Valð�Þ ¼
Y

v2Vð�Þ
Vv

0
@

1
A Y

‘2Lð�Þ
g‘

0
@

1
A ½15�

where �(k)
� denotes the set of all inequivalent trees

with k vertices and with momentum � associated
with the root line, while the coefficients a(k)

0 can be
fixed a(k)

0 = 0 for all k � 1, by the arbitrariness of the
initial phases previously remarked. The property
that [@�f (�(� 0))](k�1) in [11] has zero average for all
k � 1 implies that for all lines ‘ 2 L(�) one has
g‘ = (! � �‘)�2 only for �‘ 6¼ 0, whereas g‘ = 1 for
�‘ = 0, so that the numerical values Val(�) are well
defined for all trees �. If a(k)

0 = 0 for all k � 1, then
�‘ 6¼ 0 for all ‘ 2 L(�).

The proof of [15] can be performed by induction
on k. Alternatively, we can start from the recursive
definition [13], whereby the trees naturally arise in
the following way.

Represent graphically the coefficient a(k)
� as in

Figure 1; to keep track of the labels k and �, we
assign k to the black bullet and � to the line. For
k = 1, the black bullet is meant as a grey vertex (like
the ones appearing in Figure 3).

Then recursive equation [13] can be graphically
represented as the diagram in Figure 2, provided
that we associate with the (grey) vertex v0 the
node factor Vv0

, with �v0
= �0 and pv0

= p denoting
the number of lines entering v0, and with the lines
‘i, i = 1, . . . , p, entering v0 the momenta �‘i , respec-
tively. Of course, the sums over p and over the
possible assignments of the labels {ki}

p
i=1 and {�i}

p
i=0

are understood. Each black bullet on the right-
hand side of Figure 2, together with its exiting line
looks like the diagram on the left-hand side, so
that it represents a(ki)

�i
, i = 1, . . . , p. Note that

Figure 2 has to be interpreted in the following
way: if one associates with the diagram as drawn
in the right-hand side a numerical value (as

ν

k

Figure 1 Graphical representation of a(k )
� .

ν ν ν0

ν1

k1

k2

k3

kp

ν2

ν3

νp

k

=

Figure 2 Graphical representation of the recursive equation [13].

Figure 3 An example of tree to be summed over in [15] for

k = 39. The labels are not explicitly shown. The momentum of

the root line is �, so that the mode labels satisfy the constraintP
v2V (�) �v = �.
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described above) and one sums all the values over
the assignments of the labels, then the resulting
quantity is precisely a(k)

� .
The (fundamental) difference between the black

bullets on the right- and left-hand sides is that the labels
ki of the latter are strictly less than k, hence we can
iterate the diagrammatic decomposition simply by
expressing again each a(ki)

�i
as a(k)

� in [13], and so on,
until one obtains a tree with k grey vertices and no black
bullets; see Figure 3, where the labels are not explicitly
written. This corresponds to the tree expansion [15].

Any tree appearing in [15] is an example of what
physicists call a Feynman graph, while the diagram-
matic rules one has to follow in order to associate to
the tree � its right numerical value Val(�) are usually
called the Feynman rules for the model under
consideration. Such a terminology is borrowed
from quantum field theory.

Multiscale Analysis and Clusters

Suppose we replace [9] with �= "@�f (�), so that
no small divisors appear (that is, g‘ = 1 in [14]).
Then convergence is easily proved for " small
enough, since (by using the identity

P
v2V(�) pv = k� 1

and the inequality e�xxk=k! � 1 for all x 2 Rþ and all
k 2 N), one finds

Y
v2vð�Þ

Vvj j �
42F

�2

� �k

e��j�j=4
Y
v2vð�Þ

e��j�vj=4

0
@

1
A ½16�

and the sum over the mode labels can be performed
by using the exponential decay factors e��j�vj=4, while
the sum over all possible unlabeled trees gives 4k. In
particular, analyticity in t follows.

Of course, the interesting case is when the
propagators are present. In such a case, even if
no division by zero occurs, as ! � �‘ 6¼ 0 (by
the assumed Diophantine condition [13] and the
absence of secular terms discussed previously), the
quantities ! � �‘ in [14] can be very small.

Then we can introduce a scale h characterizing the
size of each propagator: we say that a line ‘ has scale
h‘ = h � 0 if ! � �‘ is of order 2�hC0 and scale h‘ = �1
if ! � �‘ is greater than C0 (of course, a more formal
definition can be easily envisaged, for which the reader
is referred to the original papers). Then, we can bound
j! � �‘j � 2�hC0 for any ‘ 2 L(�), and write

Y
‘2Lð�Þ

g‘j j � C�2k
0

Y1
h¼0

22hNhð�Þ

� C�2k
0 22h0k exp

X1
h¼h0

2 log 2 hNhð�Þ
 !

½17�

where Nh(�) is the number of lines in L(�) with scale
h and h0 is a (so far arbitrary) positive integer. The
problem is then reduced to that of finding an
estimate for Nh(�).

To identify which kinds of tree are the source of
problems, we introduce the notion of a cluster and
a self-energy graph. A cluster T with scale hT is a
connected set of nodes linked by a continuous
path of lines with the same scale label hT or a
lower one and which is maximal, namely all the
lines not belonging to T but connected to it have
scales higher than hT and at least one line in T has
scale hT . An inclusion relation is established
between clusters, in such a way that the innermost
clusters are the clusters with lowest scale, and so
on. Each cluster T can have an arbitrary number
of lines coming into it (entering lines), but only
one or zero lines coming out from it (exiting line):
lines of T which either enter or exit T are called
external lines. A cluster T with only one entering
line ‘2T and with one exiting line ‘1T such that one
has �‘1

T
= �‘2

T
will be called a self-energy graph

(SEG) or resonance. In such a case, the line ‘1T is
called a resonant line. Examples of clusters and
SEGs are suggested by the bubbles in Figure 4; the
mode labels are not represented, whereas the
scales of the lines are explicitly written.

If Sh(�) is the number of SEGs whose resonant
lines have scales h, then N�h(�) = Nh(�)� Sh(�)
will denote the number of nonresonant lines with
scale h.

A fundamental result, known as Siegel–Bryuno
lemma, shows that, for some positive constant c,
one has

N�hð�Þ � 2h=�c
X

v2Vð�Þ
j�vj ½18�
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3

3

3
3
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3

3
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6
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1
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Figure 4 Examples of clusters and SEGs. Note that the tree

itself is a cluster (with scale 6), and each of the two clusters with

one entering and one exiting lines is a SEG only if the momenta

of its external lines are equal to each other.
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which, if inserted into [17] instead of Nh(�), would
give a convergent series; then h0 should be chosen in
such a way that the sum of the series in [17] is less
than, say, �

P
v2Vð�Þ j�vj=8.

The bound [18] is a very deep one, and was
originally proved by Siegel for a related problem
(Siegel’s problem), in which, in the formalism
followed here, SEGs do not occur; such a bound
essentially shows that accumulation of small divisors
is possible only in the presence of SEGs. A possible
tree with k vertices whose value can be proportional
to some power of k! is represented in Figure 5,
where a chain of (k� 1)=2 SEGs, k odd, is drawn
with external lines carrying a momentum � such that
! � � 
 C0j�j�� .

In order to take into account the resonant lines,
we have to add a factor (! � �‘)�2 for each resonant
line ‘. It is a remarkable fact that, even if there are
trees whose value cannot be bounded as a constant
to the power k, there are compensations (that is,
partial cancellations) between the values of all trees
with the same number of vertices, such that the sum
of all such trees admits a bound of this kind.

The cancellations can be described graphically as
follows. Consider a tree � with a SEG T. Then take
all trees which can be obtained by shifting the
external lines of T, that is, by attaching such lines to
all possible vertices internal to T, and sum together
the values of all such trees. An example is given in
Figure 6. The corresponding sum turns out to be
proportional to (! � �)2, if � is the momentum of the
resonant line of T, and such a factor compensates
exactly the propagator of this line. The argument
above can be repeated for all SEGs: this requires a
little care because there are SEGs which are inside
some other SEGs. Again, for details and a more
formal discussion, the reader is referred to original
papers.

The conclusion is that we can take into account
the resonant lines: this simply adds an extra constant
raised to the power k, so that an overall estimate Ck,
for some C > 0, holds for U(k)(t), and the conver-
gence of the series follows.

Other Examples and Applications

The discussion carried out so far proves a version of
the KAM theorem, for the system described by [9],
and it is inspired by the original papers by

bi

Eliasson
(1996) and, mostly, by

bi

Gallavotti (1994).
Here we list some problems in which original

results have been proved by means of the diagram-
matic techniques described above, or by some
variants of them. These are discussed in the
following.

The first generalization one can think of is the
problem of conservation in quasi-integrable systems of
resonant tori (that is, invariant tori whose frequency
vectors have rationally dependent components). Even
if most of such tori disappear as an effect of the
perturbation, some of them are conserved as lower-
dimensional tori, which, generically, become of either
elliptic or hyperbolic or mixed type according to the
sign of " and the perturbation. With techniques
extending those described here (introducing also, in
particular, a suitable resummation procedure for
divergent series), this has been done by Gallavotti
and Gentile; see

bi

Gallavotti et al. (2004) and
bi

Gallavotti
and Gentile (2005) for an account.

An expansion like the one considered so far can
be envisaged also for the motions occurring on the
stable and unstable manifolds of hyperbolic lower-
dimensional tori for perturbations of Hamiltonians
describing a system of rotators (as in the previous
case) plus n pendulum-like systems. In such a case,
the function G(u) has a less simple form. For n = 1,
one can look for solutions which depend on time
through two variables,  =!t and x = e�gt, with
(!, g) 2 RNþ1, and ! Diophantine as before and g
related to the timescale of the pendulum. This has
been worked out by

bi

Gallavotti (1994), and then
used by

bi

Gallavotti et al. (1999) to study a class of
three-timescale systems, in order to obtain a lower

ν0 ν0 ν0 ν0 ν0 ν0

–ν0 –ν0 –ν0 –ν0 –ν0 –ν0

ν

Figure 5 Example of tree whose value grows like a factorial.

Figure 6 Example of SEGs whose values have to be summed together in order to produce the cancellation discussed in the text.

The mode labels are all fixed.
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bound on the homoclinic angles (i.e., the angles
between the stable and unstable manifolds of
hyperbolic tori which are preserved by the perturba-
tion). The formalism becomes a little more involved,
essentially because of the entries of the Wronskian
matrix appearing in [5]. In such a case, the
unperturbed solution u0(t) corresponds to the
rotators moving linearly with rotation vector ! and
the pendulum moving along its separatrix; a
nontrivial fact is that if g0 denotes the Lyapunov
exponent of the pendulum in the absence of the
perturbation, then one has to look for an expansion
in x = e�gt with g = g0 þO("), because the perturba-
tion changes the value of such an exponent.

The same techniques have also been applied to
study the relation of the radius of convergence of the
standard map, an area-preserving diffeomorphism
from the cylinder to itself, which has been widely
studied in the literature since the original papers by
Greene and by Chirikov, both appeared in 1979,
with the arithmetical properties of the rotation
vector (which is, in this case, just a number). In
particular, it has been proved that the radius of
convergence is naturally interpolated through a
function of the rotation number known as Bryuno
function (which has been introduced by Yoccoz as
the solution of a suitable functional equation
completely independent of the dynamics); see
Berretti and Gentile (2001) for a review of results
of this and related problems.

Also the generalized Riccati equation u̇� iu2 �
2if (!t)þ i"2 = 0, where ! 2 Td is Diophantine and f
is an analytic periodic function of  =!t, has been
studied with the diagrammatic technique by

bi

Gentile
(2003). Such an equation is related to two-level
quantum systems (as first used by Barata), and
existence of quasiperiodic solutions of the general-
ized Riccati equation for a large measure set E of
values of " can be exploited to prove that the
spectrum of the corresponding two-level system is
pure point for those values of "; analogously, one
can prove that, for fixed ", one can impose some
further nonresonance conditons on !, still leaving a
full measure set, in such a way that the spectrum is
pure point. (We note, in addition, that, technically,
such a problem is very similar to that of studying
conservation of elliptic lower-dimensional tori with
one normal frequency.)

Finally we mention a problem of partial differ-
ential equations, where, of course, the scheme

described above has to be suitably adapted: this is
the study of periodic solutions for the nonlinear
wave equation utt � uxx þmu =’(u), with Dirichlet
boundary conditions, where m is a real parameter
(mass) and ’(u) is a strictly nonlinear analytic odd
function.

bi

Gentile and Mastropietro (2004) repro-
duced the result of Craig and Wayne for the
existence of periodic solutions for a large measure
set of periods, and, in a subsequent paper by the
same authors with Procesi (2005), an analogous
result was proved in the case m = 0, which had
previously remained an open problem in
literature.

See also: Averaging Methods; Integrable Systems and
Discrete Geometry; KAM Theory and Celestial
Mechanics; Stability Theory and KAM.
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Definitions

The dimer model arose in the mid-twentieth century
as an example of an exactly solvable statistical
mechanical model in two dimensions with a phase
transition. It is used to model a number of physical
processes: free fermions in 1 dimension, the two-
dimensional Ising model, and various other
two-dimensional statistical-mechanical models at
restricted parameter values, such as the 6- and
8-vertex models and O(n) models. A number of
observable quantities such as the ‘‘height function’’
and densities of motifs have been shown to have
conformal invariance properties in the scaling limit
(when the lattice spacing tends to zero).

Recently, the model is also used as an elementary
model of crystalline surfaces in R3.

A dimer covering, or perfect matching, of a graph
is a set of edges (‘‘dimers’’) which covers every
vertex exactly once. In other words, it is a pairing of
adjacent vertices (see Figure 1a which is a dimer
covering of an 8� 8 grid). Dimer coverings of a grid
are sometimes represented as domino tilings, that is,
tilings with 2� 1 rectangles (Figure 1b). The dimer
model is the study of the set of dimer coverings of a
graph. Typically, the underlying graph is taken to be
a regular lattice in two dimensions, for example, the
square grid or the honeycomb lattice, or a finite part
of such a lattice.

Dimer coverings of the honeycomb graph are in
bijection with tilings of plane regions with 60�

rhombi, also known as lozenges (see Figure 2).
These tilings in turn are projections of piecewise-
linear surfaces in R3 composed of unit squares in
the 2-skeleton of Z3. So one can think of honey-
comb dimer coverings as modeling discrete surfaces
in R3. These surfaces are monotone in the sense
that the orthogonal projection to the plane
P111 = {(x, y, z)jxþ yþ z = 0} is injective.

Other models related to the dimer model are:

� The spanning tree model on planar graphs. The
set of spanning trees on a planar graph is in
bijection with the set of dimer coverings on an
associated bipartite planar graph. Conversely,
dimer coverings of a bipartite planar graph are
in bijection with directed spanning trees on an
associated graph.
� The Ising model on a planar graph with zero

external field can be modeled with dimers on an
associated planar graph.
� Plane partitions (three-dimensional versions of

integer partitions). Viewing a plane partition
along the (1, 1, 1)-direction, one sees a lozenge
tiling of the plane.
� Annihilating random walks in one dimension can

be modeled with dimers on an associated planar
graph.
� The monomer-dimer model, where one allows a

certain density of holes (monomers) in a dimer
covering. This model is unsolved at present,
although some partial results have been obtained.

Gibbs Measures

The most general setting in which the dimer model
can be solved is that of an arbitrary planar graph
with energies on the edges. We define here the
corresponding measure.

Let G = (V, E) be a graph and M(G) the set of
dimer coverings of G. Let E be a real-valued
function on the edges of G, with E(e) representing
the energy associated to a dimer on the bond e. One
defines the energy of a dimer covering as the sum of
the energies of those bonds covered with dimers.

(a) (b)

Figure 1 A dimer covering of a grid and the corresponding

domino tiling.

Figure 2 Honeycomb dimers (solid) and the corresponding

‘‘lozenge’’ tilings (gray).
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The partition function of the model on (G, E) is then
the sum

Z ¼
X

C2MðGÞ
e�EðCÞ=kT

where the sum is over dimer coverings. In what
follows we will take kT = 1 for simplicity. Note that
Z depends on both G and E.

The partition function is well defined for a finite
graph and defines the Gibbs measure, which is
by definition the probability measure �=�E on
the set M(G) of dimer coverings satisfying
�(C) = (1=Z)e�E(C) for a covering C.

For an infinite graph G with fixed energy function
E, a Gibbs measure on M(G) is by definition any
measure which is a limit of the Gibbs measures on a
sequence of finite subgraphs which fill out G. There
may be many Gibbs measures on an infinite graph,
since this limit typically depends on the sequence of
finite graphs. When G is an infinite periodic graph
(and E is periodic as well), it is natural to consider
translation-invariant Gibbs measures; one can show
that in the case of a bipartite, periodic planar graph
the translation-invariant and ergodic Gibbs meas-
ures form a two-parameter family – see Theorem 3
below.

For a translation-invariant Gibbs measure � which
is a limit of Gibbs measures on an increasing
sequence of finite graphs Gn, one can define the
partition function per vertex of � to be the limit

Z ¼ lim
n!1

ZðGnÞ1=jGnj

where jGnj is the number of vertices of Gn. The free
energy, or surface tension, of � is �log Z.

Combinatorics

Partition Function

One can compute the partition function for dimer
coverings on a finite planar graph G as the Pfaffian
(square root of the determinant) of a certain
antisymmetric matrix, the Kasteleyn matrix. The
Kasteleyn matrix is an oriented adjacency matrix of
G, indexed by the vertices V: orient the edges of a
graph embedded in the plane so that each face has
an odd number of clockwise oriented edges. Then
define K = (Kvv0 ) with

Kvv0 ¼ �e�Eðvv0Þ

if G has an edge vv0, with a sign according to the
orientation of that edge, and Kvv0 = 0 if v, v0 are not

adjacent. We then have the following result of
Kasteleyn:

Theorem 1 Z = jPf(K)j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j det Kj

p
.

Here Pf(K) denotes the Pfaffian of K.
Such an orientation of edges (which always exists

for planar graphs) is called a Kasteleyn orientation;
any two such orientations can be obtained from one
another by a sequence of operations consisting of
reversing the orientations of all edges at a vertex.

If G is a bipartite graph, that is, the vertices can
be colored black and white with no neighbors
having the same color, then the Pfaffian of K is the
determinant of the submatrix whose rows index the
white vertices and columns index the black vertices.
For bipartite graphs, instead of orienting the edges
one can alternatively multiply the edge weights by a
complex number of modulus 1, with the condition
that the alternating product around each face (the
first, divided by the second, times the third, as so on)
is real and negative.

For nonplanar graphs, one can compute the
partition function as a sum of Pfaffians; for a
graph embedded on a surface of Euler characteristic
�, this requires in general 22�� Pfaffians.

Local Statistics

The inverse of the Kasteleyn matrix can be used to
compute the local statistics, that is, the probability that
a given set of edges occurs in a random dimer covering
(random with respect to the Gibbs measure �).

Theorem 2 Let S = {(v1, v2), . . . , (v2k�1, v2k)} be a
set of edges of G. The probability that all these
edges occur in a �-random covering is

PrðSÞ ¼
Yk

i¼1

Kv2i�1;v2i

 !
Pf2k�2kððK�1Þvi;vj

Þ

Again, for bipartite graphs the Pfaffian can be
made into a determinant.

Heights

Bipartite graphs Suppose G is a bipartite planar
graph. A 1-form on G is simply a function on the set
of oriented edges which is antisymmetric with respect
to reversing the edge orientation: f (�e) =�f (e) for
an edge e. A 1-form can be identified with a flow:
just flow by f (e) along oriented edge e. The
divergence of the flow f is then d�f . Let � be the
space of flows on edges of G, with divergence 1 at
each white vertex and divergence �1 at each black
vertex, and such that the flow along each edge from
white to black is in [0, 1]. From a dimer covering M
one can construct such a flow !(M) 2 �: just flow
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one unit along each dimer, and zero on the remaining
edges. The set � is a convex polyhedron in RE and its
vertices can be seen to be exactly the dimer coverings.

Given any two flows !1,!2 2 �, their difference is
a divergence-free flow. Its dual (!1 � !2)� (or
conjugate flow) defined on the planar dual of G is
therefore the gradient of a function h on the faces of
G, that is, (!1 � !2)�= dh, where h is well defined
up to an additive constant.

When !1 and !2 come from dimer coverings, h is
integer valued, and is called the height difference of
the coverings. The level sets of the function h are
just the cycles formed by the union of the two
matchings. If we fix a ‘‘base point’’ covering !0 and
a face f0 of G, we can then define the height
function of any dimer covering (with flow !) to be
the function h with value zero at f0 and which
satisfies dh = (!� !0)�.

Nonbipartite graphs On a nonbipartite planar
graph the height function can be similarly defined
modulo 2. Fix a base covering !0; for any other
covering !, the superposition of !0 and ! is a set of
cycles and doubled edges of G; the function h is
constant on the complementary components of these
cycles and changes by 1 mod 2 across each cycle.
We can think of the height modulo 2 as taking two
values, or spins, on the faces of G, and the dimer
chains are the spin-domain boundaries. In particu-
lar, dimers on a nonbipartite graph model can in this
way model the Ising model on an associated dual
planar graph.

Thermodynamic Limit

By periodic planar graph we mean a graph G, with
energy function on edges, for which translations by
elements of Z2 or some other rank-2 lattice � � R2

are isomorphisms of G preserving the edge energies,
and such that the quotient G=Z2 is a finite graph.
Without loss of generality we can take � = Z2. The
standard example is G = Z2 with E 	 0, which we
refer to as ‘‘dimers on the grid.’’ However, other
examples display different global behaviors and so it
is worthwhile to remain in this generality.

For a periodic planar graph G, an ergodic
probability measure on M(G) is one which is
translation invariant (the measure of a set is the
same as any Z2-translate of that set) and whose
invariant subsets have measure 0 or 1.

We will be interested in probability measures
which are both ergodic and Gibbs (we refer to them
as ergodic Gibbs measures, dropping the term
‘‘probability’’). When G is bipartite, there are
multiple ergodic Gibbs measures (see Theorem 3

below). When G is nonbipartite, it is conjectured
that there is a single ergodic Gibbs measure.

In the remainder of this section we assume that G
is bipartite, and assume also that the Z2-action
preserves the coloring of the edges as black and
white (simply pass to an index-2 sublattice if not).

For integer n > 0 let Gn = G=nZ2, a finite graph
on a torus (in other words, with periodic boundary
conditions). For a dimer covering M of Gn, we
define (hx, hy) 2 Z2 to be the horizontal and vertical
height change of M around the torus, that is, the net
flux of !(M)� !0 across a horizontal, respectively
vertical, cut around the torus (in other words, hx, hy

are the horizontal and vertical periods around the
torus of the 1-form !(M)� !0). The characteristic
polynomial P(z, w) of G is by definition

Pðz;wÞ ¼
X

M2MðG1Þ
e�EðMÞzhxwhyð�1Þhxhy

here the sum is over dimer coverings M of
G1 = G=Z2, and hx, hy depend on M. The poly-
nomial P depends on the base point !0 only by a
multiplicative factor involving a power of z and w.
From this polynomial most of the large-scale
behavior of the ergodic Gibbs measures can be
extracted.

The Gibbs measure on Gn converges as n!1 to
the (unique) ergodic Gibbs measure � with smallest
free energy F =�log Z. The unicity of this measure
follows from the strict concavity of the free energy
of ergodic Gibbs measures as a function of the slope,
see below. The free energy F of the minimal free
energy measure is

F ¼ � 1

ð2�iÞ2
Z

S1�S1

log Pðz;wÞ dz

z

dw

w

that is, minus the Mahler measure of P.
For any translation-invariant measure � onM(G),

the average slope (s, t) of the height function for �-
almost every tiling is by definition the expected
horizontal and vertical height change over one
fundamental domain, that is, s = E[h(f þ (1, 0))�
h(f )] and t = E[h(f þ (0, 1))� h(f )] where f is any
face. This quantity (s, t) lies in the Newton polygon
of P(z, w) (the convex hull in R2 of the set of
exponents of monomials of P). In fact, the points in
the Newton polygon are in bijection with the
ergodic Gibbs measures on M(G):

Theorem 3 When G is a periodic bipartite planar
graph, any ergodic Gibbs measure has average slope
(s, t) lying in N(P). Moreover, for every point (s, t) 2
N(P) there is a unique ergodic Gibbs measure �(s, t)
with that average slope.

Dimer Problems 63



In particular, this gives a complete description of
the set of all ergodic Gibbs measures. The ergodic
Gibbs measure �(s, t) of slope (s, t) can be obtained
as the limit of the Gibbs measures on Gn, when one
conditions the configurations to have a particular
slope approximating (s, t).

Ronkin Function and Surface Tension

The Ronkin function of P is a map R : R2!R
defined for (Bx, By) 2 R2 by

RðBx;ByÞ ¼
1

ð2�iÞ2
Z

S1�S1

log PðzeBx ;weByÞ dz

z

dw

w

The Ronkin function is convex and its graph is
piecewise linear on the complement of the amoeba
A(P) of P, which is the image of the zero set {(z, w) 2
C2 jP(z, w) = 0} under the map (z, w) 7! ( log jzj,
log jwj) (see Figures 3 and 4 for an example).

The free energy F(�(s, t)) of �(s, t), as a function of
(s, t) 2 N(P), is the Legendre dual of the Ronkin
function of P(z, w): we have

Fð�ðs; tÞÞ ¼ RðBx;ByÞ � sBx � tBy

where

s ¼ @RðBx;ByÞ
@Bx

; t ¼ @RðBx;ByÞ
@By

The continuous map rR : R2!N(P) which takes
(Bx, By) to (s, t) is injective on the interior of A(P),
collapses each bounded complementary component of
A(P) to an integer point in the interior of N(P), and
collapses each unbounded complementary component
of A(P) to an integer point on the boundary of N(P).

Under the Legendre duality, the facets in the
graph of the Ronkin function (i.e., maximal regions

on which R is linear) give points of nondifferentia-
bility of the free energy F, as defined on N(P). We
refer to these points of nondifferentiability as
‘‘cusps.’’ Cusps occur only at integer slopes (s, t)
(see Figure 5 for the free energy associated to the
Ronkin function in Figure 4).

By Theorem 3, the coordinates (Bx, By) can also
be used to parametrize the set of Gibbs measures
�(s, t) (but only those with slope (s, t) in the interior
of N(P) or on the corners of N(P) and boundary
integer points). This parametrization is not one-to-
one since when (Bx, By) varies in a complementary
component of the amoeba, the measure �(s, t) does
not change. On the interior of the amoeba the
parametrization is one-to-one.

The remaining Gibbs measures, whose slopes are
on the boundary of N(P), can be obtained by taking
limits of (Bx, By) along the ‘‘tentacles’’ of the amoeba.

Phases

The Gibbs measures �(s, t) can be partitioned into
three classes, or phases, according to the behavior of
the fluctuations of the height function. If we
measure the height at two distant points x1 and x2

in G, the average height difference, E[h(x1)� h(x2)],
is a linear function of x1 � x2 determined by the
average slope of the measure. The height fluctuation
is defined to be the random variable h(x1)� h(x2)�
E[h(x1)� h(x2)]. This random variable depends on

–4 –2 2 4

–4

–2

2

4

Figure 3 The amoeba of P(z, w ) = 5þ z þ 1=z þ w þ 1=w ,

which is the characteristic polynomial for dimers on the periodic

‘‘square-octagon’’ lattice.

Figure 4 Minus the Ronkin function of P(z, w ) = 5þ z þ 1=z

þw þ 1=w .

Figure 5 (Negative of) the free energy for dimers on the

square-octagon lattice.
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the two points and we are interested in its behavior
when x1 and x2 are far apart.

We say �(s, t) is

1. ‘‘Frozen’’ if the height fluctuations are bounded
almost surely.

2. ‘‘Rough’’ (or ‘‘liquid’’) if the covariance in the
height function E[h(x1)h(x2)]� E[h(x1)]E[h(x2)]
is unbounded as jx1 � x2j!1.

3. ‘‘Smooth’’ (or ‘‘gaseous’’) if the covariance of the
height function is bounded but the height
fluctuations are unbounded.

The height fluctuations can be related to the decay
of the entries of K�1, which are in turn related to the
decay of the Fourier coefficients of 1=P. In par-
ticular, we have

Theorem 4 The measure �(s, t) is respectively
frozen, rough, or smooth according to whether
(Bx, By) = (rR)�1(s, t) is in the closure of an
unbounded complementary component of A(p), in
the interior of A(P), or in the closure of a bounded
component of A(P).

The characteristic polynomials P which occur in
the dimer model are not arbitrary: their algebraic
curves {P = 0} are all of a special type known as
Harnack curves, which are characterized by the fact
that the map from the zero-set of P in C2 to its
amoeba in R2 is at most two-to-one. In fact:

Theorem 5 By varying the edge energies all
Harnack curves can be obtained as the characteristic
polynomial of a planar dimer model.

Local Statistics

In the thermodynamic limit (on a periodic planar
graph), local statistics of dimer coverings for the Gibbs
measure of minimal free energy can be obtained from
the limit of the inverse of the Kasteleyn matrix on the
finite toroidal graphs Gn. This in turn can be
computed from the Fourier coefficients of 1/P.

As an example, let G be the square grid Z2 and take
E= 0 (which corresponds to the uniform measure on
configurations for finite graphs). An appropriate
choice of signs for the Kasteleyn matrix is to put
weights 1, �1 on alternate horizontal edges and i, �i
on alternate vertical edges in such a way that around
each white vertex the weights are cyclically 1, i,�1,
�i. For this choice of signs we have

K�1
ð0;0Þ;ðx;yÞ ¼

1

ð2�Þ2
Z 2�

0

Z 2�

0

e�ið�xþ�yÞd�d�

2 sin �þ 2i sin �

This integral can be evaluated explicitly (see Figure 6
for values of K�1

(0, 0), (x, y) near the origin; by

translation invariance K�1
(x0, y0), (x, y) = K�1

(0, 0), (x�x0, y�y0))

and values in other quadrants can be obtained by
K�1

(0, 0), (x, y) =�iK�1
(0, 0), (�y, x)).

As a sample computation, using Theorem 2, the
probability that the dimer covering the origin points
to the right and, simultaneously, the one covering
(0, 1) points upwards is

Kð0;0Þ;ð1;0ÞKð0;2Þ;ð0;1Þ det
K�1
ð0;0Þ;ð1;0Þ K�1

ð0;0Þ;ð0;1Þ

K�1
ð0;2Þ;ð1;0Þ K�1

ð0;2Þ;ð0;1Þ

 !

¼ 1 
 ð�iÞ 
 det
1
4

�i
4

� 1
4þ 1

�
i
4

 !
¼ 1

4�

Another computation which follows is the decay
of the edge covariances. If e1, e2 are two edges at
distance d, then Pr(e1&e2)� Pr(e1)Pr(e2) decays
quadratically in 1/d, since K�1((0, 0), (x, y)) decays
like 1=(jxj þ jyj).

Scaling Limits

The scaling limit of the dimer model is the limit
when the lattice spacing tends to zero.

Let us define the scaling limit in the following
way. Let �Z2 be the square grid scaled by �, so the
lattice mesh size is �. Fix a Jordan domain U � R2

and consider for each � a subgraph U� of �Z2,
bounded by a simple polygon, which tends to U as
�! 0. We are interested in limiting properties of
random dimer coverings of U�, in the limit as �! 0,
for example, the fluctuations of the height function
and edge densities.
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Figure 6 Values of K�1 on Z 2 with zero energies.
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The limit depends on the (sequence of) boundary
conditions, that is, on the exact choice of approxi-
mating regions U�. By changing U� one can change
the limiting rescaled height function along the
boundary. It is conjectured that the limit of the
height function along the boundary of U� (scaled by
� . . . and assuming this limit exists) determines
essentially all of the limiting behavior in the interior,
in particular the limiting local statistics.

Therefore, let u be a real-valued continuous
function on the boundary of U. Consider a sequence
of subgraphs U� of �Z2, as �! 0 as above, and
whose height function along the boundary, when
scaled by �, is approximating u. We discuss the limit
of the model in this setting.

Crystalline Surfaces

The height function allows us to view dimer cover-
ings as random surfaces in R3: to a dimer covering
of G, one associates the graph of its height function,
extended in a piecewise linear fashion over the edges
and faces of the dual G�. These surfaces are then
piecewise linear random surfaces, which resemble
crystal surfaces in the sense that microscopically (on
the scale of the lattice) they are rough, whereas their
long-range behavior is smooth and facetted, as we
now describe.

In the scaling limit, boundary conditions as
described in the last paragraph of the previous
section are referred to as ‘‘wire-frame’’ boundary
conditions, since the graph of the height function
can be thought of as a (random) surface spanning
the wire frame defined by its boundary values.

In the scaling limit, there is a law of large
numbers which says that the Gibbs measure on
random surfaces (which is unique since we are
dealing with a finite graph) concentrates, for fixed
wire-frame boundary conditions, on a single surface
S0. That is, as the lattice spacing � tends to zero,
with probability tending to 1 the random surface lies
close to a limiting surface S0. The surface S0 is the
unique surface which minimizes the total surface
tension, or free energy, for its fixed boundary values,
that is, minimizes the integral over the surface of the
F(�(s, t)), where (s, t) is the slope of the surface at
the point being integrated over. Existence and
unicity of the minimizer follow from the strict
convexity of the free energy/surface tension as a
function of the slope.

At a point where the free energy has a cusp, the
crystal surface S0 will in general have a facet, that is,
a region on which it is linear. Outside of the facets,
one expects that S0 is analytic, since the free energy
is analytic outside the cusps.

Fluctuations

While the scaled height function �h in the scaling
limit converges to its mean value h0 (whose graph is
the surface S0), the fluctuations of the unrescaled
height function h� (1=�)h0 will converge in law to a
random process on U.

In the simplest setting, that of honeycomb dimers
with E 	 0, and in the absence of facets, the height
fluctuations converge to a continuous Gaussian
process, the image of the Gaussian free field on the
unit disk D under a certain diffeomorphism �
(depending on h0) of D to U.

In the particular case h0 = 0, � is the Riemann map
from D to U and the law of the height fluctuations
is just the Gaussian free field on U (defined to be
the Gaussian process whose covariance kernel is
the Dirichlet Green’s function). The conformal
invariance of the Gaussian free field is the basis for
a number of conformal invariance properties of the
honeycomb dimer model.

Densities of Motifs

Another observable of interest is the density field of a
motif. A motif is a finite collection of edges, taken up
to translation. For example, consider, for the square
grid, the ‘‘L’’ motif consisting of a horizontal domino
and a vertical domino aligned to form an ‘‘L,’’ which
we showed above to have a density 1=4� in the
thermodynamic limit. The probability of seeing this
motif at any given place is 1=4�. However, in the
scaling limit one can ask about the fluctuations of the
occurrences of this motif: in a large ball around a
point x, what is the distribution of NL � A=4�, where
NL is the number of occurrences of the motif, and A is
the area of the ball? These fluctuations form a
random field, since there is a long-range correlation
between occurrences of the motif.

It is known that on Z2, for the minimal free energy
ergodic Gibbs measure, the rescaled density field

1ffiffiffiffi
A
p NL �

A

4�

� �

converges as �! 0 weakly to a Gaussian random field
which is a linear combination of a directional
derivative of the Gaussian free field and an independent
white noise. A similar result holds for other motifs.

The joint distribution of densities of several motifs
can also be shown to be Gaussian.

See also: Combinatorics: Overview; Determinantal
Random Fields; Growth Processes in Random Matrix
Theory; Statistical Mechanics and Combinatorial
Problems; Statistical Mechanics of Interfaces.
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Introduction

In this article we describe some recent results (
bi

Finster
et al. 1999a,b, 2000 a–c, 2002a) concerning the
existence of both particle-like, and black hole
solutions of the coupled Einstein–Dirac–Yang–Mills
(EDYM) equations. We show that there are stable
globally defined static, spherically symmetric solu-
tions. We also show that for static black hole
solutions, the Dirac wave function must vanish
identically outside the event horizon. The latter result
indicates that the Dirac particle (fermion) must either
enter the black hole or tend to infinity.

The plan of the article is as follows. The next
section describes the background material. It is
followed by a discussion of the coupled EDYM
equations for static, spherically symmetric particle-
like and black hole solutions. The final section of
the article is devoted to a discussion of these results.

Background Material

Einstein’s Equations

We begin by describing the Einstein equation for the
gravitational field (for more details, see, e.g.,

bi

Adler
et al. (1975)). We first note Einstein’s hypotheses of
general relativity (GR):

(E1) The gravitational field is the metric gij in 3þ 1
spacetime dimensions. The metric is assumed to
be symmetric.

(E2) At each point in spacetime, the metric can be
diagonalized as diag(�1,1,1,1).

(E3) The equations which describe the gravitational
field should be covariant; that is, independent
of the choice of coordinate system.

The hypothesis (E1) is Einstein’s brilliant insight,
whereby he ‘‘geometrizes’’ the gravitational field.
(E2) means that there are inertial frames at each
point (but not globally), and guarantees that special
relativity (SR) is included in GR, while (E3) implies

that the gravitational field equations must be tensor
equations; that is, coordinates are an artifact, and
physics should not depend on the choice of
coordinates.

Einstein’s Equations of GR

The metric gij=gij(x), i,j=0,1,2,3,x=(x0,x1,x2,x3),
x0=ct (c=speedof light, t=time), is the metric tensor
defined on four-dimensional spacetime. Einstein’s
equations are ten (tensor) equations for the unknown
metric gij (gravitational field), and take the form

Rij � 1
2 Rgij ¼ 	Tij ½1�

where the left-hand side Gij = Rij � 1
2 Rgij is the

Einstein tensor and depends only on the geometry,
	= 8�G=c4, where G is Newton’s gravitational
constant, while Tij, the energy–momentum tensor,
represents the source of the gravitational field, and
encodes the distribution of matter. (The word
‘‘matter’’ in GR refers to everything which can
produce a gravitational field, including elementary
particles, electromagnetic or Yang–Mills (YM) fields.
From the Bianchi identities in geometry (cf.

bi

Adler
et al. (1975)), the (covariant) divergence of the
Einstein tensor, Gij, vanishes identically, namely

Gj
i;j ¼ 0

so, on solutions of Einstein’s equations,

Tj
i;j ¼ 0

and this in turn expresses the conservation of energy
and momentum. The quantities which comprise the
Einstein tensor are given as follows: first, from
the metric tensor gij, we form the Levi-Civita
connection �k

ij defined by:

�k
ij ¼

1

2
gk‘ @g‘j

@xi
� @gi‘

@xj
� @gij

@x‘

� �

where (4� 4 matrix) [gk‘] = [gk‘]
�1, and summation

convention is employed; namely, an index which
appears as both a subscript and a superscript is to
be summed from 0 to 3. With the aid of �k

ij, we can
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construct the celebrated Riemann curvature tensor
Ri

qk‘:

Ri
qk‘ ¼

@�i
q‘

@xk
�
@�i

qk

@x‘
þ �i

pk�p
q‘ � �i

p‘�
p
qk

Finally, the terms Rij and R which appear in the
Einstein tensor Gij are given by

Rij ¼ Rs
isj

(the Ricci tensor), and

R ¼ gijRij

is the scalar curvature.
From the above definitions, one sees at once the

enormous complexity of the Einstein equations. For
this reason, one usually seeks solutions which have a
high degree of symmetry, and in what follows, in this
section, we shall only consider static, spherically
symmetric solutions; that is, solutions which depend

only on r = jxj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x1)2 þ (x2)2 þ (x3)2

q
. In this case,

the metric gij takes the form

ds2 ¼ �TðrÞ2dt2 þ AðrÞ�1dr2 þ r2d�2 ½2�

where d�2 = d�2 þ sin2 � d’2 is the standard metric
on the unit 2-sphere, r,�,’ are the usual spherical
coordinates, and t denotes time.

Black Hole Solutions

Consider the problem of finding the gravitational
field outside a ball of mass M in R3; that is, there is
no matter exterior to the ball. Solving Einstein’s
equations Gij

0= 0 gives the famous Schwarzschild
solution (1916):

ds2 ¼� 1� 2m

r

� �
c2dt2

þ 1� 2m

r

� ��1

dr2 þ r2d�2 ½3�

where m = GM=c2. Since 2m has the dimensions of
length, it is called the Schwarzschild radius. Observe
that when r = 2m, the metric is singular; namely,
gtt = 0 and grr =1. By transforming the metric [2] to
the so-called Kruskal coordinates (cf.

bi

Adler et al.
(1975)), one observes that the Schwarzschild sphere
r = 2m has the physical characteristics of a black hole:
light and nearby particles can enter the region r < 2m,
nothing can exit this region, and there is an intrinsic
(nonremovable) singularity at the center r = 0.

For the general metric [2], we define a black hole
solution of Einstein’s equations to be a solution
which satisfies, for some � > 0,

Að�Þ ¼ 0; AðrÞ > 0 if r > �

� is called the radius of the black hole, or the event
horizon.

Yang–Mills Equations

The YM equations generalize Maxwell’s equations.
To see how this comes about, we first write
Maxwell’s equations in an invariant way. Thus, let
A denote a scalar-valued 1-form:

A ¼ Aidxi; Ai 2 R

which is called the electromagnetic potential (by
physicists), or a connection (by geometers). The
electromagnetic field (curvature) is the 2-form

F ¼ dA

In local coordinates,

F ¼ Fijdxi ^ dxj; Fij ¼
@Aj

@xi
� @Ai

@xj

In this framework, Maxwell’s equations are given by

d?F ¼ 0; dF ¼ 0 ½4�

where ? is the Hodge star operator, mapping 2-forms
to 2-forms (in R4), and is defined by

ð?FÞk‘ ¼ 1
2

ffiffiffiffiffiffi
jgj

p
"ijk‘F

ij

where g = det(gij) and "ijk‘ is the completely anti-
symmetric symbol defined by "ijk‘ = sgn(ijk‘). As
usual, indices are raised (or lowered) via the metric,
so that, for example,

Fij ¼ g ‘igmjFjm

It is important to notice that ?F depends on the
metric. Note also that Maxwell’s equations are
linear equations for the Ai’s.

The YM equations generalize Maxwell’s equations
and can be described as follows. With each YM field
(described below) is associated a compact Lie group
G called the gauge group. For such G, we denote its
Lie algebra by g , defined to be the tangent space at the
identity of G. Now let A be a g -valued 1-form

A ¼ Aidxi

where each Ai is in g . In this case, the curvature 2-form
is defined by

F ¼ dAþ A ^ A

or, in local coordinates,

Fij ¼
@Aj

@xi
� @Ai

@xj
þ ½Ai;Aj�
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The commutator [Ai, Aj] = 0 if G is an abelian
group, but is generally nonzero if G is a matrix
group. In this framework, the YM equations can be
written in the form d?F = 0, where now d is an
appropriately defined covariant exterior derivative.
For Maxwell’s equations, the gauge group G = U(1)
(the circle group {ei�: � 2 R}) so g is abelian and we
recover Maxwell’s equations from the YM equa-
tions. Observe that if G is nonabelian, then the YM
equations d?F = 0 are nonlinear equations for the
connection coefficients Ai.

The Dirac Equation in Curved Spacetime

The Dirac equation is a generalization of Schrödinger’s
equation, in a relativistic setting (

bi

Bjorken and
Drell 1964). It thus combines quantum mechanics
with the theory of relativity. In addition, the Dirac
equation also describes the intrinsic ‘‘spin’’ of fermions
and, for this reason, solutions of the Dirac equation are
often called spinors.

The Dirac equation can be written as

ðG�mÞ� ¼ 0 ½5�

where G is the Dirac operator, m is the mass of the
Dirac particle (fermion), and � is a complex-valued
4-vector called the wave function, or spinor. The
Dirac operator G is of the form

G ¼ iGjðxÞ @
@xj
þ BðxÞ ½6�

where Gj as well as B are 4� 4 matrices, m is the
(rest) mass of the fermion, and i =

ffiffiffiffiffiffiffi
�1
p

. The Dirac
equation is thus a linear equation for the spinors.
The Gj (called Dirac matrices) and the Lorentzian
metric gij are related by

g jkI ¼ 1
2 fG

j;Gkg ½7�

where {Gj,Gk} is the anticommutator

fGj;Gkg ¼ GjGk þGkGj

Thus, the Dirac matrices depend on the underlying
metric in four-dimensional spacetime.

Suppose that H is a spacelike hypersurface in R4,
with future-directed normal vector �= �(x), and let
d� be the invariant measure on H induced by the
metric gij. We define a scalar product on solutions
�, � of the Dirac equation by

h�j�i ¼
Z

H

��Gj��j d� ½8�

This scalar product is positive definite, and because
of current conservation (cf.

bi

Finster (1988))

rj
��Gj� ¼ 0

it is also independent of H. By generalizing
the expression (due to Dirac), �̄�0� = j�j2, in
Minkowski space, where �0 and �̄, the adjoint
spinors, are defined by

�0 ¼
1 0

0 �1

0
@

1
A; �� ¼ ���0

where � denotes complex conjugation, and 1 is the
2� 2 identity matrix, the quantity �̄Gj��j is
interpreted as the probability density of the Dirac
particle. We normalize solutions of the Dirac
equation by requiring�

�j�
�
¼ 1 ½9�

Spherically Symmetric EDYM Equations

In the remainder of this article we assume that all
fields are spherically symmetric, so they depend
only on the variable r = jxj. In this case, the
Lorentzian metric in polar coordinates (t, r, �,’)
takes the form [2]. The Dirac wave function can be
(

bi

Finster et al. 2000b) described by two real
functions, (	(r),
(r)), and the potential W(r) corre-
sponds to the magnetic component of an SU(2) YM
field. As shown in

bi

Finster et al. (2000b), the EDYM
equations are ffiffiffiffi

A
p

	0 ¼ w

r
	� ðmþ !TÞ
 ½10�

ffiffiffiffi
A
p


0 ¼ ð�mþ !TÞ	�w

r

 ½11�

rA0 ¼ 1� A� 1

e2

ð1�w2Þ2

r2

� 2!T2ð	2 þ 
2Þ � 2

e2
Aw02 ½12�

2rA0
T 0

T
¼� 1þ Aþ 1

e2

ð1�w2Þ2

r2

þ 2mTð	2 � 
2Þ � 2!T2ð	2 þ 
2Þ

þ 4
T

r
w	
 � 2

e2
Aw02 ½13�

rAw00 ¼ � ð1�w2Þwþ e2rT	


� r2 A0T � 2AT 0

2T
w0 ½14�

Equations [10] and [11] are the Dirac equations,
[12] and [13] are the Einstein equations, and [14] is
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the YM equation. The constants m,!, and e denote,
respectively, the rest mass of the Dirac particle, its
energy, and the YM coupling constant.

Nonexistence of Black Hole Solutions

Let the surface r = � > 0 represent a black hole event
horizon:

Að�Þ ¼ 0; AðrÞ > 0 if r > � ½15�

In this case, the normalization condition [9] is
replaced byZ 1

r0

ð	2þ 
2Þ
ffiffiffiffi
T
p

A
dr<1; for every r0 > � ½16�

In addition, we assume that the following global
conditions hold:

lim
r!1

r
�
1� AðrÞ

�
¼M <1 ½17�

(finite mass),

lim
r!1

TðrÞ ¼ 1 ½18�

(gravitational field is asymptotically flat Minkows-
kian), and

lim
r!1

�
wðrÞ2;w0ðrÞ

�
¼ ð1; 0Þ ½19�

(the YM field is well behaved).
Concerning the event horizon r = �, we make the

following regularity assumptions:

1. The volume element
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j det gijj

p
= j sin �jr2A�1T�2

is smooth and nonzero on the horizon; that is,

T�2A�1; T2A 2 C1ð½�;1ÞÞ

2. The strength of the YM field Fij is given by

trðFijF
ijÞ ¼ 2Aw02

r4
þ ð1�w2Þ2

r4

(cf.
bi

Bartnik and McKinnon 1988). We assume that
this scalar is bounded near the horizon; that is,
outside the event horizon and near r = �, assume
that

w and Aw02 are bounded ½20�

3. The function A(r) is monotone increasing outside
of and near the event horizon.

As discussed in
bi

Finster et al. (1999a), if assumption
1 or 2 were violated, then an observer freely falling
into the black hole would feel strong forces when

crossing the horizon. Assumption 3 is considerably
weaker than the corresponding assumption in

bi

Finster et al. (1999b), where, indeed, it was assumed
that the function A(r) obeyed a power law
A(r) = c(r� �)s þO((r� �)sþ1), with positive con-
stants c and s, for r > �.

The main result in this subsection is the following
theorem:

Theorem 1 Every black hole solution of the
EDYM equations [10]–[14] satisfying the regularity
conditions 1–3 cannot be normalized and coincides
with a Bartnik–McKinnon (BM) black hole of the
corresponding Einstein–Yang–Mills (EYM) equa-
tions; that is, the spinors 	 and 
 must vanish
identically outside the event horizon.

Remark
bi

Smoller and Wasserman (1998) proved
that any black hole solution of the EYM equations
that has finite mass (i.e., that satisfies [17]) must be
one of the BM black hole solutions (

bi

Bartnik and
McKinnon 1988) whose existence was first demon-
strated in

bi

Smoller et al. (1993). Thus, amending the
EYM equations by taking quantum-mechanical
effects into account – in the sense that both the
gravitational and YM fields can interact with Dirac
particles – does not yield any new types of black
hole solutions.

The present strategy in proving this theorem is to
assume that we have a black hole solution of the
EDYM equations [10]–[18] satisfying assumptions
1–3, where the spinors do not vanish identically
outside of the black hole. We shall show that this
leads to a contradiction. The proof is broken up
into two cases: either A�1=2 is integrable or
nonintegrable near the event horizon. We shall
only discuss the proof for the case when A�1=2 is
integrable near the event horizon, leaving the
alternate case for the reader to view in

bi

Finster
et al. (2000a).

If A�1=2 is integrable, then one shows that there
are positive constants c, " such that

c � 	2ðrÞ þ 
2ðrÞ � 1

c
; if � < r < �þ " ½21�

Indeed, multiplying [10] by 	, and [11] by 
 and
adding gives an estimate of the formffiffiffiffi

A
p
ð	2 þ 
2Þ0 � �ð	2 þ 
2Þ

Upon dividing by
ffiffiffiffi
A
p

(	2 þ 
2) and integrating from
r > � to �þ " gives

j logð	2 þ 
2Þð�þ "Þ � logð	2 þ 
2ÞðrÞj � const:
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from which the desired result follows. Next, from
[12] and [13],

rðAT2Þ0 ¼ 4� !T4ð	2 þ 
2Þ

þ T3 2mð	2 � 
2Þ þ 4w

r
	


	 


� 4

e2
ðAw0Þ2T2 ½22�

Using assumption 2 together with the last theorem,
we see that the coefficients of T4, T3, and T2 on the
right-hand side of [21] are bounded near �, and from
assumption 1 the left-hand side of [21] is bounded
near �. Since assumption 1 implies T(r)!1 as
r& �, we see that !=0. Since !=0, the Dirac
equations simplify and we can show that 	
 is a
positive decreasing function which tends to 0 as
r!1. Then the YM equation can be written in the
form

r2ðAw0Þ0 ¼ �wð1�wÞ2

þ e2 rðT
ffiffiffiffi
A
p
Þ	
ffiffiffiffi

A
p þ r2 ðAT2Þ0

2AT2
ðAw0Þ ½23�

From assumption 2, Aw02 is bounded so A2w02 ! 0 as
r& �. Thus, from [22] we can write, for r near �,

ðAw0Þ0ðrÞ � c1 þ
c2ffiffiffiffiffiffiffiffiffiffi
AðrÞ

p
where c1 and c2 are positive constants. Using this
inequality, we can show that for r near �,

AðrÞ ¼ ðr� �ÞBðrÞ

where 0 < limr&� B(r) <1. It follows that A(�) = 0
and A0(�) > 0. Thus, the Einstein metric has the
same qualitative features as the Schwarzschild
metric near the event horizon. Hence, the metric
singularity can be removed via a Kruskal transfor-
mation (

bi

Adler et al. 1975). In these Kruskal
coordinates, the YM potential is continuous and
bounded (as is easily verified). As a consequence, the
arguments in

bi

Finster et al. (2000c) go through and
show that the spinors must vanish identically outside
the horizon. For this, one must note that continuous
zero-order terms in the Dirac operator are irrelevant
for the derivation of the matching conditions in

bi

Finster et al. 2000c, section 2.4). Thus, the matching
conditions (equations (2.31), (2.34) of

bi

Finster et al.
(2000c)) are valid without changes in the presence
of our YM field. Using conservation of the (electro-
magnetic) Dirac current and its positivity in timelike
directions, the arguments in

bi

Finster et al. (2000c,
section 4) all carry over. This completes the proof.

We have thus proved that the only black hole
solutions of our EDYM equations are the BM black

holes; that is, the spinors must vanish identically. In
other words, the EDYM equations do not admit
normalizable black hole solutions. Thus, in the
presence of quantum-mechanical Dirac particles, static
and spherically symmetric black hole solutions do not
exist. Another interpretation of these our result is that
Dirac particles can only either disappear into the black
hole or escape to infinity. These results were proved
under very weak regularity assumptions on the form of
the event horizon (see assumptions 1–3).

Particle-Like Solutions

By a particle-like (bound state) solution of the (SU(2))
EDYM equations, we mean a smooth solution of
eqns [10]–[14], which is defined for all r � 0, and
satisfies condition [9], which explicitly becomesZ r

0

ð	2 þ 
2Þ
ffiffiffiffi
T
p

A
dr ¼ 1 ½24�

In addition, we demand that [17]–[19] also hold. It
is easily shown that, near r = 0, we must have

wðrÞ ¼ 1� �
2

r2 þOðr2Þ ½25�

where � is a real parameter. From this, via a Taylor
expansion, one finds that

	ðrÞ ¼ 	1rþOðr3Þ

ðrÞ ¼ 1

2 ð!T0 �mÞ	1r2 þOðr3Þ
½26�

AðrÞ ¼ 1þOðr2Þ; TðrÞ ¼ T0 þOðr2Þ ½27�

with two parameters 	1 and T0 > 0. Using linearity of
the Dirac equation, we can always assume that	1 > 0.

Under all realistic conditions, the coupling of
Dirac particles to the YM field (describing the weak
or strong interactions) is much stronger than the
coupling to the gravitational field. Thus, we are
particularly intrested in the case of weak gravita-
tional coupling. As shown in

bi

Finster et al. (2000b),
the gravitational field is essential for the formation
of bound states. However, for arbitrarily weak
gravitational coupling, we can hope to find bound
states. It is even conceivable that these bound-state
solutions might have a well-defined limit when the
gravitational coupling tends to zero, if we let the
YM coupling go to infinity at the same time. Our
idea is that this limiting case might yield a system of
equations which is simpler than the full EDYM
system, and can thus serve as a physically interesting
starting point for the analysis of the coupled
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interactions described by the EDYM equations.
Expressed in dimensionless quantities, we shall thus
consider the limits

m2�! 0 and e2 !1 ½28�

That is, we ask whether weak gravitational coupling
can give rise to bound states. Using numerical methods,
we find particle-like solutions which are stable, even
for arbitrarily weak gravitational coupling.

Now assuming that [27] holds (weak gravitational
coupling), so that (A, T) � (1, 1), then we find that
the Dirac equations have a meaningful limit only
under the assumptions that 	 converges and that

m
ðrÞ ! 
̂ðrÞ; m2ðTðrÞ � 1Þ ! ’

mð!�mÞ ! E
½29�

with two real functions 
̂,’ and a real parameter E.
Multiplying [29] with m and taking the limits [28]
as well as A, T ! 1, the Dirac equations become

	0 ¼ w

r
	� 2
̂ ½30�


̂0 ¼ ðEþ ’Þ	�w

r

̂ ½31�

We next consider the YM equation [14]. The last
term in [14] drops out in the limit of weak
gravitational coupling [27]. The second summand
converges only under the assumption that

e2

m
! q ½32�

with q a real parameter, playing the role of an
‘‘effective’’ coupling constant. Together with [27],
this implies that m!1. The YM equations thus
have the limit

r2w00 ¼ �ð1�wÞ2wþ qr	
̂ ½33�

In order to get a well-defined and nontrivial limit of
the Einstein equations [13] and [14], we need to
assume that the parameter m3� has a finite, nonzero
limit. Since this parameter has the dimension of
inverse length, we can arrange by a scaling of our
coordinates that

m3�! 1 ½34�

We differentiate the T-equation [13] with respect to r
and substitute [12]. Taking the limits [28] and [33], a
straightforward calculation yields the equation

r2�’ ¼ �	2 ½35�

where � = r�2@r(r
2@r) is the radial Laplacian in

Euclidean R3. Indeed, this equation can be

regarded as Newton’s equation with the Newtonian
potential ’. Thus, the limiting case [34] for
the gravitational field corresponds to taking the
Newtonian limit. Finally, the normalization con-
dition [16] reduces toZ 1

0

	ðrÞ2 dr ¼ 1 ½36�

The boundary conditions [17]–[19], [24]–[26] are
transformed into

wðrÞ ¼ 1� �
2

r 2 þOðr3Þ; lim
r!1

wðrÞ ¼ 	1 ½37�

	ðrÞ ¼ 	1rþOðr3Þ; 
̂ðrÞ ¼ Oðr3Þ ½38�

’ðrÞ ¼ ’0 þOðr3Þ; lim
r!1

’ðrÞ <1 ½39�

with the three parameters �,	1, and ’0. We point
out that the limiting system contains only one
coupling constant q. According to [31] and [33],
q is in dimensionless form given by

e2m2�! q ½40�

Hence, in dimensionless quantities, the limit [17]
describes the situation where the gravitational cou-
pling goes to zero, while the YM coupling constant
goes to infinity like e2 
 (m2�)�1. Therefore, this
limiting case is called the reciprocal coupling limit
(RCL). The reciprocal coupling system is given by
eqns [29], [30], [32], and [34] together with the
normalization conditions [35] and the boundary
conditions [36]–[38]. According to [28], the para-
meter E coincides up to a scaling factor with !�m,
and thus has the interpretation as the (properly
scaled) energy of the Dirac particle. As in Newtonian
mechanics, the potential ’ is determined only up to a
constant � 2 R; namely, the reciprocal limit equa-
tions are invariant under the transformation

’! ’þ �; E! E� � ½41�

To simplify the connection between the EDYM
equations, and the RCL equations, we introduce a
parameter " in such a way that as "! 0, EDYM!
RCL; namely,

" ¼ m2�

e2

Notice that " describes the relative strength of gravity
versus the YM interaction. For realistic physical
situations, the gravitational coupling is weak;
namely, m2�� 1, but the YM coupling constant is
of order 1 : e2 
 1. So we investigate the parameter
range "� 1, q 
 0. These form the starting points for
the numeric below.
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We seek stable bound states for weak gravita-
tional coupling. For this purpose, we consider the
total binding energy

B ¼M�m ½42�

where M is the ADM mass defined by [17] and m is the
rest mass of the Dirac particle. B is thus the amount of
energy set free when the binding is broken. If B < 0,
then energy is needed to break up the binding.
According to

bi

Lee (1987), a solution is stable if B < 0.
In order to find solutions of the RCL equations with
B < 0, Lee’s treatment and a new two-parameter
shooting method (

bi

Finster et al. 2000b) can be used.
Stable solutions of these RCL equations then follow
(see

bi

Finster et al. (2000b) for details).
We now turn to the full EDYM equations. Here

are the key steps of our method:

1. Find solutions which are small perturbations of
the limiting (RCL) solutions.

2. Trace these solutions by gradually changing the
coupling constants.

3. This should yield a one-parameter family of
solutions which are ‘‘far’’ from the known limit-
ing solutions.

The point is that we use the RCL solutions as a
starting point for numerics, and we ‘‘continue’’ these
solutions to solutions of the full EDYM equations.

To be somewhat more specific, we see that if we
fix " and q, we have two parameters:

	1 ¼ 	0ð0Þ and E ¼ !�m

and two conditions at 1:

	2 þ 
2 ! 0; w2 ! 1

We consider the EDYM equations with weaker
side conditions

0 < �2 �
Z 1

0

ð	2 þ 
2Þ
ffiffiffiffi
T
p

A
dr <1

0 < 
 ¼ lim
r!1

TðrÞ <1

lim
r!1

w2ðrÞ ¼ 1

� ¼ lim
r!1

rð1� AðrÞÞ <1

Then we rescale these solutions to obtain the true
side conditions via the transformations

~	ðrÞ ¼
ffiffiffi


p

��2	ð��2rÞ
~
ðrÞ ¼

ffiffiffi


p

��2
ð��2rÞ
~AðrÞ ¼ Að��2rÞ; ~TðrÞ ¼ 
�1Tð��2rÞ

~m ¼ ��2m; ~! ¼ 
��2!

~� ¼ �6�; ~e2 ¼ �2e2

Discussion

In this article we have considered the SU(2) EDYM
equations. Our first result shows that the only black
hole solutions of these equations are the BM black
holes; that is, the spinors must vanish identically outside
of the black hole. In other words, the EDYM equations
do not admit normalizable black hole solutions. Thus,
as mentioned earlier, this result indicates that the Dirac
particle either enters the black hole or escapes to
infinity. Two recent publications (

bi

Finster et al. 2002a,b)
we consider the Cauchy problem for a massive Dirac
equation in a charged, rotating-black-hole geometry
(the non-extreme Kerr–Newman black hole), with
compactly supported initial data outside the black
hole. We prove that, in this case, the probability that the
Dirac particle lies in any compact set tends to zero as
t!1. This means that the Dirac particle indeed either
enters the black hole or tends to infinity. We also show
that the wave function decays at a rate t�5=6 on any
compact set outside of the event horizon.

For particle-like solutions of the SU(2) EDYM
equations, we find stable bound states for arbitrarily
weak gravitational coupling. This shows that as weak
as the gravitational interaction is, it has a regularizing
effect on the equations. The stability of particle-like
solutions of the EDYM equations is in sharp contrast
to the EYM equations, where the particle-like solu-
tions are all unstable (

bi

Straumann and Zhou 1990).
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Introduction

The Dirac equation arose in the early days of
quantum mechanics, inspired by the problem of
taking special relativity into account in the quantum
mechanical description of a freely moving electron.
From the outset, however, Dirac looked for an
equation that also accomodated the electron spin
and that could be modified to include interaction
with an external electromagnetic field. The equation
he discovered satisfies all of these requirements. On
the other hand, when it is rewritten in Hamiltonian
form, the spectrum of the resulting Dirac operator
includes not only the desired interval [mc2, 1)
(where m is the electron mass and c the speed of
light), but also an interval (�1, �mc2].

Dirac himself already considered this negative
part of the spectrum as unphysical, since no such
negative energies had been observed and their
presence would entail instability of the electron.
This physical flaw of the ‘‘first-quantized’’ descrip-
tion of a relativistic electron led to the introduction
of ‘‘second quantization,’’ as encoded in quantum
field theory. In the field-theoretic version of the
Dirac theory, the unphysical negative energies are
obviated by a prescription that originated in Dirac’s
hole theory.

Specifically, Dirac postulated that the negative-
energy states of his equation were occupied by a sea
of unobservable particles, the Pauli principle

forbidding an occupancy greater than one. In this
heuristic picture, the annihilation of a negative-
energy electron yields a hole in the sea, observable
as a new type of positive-energy particle with the
same mass, but opposite charge. This led Dirac to
predict that the electron should have an oppositely
charged partner.

His prediction was soon confirmed experimen-
tally, the partner of the negatively charged electron
showing up as the positively charged positron. More
generally, all electrically charged particles (not only
spin-1/2 particles described by the Dirac equation)
have turned out to have oppositely charged anti-
particles. Furthermore, some electrically neutral
particles also have distinct antiparticles.

Returning to the second-quantized Dirac theory,
this involves a Dirac quantum field in which the
creation/annihilation operators of negative-energy
states are replaced by annihilation/creation opera-
tors of positive-energy holes, resp. The hole theory
substitution therefore leads to a Hilbert space (called
Fock space) that accomodates an arbitrary number
of particles and antiparticles with the same mass and
opposite charge.

Soon after the introduction of the Dirac equation
(which dates from 1928), it turned out that the
number of particles and antiparticles is not con-
served in a high-energy collision. Such creation and
annihilation processes admit a natural description in
the Fock spaces associated with relativistic quantum
field theories. The very comprehensive mathematical
description of real-world elementary particle phe-
nomena that is now called the standard model arose
some 30 years ago, and has been abundantly
confirmed by experiment ever since. It involves
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various relativistic quantum fields with nonlinear
interactions. The Dirac quantum field is an essential
ingredient, inasmuch as it is used to describe all
spin-1/2 particles and antiparticles in the model
(including quarks, electrons, neutrinos etc.).

After this survey (which is not only very brief,
but also biased toward the physical concepts at
issue), the contents of this article will be sketched.
The free Dirac equation associated with the
physical Minkowski spacetime R4 is first detailed.
The exposition and notation are slightly unconven-
tional in some respects. This is because we are partly
preparing the ground for a mathematically precise
account of the second-quantized version of the free
Dirac theory. For example, momentum space (as
opposed to position space) is emphasized, since the
variable x in the Dirac equation does not have a
clear physical significance and should be discarded
in the Hilbert space formulation of the second-
quantized Dirac field. The latter acts on a Fock
space of multi-particle and -antiparticle wave
functions depending on momentum and spin vari-
ables, and the spacetime dependence of the Dirac
field is solely a consequence of relativistic covar-
iance. (In particular, the variable x in the Dirac
field �(t, x) should not be viewed as the position of
particles and antiparticles created and annihilated
by the field.)

To be sure, there is much more to the Dirac
theory than its free first- and second-quantized
versions for Minkowski spacetime R4. The primary
purpose here is, however, to present these founda-
tional versions in some detail. A much more
sketchy account of further developments can be
found in subsequent sections. First, the one-particle
theory is reconsidered. Generalizations of the free
theory to arbitrary dimensions and Euclidean
settings are sketched and interactions with external
fields are described, touching on various aspects
and applications.

The next focus is on relations with index theory
that arise when the massless Euclidean Dirac
operator is generalized to geometric settings, namely
l-dimensional Riemannian manifolds allowing a spin
structure. We illustrate the general Atiyah–Singer
index theory for the Dirac framework with some
simple examples for l = 1 (Toeplitz operators) and
l = 2 (the manifold S1� S1).

More information on the many-particle Dirac
theory appears in the final section. Brief remarks
on the Dirac field in interaction with other
quantized fields are followed by an elaboration
of the far simpler situation of the Dirac field
interacting with external fields. Among the S-
operators corresponding to such fields there is a

special class of unitary matrix multipliers; the
external field then vanishes for t < 0 and equals
the pure gauge field corresponding to the unitary
matrix for t � 0. Specializing to an even spacetime
dimension and choosing special ‘‘kink’’ type
unitaries, the associated Fock-space quadratic
forms can be made to converge to the free Dirac
field.

As mentioned already, Dirac’s second quantization
procedure was invented to get rid of the unphysical
negative energies of the first-quantized (one-particle)
theory. It is an amazing fact that the resulting
formalism for the simplest case (namely the massless
Dirac operator in a two-dimensional spacetime) can
be exploited for quite different purposes. In particu-
lar, this setting can be tied in with various soliton
equations and the representation theory of certain
infinite-dimensional groups and Lie algebras. In
conclusion, some of these applications are briefly
sketched, namely the construction of special solutions
to the Kadomtsev–Petviashvili (KP) equation (incl-
uding the KP solitons and finite-gap solutions) and
special representations of Kac–Moody and Virasoro
algebras.

The Free One-Particle Dirac
Equation in R4

The free time-dependent Dirac equation is a linear
hyperbolic evolution equation for a function �(t, x)
on spacetime R4 with values in C4. It involves four
4� 4 matrices ��, �= 0, 1, 2, 3, satisfying the
�-algebra

���� þ ���� ¼ 2g��14; g¼ diagð1;�1;�1;�1Þ ½1�

Using the Pauli matrices

�1 ¼
0 1

1 0

 !
; �2 ¼

0 �i

i 0

 !

�3 ¼
1 0

0 �1

 ! ½2�

one can choose for example

�0 ¼
0 12

12 0

� �
; �k ¼

0 ��k

�k 0

� �
k ¼ 1; 2; 3 ½3�

Now the free Dirac equation reads

i�h�0@t þ i�hc� � r �mc214Þ�ðt; x
� �

¼ 0 ½4�
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where �h is Planck’s constant, c the speed of light,
and m the particle mass. Using from now on units so
that �h = c = 1, this can be abbreviated as

i
X3

�¼0

��@� �m

 !
�ðxÞ ¼ 0; x ¼ ðx0; x1; x2; x3Þ

@� ¼ @=@x�; � ¼ 0; 1; 2; 3 ½5�

The relativistic invariance of this equation can be
understood as follows. First, since the equation
does not explicitly involve the spacetime coordi-
nates, it is invariant under spacetime translations.
(If �(t, x) solves [5], then also �(t � a0, x� a) is a
solution for all (a0, a) 2 R4.) Second, it is invariant
under Lorentz transformations (rotations and
boosts). Indeed, if �(x) is a solution and L 2
SO(1, 3), then S(L)�(L�1x) solves [5] too, where
S(L) denotes a (suitably normalized) matrix
satisfying

SðLÞ�1��SðLÞ ¼
X3

�¼0

L�
��

� ½6�

(The matrices ��0 on the right-hand side of [6] satisfy
the �-algebra [1]. From this, the existence of a
representation S(L) of SO(1, 3) satisfying [6] is
readily deduced.)

As a consequence, the Poincaré group (inhomo-
geneous Lorentz group) acts in a natural way on the
space of solutions to the time-dependent Dirac
equation, expressing its independence of the choice
of inertial frame. For quantum mechanical purposes,
however, one needs to choose a frame and use the
associated time variable to rewrite the equation as a
Hilbert space evolution equation.

The relevant Hilbert space Ȟ is the space of four-
component functions that are square integrable over
space,

Ȟ ¼ L2ðR3; dxÞ �C4 ½7�

To obtain a self-adjoint Hamiltonian on Ȟ, one multi-
plies [5] by �0 and introduces the Hermitian matrices

� ¼ �0; �k ¼ �0�k; k ¼ 1; 2;3 ½8�

Then, one obtains the Schrödinger type equation

i
d

dt
 ¼ Ȟ ½9�

where Ȟ is the Dirac operator,

Ȟ ¼ �i� � r þ �m ½10�

Under Fourier transformation,

F :Ȟ ! L2ðR3;dpÞ �C4

 ðxÞ 7!�ðpÞ ¼ ð2	Þ�3=2

Z
R3

dx expð�ix � pÞ ðxÞ

½11�

eqn [9] turns into

i
d

dt
� ¼ DðpÞ�; DðpÞ ¼ a � pþ �m ½12�

The matrix D(p) is Hermitian and has square E2
p14,

where Ep is the relativistic energy,

Ep ¼ ðp � pþm2Þ1=2 ½13�

corresponding to a momentum p. Now, we have

UCDð�pÞ ¼ �DðpÞUC ½14�

where UC is the charge conjugation matrix,

UC ¼ i�2 ½15�

Hence, the four eigenvalues of D(p) are given by
Ep, Ep,�Ep, and �Ep. Therefore, the matrices

P�ðpÞ ¼
1

2
14 �

DðpÞ
Ep

� �
½16�

are projections on the positive and negative spectral
subspaces of D(p).

As orthonormal base for the positive-energy sub-
space, we can now choose

wþ;jðpÞ ¼
2Ep

Ep þm

� �1=2

PþðpÞbj; j ¼ 1; 2 ½17�

where

b1 ¼
1ffiffiffi
2
p

1
0
1
0

0
BB@

1
CCA; b2 ¼

1ffiffiffi
2
p

0
1
0
1

0
BB@

1
CCA ½18�

Next, setting

w�;jðpÞ ¼ UCwþ;jðpÞ; j ¼ 1; 2 ½19�

an orthonormal base w�,1(�p), w�,2(�p) for the
negative-energy subspace of D(p) is obtained; cf. [14].

The upshot is that the time-independent Dirac
equation

Ȟ ¼ E ½20�
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gives rise to bounded eigenfunctions

eþ;jðx; pÞ
¼ ð2	Þ�3=2 expðix � pÞwþ;jðpÞ; j ¼ 1; 2

e�;jðx; pÞ
¼ ð2	Þ�3=2 expð�ix � pÞw�;jðpÞ; j ¼ 1; 2

½21�

with eigenvalues E = Ep and E =�Ep, resp. Clearly,
they are not square-integrable, but they can be used
as the kernel of a unitary transformation between
Ȟ (7) and the Hilbert space

H ¼ Hþ 	H� ¼ PþH 	 P�H
Hþ;H� ¼ L2ðR3; dpÞ �C2

½22�

Specifically, we have

W : H ! Ȟ
f ðpÞ ¼ ðfþðpÞ; f�ðpÞÞ

7! ðxÞ ¼
X

¼þ;�

X
j¼1;2

Z
R3

dp e
;jðx; pÞf
;jðpÞ ½23�

which entails

ðW�1 Þ
;jðpÞ ¼
Z

R3
dx e
;jðx; pÞ �  ðxÞ ½24�

(Here and throughout this article, a bar denotes
complex conjugation.)

From the above, it is clear that the Dirac
Hamiltonian Ȟ acting on the Hilbert space Ȟ is
unitarily equivalent to the multiplication operator on
H [22] given by

ðHf Þ
ðpÞ ¼ 
Epf
ðpÞ; 
 ¼ þ;� ½25�

Indeed, W is a diagonalizing transformation for Ȟ,
the relation

H ¼W�1ȞW ½26�

yielding an explicit realization of the spectral
theorem.

Using the same notational convention, the
momentum, charge conjugation, parity, and time-
reversal operators on Ȟ, given by

ðP̌k ÞðxÞ ¼ �i@k ðxÞ ½27�

ðČ ÞðxÞ ¼ UC
� ðxÞ ½28�

ðP̌ ÞðxÞ ¼ UP ð�xÞ; UP ¼ �0 ½29�

ðŤ ÞðxÞ ¼ UT
� ðxÞ; UT ¼ �1�3 ½30�

transform into the operators

ðPkf Þ
ðpÞ ¼ 
pkf
ðpÞ; 
 ¼ þ;� ½31�

ðCf Þ
ðpÞ ¼ �f�
ðpÞ; 
 ¼ þ;� ½32�

ðPf Þ
ðpÞ ¼ 
f
ð�pÞ; 
 ¼ þ;� ½33�

ðTf Þ
ðpÞ ¼ i�2
�f
ð�pÞ; 
 ¼ þ;� ½34�

Note that Pk, P, and T leave the positive- and
negative-energy subspaces Hþ and H� invariant,
whereas C interchanges them.

To conclude this section, we describe some salient
features of the unitary representation of the (identity
component of the) Poincaré group on H, which
follows from the representation on solutions to [5]
already sketched. The spacetime translations over
a 2 R4 are represented by the unitary operator
exp (�ia0H þ ia � P); explicitly,

ðexpð�ia0H þ ia � PÞf Þ
ðpÞ
¼ expð�i
ða0Ep � a � pÞÞf
ðpÞ; 
 ¼ þ;� ½35�

The representation of the Lorentz group involves
unitary 2� 2 matrices U(k, A), where k is an
arbitrary 4-vector satisfying k�k� = 1 and A the
matrix in SL(2, C) representing L 2 SO(1, 3). (Recall
that SL(2, C) can be viewed as a 2-fold cover of
SO(1, 3).) In particular, U(k, A) does not depend on
k for rotations,

Uðk;AÞ ¼ A
; 8A 2 SUð2Þ ½36�

(Here and henceforth, we use 
 to denote the
Hermitian adjoint of matrices and operators.) For
boosts, however, there is dependence on the vector
k, which is the image of the vector (1, 0) under the
boost. We refrain from a more detailed description
of U(k, A), as this would carry us too far afield.

The unitary SO(1, 3) representation leaves the
decomposition H= PþH 	 P�H invariant. On the
positive-energy subspace Hþ, it is given by

ðUðLÞf ÞþðpÞ ¼
pL

0

p0

� �1=2

U
p

m
;A

� �

fþðpLÞ ½37�

where

p ¼ ðEp; pÞ; pL ¼ L�1p ½38�

On H�, it is given by the complex-conjugate
representation,

ðUðLÞf Þ�ðpÞ ¼
pL

0

p0

� �1=2

U
p

m
;A

� �t

f�ðpLÞ ½39�
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just as for the spacetime translations, cf. [35]. (The
superscript t is used to denote the transpose matrix.)
This feature is crucial for the second-quantized
Dirac theory, which is discussed next.

The Free Dirac Field in R4

The free Dirac field is an operator-valued distribution
on a Fock space that describes an arbitrary number of
spin-1/2 particles and antiparticles in terms of momen-
tum space wave functions. Since spin-1/2 particles are
fermions (which encodes the Pauli exclusion principle),
an M-particle wave function Fþ,...,þ

j1,...,jM
(p1, . . . , pM) (where

jl 2 {1, 2} is the spin index) is antisymmetric under any
interchange of a pair (ji, pi) and (jk, pk). Likewise,
N-antiparticle wave functions F�,...,�

k1,...,kN
(q1, . . . , qN)

are antisymmetric. But a wave function Fþ�j,k (p, q)
describing a particle–antiparticle pair need not have
any symmetry property, since a particle and an
antiparticle can be distinguished by their charge.

The relevant Fock space is therefore the tensor
product of two antisymmetric Fock spaces built over
the one-particle and one-antiparticle spaces
L2(R3, dp)�C2. For later purposes, it is important
to view these spaces as the summands Hþ and H� of
the space H from the previous section. Thus, the
arena for the free Dirac field is the Hilbert space

F aðHÞ ’ F aðHþÞ � F aðH�Þ ½40�

where, for example,

F aðHÞ ¼ ðC	H	 ðH �HÞa 	 � � �Þ
� ½41�

where the bar denotes the completion of the infinite
direct sum in the obvious inner product. The tensor
(1, 0, 0, . . .) is viewed as the vacuum (the ‘‘filled
Dirac sea’’) and denoted by �.

To get around in Fock space, one employs the
creation and annihilation operators c(
)(f ), f 2 H.
The creation operator c
(f ), f 2 H, is defined by
linear and continuous extension of its action on the
vacuum � and on elementary antisymmetric tensors,
recursively given by

c
ðf Þ� ¼ f ; c
ðf Þf1 ¼ f ^ f1; . . .

c
ðf Þf1 ^ � � � ^ fN ¼ f ^ f1 ^ � � � ^ fN; . . .
½42�

Its adjoint, the annihilation operator c(f ), satisfies

cðf Þ� ¼ 0; cðf Þf1 ¼ ðf ; f1Þ�; . . .

cðf Þf1 ^ � � � ^ fN ¼
XN
j¼1

ð�Þj�1ðf ; fjÞ

� f1 ^� � �^ bfj ^ � � �^ fN; . . . ½43�

Accordingly, the operators c(
)(f ) satisfy the canoni-
cal anticommutation relations (CARs) over H,

fcðf Þ; cðgÞg ¼ 0;

fcðf Þ; c
ðgÞg ¼ ðf ; gÞ; 8f ; g 2 H ½44�

where {A, B} denotes the anticommutator ABþ BA.
(From this, one readily deduces that c(
)(f ) is
bounded with norm kfk.)

Next, recalling the direct sum decomposition [22],
a notation change

cð
ÞðPþf Þ! að
ÞðPþf Þ; cð
ÞðP�f Þ! bð
ÞðP�f Þ ½45�

is made, thus indicating that a(
) and b(
) should be
viewed as the creation/annihilation operators of
particles and antiparticles, resp. Since Hþ and H�
are copies of L2(R3, dp)�C2, a given function
(f1(p), f2(p)) in the latter space can occur both as an
argument of a(
)(�) and of b(
)(�); it can also be
viewed as a smearing function for unsmeared
quantities a(
)

j (p) and b(
)
j (p), j = 1, 2, that are often

referred to as operators as well (even though they
are only quadratic forms). Thus, one has, for
example,

b
ðf Þ ¼
X2

j¼1

Z
R3

dpb
j ðpÞfjðpÞ

bðf Þ ¼
X2

j¼1

Z
R3

dpbjðpÞ�fjðpÞ
½46�

As explained shortly, the smeared time-zero Dirac
field takes the form

�ðf Þ ¼ aðPþf Þ þ b
ðKP�f Þ; f 2 H ½47�

Here and below, K denotes complex conjugation on
H, Hþ, and H�. Just as the operators c(
)(f ), the
operators �(
)(f ) satisfy the CARs over H,

f�ðf Þ;�ðgÞg ¼ 0

f�ðf Þ;�
ðgÞg ¼ ðf ; gÞ; 8f ; g 2 H
½48�

as is readily verified using [44]–[45]. But this
�-representation is not unitarily equivalent to the
c-representation [44]. This becomes clear in parti-
cular from the consideration of a crucial type of
CAR automorphism that is considered next.

To this end, we fix a unitary operator U on H.
Then it is plain that the operators

~cð
Þðf Þ ¼ cð
ÞðUf Þ ½49�

~�ð
Þðf Þ ¼ �ð
ÞðUf Þ ½50�
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also satisfy the CARs. The CAR-algebra automorph-
ism c(
)(f ) 7! c̃(
)(f ) can be unitarily implemented in
F a(H), since one has

~cð
Þðf Þ ¼ �ðUÞcð
Þðf Þ�ðU
Þ ½51�

where �(U) denotes the Fock-space product opera-
tor corresponding to U. Thus, for example,

�ðUÞ� ¼ �; �ðUÞf ¼ Uf ; . . .

�ðUÞf1 ^ � � � ^ fN ¼ Uf1 ^ � � � ^UfN; . . .
½52�

For the CAR automorphism �(
)(f ) 7! �̃
(
)

(f ) this is
not true, however. Rewriting it in terms of the
annihilation and creation operators a(
) and b(
) via
[47], it amounts to a linear transformation (Bogoliubov
transformation), whose unitary implementability has
been clarified several decades ago. To be specific, the
necessary and sufficient condition for unitary imple-
mentability is that the off-diagonal parts

Uþ� ¼ PþUP�; U�þ ¼ P�UPþ ½53�

in the 2� 2 matrix decomposition of operators on
H be Hilbert–Schmidt operators. Therefore, no
problem arises when U is diagonal with respect to
this decomposition. Indeed, in that case one can
choose as unitary implementer the product operator

~�ðUÞ ¼ �ðUþþÞ � �ðKU��KÞ ½54�

(cf. the tensor product structure [40] of Fa(H)).
In particular, the automorphism

�ðf Þ 7!�ðeitHf Þ ½55�

where H is the free diagonalized Dirac Hamiltonian
[25], is implemented by the operator

~�ðeitHÞ ¼ �ðeitEÞ � �ðeitEÞ ½56�

where E denotes multiplication by Ep onHþ andH�.
The change of CAR representation, therefore, entails
that the unphysical negative energies of the one-
particle theory are replaced by positive energies of
antiparticles. Hence, we obtain a mathematically
precise version of Dirac’s hole theory substitution
bj(p)! b
j (p), b
j (p)! bj(p).

More generally, if one chooses for U the Poincaré
group representation (given by [35] and [37]–[39]),
then the Fock-space implementer [54] is the tensor
product of two product operators with the same
action on Fa(L2(R3, dp)�C2). Observe that this is
also true for the Fock-space version �̃(T) = �(T) of
the time-reversal operator [34]. By contrast, the
Fock-space parity operator �̃(P) = �(P) gives rise to
two product operators with slightly different
actions, cf. [33]. Accordingly, particles and anti-
particles have opposite parity.

The map

�ðf Þ 7!�ðCf Þ
 ½57�

also yields a CAR automorphism. It is unitarily
implemented by the Fock-space charge-conjugation
operator

C ¼ �
0 1
1 0

� �� �
½58�

which interchanges particles and antiparticles.
Notice that C is unitary, whereas C is antiunitary.

It remains to establish the precise relation of the
above to the customary free Dirac field �(t, x). This
is a quadratic form on Fa(H) given by

�ðt; xÞ ¼ ð2	Þ�3=2

Z
R3

dp
X
j¼1;2

�
ajðpÞwþ;jðpÞe�iEptþip�x

þ b
j ðpÞw�;jðpÞeiEpt�ip�x
�

½59�

(Its expectation hF1, �(t, x)F2i is, for example, well
defined for F1, F2 in the dense subspace of F a(H)
that consists of vectors with finitely many particles
and antiparticles and wave functions in Schwartz
space.) It satisfies the time-dependent Dirac equation

i@t� ¼ ð�i� � r þ �mÞ� ½60�

in the sense of quadratic forms. Furthermore,
smearing it with a function  (x) in the Hilbert
space Ȟ (7), we obtainZ

R3
dx ðxÞ ��ðt; xÞ

¼ �ðeitHW�1 Þ
¼ ~�ðeitHÞ�ðW�1 Þ~�ðe�itHÞ  2 Ȟ ½61�

As announced, the time evolution of the free Dirac
field is, therefore, given by the unitary one-
parameter group [56], whose generator (the sec-
ond-quantized Dirac Hamiltonian) has spectrum
{0} [ [m, 1).

The Dirac field �(t, x) can also be smeared with a
test function F(t, x) in the Schwartz space S(R4)4,
yielding a bounded operator

�ðFÞ ¼
Z

R4
dxFðxÞ ��ðxÞ ½62�

Then one obtains the relativistic covariance relation

~�ðUða;LÞÞ�ðFÞ~�ðUða;LÞÞ
¼ �ðFa;LÞ ½63�

where

Fa;LðxÞ ¼ SðL�1ÞtFðL�1ðx� aÞÞ ½64�
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and U(a, L) denotes the Poincaré group representa-
tion on H, cf. [35] and [37]–[39]. Likewise, one gets
the inversion formulas

~�ðIÞ�ðFÞ~�ðIÞ
 ¼ �ðFIÞ; I ¼ P;T ½65�

with

FPðt;xÞ¼Ut
PFðt;�xÞ; FTðt; xÞ¼Ut

T
�Fð�t; xÞ ½66�

while the Fock-space charge-conjugation operator
[58] transforms the Dirac field as

C�ðFÞC ¼ �ðFCÞ
 ½67�

with

FCðxÞ ¼ Ut
C

�FðxÞ ½68�

Finally, let us consider the global U(1) gauge
transformations f 7! ei� f , where � 2 R and f 2 H.
They can be implemented by

~�ðei�Þ ¼ �ðei�Þ � �ðe�i�Þ ½69�

and one has

~�ðei�Þ�ðFÞ~�ðei�Þ
 ¼ �ðF�Þ ½70�

with

F�ðxÞ ¼ e�i�FðxÞ ½71�

The generator Q of the one-parameter group
� 7! �̃(ei�) is the charge operator: on wave functions
describing Nþ particles and N� antiparticles, it has
eigenvalue Nþ �N�.

More on the One-Particle Dirac Theory

Even for the free one-particle setting, the account
given earlier is far from complete. To begin with,
the free Dirac equation admits a specialization to
massless particles. In the Weyl representation of
the �-algebra adopted above, the choice m = 0
entails that the p-space equation [12] decouples
into two 2� 2 equations for spinors that can be
labeled by their chirality (‘‘handedness’’). This
refers to their eigenvalue with respect to the
chirality matrix

�5 ¼ i�0�1�2�3 ¼ 12 0
0 �12

� �
½72�

and this notion derives from the noninvariance of
the separate 2� 2 equations under parity. (A
positive-chirality spinor is mapped to a negative-
chirality spinor under the parity operator P̌ (33) and
vice versa.) Since the weak interaction breaks parity
symmetry, the two 2� 2 equations (often called
Weyl equations) do have physical relevance. Indeed,

the associated quantum fields are a crucial ingredi-
ent of the standard model.

Next, we point out that it is possible to switch to
a representation in which the gamma matrices are
real. This so-called Majorana representation is
convenient (but not indispensable) in the description
of neutral spin-1/2 particles. By definition, such
particles are equal to their antiparticles, so that the
second-quantized formalism of the previous section
must be adapted: one needs the neutral CAR algebra
over H (also known as self-dual CAR).

For various purposes, it is important to formulate
the free Dirac equation for a spacetime whose
spatial dimension is arbitrary. Then one needs, first
of all, gamma matrices satisfying the (Minkowski)
Clifford algebra relations

���� þ ���� ¼ 2g��1�; g ¼ diagð1;�1nÞ ½73�

where n is the space dimension and the minimal size
�� � of the gamma matrices is to be determined.

Clearly, for n = 1 and n = 2, one can take � = 2,
choosing, for example,

�0 ¼
0 1

1 0

� �
; �1 ¼

0 1

�1 0

� �

�2 ¼
i 0

0 �i

� � ½74�

to fulfill [73]. For n = 4, one can take � = 4, just
as for n = 3, supplementing [1] with the matrix i�5,
cf. [72].

More generally, for n = 2N � 1 and n = 2N, one
can take � = 2N in [73]. Indeed, a representation on
the 2N-dimensional fermion Fock space F a(C

N)
(cf. [41]) is readily constructed using the creation
and annihilation operators described in the previous
section. Once this has been taken care of, most
of the discussion on the free one-particle Dirac
equation in R4 can be easily generalized. Of special
importance in this regard is the straightforward
adaptation of the formulas [7]–[26], which form
the foundation for the second-quantized version.
Indeed, the discussion of the last section applies
nearly verbatim for arbitrary spacetime dimension.

In several applications, the so-called Euclidean
version of the free Dirac theory in spacetime
dimension nþ 1 is important. Basically, this version
is obtained upon replacing i@0 by @nþ1 in the Dirac
equation, a substitution that changes the character
of the equation from hyperbolic to elliptic. Pro-
vided that the mass vanishes, the Euclidean Dirac
equation admits a reinterpretation as a time-
independent zero-eigenvalue Weyl equation in a
Minkowski spacetime of dimension nþ 2. (This
equation is often called the zero-mode equation.)
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Let us now turn to the description of the
interaction with an external electromagnetic poten-
tial A�(t, x). This can be taken into account via the
minimal substitution,

@� ! @� þ ieA� ½75�

also known as the covariant derivative, in the time-
dependent Dirac equation [5].

For the electron in the Coulomb field of a nucleus
of charge Ze, one has

Ak ¼ 0; k ¼ 1; 2; 3; A0 ¼ �
Ze

4	jxj ½76�

and the time-independent equation

�ia � r þ �m� Ze2

4	jxj

� �
 ¼ E ½77�

can be solved explicitly. This leads to a bound-state
spectrum that is more accurate than its nonrelativis-
tic counterpart. In particular, one finds that energy
levels that are degenerate in the nonrelativistic
theory split up into slightly different levels. The
resulting fine structure of the Dirac levels can be
understood as a consequence of the coupling
between the spin of the electron and its orbital
motion.

In spite of this better agreement with the
experimental levels, the physical interpretation of
the Dirac electron in a Coulomb field is enigmatic.
This is not only because of the persistence of the
negative-energy states of the free theory (which
turn into scattering states), but also because of
unphysical properties of the position operator.
More general time-independent external fields
(such as step potentials A0(x) with a step height
larger than 2m) can cause transitions between
positive- and negative-energy states (Klein para-
dox). This phenomenon is enhanced when time
dependence is allowed. In particular, any external
field that is given by functions in C10 (R4) leads to
a scattering operator S on the one-particle space H
[22] that has nonzero off-diagonal parts S��.
Hence, a positive-energy wave packet scattering
at such a time- and space-localized field has a
nonzero probability to show up as a negative-
energy wave packet.

When one tensors the one-particle space Ȟ with
an internal symmetry space Ck, one can also
couple external Yang–Mills fields A� taking values
in the k� k matrices via the substitution [75].
(From a geometric viewpoint, this can be
rephrased as tensoring the spinor bundle with a
vector bundle equipped with a connection A.) The
generalization of this external gauge field coupling

to a Minkowski spacetime or Euclidean space of
arbitrary dimension is straightforward. An adapta-
tion of the resulting interacting one-particle Dirac
theory in arbitrary dimension to quite general
geometric settings also yields a crucial starting
point for index theory.

Before turning to the latter area, we conclude this
section with another striking application of the one-
particle framework, namely the massless Dirac
equation in two spacetime dimensions with special
external fields. Specifically, the relevant Dirac
operator is of the form

i d
dx �iqðxÞ

irðxÞ �i d
dx

 !
½78�

where r(x) and q(x) are not necessarily real valued.
(Note that this operator is in general not self-
adjoint.) With suitable restrictions on r and q,
the direct and inverse scattering theory associa-
ted with the Dirac operator [78] can be applied
to various nonlinear PDEs in two spacetime
dimensions to solve their Cauchy problems in
considerable detail. As a crucial special case,
initial conditions yielding vanishing reflection
give rise to soliton solutions for the pertinent
equation.

The first example in this framework was found by
Zakharov and Shabat (the nonlinear Schrödinger
equation); with other choices of r and q several other
soliton PDEs (including the sine-Gordon and mod-
ified Korteweg–de Vries equations) were handled by
Ablowitz, Kaup, Newell, and Segur, who studied a
quite general class of external fields r and q.

The Dirac Operator and Index Theory

Thus far, we have considered various versions
of the Dirac operator associated with the spaces
Rl for some l � 1. For applications in the area
of index theory, however, one needs to generalize
this base manifold. Indeed, one can define a Dirac
operator for any l-dimensional oriented Rieman-
nian manifold M that admits a spin structure.
This is a lifting of the transition functions of the
tangent bundle TM (which may be assumed to
take values in SO(l)) to the simply connected
twofold cover Spin(l) (taking l � 3).

Choosing first l = 2N þ 1, the spin group has a
faithful irreducible representation on C2N

. Hence,
one obtains a C2N

-bundle over M, the spinor
bundle. The Levi-Civita connection on M derived
from the metric can now be lifted to a connection
on the spinor bundle. From the covariant deriva-
tive corresponding to the spin connection and the
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Clifford algebra generators �1, . . . , �l, one can
then construct a first-order elliptic differential
operator that acts on sections of the spinor
bundle. (For the case M= R2Nþ1 with its Eucli-
dean metric, this construction yields the massless
positive-chirality Dirac operator acting on wave
functions with 2N components, as considered
above.)

The massless Dirac operator thus obtained is
self-adjoint as an operator on the L2-space H
associated with the spinor bundle, and it has
infinite-dimensional positive and negative spectral
subspaces Hþ and H�. (In this section the check
accent on position-space quantities is omitted.)
Specializing to the case of compact M, a contin-
uous map from M to C
 gives rise to a Fredholm
operator on Hþ, and more generally a continuous
map from M to GL(k, C) yields a Fredholm
operator on Hþ �Ck.

For a smooth map, the Fredholm index of this
operator can be written in terms of an integral over
M involving certain closed differential forms. The
value of this integral does not change when exact
forms are added, since M has no boundary. Hence,
one is dealing with de Rham cohomology classes. In
this context, the class involved (‘‘characteristic
class’’) is determined by the Riemann curvature
tensor of M and the topological (‘‘winding’’)
characteristics of the map.

The simplest example of this state of affairs arises
for l = 1 and M= S1 with its obvious spin structure
(periodic boundary conditions). Writing  2 H= L2

(S1) as

 ðzÞ ¼
X
n2Z

anzn; z 2 S1 ½79�

the Dirac operator H on H reads

H ¼ z
d

dz
½80�

It has eigenfunctions zn, n 2 Z. Thus, we may
choose

ðPþ ÞðzÞ ¼
X
n�0

anzn; ðP� ÞðzÞ ¼
X
n<0

anzn ½81�

As a consequence, the functions in Hþ(H�) are
L2-boundary values of holomorphic functions in
jzj < 1 (jzj >1). Operators of the form

T ¼ PþM Pþ ½82�

where  is a continuous function on S1 and M 

denotes multiplication by  , are called Toeplitz
operators. It is not hard to see that they are Fredholm

(viewed as operators onHþ), provided that  does not
vanish on S1. (Recall a bounded operator B is
Fredholm if it has finite-dimensional kernel K and
cokernel C. Its Fredholm index is given by

indexðBÞ ¼ dim K� dim C ½83�

and is norm continuous and invariant under addi-
tion of a compact operator.) Assuming  (S1) � C


from now on, the curve  (S1) has a well-defined
winding number w( ) with respect to the origin. The
equality

indexðT Þ ¼ �wð Þ ½84�

between objects from the area of analysis on the
left-hand side and from the areas of topology and
geometry on the right-hand side is the simplest
example of an Atiyah–Singer type index formula.
When  is not only continuous but also smooth,
the index formula can be rewritten as

indexðT Þ ¼ �
1

2	i

Z
S1

d 

 
½85�

yielding a characteristic class version.
It should be noted that the operator M on H

has a bounded inverse M1= when 0 =2 (S1), hence a
trivially vanishing index. Therefore, the compres-
sion [82] involving the spectral projection of the
Dirac operator is needed to get a nonzero index.
Observe also that the equality [84] is quite easily
verified for the case  (z) = zn, since T yields a
power of the right (n > 0) or left (n < 0) shift on
PþH ’ l2(N).

We proceed to the case of even-dimensional
manifolds, l = 2N. Then the fiber C2N

of the spinor
bundle splits into a direct sum of even and odd
spinors, corresponding to two distinct representa-
tions of Spin(2N) on C2N�1

. (Here it is assumed
that N > 3; recall the Lie algebra isomorphisms
so(4) ’ so(3)	 so(3) and so(6) ’ su(4).) With respect
to this decomposition, the Dirac operator can be
written as

H ¼ 0 D


D 0

� �
½86�

where D and D
 are again first-order elliptic
differential operators expressed in terms of Clifford
algebra generators and the spin connection. Tensor-
ing the spinor bundle with a vector bundle equipped
with a connection A, one can define a Dirac
operator on the tensor product which involves A
and takes the form

HA ¼
0 D
A
DA 0

� �
½87�
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with respect to the even/odd spinor decomposition.
Once more, the index of DA (viewed as a Fredholm
operator between two different Hilbert spaces) can
be expressed as an integral over M involving
characteristic classes that depend on the curvatures
of the two connections.

Probably the simplest example of the construc-
tions just sketched is given by the torusM= S1 � S1

with its flat metric. Employing the above coordinate
and spin structure on S1, one can take

H¼L2ðS1� S1Þ�C2; D¼ z1
@

@z1
þ iz2

@

@z2
½88�

Since the curvature vanishes, the index theorem for
this situation implies index(D)=0. (Note that this is
also plain from [88]: both kernel and cokernel of D
are spanned by the constant sections.) On the other
hand, when one tensors the spinor bundle with a line
bundle with connection A, the index formula reads

indexðDAÞ ¼ �
1

2	

Z
S1�S1

F ½89�

where F is the curvature 2-form corresponding to A.
The Atiyah–Singer index theorem for Dirac

operators has far-reaching applications. It can be
used to derive other results in this area, such as the
Gauss–Bonnet–Chern theorem, the Hirzebruch sig-
nature theorem, and (whenM is a Kähler manifold)
Riemann–Roch type theorems. From this, one can
obtain information on various questions, such as the
existence of positive scalar curvature metrics or
zeros of vector fields on M. Other applications
include insights on topological invariants of mani-
folds obtained from ‘‘simple’’ manifolds (such as
spheres and tori) by glueing or covering operations.
This hinges on the additive properties of the index
that are clear from its being given by an integral
over the manifold. Conversely, the integrality of
Fredholm indices can be used to deduce that certain
rational cohomology classes are actually integral on
manifolds that admit the structure that is required
for the pertinent index theorem to apply, that
certain manifolds do not admit such structures,
since one knows that the relevant class is not
integral, etc.

More on the Dirac Field

As mentioned earlier, the free-field formalism can be
easily generalized to an arbitrary spacetime dimen-
sion d. For d > 4, however, no renormalizable
interacting quantum field models involving the
Dirac field are known. For the physical case d = 4
the standard model involves various Dirac fields

interacting with quantized gauge fields and Klein–
Gordon fields. Although its perturbation theory is
renormalizable, its mathematical existence is to date
wide open.

It is far beyond the scope of this article to
elaborate on the analytical difficulties of relativistic
quantum field theories, let alone those associated
with the standard model. Even for d = 2 and 3, a
nonperturbative construction of interacting quan-
tum field models involving the Dirac field is an
extremely difficult enterprise. Apart from some
rigorous results on certain self-interacting Dirac
field models, the only interacting model that is
reasonably well understood from the constructive
field theory viewpoint is the Yukawa model for
d = 2 and 3. This describes the interaction between
the Dirac field � and a Klein–Gordon field �, the
interaction term being formally given by g(�
�0�)�.

On the other hand, the interaction of the quantized
Dirac field with external classical fields is much more
easily understood and analytically controlled. As a
bonus, within this context, one can make contact
with various issues of physical and mathematical
relevance. We now proceed to sketch the external-
field framework and some of its applications.

Let us first consider the addition of an external
field term gV(t, x) to the free Dirac operator Ȟ on

Ȟ ¼ L2ðRn; dxÞ �C� �Ck ½90�

We assume from now on that the coupling g is real
and that V is a self-adjoint k�� k� matrix-valued
function on spacetime Rnþ1 with matrix elements
that are in C10 (Rnþ1). Then the (interaction picture)
scattering operator S exists. It is unitary and has off-
diagonal Hilbert–Schmidt parts S��, so that a
unitary Fock-space S-operator �̃(S) implementing
the Bogoliubov transformation generated by S
exists:

~�ðSÞ�ðf Þ~�ðSÞ
 ¼ �ðSf Þ; 8f 2 H ½91�

The arbitrary phase in �̃(S) can be fixed by requiring
that the vacuum expectation value of �̃(S) be
positive. More precisely, this number is generically
nonzero and satisfies

jð�; ~�ðSÞ�Þj ¼ detð1þ TSÞ�1=2 ½92�

where TS is a positive trace class operator deter-
mined by S.

The vector �̃(S)� is a superposition of wave
functions with an equal and arbitrary number of
particles and antiparticles. More generally, the
Fock-space S-operator �̃(S) leaves the subspaces of
F a(H) with a fixed eigenvalue q 2 Z of the charge
operator Q invariant, and can create and
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annihilate an arbitrary number of particle–
antiparticle pairs.

The unitary propagator U(T1, T2) corresponding
to V(t, x) does not have Hilbert–Schmidt off-
diagonal parts (unless the spacetime dimension is
sufficiently small and special external fields are
chosen). Even so, the diagonal parts are Fredholm
with vanishing index, and the off-diagonal parts are
compact. Omitting the ill-defined determinantal
factor, these properties imply that one obtains a
renormalized quadratic form �̃rcn(U(T1, T2)) satisfy-
ing the implementing relation

~�rcnðUðT1;T2ÞÞ�ðf Þ
¼ �ðUðT1;T2Þf Þ~�rcnðUðT1;T2ÞÞ; 8f 2 H ½93�

in the quadratic form sense.
The above unitary operators on H yield Fredholm

diagonal parts whose indices vanish. (They are norm
continuous in g and reduce to the identity for g = 0.)
This is why their Fock-space implementers leave the
charge sectors invariant. Indeed, for a unitary
operator U on H with compact off-diagonal parts
the implementer maps the charge-q sector to the
charge-(qþ q(U)) sector, where

qðUÞ ¼ indexðU��Þ ½94�

Specializing to the case

n ¼ 2N � 1; � ¼ 2�; � ¼ 2N�1 ½95�

a unitary (k�� k�)-matrix multiplier Ǔ on Ȟ does
not have compact off-diagonal parts in general. But
when it is of the form

Ǔ ¼
1� � uþðxÞ 0

0 1� � u�ðxÞ

� �
½96�

with respect to the chiral decomposition (the
generalization of the �5-decomposition [72] to even
spacetime dimension), then it suffices for compact-
ness of the off-diagonal parts that the matrices
u�(x) 2 U(k) are continuous and converge to 1k for
jxj ! 1.

Viewing R2N�1 as arising from S2N�1 via stereo-
graphic projection, the latter unitaries can be viewed
as continuous maps from S2N�1 to U(k), reducing to
1k at the north pole. As such, they yield elements of
the homotopy group 	2N�1(U(k)). By virtue of Bott’s
periodicity theorem, the latter group equals Z for
k � N. Thus, the maps u� have a well-defined
‘‘winding number’’ w(u�) 2 Z for k � N. From the
index formula

indexðU��Þ ¼ wðuþÞ �wðu�Þ ½97�

and [94] one now deduces that one can obtain
implementers �̃rcn(U) effecting a nonzero charge

change from unitary maps with nonzero winding
number.

In particular, choosing k =�= 2N�1 � N, there
exist quite special ‘‘kink maps’’

u�;aðxÞ 2 Uð�Þ; � > 0; a 2 R2N�1 ½98�

with winding number 1 and such that the quadratic
form implementers of the unitary multiplication
operators

Ǔþ;�;a ¼ �
1� � u�;aðxÞ 0

0 1� � 1�

 !

Ǔ�;�;a ¼ �
1� � 1� 0

0 1� � u�;að�xÞ

 ! ½99�

converge to (a linear combination of the chiral
components of) the free Dirac field �(0, a) as the
kink size parameter � goes to 0.

For the special case N = 1, one can take

u�;aðxÞ ¼
x� a� i�

x� aþ i�
½100�

and the off-diagonal parts of U�,�,a are actually
Hilbert–Schmidt. Thus, the implementers can be
chosen to be unitary operators. But to get con-
vergence to the Dirac field components �(0, a)� as
�! 0, the unitary implementers �̃(U�,�,a) should be
renormalized by a multiplicative factor.

For the N = 1 case, the unitary multipliers [96]
give rise to loop groups. Indeed, requiring

lim
x!�1

u
ðxÞ ¼ 1k; 
 ¼ þ;� ½101�

we are dealing with continuous maps S1 ! U(k).
From the viewpoint of the Dirac theory, these
groups are local gauge groups. The convergence to
the Dirac field just sketched can be used to great
advantage to clarify the structure of the correspond-
ing Fock-space gauge groups. Their Lie algebras
yield representations of Kac–Moody algebras, a
topic which is considered shortly.

Before doing so, it should be pointed out that
under some mild smoothness assumptions all of
the above unitary matrix multipliers can also be
viewed as S-operators associated with very special
external fields. Indeed, the gauge-transformed Dirac
operator

ȞU ¼ Ǔ


ȞǓ ½102�

is of the form

ȞU ¼ Ȟþ VðxÞ ½103�
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where V(x) is a self-adjoint k�� k� matrix on
R2N�1 (a ‘‘pure gauge’’ field). If one now defines a
time-dependent external field by

Vðt; xÞ ¼ VðxÞ; t � 0
0; t < 0

	
½104�

then Ǔ equals the S-operator for V(t, x). (Equiva-
lently, Ǔ is the t!1 wave operator for the time-
independent external field V(x).)

To conclude this section we sketch some applica-
tions of the second-quantized Dirac formalism for
the special case N = 1, m = 0, and positive chirality.
Even though we could stick to the massless positive-
chirality Dirac operator �id=dx on the line, it is
simpler and more natural to start from its counter-
part on the circle already considered in the last
section, cf. [80]. (Under the Cayley transform, the
positive- and negative-energy subspaces of �id=dx
on L2(R) correspond to those of zd=dz on L2(S1),
given by [81].) Letting z = ei
, we then obtain

Ȟ ¼ �id=d
; Ȟ ¼ L2ð½0; 2	�; d
Þ
H ¼ l2ðZÞ; Hþ ¼ l2ðNÞ; H� ¼ l2ðZ�Þ

½105�

and a corresponding Dirac field

�ðt; 
Þ ¼ ð2	Þ�1=2
X1
n¼0

ane�intþin
 þ
X1
n¼1

b
�neint�in


 !

ðt; 
Þ 2 R � ½0; 2	� ½106�

where

al ¼ cðelÞ; l � 0; bl ¼ cðelÞ; l < 0 ½107�

and {el}l2Z is the canonical basis of l2(Z).
Consider now the group GL(H) of bounded

operators on H with bounded inverses. The
transformation

�
ðf Þ 7!�
ðGf Þ; �ðf Þ 7!�ðG�1
f Þ
f 2 H; G 2 GLðHÞ ½108�

leaves the CAR [48] invariant. Provided that G
belongs to the subgroup

G2ðHÞ
¼ fG 2 GLðHÞ jG�� Hilbert–Schmidtg ½109�

there exists an implementer �̃(G) on F a(H):

~�ðGÞ�
ðf Þ ¼ �
ðGf Þ~�ðGÞ;
~�ðGÞ�ðf Þ ¼ �ðG�1
f Þ~�ðGÞ; 8f 2 H ½110�

In particular, the multiplication operator

expðhðxÞÞ; hðxÞ ¼
X1
k¼1

xkz�k; z ¼ ei
 ½111�

belongs to G2(H) provided the sequence xk vanishes
sufficiently fast as k!1. Thus, one obtains an
implementer �̃(eh(x)), the so-called KP evolution
operator. This designation is justified by the vacuum
expectation value

�ðxÞ ¼ ð�; ~�ðehðxÞÞ~�ðGÞ�Þ; G 2 G2ðHÞ ½112�

being a tau-function solving the hierarchy of KP
evolution equations in Hirota bilinear form, as first
shown by Sato and his Kyoto school. For example,
the KP equation itself,

uyy ¼ @x
4
3 ut � 2uux � 1

3 uxxx

� �
½113�

has the bilinear form

@4

@y4
1

� 4
@

@y1

@

@y3
þ 3

@2

@y2
2

� �
�ðxþ yÞ�ðx� yÞ





y¼0

¼ 0 ½114�

the relation being given by

x1 ¼ x; x2 ¼ y; x3 ¼ t; u ¼ 2@2
1 ln � ½115�

The class of solutions to [113] thus obtained
includes not only the rational and soliton solutions
(which correspond to choosing Ǧ as multiplication by
a rational function of z = ei
 that does not vanish on
S1), but also the finite-gap solutions associated with
compact Riemann surfaces. Moreover, for suitable
subgroups of G2(H), one obtains tau-functions for
related soliton hierarchies, including the Korteweg–de
Vries, Boussinesq and Hirota–Satsuma hierarchies.
Even though the class of solutions associated with
G2(H) via the Dirac formalism is large, it should be
noted that from the perspective of the Cauchy problem
for the pertinent evolution equations the solutions are
nongeneric, inasmuch as the initial data are real-
analytic functions.

Finally, we consider Lie algebra representations
related to the above special starting point [105] for
the second-quantized Dirac framework. Assume that
exp(tA) is a one-parameter group of bounded
operators on H with generator A in the Lie algebra
of G2(H),

g2ðHÞ
¼ fA bounded j A�� Hilbert–Schmidtg ½116�

Then one can take

~�ðexpðtAÞÞ ¼ expðtd~�ðAÞÞ ½117�

where d�̃(A) is the Fock-space operator uniquely
determined up to an additive constant by its
commutation relation

½d~�ðAÞ;�
ðf Þ� ¼ �
ðAf Þ; 8f 2 H ½118�
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with the smeared Dirac field �
(f ). Fixing the
constant by requiring

ð�; d~�ðAÞ�Þ ¼ 0 ½119�

the map A 7! d�̃(A) satisfies the Lie algebra relations

½d~�ðAÞ; d~�ðBÞ� ¼ d~�ð½A;B�Þ þ CðA;BÞ1 ½120�

so that the term

CðA;BÞ ¼ trðA�þBþ� � B�þAþ�Þ ½121�

encodes a central extension of the Lie algebra g2(H)
[116].

The developments sketched in the previous
paragraph are in fact independent of the specific
form of the Hilbert space H and its Hþ=H�
decomposition. But the special feature of the choice
[105] and its S1 ! R analog is that the smeared
Dirac currentZ 2	

0

d
  ð
Þ :�
ð0; 
Þ�ð0; 
Þ :;  2 C1ðS1Þ ½122�

(where the double dots denote normal ordering – the
replacement of terms involving bkb
l by �b
l bk) is of
the form d�̃(A ) with A 2 g2(H) determined by  .
(For spacetime dimension d > 2, this is no longer
true, as the Hilbert–Schmidt condition is violated.)
Moreover, [120] reduces to

½d~�ðA Þ; d~�ðA�Þ� ¼ CðA ;A�Þ1 ½123�

with the central extension explicitly given by

CðA ;A�Þ ¼
i

2	

Z 2	

0

d
  0ð
Þ�ð
Þ ½124�

We have just sketched the details of the (simplest
version of the) Dirac current algebra: the term [124]
is commonly known as the Schwinger term, so that
the central extension featuring in [120]–[121] may
be viewed as a generalization. The above setup can
also be slightly generalized so as to obtain repre-
sentations of the Virasoro algebra, which is a central
extension of the Lie algebra of polynomial vector
fields on S1. The general framework has a quite
similar version for the neutral Dirac field (Majorana
field), described in terms of the self-dual CAR
algebra. In the neutral setting, one can construct
the Neveu–Schwarz and Ramond representations of
the Virasoro algebra, which are crucial in string
theory.

Tensoring Ȟ with an internal symmetry space Ck

and starting from the Lie algebra of rational maps
S1 ! sl(k, C), z 7!M(z), with poles occurring solely

at z = 0 and z =1 (regarded as multiplication
operators on L2(S1)k), the Fock-space counterparts
obtained via the d�̃-operation yield representations
of the Kac–Moody Lie algebra A(1)

k�1. Specifically, on
the charge-0 sector of F a(H), one obtains the so-
called basic representation, whereas the charge-q
sectors with q = 1, . . . , k� 1, yield the fundamental
representations. Using the neutral version of Dirac’s
second quantization, one can also obtain the
basic and a fundamental representation of the
Kac–Moody algebras B(1)

l (for k = 2l þ 1) and D(1)
l

(for k = 2l).

See also: Bosons and Fermions in External Fields;
Clifford Algebras and Their Representations; Current
Algebra; Dirac Fields in Gravitation and Nonabelian
Gauge Theory; Gerbes in Quantum Field Theory;
Holonomic Quantum Fields; Index Theorems; Quantum
Field Theory in Curved Spacetime; Quantum
Chromodynamics; Random Walks in Random
Environments; Relativistic Wave Equations Including
Higher Spin Fields; Solitons and Kac–Moody Lie
Algebras; Spinors and Spin Coefficients; Symmetry
Classes in Random Matrix Theory.
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Introduction

Dispersion relations constitute a basic chapter of
mathematical physics which covers various types of
classical and quantum scattering phenomena and
illustrates in a typical way the importance of general
principles in theoretical physics, among which
causality plays a major role. Each such phenomenon
is described in terms of a scattering amplitude F(!),
which is a complex-valued function of a frequency
variable !; in quantum physics, this variable
becomes an energy variable called E (or s in particle
physics), as it follows from the fundamental de
Broglie relation E = �h!. The real and imaginary
parts of F(!), which are called respectively the
dispersive part D(!) and the absorptive part A(!) of
F, have well-defined physical interpretations for all
these phenomena; they represent quantities which
are essentially accessible to measurements. The term
dispersion relations refers to linear integral equa-
tions which relate the functions D(!) and A(!); such
integral equations are always closely related to the
Cauchy integral representation of a subjacent holo-
morphic function F̂(!(c)) of the complexified fre-
quency (or energy) variable !(c). F̂(!(c)) is called the
holomorphic scattering function or in short the
scattering function, and the scattering amplitude
appears as the boundary value of the latter, taken at
positive real values of ! from the upper half-plane of
!(c), namely

Fð!Þ ¼ lim
"!0

F̂ð!þ i"Þ; " > 0

Historically, the first relations of that type to be
obtained were the Kramers–Krönig relations (1926),
which concern the propagation of light in a
dielectric medium. In this basic example, F(!)
represents the complex refractive index of the
medium n0(!) = n(!)þ i�(!) for a monochromatic
wave with frequency !. The dispersive part D(!) is
the real refractive index n(!), which is the inverse
ratio of the phase velocity of the wave in the
medium to its velocity c in the vacuum: the fact that
it depends on the frequency ! corresponds precisely
to the phenomenon of dispersion of light in a
dielectric medium. A slab of the latter thus appears
as a prototype of a macroscopic scatterer. The
absorptive part A(!) is the rate of exponential

damping �(!) of the wave, caused by the absorption
of energy in the medium.

It has appeared much later that for many
scattering phenomena, dispersion relations can be
derived from an appropriate set of general physical
principles. This means that inside a certain axio-
matic framework these relations are model indepen-
dent with respect to the detailed structure of the
scatterer or to the detailed type of particle interac-
tion in the quantum case.

In a very short and oversimplifying way, the
following logical scheme holds. At first, one can say
that any mathematical formulation of a physical
principle of causality results in support-type proper-
ties with respect to a time variable t of an
appropriate ‘‘causal structural function’’ R(t) of the
physical system considered: typically, such a causal
function should vanish for negative values of t. It
follows that its Fourier transform ~R admits an
analytic continuation ~R(c) in the upper half-plane
of the corresponding conjugate variable, interpreted
as a frequency (or an energy in the quantum case):
here is the general reason for the occurrence of
complex frequencies and of holomorphic functions
of such variables. In fact, the relevant holomorphic
scattering function F̂(!(c)) always appears as gener-
ated by ~R(c) via some (more or less sophisticated)
procedure: in the simplest case, F̂ coincides with ~R(c)

itself, but this is not so in general. Finally, the
derivation of suitable analyticity and boundedness
properties of F̂(!(c)) in a domain whose typical form
is the upper half-plane, allows one to apply a
Cauchy-type integral representation to this function;
the dispersion relations directly follow from the
latter.

The first part of this article aims to describe the
most typical dispersion relations and their link
with the Cauchy integral. It then presents two
basic illustrations of these relations, which are: (1)
in classical physics, the Kramers–Krönig relations
mentioned above, and (2) in quantum physics, the
dispersion relations for the forward scattering of
equal-mass particles. The aim of the subsequent
parts is to give as complete as possible accounts of
the derivation of the relevant analyticity domains
inside appropriate axiomatic frameworks which,
respectively, contain the previous two examples.
The simplest axiomatic framework is the one
which governs all the phenomena of linear
response: in the latter, the proof of analyticity
and dispersion relations most easily follows the
logical line sketched above. It will be presented
together with its application to the derivation of
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the Kramers–Krönig relations. The rest of the
article is devoted to the derivation of the so-called
crossing analyticity domains which are the relevant
background of dispersion relations for the two-
particle scattering (or collision) amplitudes in
particle physics. This derivation relies on the
general axiomatic framework of relativistic quan-
tum field theory (QFT) (see Axiomatic Quantum
Field Theory) and more specifically on the ‘‘analy-
tic program in complex momentum space’’ of the
latter. This framework, whose rigorous mathema-
tical form has been settled around 1960, represents
the safest conceptual approach for describing the
particle collision processes in a range of energies
which covers by far all those that can be produced
and will be produced in the accelerators for
several decades. A simple account of the field-
theoretical axiomatic framework and of the logical
line of the derivation of dispersion relations will
be presented here for the simplest kinematical
situations. A broader presentation of the analytic
program including an extended class of analyticity
properties for the general structure functions and
(two-particle and multiparticle) collision ampli-
tudes in QFT can also be found in this encyclope-
dia (see Scattering in Relativistic Quantum Field
Theory: The Analytic Program). For brevity, we
shall not treat here the derivation of dispersion
relations in the framework of nonrelativistic
potential theory. Concerning the latter, the inter-
ested reader can refer to the book by

bi

Nussenzweig
(1972). A collection of old basic papers on field-
theoretical dispersion relations can be found in the
review book edited by

bi

Klein (1961). For a recent
and well-documented review of the multiplicity of
versions and applications of dispersion relations
and their experimental checking, the reader can
consult the article by

bi

Vernov (1996).

Typical Dispersion Relations

The possibility of defining the scattering function
F̂(!(c)) in the full upper half-plane and of exploiting
the corresponding boundary value F of F̂ on the
negative part as well as on the positive part of the
real axis will depend on the framework of considered
phenomena. For the moment, we do not consider the
more general situations which also occur in particle
physics and will be described later (‘‘crossing
domains’’ and ‘‘quasi-dispersion-relations’’).

In the simplest cases, the real and imaginary parts
D and A of F are extended to negative values of the
variable ! via additional symmetry relations result-
ing from appropriate ‘‘reality conditions.’’ As a
typical and basic example, there occurs the

symmetry relation F̂(!(c)) = F̂(�!(c)), (with !(c) and
�!(c) in the upper half-plane) and correspondingly
D(!) = D(�!), A(!) =�A(�!) on the reals; we shall
call (S) this symmetry relation.

The simplest case of dispersion relations is then
obtained when D and A are linked by the reciprocal
Hilbert transformations:

Dð!Þ ¼ 1

�
P

Z þ1
�1

Að!0Þ 1

!0 � ! d!0 ½1a�

Að!Þ ¼ � 1

�
P

Z þ1
�1

Dð!0Þ 1

!0 � ! d!0 ½1b�

where P denotes Cauchy’s principal value, defined
for any differentiable function ’(x) (sufficiently
regular at infinity) by

P

Z þ1
�1

’ðxÞ
x

dx

¼ lim
"!0

Z �"
�1

’ðxÞ dx

x
þ
Z þ1
"

’ðxÞ dx

x

� �
½2�

As a matter of fact, the pair of equations [1a], [1b] is
equivalent to the following relation for F¼: Dþ iA:

Fð!Þ ¼ 1

2i�

Z þ1
�1

Fð!0Þ lim
"!0

1

!0 � !� i"
d!0 ½3�

The latter is obtained as a limiting case of the
Cauchy formula

F̂ð!ðcÞÞ ¼ 1

2i�

Z þ1
�1

Fð!0Þ
!0 � !ðcÞ d!0 ½4�

expressing the fact that F̂ is holomorphic and
sufficiently decreasing at infinity in the upper half-
plane Iþ of the complex variable !(c) and that F(!)
is the boundary value of F̂(!(c)) on all the reals.

Finally, one checks that in view of the symmetry
relation (S), the Hilbert integral relations between D
and A given above reduce to the following disper-
sion relations:

Dð!Þ ¼ 2

�
P

Z þ1
0

Að!0Þ !0

!02 � !2
d!0 ½5a�

Að!Þ ¼ � 2!

�
P

Z þ1
0

Dð!0Þ 1

!02 � !2
d!0 ½5b�

Two Basic Examples

1. The Kramers–Krönig relation in classical optics
It will be shown in the next part that the complex
refractive index n0(!) = n(!)þ i�(!) of a dielectric
medium is the boundary value of a holomorphic
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function n̂0(!(c)) in Iþ satisfying the symmetry relation
(S), and such that the integral

R1
�1 jn̂0(!þ i�)� 1j2 d!

is uniformly bounded for all �> 0.
It follows that all the previous relations are

satisfied by the function F̂(!(c)) = n̂0(!(c))�1.
In particular, the real refractive index n(!) and the
‘‘extinction coefficient’’ �(!)¼: 2!�(!)=c (c being
the velocity of light in the vacuum) are linked by
the following Kramers–Krönig dispersion relation
(corresponding to eqn [5a]):

nð!Þ � 1 ¼ c

2�
P

Z
�ð!0Þ

!02 � !2
d!0 ½6�

2. Dispersion relation for the forward two-particle
scattering amplitude in relativistic quantum physics
One considers the following collision phenomenon in
particle physics. A particle �2 with mass m, called the
target and sitting at rest in the laboratory, is collided
by an identical particle �1 with relativistic energy !
larger than m (= mc2; in high-energy physics, one
usually chooses units such that c = 1). After the
collision, the particle �1 is scattered in all possible
directions, �, of space, according to a certain
quantum scattering amplitude T�(!), whose modulus
is essentially the rate of probability for detecting �1 in
the direction �. The forward scattering amplitude
T0(!) corresponds to the detection of �2 in the
forward longitudinal direction with respect to its
incidence direction towards the target. Let us also
assume that the particles carry no charge of any kind,
so that each particle coincides with its ‘‘antiparticle.’’
In that case, T0(!) is shown to be the boundary value
of a scattering function T̂0(!(c)) enjoying the follow-
ing properties:

1. it is a holomorphic function in Iþ satisfying the
symmetry relation (S);

2. its behavior at infinity in Iþ is such that the
integral

Z 1
�1

T̂0ð!þ i�Þ
ð!þ i�Þ2

�����
�����
2

d!

is uniformly bounded for all �> 0; and
3. under more specific assumptions on the mass

spectrum of the subjacent theory, the ‘‘absorptive
part’’ A(!)¼: Im T0(!) vanishes for j!j< m.

Then by applying eqn [5a] to the function D(!)¼:
Re[(T0(!)� T0(0))=!2] (regular at != 0), one obtains
the following dispersion relation:

Re T0ð!Þ

¼ T0ð0Þ þ
2!2

�
P

Z þ1
m

Að!0Þ 1

!0ð!02 � !2Þ d!0 ½7�

Remark In view of (3), the scattering function
T̂0(!(c)) admits an analytic continuation as an even
function of !(c) (still called T̂0) in the cut-plane
C(cut)

m ¼: Cn{! 2 R; j!j � m}. In fact, in view of (S)
and (3), the boundary value T0 of T̂0 satisfies the
relation T0(!) = T0(�!) in the real interval �m¼:
{! 2 R; �m < ! < m}. Let us then introduce the
function T̂�0 (!(c))¼: T̂0(�!(c)) as a holomorphic
function of !(c) in I�: one sees that the boundary
values of T̂0 and T̂�0 from the respective domains
Iþ and I� coincide on �m and therefore admit a
common analytic continuation throughout this real
interval (in view of ‘‘Painlevé’s lemma’’ or ‘‘one-
dimensional edge-of-the-wedge theorem’’). One
also notes that in view of (S) the extended func-
tion T̂0 satisfies the ‘‘reality condition’’

T̂0(!(c)) = T̂0(!(c)) in C(cut)
m . The fact that T̂0 is well

defined as an even holomorphic function in the cut-
plane C(cut)

m has been established in the general
framework of QFT, as explained in the last part of
this article.

Phenomena of Linear Response:
Causality and Dispersion Relations
in the Classical Domain

The subsequent axiomatic framework and results
(due to J S Toll (1952, 1956)) concern any physical
system which exhibits the following type of phe-
nomena: whenever it receives some excitation signal,
called the input and represented by a real-valued
function of time fin(t) with compact support, the
system emits a response signal, called the output and
represented by a corresponding real-valued function
fout(t), in such a way that the following postulates
are satisfied:

(P1) Linearity. To every linear combination of
inputs a1fin, 1 þ a2fin, 2, there corresponds the
output a1fout, 1 þ a2fout, 2.

(P2) Reproductibility or time-translation invariance.
Let � be a time-translation parameter taking
arbitrary real values; to every ‘‘time-translated
input’’ f (�)

in (t)¼: fin(t � �), there corresponds
the output f (�)

out(t)¼
:

fout(t � �).
(P3) Causality. The effect cannot precede the cause,

namely if tin and tout denote respectively the
lower bounds of the supports of fin(t) and
fout(t), then there always holds the inequality
tin� tout.

(P4) Continuity of the response. There exists
some continuity inequality which expresses
the fact that a certain norm of the output is
majorized by a corresponding norm of the
input. The case of an L2-norm inequality of the
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form jfoutj� jfinj is particularly significant:
when the norm jf j ¼: [

R
jf (t)j2 dt]1=2 is interpre-

table as an energy (for the output as well as for
the input), it acquires the meaning of a
‘‘dissipation’’ property of the system.

The postulate of linear dependence (P1) of fout

with respect to fin is obviously satisfied if the
response is described by any general kernel K(t, t0)
such that the following formula makes sense:

foutðtÞ ¼
Z þ1
�1

Kðt; t0Þfinðt0Þdt0 ½8�

Conversely, the existence of a distribution kernel K
can be established rigorously under the continuity
assumption postulated in (P4) by using the Schwartz
nuclear theorem. In full generality (see our comment
in the next paragraph), the kernel K(t, t0) appears to
be a tempered distribution in the pair of variables
(t, t0) and the previous integral formula holds in the
sense of distributions, which means that both sides
of eqn [8] must be considered as tempered distribu-
tions (in t) acting on any smooth test-function g(t) in
the Schwartz space S. (Note, for instance, that the
trivial linear application fout = fin is represented by
the kernel K(t, t0) = �(t � t0)).

From the reproductibility postulate (P2), it fol-
lows that the distribution K can be identified with a
distribution of the single variable � = t � t0, namely
K(t, t0)¼: R(t � t0). Moreover, the real-valuedness
condition imposed to the pairs (fin, fout) entails that
R is real. Finally, the causality postulate (P3) implies
that the support of the distribution R is contained in
the positive real axis, so that one can write, in the
sense of distributions,

foutðtÞ ¼
Z t

�1
Rðt � t0Þfinðt0Þdt0 ½9�

The convolution kernel R(t � t0) is typically what
one calls in physics a ‘‘retarded kernel.’’

If we now introduce the frequency variable !,
which is the conjugate of the time variable t, by the
Fourier transformation

~f ð!Þ ¼
Z þ1
�1

f ðtÞ ei!t dt

we see that the convolution equation [9] is equiva-
lent to the following one:

~foutð!Þ ¼ ~Rð!Þ~finð!Þ ½10�

In the latter, the Fourier transform ~R(!) of R is a
tempered distribution, which is the boundary value
from the upper half-plane Iþ of a holomorphic

function ~R(c)(!(c)), called the Fourier–Laplace trans-
form of R. ~R(c) is defined for all !(c) =!þ i�, with
�> 0, by the following formula in which the
exponential is a good test-function for the distribu-
tion R (since exponentially decreasing for t!þ1):

~RðcÞð!ðcÞÞ ¼
Z þ1

0

RðtÞei!ðcÞt dt ½11�

More precisely, the tempered-distribution character of
R is strictly equivalent to the fact that ~R(c) is of
moderate growth both at infinity and near the reals in
Iþ, namely that it satisfies a majorization of the
following form for some real positive numbers p and q:

j~RðcÞð!þ i�Þj�C
ð1þ j!j2 þ �2Þq

�p
½12�

We thus conclude from eqn [10] that each phenom-
enon of linear response is represented very simply in
the frequency variable by the multiplicative operator
~R(!), whose analytic continuation ~R(c)(!(c)) is called
the (causal) response function.

A Typical Illustration: The Damped Harmonic
Oscillator

We consider the motion x = x(t) of a damped
harmonic oscillator of mass m submitted to an
external force F(t). The force is the input (fin = F) and
the resulting motion is the output, namely fout(t) =
x(t). All the previous general postulates (P1)–(P4) are
then satisfied, but this particular model is, of course,
governed by its dynamical equation

x00ðtÞ þ 2	x0ðtÞ þ !2
0xðtÞ ¼ FðtÞ

m
½13�

where !0 is the eigenfrequency of the oscillator and
	 is the damping constant (	 > 0). The relevant
solution of this second-order differential equation
with constant coefficients is readily obtained in
terms of the Fourier transforms ~x(!) of x(t) and ~F(!)
of F(t). One can in fact replace eqn [13] by the
equivalent equation

ð�!2 � 2i	!þ !2
0Þ~xð!Þ ¼

~Fð!Þ
m

½14�

whose solution is of the form [10], namely ~x(!) =
~R(!)~F(!), with

~Rð!Þ ¼ �
~Fð!Þ

mð!2 þ 2i	!� !2
0Þ

¼ �
~Fð!Þ

mð!� !1Þð!� !2Þ
½15a�

!1;2 ¼ �ð!2
0 � 	2Þ1=2 � i	 ½15b�
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It is clear that the rational function defined by eqns
[15] admits an analytic continuation in the full
complex plane of !(c) minus the pair of simple poles
(!1,!2) which lie in the lower half-plane. In
particular, it is holomorphic (and decreasing at
infinity) in Iþ, as expected from the previous general
result. Moreover, this example suggests that for any
particular phenomenon of linear response, the details
of the dynamics are encoded in the singularities of the
holomorphic scattering function ~R(c)(!(c)), which all
lie in the lower half-plane. The validity of a
dispersion relation only expresses the analyticity
(and decrease at infinity) of that function in the
upper half-plane, which is model independent.

Remark The same mathematical analysis applies to
any electric oscillatory circuit, in which the capaci-
tance, inductance, and resistance are involved in
place of the parameters m, !0 and 	: fin and fout

correspond respectively to an external electric
potential and to the current induced in the circuit;
the response function is the admittance of the
circuit.

Application to the Kramers–Krönig Relation

The background of the Kramers–Krönig relation [6],
namely the analyticity and boundedness properties
of the complex refractive index n̂0(!(c)) in Iþ, is
provided by the previous axiomatic framework.
However, it is not the quantity n̂0(!(c)) itself but
appropriate functions of the latter which play the
role of causal response functions; two phenomena
can in fact be exhibited, which both contribute to
proving the relevant properties of n̂0(!(c)).

1. Propagation of light in a dielectric slab with
thickness �. One considers the wave front fin(t) of an
incoming wave normally incident upon the slab,
with Fourier decomposition

finðtÞ¼
1

2�

Z þ1
�1

~f ð!Þ e�i!t d! ½16�

After having traveled through the medium, it gives
rise to an outgoing wave fout(t) on the exit face of
the slab, whose Fourier decomposition can be
written as follows (provided the thickness � of the
slab is very small):

foutðtÞ¼
1

2�

Z þ1
�1

~f ð!Þ e�i!ðt�n0ð!Þ=c�Þ d! ½17�

In the latter, the real part of n0(!)=c is the inverse of
the light velocity in the medium, while its imaginary
part takes into account the exponential damping of
the wave. The output fout thus appears as a causal

linear response with respect to fin (since fout ‘‘starts
after’’ fin). According to the general formula [10],
the corresponding response function ~R(c)

� can be
directly computed from eqns [16] and [17], which
yields:

~R
ðcÞ
� ð!

ðcÞÞ ¼ ei!ðcÞn̂0ð!ðcÞÞ�=c ½18�

In view of the previous axiomatic analysis, ~R(c)
� has

to be holomorphic and of moderate growth in Iþ,
and since this holds for all �’s sufficiently small, it
can be shown that the function n̂0(!(c)) itself is
holomorphic and of moderate growth in Iþ (no
logarithmic singularity can be produced).

2. Polarization of the medium produced by an
electric field. The dielectric polarization signal P(t)
produced at a point of a medium by an external
electric field E(t) is also a phenomenon of linear
response which obeys the postulates (P1)–(P4); the
corresponding formula [10] reads

~Pð!Þ¼
0ð!Þ~Eð!Þ ½19a�

where 
0 is the complex dielectric susceptibility of
the medium, which is related to n0 by Maxwell’s
relation

~
0ð!Þ¼ ½n
02ð!Þ � 1�

4�
½19b�

One thus recovers the fact that 
0 admits an analytic
continuation in Iþ; one can also show by a physical
argument that 
̃0(!), and thereby n0(!)� 1, tends to
zero as a constant divided by !2 when ! tends
to infinity. This behavior at infinity extends to
n̂0(!(c))� 1 in Iþ in view of the Phragmen–Lindelöf
theorem, since n̂0 is known (from (1)) to be of
moderate growth. This justifies the analytic back-
ground of Kramers–Krönig’s relation.

From Relativistic QFT to the Dispersion
Relations of Particle Physics: Historical
Considerations and General Survey

In the quantum domain, the derivation of dispersion
relations for the two-particle scattering (or collision)
amplitudes of particle physics has represented, since
1956 and throughout the 1960s, an important
conceptual progress for the theoretical treatment of
that branch of physics. These phenomena are
described in a quantum-theoretical framework in
which the basic kinematical variables are the
energies and momenta of the particles involved.
These variables play the role of the frequency of
light in the optical scattering phenomena. Moreover,
since large energies and momenta are involved,
which allow the occurrence of particle creation
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according to the conservation laws of special relativ-
ity, it is necessary to use a relativistic quantum-
mechanical framework. Around 1950, the success of
the quantum electrodynamics formalism for comput-
ing the electron–photon, electron–electron, and elec-
tron–positron scattering amplitudes revealed the
importance of the concept of relativistic quantum
field for the understanding of particle physics.
However, the methods of perturbation theory,
which had ensured the success of quantum electro-
dynamics in view of the small value of the coupling
parameter of that theory (namely the electric charge
of the electron), were at that time inapplicable to the
strong nuclear interaction phenomena of high-energy
physics. This failure motivated an important school
of mathematical physicists for working out a model-
independent axiomatic approach of relativistic QFT
(e.g., Lehmann, Symanzik, Zimmermann (1954),
Wightman (1956), and Bogoliubov (1960); see Axio-
matic Quantum Field Theory). Their main purpose
was to provide a conceptually satisfactory treatment
of relativistic quantum collisions, at least for the case
of massive particles. Among various postulates
expressing the invariance of the theory under the
Poincaré group in an appropriate quantum-
mechanical Hilbert-space framework, the approach
basically includes a certain formulation of the
principle of causality, called microcausality or local
commutativity. This axiomatic approach of QFT was
followed by a conceptually important variant, namely
the algebraic approach to QFT (Haag, Kastler, Araki
1960), whose most important developments are
presented in the book by

bi

Haag (1992) (see Algebraic
Approach to Quantum Field Theory). From the
historical viewpoint, and in view of the analyticity
properties that they also generate, one can say that all
these (closely related) approaches parallel the axio-
matic approach of linear response phenomena with,
of course, a much higher degree of complexity. In
particular, the characterization of scattering (or
collision) amplitudes in terms of appropriate struc-
ture functions of the basic quantum fields of the
theory is a nontrivial preliminary step which was
taken at an early stage of the theory under the name
of ‘‘asymptotic theory and reduction formulae’’
(Lehmann, Symanzik, Zimmermann 1954 –57,
Haag–Ruelle 1962, Hepp 1965). There again, in the
field-theoretical axiomatic framework, causality gen-
erates analyticity through Fourier–Laplace transfor-
mation, but several complex variables now play the
role which was played by the complex frequency in
the axiomatics of linear response phenomena: they
are obtained by complexifying the relativistic energy–
momentum variables of the (Fourier transforms of
the) quantum fields involved in the high-energy

collision processes. In fact, the holomorphic functions
which play the role of the causal response function
~R(!) are the QFT structure functions or ‘‘Green
functions in energy–momentum space.’’ The study of
all possible analyticity properties of these functions
resulting from the QFT axiomatic framework is
called the analytic program (see Scattering in
Relativistic Quantum Field Theory: The Analytic
Program). The primary basic scope of the latter
concerns the derivation of analyticity properties for
the scattering functions of two-particle collision
processes, which appears to be a genuine challenge
for the following reason. The basic Einstein relation
E = mc2, which applies to all the incoming and
outgoing particles of the collisions, operates as a
geometrical constraint on the corresponding physical
energy–momentum vectors: according to the Min-
kowskian geometry, the latter have to belong to mass
hyperboloids, which define the so-called ‘‘mass shell’’
of the collision considered. It is on the corresponding
complexified mass-shell manifold that the scattering
functions are required to be defined as holomorphic
functions. In the analytic program of QFT, the
derivation of such analyticity domains and of
corresponding dispersion relations in the complex
plane of the squared total energy variable, s, of each
given collision process then relies on techniques of
complex geometry in several variables. As a matter of
fact, the scattering amplitude is a function (or
distribution) of two variables F(s, t), where t is a
second important variable, called the squared
momentum transfer, which plays the role of a fixed
parameter for the derivation of dispersion relations in
the variable s. The value t = 0 corresponds to the
special kinematical situation which has been
described above (for the case of equal-mass particles
�1 and �2) under the name of forward scattering and
the variable s is a simple affine function of the energy
! of the colliding particle �1 in the laboratory
Lorentz frame, (namely s = 2m2 þ 2m! in the equal-
mass case). It is for the corresponding scattering
amplitude T0(!)¼: F0(s)¼: F(s, t)jt = 0 that a dispersion
relation such as eqn [7] can be derived, although this
derivation is far from being as simple as for the
phenomena of linear response in classical physics:
even in that simplest case, it already necessitates the
use of analytic completion techniques in several
complex variables. The first proof of this dispersion
relation was performed by K Symanzik in 1956. In
the case of general kinematical situations of measure-
ments, the direction of observation of the scattered
particle includes a nonzero angle with the incidence
direction, which always corresponds to a negative
value of t. The derivation of dispersion relations at
fixed t = t0 < 0, namely for the scattering amplitude
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Ft0
(s)¼: F(s, t)jt = t0

requires further arguments of
complex geometry, and it is submitted to subtle
limitations of the form t1 < t0 � 0, where t1 depends
on the mass spectrum of the particles involved in the
theory. The first rigorous proof of dispersion relations
at t < 0 was performed by N N Bogoliubov in 1960.

Three conceptually important features of the
dispersion relations in particle physics deserve to
be pointed out.

1. In comparison with the dispersion relations of
classical optics, a feature which appears to be new is
the so-called ‘‘crossing property,’’ which is character-
istic of high-energy physics since it relies basically on
the relativistic kinematics. According to that prop-
erty, the boundary values of the analytic scattering
function F̂t(s) at positive and negative values of s
from the respective half-planes Im s> 0 and Im s< 0
are interpreted, respectively, as the scattering ampli-
tudes of two physically different collision processes,
which are deduced from each other by replacing the
incident particle by the corresponding antiparticle;
one also says that ‘‘these two collision processes are
related by crossing.’’ A typical example is provided
by the proton–proton and proton–antiproton colli-
sions, whose scattering amplitudes are therefore
mutually related by the property of analytic con-
tinuation. This type of relationship between the
values of the scattering function at positive and
negative values of s generalizes in a nontrivial way
the symmetry relation (S) satisfied by the forward
scattering function T̂0(!(c)) when each particle coin-
cides with its antiparticle (see the second basic
example above). No nontrivial crossing property
holds in that special case and the fact that T̂0 is an
even function of !(c) precisely expresses the identity
of the two-collision processes related by crossing. In
the general case, for t = 0 as well as for t = t0 < 0 for
any value of t0, the analyticity domain that one
obtains for the scattering function is not the full cut-
plane of s: in its general form, a ‘‘crossing domain’’
may exclude some bounded region Bt0

from the cut-
plane, but it always contains an infinite region which
is the exterior of a circle minus cuts along the two
infinite parts of the real s-axis (Bros, Epstein, Glaser
1965): these cuts are along the physical regions of the
two collision processes related by crossing. In that
general case, the scattering function F̂t(s) still satisfies
what can be called a quasi-dispersion-relation, in
which the right-hand side contains an additional
Cauchy integral, taken along the boundary of Bt.

2. A second important feature concerns the
behavior at large values of s of the scattering
functions F̂t(s) in their analyticity domain. As
indicated in the presentation of the second basic

example, a ‘‘precise-increase’’ property was
expected to be satisfied by the forward scattering
amplitude T0(!) for ! (or s) tending to infinity.
This ‘‘precise-increase’’ property implied the neces-
sity of writing the corresponding dispersion rela-
tion [7] for the function (T0(!)� T0(0))=!2: this is
what one calls a ‘‘dispersion relation with a
subtraction.’’ As a matter of fact, the existence of
such restrictive bounds on the total cross sections at
high energies had been discovered in 1961 by
M Froissart: his derivation relied basically on the
use of the unitarity of the scattering operator
(expressing the quantum principle of conservation
of probabilities), but also on a strong analyticity
postulate for the scattering function not implied by
the general field-theoretical approach (namely the
Mandelstam domain of ‘‘double dispersion rela-
tions’’). In the general framework of QFT, Froissart-
type bounds appeared to be closely linked to a
further nontrivial extension of the range of ‘‘admis-
sible’’ values of t for which F̂t(s) can be analytically
continued in a cut-plane or crossing domain. In
fact, the extension of this range to positive (i.e.,
‘‘unphysical’’) and even complex values of t, and as
a second step the proof of Froissart-type bounds in
s( log s)2 for Ft(s) at all these admissible values of t,
were performed in 1966 by A Martin. They rely on
a subtle conspiracy of the analyticity properties
deduced from the QFT axiomatic framework and of
positivity and unitarity properties expressing the
basic Hilbertian structure of the quantum collision
theory. The consequence of these bounds on the
exact form of the dispersion relations is that, as in
formula [7] of the case t = 0, it is justified to write a
(the so-called ‘‘subtracted’’) dispersion relation for
(Ft(s)� Ft(0)� sF0t(0))=s2: for the general case when
the crossing property replaces the symmetry (S),
such a dispersion relation involves two subtractions
(since F0t(0) 6¼ 0). Detailed information concerning
the interplay of analyticity and unitarity on the mass
shell and the derivation of refined forms of disper-
sion relations and various boundedness properties
for the scattering functions are given in the book by

bi

Martin (1969).
3. Constraints imposed by dispersion relations

and experimental checks. The conceptual impor-
tance of dispersion relations incorporating the
above features (1) and (2) is displayed by such
spectacular application as the relationship between
the high-energy behaviors of proton–proton and
proton–antiproton cross sections. Even though the
closest forms of relationship between these cross
sections (e.g., the existence of equal high-energy
limits) necessitate for their proof some extra
assumption concerning, for instance, the behavior
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of the ratio between the dispersive and absorptive
parts of the forward scattering amplitude, one can
speak of an actual model-independent implication
of general QFT that imposes nontrivial constraints
on phenomena. Otherwise stated, checking experi-
mentally the previous type of relationship up to the
limits of high energies imposed by the present
technology of accelerators constitutes an indirect,
but important test of the validity of the general
principles of QFT.

As a matter of fact, it has also appeared frequently
in the literature of high-energy physics during the
last 40 years that the Froissart bound by itself was
considered as a key criterion to be satisfied by any
sensible phenomenological model in particle physics.
As already stated above, the Froissart bound is one
of the deepest consequences of the analytic program
of general QFT, since its derivation also incorpo-
rates in the most subtle way the quantum principle
of probability conservation. Would it be only for the
previous basic results, the derivation of dispersion
relations (and, more generally, the results of the
analytic program) in QFT appear as an important
conceptual bridge between a fundamental theoreti-
cal framework of relativistic quantum physics and
the phenomenology of high-energy particle physics.

Basic Concepts and Main Steps in the
QFT Derivation of Dispersion Relations

The rest of this article outlines the derivation of the
analytic background of dispersion relations for the
forward scattering amplitudes in the framework of
axiomatic QFT. After a brief introduction on
relativistic scattering processes and the problematics
of causality in particle physics, it gives an account of
the Wightman axioms and the simplest reduction
formula which relates the forward scattering ampli-
tude to a retarded product of the field operators.
Then it describes how the latter can be used for
justifying a certain type of analyticity domain for the
forward scattering functions, namely a crossing
domain or in the best cases a cut-plane in the
squared energy variable s. This is the basic result
that allows one to write dispersion relations (or
quasi-dispersion-relations) at t = 0; the exact form of
the latter, including at most two subtractions, relies
on the use of Hilbertian positivity and of the
unitarity of the scattering operator.

Relativistic Quantum Scattering as a Phenomenon
of Linear Response

Collisions of quantum particles may be seen as
phenomena of linear response, but in a way which

differs greatly from what has been previously
described.

Particles in Minkowskian geometry Each state of a
relativistic classical particle with mass m is char-
acterized by its energy–momentum vector or
4-momentum p = (p0, p) satisfying the mass-shell
condition p2¼: p2

0 � p2 = m2 (in units such that
c = 1). In view of the condition of positivity of the
energy p0 > 0 the ‘‘physical mass shell’’ thus coin-
cides with the positive sheet Hþm of the mass
hyperboloid Hm with equation p2 = m2.

The set of all energy–momentum configurations
characterizing the collisions of two relativistic classi-
cal particles with initial (resp. final) 4-momenta
p1, p2 (resp. p01, p02) is the mass-shell manifold M
defined by the conditions

p2
i ¼ m2; p02i ¼ m2; pi;0 > 0; p0i;0 > 0; i ¼ 1;2

p1 þ p2 ¼ p01 þ p02

where the latter equation expresses the relativistic
law of total energy–momentum conservation. M is
an eight-dimensional manifold, invariant under the
(six-dimensional) Lorentz group: the orbits of this
group that constitute a foliation of M are parame-
trized by two variables, namely the squared total
energy s = (p1 þ p2)2 = (p01 þ p02)2 and the squared
momentum transfer t = (p1 � p01)2 = (p2 � p02)2 (or
u = (p1 � p02)2 = 4m2 � s� t). In these variables,
called the Mandelstam variables, the ‘‘physical
region’’ � of the collision is represented by the set
of pairs (s, t) (or triplets (s, t, u) with sþ tþ u = 4m2)
such that t � 0, u � 0, and therefore s � 4m2.

Correspondingly, each state of a relativistic quan-
tum particle with mass m is characterized by a wave
packet f̂ (p) on Hþm, which is an element of unit norm
of L2(Hþm;�m(p)), with �m(p) = dp=(p2 þm2)1=2. In
Minkowskian spacetime with coordinates x = (x0, x),
any such state is represented by a wave function f (x)
whose Fourier transform is the tempered distribution
(with support in Hþm) f̂ (p)� �(p2 �m2): f (x) is a
positive-energy solution of the Klein–Gordon equa-
tion (@2=@x2

0 ��x þm2)f (x) = 0. A free two-particle
state is a symmetric wave packet f̂ (p1, p2) on Hþm �
Hþm in the Hilbert space L2(Hþm �Hþm;�m � �m).

Scattering kernels as response kernels: distribution
character While the input to be considered is a free
wave packet f̂in(p1, p2) on Hþm �Hþm, representing the
preparation of an initial two-particle state, the output
corresponds to the detection of a final two-particle
state also characterized by a wave packet ĝout(p

0
1, p02)

on Hþm �Hþm. In quantum mechanics, linearity is
linked to the ‘‘superposition principle’’ of states,

94 Dispersion Relations



which allows one to state that collisions are described
by a certain bilinear form (f̂in, ĝout)! S(f̂in, ĝout),
called the ‘‘scattering matrix.’’ This bilinear form is
bicontinuous with respect to the Hilbertian norms of
the wave packets, and it then results from the
Schwartz nuclear theorem that it is represented by a
distribution kernel S(p1, p2; p01, p02), namely a tem-
pered distribution with support contained in M, in
such a way that (formally)

Sðf̂in; ĝoutÞ ¼
Z

f̂inðp1;p2Þĝoutðp01;p02ÞSðp1;p2;p01;p
0
2Þ

� �mðp1Þ�mðp2Þ�mðp01Þ�mðp02Þ ½20�

If there were no interaction, S(f̂in, ĝout) would reduce
to the Hilbertian scalar product <ĝout, f̂in> in L2

(Hþm�Hþm;�m� �m) and the corresponding kernel S
would be the identity kernel

I p1; p2; p01; p
0
2

� �
¼ 1

2
� p1 � p01
� �

� p2 � p02
� ��

þ � p1 � p02
� �

� p2 � p01
� ��

In the general case, the interaction is therefore
described by the scattering kernel T(p1, p2; p01, p02)¼:
S(p1, p2; p01, p02)� I(p1, p2; p01, p02). The action of T as
a bilinear form (defined in the same way as the
action of S in eqn [20]) may be seen as the quantum
analog of the classical response formula [10]. Note,
however, the difference in the mathematical treat-
ment of the output: instead of being considered as
the direct response (~fout) to the input, it is now
explored by Hilbertian duality in terms of detection
wave packets ĝout, in conformity with the principles
of quantum theory. Finally, in view of the invariance
of the collision process under the Lorentz group, the
scattering kernel T is constant along the orbits of
this group in M and it then defines a distribution
F(s, t)¼: T(p1, p2; p01, p02) with support in the physical
region �: this is what is called the scattering
amplitude.

What becomes of causality? One can show that the
positive-energy solutions of the Klein–Gordon equa-
tion cannot vanish in any open set of Minkowski
spacetime; they necessarily spread out in the whole
spacetime. This makes it impossible to formulate a
causality condition comparable to eqn [9] in terms
of the spacetime wave functions fin and gout

corresponding to the input and output wave packets
f̂in, ĝout. In this connection, it is, however, appro-
priate to note that (after various attempts of ‘‘weak
causality conditions’’) a certain condition called
‘‘macrocausality’’ (Iagolnitzer and Stapp 1969; see
the book by

bi

Iagolnitzer (1992)) has been shown to
be equivalent to some local properties of analyticity

of the scattering kernel T; but it is not our purpose
to develop that point here for two reasons: (1) the
interpretation of that condition is rather involved,
because it integrates a very weak form of causality
together with the spatial short-range character of the
strong nuclear interactions between the elementary
particles; (2) the domains of analyticity obtained are
by far too small with respect to those necessary for
writing dispersion relations. The reason for this
failure is that the scattering kernel only represents
an asymptotic quantum observable, in the sense that
it is intended to describe observations far apart from
the extremely small spacetime region where the
particles strongly interact, namely in regions where
this interaction is asymptotically small. Although
well adapted to what is actually observed in the
detection experiments, the concept of scattering
kernel is not sufficient for describing the funda-
mental interactions of physics: it must be enriched
by other theoretical concepts which might explicitly
take into account the microscopic interactions in
spacetime. This motivates the introduction of quan-
tum fields as basic quantities in particle physics.

Relativistic Quantum Fields: Microcausality and
the Retarded and Advanced Kernels; Analyticity
in Complex Energy–Momentum Space

By an idealization of the concept of quantum
electromagnetic field and a generalization to all
types of microscopic interactions of matter, one
considers that all the phenomena involving such
interactions can be described by fields �i(x), whose
amplitude can, in principle, be measured in arbi-
trarily small regions of Minkowski spacetime. In the
quantum framework, one is thus led to the notion of
local observable O (emphasized as a basic concept in
the axiomatic approach of Araki, Haag, and
Kastler). In the Wightman field-theoretical frame-
work, a local observable corresponds to the measur-
ing process of a ponderated average of a field �i(x)
of the form O¼: �i[f ] =

R
�i(x)f (x) dx. In the latter,

f (x) denotes a smooth real-valued test-function with
(arbitrary) compact support K in spacetime; the
observable O is then said to be localized in K. Each
observable O= �i(f ) has to be a self-adjoint
(unbounded) operator acting in (a dense domain
of) the Hilbert space H generated by all the states of
the system of fundamental fields {�i}; therefore, the
correct mathematical concept of relativistic quantum
field �(x) is an ‘‘operator-valued tempered distribu-
tion on Minkowski spacetime.’’ Here the additional
‘‘temperateness assumption’’ is a convenient techni-
cal assumption which in particular allows the
passage to the energy–momentum space by making
use of the Fourier transformation.
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In this QFT framework, it is natural to express a
certain form of causality by assuming that two
observables �(f ) and �(f 0) commute if the sup-
ports of f and f 0 are spacelike-separated regions in
spacetime, which means that no signal with
velocity smaller or equal to the velocity of light
can propagate from either one of these regions to
the other. This expresses the idea that these two
observables should be independent, that is, ‘‘com-
patible as quantum observables.’’ This postulate is
equivalent to the following condition, called
microcausality or local commutativity, and under-
stood in the sense of operator-valued tempered
distributions:

½�ðx1Þ;�ðx01Þ� ¼ 0; for ðx1 � x01Þ
2 < 0 ½21�

where (x1 � x01)2 is the squared Minkowskian
pseudonorm of x = x1 � x01 = (x0, x), namely
x2 = x2

0 � x2. It follows that for every admissible
pair of states �, �0 in H, the tempered distribution

C�;�0 ðx1; x
0
1Þ¼
:
<�; ½�ðx1Þ;�ðx01Þ��0> ½22�

has its support contained in the union of the sets
Vþ : x1 � x01 2 Vþ and V� : x1 � x01 2 V�, where Vþ

and V� are, respectively, the closures of the forward
and backward cones Vþ ¼: {x = (x0, x); x0 > jxj},
V� ¼: �Vþ in Minkowski spacetime. It is always
possible to decompose the previous distribution as

C�;�0 ðx1; x
0
1Þ¼R�;�0 ðx1; x

0
1Þ � A�;�0 ðx1; x

0
1Þ ½23�

in such a way that the supports of the distributions
R�, �0(x1, x01) and A�, �0(x1, x01) belong, respectively,
to Vþ and V�. R�, �0 and A�, �0 are called,
respectively, retarded and advanced kernels and
they are often formally expressed (for convenience)
as follows:

R�;�0 ðx1; x
0
1Þ ¼ �ðx1;0 � x01;0ÞC�;�0 x1; x

0
1

� �
A�;�0 x1; x

0
1

� �
¼ ��ðx1;0 � x01;0ÞC�;�0 x1; x

0
1

� �
in terms of the Heaviside step function �(t) of the
time-coordinate difference t = x1, 0 � x01, 0. For every
pair (�, �0), R�, �0 (x1, x01) appears as a relativistic
generalization of the retarded kernel R(t � t0) of eqn
[10]: its support property in spacetime, similar to the
support property of R in time, expresses a relativistic
form of causality, or ‘‘Einstein causality.’’

There exists a several-variable extension of the
theory of Fourier–Laplace transforms of tempered
distributions which is based on a formula similar to
eqn [11]. We introduce the vector variables
X = (x1 þ x01)=2, x = x1 � x01 and a complex
4-momentum k = pþ iq = (k0, k) as the conjugate

vector variable of x with respect to the Minkows-
kian scalar product k¼: k0x0 � k 	 x, and we define

~R
ðcÞ
�;�0 ðk;XÞ ¼

Z
V
þ

R ;�0 Xþx

2
;X�x

2

	 

eik	x dx ½24�

Since q 	x>0 for all pairs (q,x) such that q 2Vþ,
x2V

þ
, it follows that ~R(c)

�,�0(k,X) is holomorphic
with respect to k in the domain T þ containing all
k=pþ iq such that q belongs to Vþ. Moreover, in
the limit q!0 this holomorphic function tends (in
the sense of distributions) to the Fourier transform
~R�,�0(p,X) of R�,�0 (Xþx=2,X�x=2) with respect
to x. The domain T þ, which is called the ‘‘forward
tube,’’ is the analog of the domain Iþ of the !-plane;
bounds of moderate type comparable to those of [12]
apply to the holomorphic function ~R(c)

�,�0 in T þ.
Similarly, the advanced kernel A�,�0(Xþx=2,X�
x=2) admits a Fourier–Laplace transform ~A(c)

�,�0(k,X),
which is holomorphic and of moderate growth in the
‘‘backward tube’’ T � containing all k=pþ iq such
that q belongs to V�. In view of [23], the Fourier
transform ~C�,�0(p,X) of C�,�0 (Xþx=2,X�x=2)
then appears as the difference between the boundary
values of ~R(c)

�1,�2
and ~A(c)

�1,�2
on the reals (from the

respective domains T þ and T �).

The Field-Theoretical Axiomatic Framework and
the Passage from the Structure Functions of QFT
to the Scattering Kernels (Case of Forward
Scattering)

The postulates (Wightman axioms) Apart from the
causality postulate, which we have already presented
above in view of its distinguished role for generating
analyticity properties in complex energy–momentum
space, the field-theoretical axiomatic approach to
collision theory is based on the following postulates
(for all the fundamental developments of axiomatic
field theory, the interested reader may consult the
books by Streater and Wightman (1980) and by

bi

Jost
(1965); see Axiomatic Quantum Field Theory).

1. There exists a unitary representation g!U(g) of
the Poincaré group G in the Hilbert space of
states H; in this representation, the abelian
subgroup of translations of space and time has a
Lie algebra whose generators are interpreted as
the four self-adjoint (commuting) operators P� of
total energy–momentum of the system.

2. The quantum field operators �(x) transform
covariantly under that representation; in the
simplest case of scalar fields (considered here),
�(gx) = U(g)�(x)U(g�1).

3. There exists a unique state �, called the vacuum,
such that the action of all polynomials of field
operators on � generates a dense subset of H;
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moreover, � is assumed to be invariant under the
representation U of G, and thereby such that
P�� = 0.

4. Spectral condition or positivity of energy in all
physical states. The joint spectrum � of the
operators P� is contained in the closed forward
cone Vþ of energy–momentum space. In order to
perform the collision theory of massive particles,
one needs a more detailed ‘‘mass-gap assump-
tion’’: � is the union of the origin O, of one or
several positive sheets of hyperboloid Hþmi

and
of a region VþM defined by the conditions p2 �
M2, p0 > 0, with M larger than all the mi.

The Hilbert space H is correspondingly decom-
posed as the direct sum of the vacuum subspace (or
zero-particle subspace) generated by �, of subspaces
of stable one-particle states with masses mi iso-
morphic to L2(Hþmi

,�mi
), and of a remaining sub-

space H0. As a result of the construction of
‘‘asymptotic states,’’ H0 can be shown to contain
two subspaces H0in and H0out, generated, respectively,
by N-particle incoming states (with N arbitrary and
�2) and by N-particle outgoing states. The collision
operator S is then defined as the partially isometric
operator from H0out onto H0in, which maps a
reference basis of outgoing states onto the corre-
sponding basis of incoming states.

An independent postulate: asymptotic completeness
(see Scattering, Asymptotic Completeness and
Bound States and Scattering in Relativistic
Quantum Field Theory: Fundamental Concepts
and Tools) The theory is said to satisfy the
property of asymptotic completeness if all the states
of H can be interpreted as superpositions of various
N-particle states (either in the incoming or in the
outgoing state basis), namely if one has
H0=H0in =H0out. This property is not implied by the
previous postulates on quantum fields, but its
physical interpretation and its role in the analytic
program are of primary importance (see Scattering
in Relativistic Quantum Field Theory: The Analytic
Program). Let us simply note here that asymptotic
completeness implies as a by-product the unitarity
property of the collision operator S on the full
Hilbert space H0 (i.e., SS
= S
S = I).

Connection between retarded kernel and scattering
kernel for the forward scattering case; a simple
‘‘reduction formula’’ We consider the scattering of
a particle �1 with mass m1 on a target consisting of
a particle �2 with mass m2 and denote by
T(p1, p2; p01, p02) the corresponding scattering kernel
(defined similarly as for the case of equal-mass

particles considered earlier). Equations [22]–[24] are
then applied to the case when � and �0 coincide
with a one-particle state of �2 at rest, namely with
4-momentum p2 = p02 along the time axis: p2 =
((p2)0, 0), (p2)0 = m2. This describes in a simple way
the case of forward scattering, since in view of the
energy–momentum conservation law p1 þ p2 = p01 þ
p02, the choice p2 = p02 also implies that p1 = p01.
(The possibility of restricting the distribution
T(p1, p2; p01, p02) to such fixed values of the energy–
momenta is shown to be mathematically well
justified). The advantage of this simple case is that
the corresponding kernels [22], [23] of (x1, x01) are
invariant under spacetime translations and therefore
depend only on x (and not on X). We can thus
rewrite eqns [22], [23] with simplified notations as
follows:

Cp2
ðxÞ¼: <p2; �

x

2

	 

;� � x

2

	 
h i
p2>

¼ Rp2
ðxÞ � Ap2

ðxÞ ½25�

which can be shown to give correspondingly by
Fourier transformation

~Cp2
ðpÞ¼<p2; ~�ðpÞ~�ð�pÞp2> � <p2; ~�ð�pÞ~�ðpÞp2>

¼ ~Rp2
ðpÞ� ~Ap2

ðpÞ ½26�

If the particle �1 appears in the asymptotic states of
the field �, the scattering kernel T(p1,p2;p01,p02) is
then given in the forward configurations p1 =p01 2
Hþm1

,p2 =p02 2Hþm2
, by the following reduction for-

mula in which s= (p1þp2)2:

F0ðsÞ ¼ Tðp1; p2; p1; p2Þ
¼ p2

1 �m2
1

� �
~Rp2
ðp1Þ

� �
jHþm1

½27�

Analyticity Domains in Energy–Momentum Space:
From the ‘‘Primitive Off-Shell Domains’’ of QFT to
the Crossing Manifolds on the Mass Shell

For simplicity, we shall restrict ourselves to the
consideration of forward scattering amplitudes,
namely to the derivation of crossing analyticity
domains and (quasi-)dispersion relations at t = 0
for two-particle collision processes of the form �1 þ
�2!�1 þ �2, �1 and �2 being given massive
particles with arbitrary spins and charges.

The holomorphic function Hp2
(k) and its primitive

domain D. Nontriviality of dispersion relations for
the scattering amplitudes As suggested by eqn [24],
we can exploit the analyticity properties of the
Fourier–Laplace transforms of the retarded and
advanced kernels Rp2

and Ap2
: in fact, ~Rp2

(p) and
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~Ap2
(p) are, respectively, the boundary values of the

holomorphic functions

~R
ðcÞ
p2
ðkÞ ¼

Z
V
þ

Rp2
ðxÞ eik	x dx

~A
ðcÞ
p2
ðkÞ ¼

Z
V
�

Ap2
ðxÞ eik	x dx

½28�

from the corresponding domains T þ and T �. Accord-
ing to the reduction formula [27], it is appropriate to
consider correspondingly the functions Hþp2

(k)¼: (k2�
m2

1)~R
(c)

p2
(k) and H�p2

(k)¼: (k2 �m2
1)~A

(c)

p2
(k), which are

also, respectively, holomorphic in T þ and T �. Then
the forward scattering amplitude F0(s) = F(s, 0) =
T(p1, p2; p1, p2) appears as the restriction to the
hyperboloid sheet p 2 Hþm1

of the boundary value
Hþp2

(p) of Hþp2
(k) on the reals.

Moreover, it can be seen that the two boundary
values Hþp2

(p) = (p2 �m2
1)~Rp2

(p) and H�p2
(p) = (p2�

m2
1)~Ap2

(p) coincide as distributions in the region

R ¼ fp 2 R4; ðpþ p2Þ2 < ðm1 þm2Þ2;

ðp� p2Þ2 < ðm1 þm2Þ2g ½29�

This follows from the intermediate expression in
eqn [26] and from the fact that a state of the form
(p2 �m2

1)�(�p)p2 > is a state of energy–momentum
�pþ p2 and therefore vanishes (in view of the
spectral condition) if (�pþ p2)2 < (m1 þm2)2 (here
we also use a simplifying assumption according to
which no one-particle bound state is present in this
channel).

The situation obtained concerning the holo-
morphic functions Hþp2

(k) and H�p2
(k) parallels (in

complex dimension four) the case of a pair of
holomorphic functions in the upper and lower half-
planes whose boundary values on the reals coincide
on a certain interval playing the role of R. As in this
one-dimensional case there is a theorem, called the
‘‘edge-of-the-wedge theorem’’ (see below), which
implies that Hþp2

(k) and H�p2
(k) have a common

analytic continuation Hp2
(k): this function is holo-

morphic in a domain D which is the union of
T þ, T � and of a complex neighborhood of R; D is
called the primitive domain of Hp2

(k).
Moreover, it follows from the postulate of invar-

iance of the field �(x) under the action of the Poincaré
group (see postulate (2)) that the holomorphic func-
tion Hp2

(k) only depends of the two complex variables
�= k2(= k2

0 � k2) and k 	 p2 or equivalently s = (kþ
p2)2 = � þm2

2 þ 2k 	 p2; it thus defines a correspond-
ing holomorphic function Ĥp2

(�, s)¼: Hp2
(k) in the

image of D in these variables.
In view of the reduction formula [27], the

scattering function F̂0(s) should appear as the

restriction of the holomorphic function Ĥp2
(�, s) to

the physical mass-shell value �= m2
1. However, it

turns out that the section of D by the complex mass-
shell manifoldM(c) with equation k2 = m2

1 is empty:
this geometrical fact is responsible for the nontrivi-
ality of the proof of dispersion relations for
the physical quantity F̂0(s) on the mass shell. In
fact, the tube Tþ [ T� which constitutes the basic
part of the domain D and is given by the field-
theoretical microcausality postulate, is a ‘‘purely off-
shell’’ complex domain, as it can be easily checked: if a
complex point k = pþ iq is such that q2 > 0, the
corresponding squared mass �= k2 = p2 � q2 þ 2ip 	 q
is real if and only if p 	 q = 0, which implies p2 < 0
(i.e., p spacelike) and therefore �= p2 � q2 < 0.

‘‘Off-shell dispersion relations’’ as a first step The
starting point, which is easy to obtain from the
domain D, is the analyticity of the holomorphic
function Ĥp2

(�, s) in a cut-plane of the variable s for
all negative values of the squared mass variable �.
This cut-plane �� is always the complement in C
(i.e., the complex s-plane) of the union of the s-cut
(s real�(m1 þm2)2) and of the u-cut (u = 2� þ
2m2

2 � s real�(m1 þm2)2). This analyticity property
thus justifies ‘‘off-shell dispersion relations’’ at fixed
negative values of � for the field-theoretical structure
function Ĥp2

(�, s).
The latter property and the subsequent analysis

concerning the process of analytic continuation of Ĥp2

to positive values of � will be more easily understood
geometrically if one reduces the complex space of k to
a two-dimensional complex space, which is legitimate
in view of the equality Hp2

(k) = Ĥp2
(�, s).

Having chosen the k0-axis along p2, we reduce the
orthogonal space coordinates k of k to the radial
variable kr. One thus gets the following expressions
of the variables � and s (resp. u):

� ¼ k2
0 � k2

r ; s ¼ � þm2
2 þ 2m2k0

ðresp: u ¼ � þm2
2 � 2m2k0Þ

Then we can write Ĥp2
(�, s)¼: Hp2

(k0, kr) =
Hp2

(k0,�kr), and describe the image Dr of the
domain D in the variables k = (k0, kr) = pþ iq as
Tþr [ T�r [ N (Rr), where:

1. T�r is defined by the condition q2¼: q2
0 � q2

r > 0,
q0 > 0 or q0 < 0,

2. N is a complex neighborhood of the real region
Rr defined as follows. Let hþs , h�u be the two
branches of hyperbolae with respective equations:

hþs : ðp0þm2Þ2�p2
r ¼ ðm1þm2Þ2; p0þm2 > 0

h�u : ðp0�m2Þ2�p2
r ¼ ðm1þm2Þ2; p0�m2 < 0
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Then Rr is the intersection of the region situated
below hþs and of the region situated above h�u .

Let us now consider any complex hyperbola
h(c)[�] with equation k2¼: k2

0 � k2
r = �. On such a

complex curve either one of the variables k0 or s or
u is a good parameter for holomorphic functions
which are even in kr, like Hp2

(k0, kr). If � is real, any
complex point k = pþ iq of h(c)[�] is such that p2

and q2 have opposite signs (since p 	 q = 0). There-
fore, the sign of q2 is always opposite to the sign of
�(= p2 � q2): if � is negative, all the complex points
of h(c)[�] thus belong to Tþr [ T�r ; the union of all
these points with the real points of h(c)[�] in Rr is
therefore a subset of Dr, which is represented in the
complex plane of s by the cut-plane �� . The function
Ĥp2

(�, s) is therefore analytic (and univalent) in ��

for each � < 0. Moreover, the existence of moderate
bounds of type [12] on Hp2

in D (resulting from the
temperateness assumption) then implies the validity
of dispersion relations (with subtractions) for
Ĥp2

(�, s) in �� .

The problem of analytic completion to the complex
mass-shell hyperbola h(c)[m2

1]: what is provided by
the Jost–Lehmann–Dyson domain A basic fact in
complex geometry in n variables, with n � 2, is the
existence of a distinguished class of domains, called
holomorphy domains: for each domain U in this
class, there exists at least one function which is
holomorphic in U and cannot be analytically
continued at any point of the boundary of U. In
one dimension, every domain is a holomorphy
domain. In dimension larger than one, a general
domain U is not a holomorphy domain, but it
admits a holomorphy envelope Û, which is a
holomorphy domain containing U, such that every
function holomorphic in U admits an analytic
continuation in Û.

It turns out that the domain Dr considered above
in the last subsection) is not a holomorphy domain;
its holomorphy envelope D̂r (obtained geometrically
by Bros, Messiah, and Stora in 1961) coincides with
a domain introduced by Jost–Lehmann (1957) and
Dyson (1958) by methods of wave equations. This
domain can be characterized as the union of Dr with
all the complex points of all the hyperbolae with
equations (k0 � a)2 � (kr � b)2 = c2 (for all a, b, c
real, including the complex straight lines for which
c = 0) whose both branches have a nonempty
intersection with the real region Rr.

In particular, one easily sees that all the hyperbo-
lae h(c)[�] with 0 � � < m2

1 belong to the previous
class. It follows that for any � in this positive
interval, the function Ĥp2

(�, s) can still be

analytically continued as a holomorphic function of
s in the cut-plane �� and thereby satisfies the
corresponding dispersion relations.

The physical mass shell hyperbola h(c)[m2
1] thus

appears as a limiting case of the previous family (for
� tending to m2

1 from below). The analyticity of
Ĥp2

(m2
1, s) in �m2

1
can then be justified provided one

knows that this function is analytic at at least one
point of �m2

1
: but this additional information results

from a more thorough exploitation of the analyticity
properties resulting from the QFT postulates. This
will be now briefly outlined below.

Further information coming from the four-point
function in complex momentum space It is
possible to obtain further analyticity properties of
Ĥp2

(�, s)¼: Hp2
(k) by considering the latter as

the restriction to the submanifold k1 =�k3 = k;
k2 =�k4 = p2 of a master analytic function
H4(k1, k2, k3, k4), called the four-point function of
the field � in complex energy–momentum space (see
Scattering in Relativistic Quantum Field Theory:
The Analytic Program). This function is holo-
morphic in a well-defined primitive domain D4 of
the linear submanifold k1 þ k2 þ k3 þ k4 = 0. It is
then possible to compute some local parts situated
near the reals of the holomorphy envelope of D4,
which implies, as a by-product, that the function
Ĥp2

(�, s) can be analytically continued in a set � of
the form

�¼fð�;sÞ; � 2 �; s2Vs1
ð�Þg

[fð�;sÞ; � 2 �; u¼ 2�þ2m2
2� s2Vu1

ð�Þg ½30�

with the following specifications:

1. � is a domain in the �-plane, which is a complex
neighborhood of a real interval of the form
�a < � < M2

1; here M1 denotes a spectral mass
threshold in the theory such that M1 >m1;

2. for each �,Vs1
(�) (resp. Vu1

(�)) is a cut-
neighborhood in the s-plane of the real half-line
s> s1 (resp. of the half-line u = 2� þ 2m2

2�
s real>u1); s1 and u1 denote appropriate real
numbers independent of �.

The final analytic completion: crossing domains on
h(c)[m2

1]. Dispersion relations for �0–�0 meson
scattering and ‘‘quasi-dispersion-relations’’ for
proton–proton scattering We now wish to describe
briefly the final step of analytic completion, which
displays the existence of a ‘‘quasi-cut-plane domain’’
in s for the function Ĥp2

(m2
1, s), even in the more

general case when the s-cut and u-cut are associated
with different scattering channels, whose respective
mass thresholds s = M2

12 and u = M02
12 are unequal.
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This general situation may occur as soon as one
charged particle �1 of the s-channel is replaced by
the corresponding antiparticle �1 in the u-channel,
in contrast with the case of neutral particles (like the
�0 meson) which coincide with their own antiparti-
cles. Here it is important to note that the two real
branches hþ[m2

1] and h�[m2
1] of the mass shell

hyperbola h(c)[m2
1] correspond, respectively, to the

physical region of the ‘‘direct scattering channel’’ of
the reaction �1 þ�2!�1 þ �2 with squared total
energy s, and to the physical region of the ‘‘crossed
scattering channel’’ of the reaction �1 þ �2!�1 þ
�2 with squared total energy u. A typical and
important example is the case of proton–proton
scattering in the s-channel, where M12 equals twice
the mass m(= m1 = m2) of the proton, while the
corresponding u-channel refers to the proton–anti-
proton scattering, whose threshold M0

12 equals twice
the mass � of the � meson.

In that general case, the analysis of the subsection
‘‘‘Of f-shell dispe rsio n rel ations’ as a first step’’ still
applies, so that the function Ĥp2

(�, s) is always
analytic in a set of the form

S0 ¼ fð�; sÞ; �a < � < 0; s 2 ��g ½31�

Then, the additional information described above in
the last subsection allows one to use the following
crucial property of analytic completion, which we
call

Crossing lemma If a function G(�, s) is holomorphic
in a domain which contains the union of the sets �
and S0 (see eqns [30] and [31]), then it admits an
analytic continuation in a set of the following form:

fð�; sÞ; � 2 �; s 2 �� ;

js� � �m2
2j ¼ ju� � �m2

2j > Rð�Þg

By applying this property to the function Ĥp2
(�, s)

and restricting � to the mass-shell value m2
1 which

belongs to �, one obtains the analyticity of the
scattering function F̂0(s)¼: Ĥp2

(m2
1, s) in a crossing

domain of the complex mass shell hyperbola
h(c)[m2

1]: the crossing between the two physical
regions hþ[m2

1] (s �M2
12) and h�[m2

1] (u �M02
12) is

ensured by a complex domain of h(c)[m2
1] whose image

in the s-plane is the ‘‘cut-neighborhood of infinity’’
{s; s 2 �m2

1
, s�m2

1 �m2
2

�� ��= u�m2
1 �m2

2

�� ��>R(m2
1)}.

Note that the relevant boundary values of F̂0 for
obtaining the scattering amplitudes of the two
collision processes with respective physical regions
hþ[m2

1] and h�[m2
1] have to be taken from the

respective sides Im s> 0 and Im u =�Im s> 0 of the
corresponding s- and u-cuts.

It is only for the neutral case, where M12 =
M0

12 = m1 þm2, that a more favorable scenario
occurs, as explained earlier: in this case, the interval
{� 2 ]�a, 0[} of the set S0 is replaced by
{� 2 ]�a, m2

1[}, so that the whole cut-plane domain
�m2

1
is obtained in the result of the previous crossing

lemma. The scattering amplitudes of �0–�0 meson
scattering and of � meson–proton scattering enjoy
this property and, therefore, satisfy genuine disper-
sion relations in which the scattering function is
even (see the second basic example described at the
beginning of this article). In the general case of
crossing domains obtained above, corresponding
Cauchy integral relations have been written and
used under the name of ‘‘quasi-dispersion-relations.’’

Complementary results Some comments can now
be added concerning the passage from the purely
geometrical results (i.e., analyticity domains)
described above to the writing of precise (quasi-)
dispersion relations with two subtractions:

Polynomial bounds and dispersion relations with
N subtractions The previous methods of analytic
completion also allow one to control the bounds at
infinity in the relevant complex domains. As it has
been noticed after eqn [24], the Fourier–Laplace
transforms of the retarded and advanced kernels, and
thereby the holomorphic functions H�p2

(k) discussed
at the start of this section are bounded at most by a
power of a suitable norm of k in their respective tubes
T �. Correspondingly, the holomorphic function
Hp2

(k) (resp. Hp2
(k0, kr)) admits the same type of

bound in its primitive analyticity domain D (resp.
Dr). These bounds are a consequence of the tempered
distribution character of the structure functions of the
fields which is built-in in the Wightman field-
theoretical framework. Then it can be checked that
in the holomorphy envelope D̂r of Dr, and thereby in
the cut-plane (or crossing) domains obtained in the
intersection of D̂r and of the complex mass shell
h(c)[m2

1], the same type of power bound is still valid:
F̂0(s) is therefore bounded by some power jsjN�1 of jsj
and thus satisfies a (quasi-)dispersion relation with N
subtractions. The same type of argument holds for all
the similar cut-domains (or crossing domains) in s
obtained for F̂t(s) for all negative value of t.

It is also worthwhile to mention that a similar
remarkable (since not at all predictable) result was
also obtained in the Haag, Kastler, and Araki frame-
work of algebraic QFT (Epstein, Glaser, Martin,
1969; see Scattering in Relativistic Quantum Field
Theory: The Analytic Program for further comments).

In this connection, one can also mention a more
recent result. In the Buchholz–Fredenhagen axio-
matic approach of charged fields (1982), in which
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locality is replaced by the more general notion of
‘‘stringlike locality’’ (see Algebraic Approach to
Quantum Field Theory, Axiomatic Quantum Field
Theory, and Scattering in Relativistic Quantum
Field Theory: Fundamental Concepts and Tools), a
proof of forward dispersion relations has again been
obtained (Bros, Epstein, 1994).

The extension of the analyticity domains by
positivity and the derivation of bounds by unitarity
(Martin 1966; see the book by

bi

Martin (1969)). The
following ingredients have been used:

1. Positivity conditions on the absorptive part of
F(s, t), which are expressed by the infinite set of
inequalities (d=dt)n ImF(s, t)jt=0� 0 (for all inte-
gers n),

2. The existence of a two-dimensional complex
neighborhood of some point (s = s0, t = 0) in the
analyticity domain resulting from QFT.

The following results have then been obtained:

(a) It is justified to differentiate the forward (sub-
tracted) dispersion relations with respect to t at
any order.

(b) F̂(s, t) can be analytically continued in a fixed
circle jtj < tmax for all values of s. The latter
implies the extension of dispersion relations in s
to positive (and complex) values of t.

(c) In a last step, the use of unitarity conditions for
the ‘‘partial waves’’ f‘(s) of F(s, t) (see Scattering
in Relativistic Quantum Field Theory: The
Analytic Program) allows one to obtain

Froissart-type bounds on the scattering ampli-
tudes and thereby to justify the writing of
(quasi-)dispersion relations with at most two
subtractions for all the admissible values of t.

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Perturbation Theory
and its Techniques; Scattering in Relativistic Quantum
Field Theory: The Analytic Program; Scattering,
Asymptotic Completeness and Bound States; Scattering
in Relativistic Quantum Field Theory: Fundamental
Concepts and Tools.

Further Reading

Haag R (1992) Local Quantum Physics.Berlin: Springer.

Iagolnitzer D (1992) Scattering in Quantum Field Theories: The
Axiomatic and Constructive Approaches. Princeton Series in
Physics. Princeton: Princeton University Press.

Jost R (1965) The General Theory of Quantized Fields. AMS,

Providence, RI: American Mathematical Society.

Klein L (ed.) (1961) Dispersion Relations and the Abstract
Approach to Field Theory. New York: Gordon and Breach.

Martin A (1969) Scattering Theory: Unitarity, Analyticity and
Crossing, Lecture Notes in Physics. Berlin: Springer.

Nussenzweig HM (1972) Causality and Dispersion Relations.
New York: Academic Press.

Streater RF and Wightman AS (1964, 1980) PCT, Spin and
Statistics, and all that. Princeton: Princeton University Press.

Vernov YuS (1996) Dispersion Relations in the Historical Aspect,
IHEP Publications, Protvino Conf.: Fundamental Problems of

High Energy Physics and Field Theory.

Dissipative Dynamical Systems of Infinite Dimension
M Efendiev and S Zelik, Universität Stuttgart,
Stuttgart, Germany
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Introduction

A dynamical system (DS) is a system which evolves
with respect to the time. To be more precise, a DS
(S(t), �) is determined by a phase space � which
consists of all possible values of the parameters
describing the state of the system and an evolution
map S(t) : � ! � that allows one to find the state of
the system at time t > 0 if the initial state at t = 0 is
known. Very often, in mechanics and physics, the
evolution of the system is governed by systems of

differential equations. If the system is described by
ordinary differential equations (ODEs),

d

dt
yðtÞ ¼ Fðt; yðtÞÞ; yð0Þ ¼ y0;

yðtÞ :¼ ðy1ðtÞ; . . . ; yNðtÞÞ ½1�

for some nonlinear function F : Rþ � RN ! RN, we
have a so-called finite-dimensional DS. In that case,
the phase space � is some (invariant) subset of RN

and the evolution operator S(t) is defined by

SðtÞy0 :¼ yðtÞ; yðtÞ solves ½1� ½2�

We also recall that, in the case where eqn [1] is
autonomous (i.e., does not depend explicitly on the
time), the evolution operators S(t) generate a
semigroup on the phase space �, that is,

Sðt1 þ t2Þ ¼ Sðt1Þ � Sðt2Þ; t1; t2 2 Rþ ½3�
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Now, in the case of a distributed system whose
initial state is described by functions u0 = u0(x)
depending on the spatial variable x, the evolution
is usually governed by partial differential equations
(PDEs) and the corresponding phase space � is some
infinite-dimensional function space (e.g., � := L2(�)
or � := L1(�) for some domain � � RN.) Such DSs
are usually called infinite dimensional.

The qualitative study of DSs of finite dimensions
goes back to the beginning of the twentieth century,
with the pioneering works of Poincaré on the N-
body problem (one should also acknowledge the
contributions of Lyapunov on the stability and of
Birkhoff on the minimal sets and the ergodic
theorem). One of the most surprising and significant
facts discovered at the very beginning of the theory
is that even relatively simple equations can generate
very complicated chaotic behaviors. Moreover, these
types of systems are extremely sensitive to initial
conditions (the trajectories with close but different
initial data diverge exponentially). Thus, in spite of
the deterministic nature of the system (we recall that
it is generated by a system of ODEs, for which we
usually have the unique solvability theorem), its
temporal evolution is unpredictable on timescales
larger than some critical time T0 (which depends
obviously on the error of approximation and on the
rate of divergence of close trajectories) and can
show typical stochastic behaviors. To the best of our
knowledge, one of the first ODEs for which such
types of behaviors were established is the physical
pendulum parametrically perturbed by time-periodic
external forces,

y00ðtÞ þ sinðyðtÞÞð1þ " sinð!tÞÞ ¼ 0 ½4�

where ! and " > 0 are physical parameters. We also
mention the more recent (and more relevant for our
topic) famous example of the Lorenz system which is
defined by the following system of ODEs in R3:

x0 ¼ �ðy� xÞ
y0 ¼ �xyþ rx� y

z0 ¼ xy� bz

8><
>: ½5�

where �, r, and b are some parameters. These
equations are obtained by truncation of the
Navier–Stokes equations and give an approximate
description of a horizontal fluid layer heated from
below. The warmer fluid formed at the bottom
tends to rise, creating convection currents. This is
similar to what happens in the Earth’s atmosphere.
For a sufficiently intense heating, the time evolution
has a sensitive dependence on the initial conditions,
thus representing a very irregular and chaotic

convection. This fact was used by Lorenz to justify
the so-called ‘‘butterfly effect,’’ a metaphor for the
imprecision of weather forecast.

The theory of DSs in finite dimensions had been
extensively developed during the twentieth century,
due to the efforts of many famous mathematicians
(such as Anosov, Arnold, LaSalle, Sinai, Smale, etc.)
and, nowadays, much is known on the chaotic
behaviors in such systems, at least in low dimen-
sions. In particular, it is known that, very often, the
trajectories of a chaotic system are localized, up to a
transient process, in some subset of the phase space
having a very complicated fractal geometric struc-
ture (e.g., locally homeomorphic to the Cartesian
product of Rm and some Cantor set) which, thus,
accumulates the nontrivial dynamics of the system
(the so-called strange attractor). The chaotic
dynamics on such sets are usually described by
symbolic dynamics generated by Bernoulli shifts on
the space of sequences. We also note that, nowa-
days, a mathematician has a large amount of
different concepts and methods for the extensive
study of concrete chaotic DSs in finite dimensions.
In particular, we mention here different types of
bifurcation theories (including the KAM theory and
the homoclinic bifurcation theory with related
Shilnikov chaos), the theory of hyperbolic sets,
stochastic description of deterministic processes,
Lyapunov exponents and entropy theory, dynamical
analysis of time series, etc.

We now turn to infinite-dimensional DSs gener-
ated by PDEs. A first important difficulty which
arises here is related to the fact that the analytic
structure of a PDE is essentially more complicated
than that of an ODE and, in particular, we do not
have in general the unique solvability theorem as for
ODEs, so that even finding the proper phase space
and the rigorous construction of the associated DS
can be a highly nontrivial problem. In order to
indicate the level of difficulties arising here, it
suffices to recall that, for the three-dimensional
Navier–Stokes system (which is one of the most
important equations of mathematical physics), the
required associated DS has not been constructed yet.
Nevertheless, there exists a large number of equa-
tions for which the problem of the global existence
and uniqueness of a solution has been solved. Thus,
the question of extending the highly developed
finite-dimensional DS theory to infinite dimensions
arises naturally.

One of the first and most significant results in that
direction was the development of the theory of
integrable Hamiltonian systems in infinite dimen-
sions and the explicit resolution (by inverse-scattering
methods) of several important conservative equations
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of mathematical physics (such as the Korteweg–de
Vries (and the generalized Kadomtsev–Petiashvilli
hierarchy), the sine-Gordon, and the nonlinear
Schrödinger equations). Nevertheless, it is worth
noting that integrability is a very rare phenomenon,
even among ODEs, and this theory is clearly
insufficient to understand the dynamics arising in
PDEs. In particular, there exist many important
equations which are essentially out of reach of this
theory.

One of the most important classes of
such equations consists of the so-called dissipative
PDEs which are the main subject of our study. As
hinted by this denomination, these systems exhibit
some energy dissipation process (in contrast to
conservative systems for which the energy is
preserved) and, of course, in order to have nontrivial
dynamics, these models should also account for the
energy income. Roughly speaking, the complicated
chaotic behaviors in such systems usually arise from
the interaction of the following mechanisms:

1. energy dissipation in the higher part of the
Fourier spectrum;

2. external energy income in its lower part;
3. energy flux from lower to higher Fourier modes

provided by the nonlinear terms of the equation.

We chose not to give a rigorous definition of a
dissipative system here (although the concepts of
energy dissipation and related dissipative systems
are more or less obvious from the physical point of
view, they seem too general to have an adequate
mathematical definition). Instead, we only indicate
several basic classes of equations of mathematical
physics which usually exhibit the above behaviors.

The first example is, of course, the Navier–Stokes
system, which describes the motion of a viscous
incompressible fluid in a bounded domain � (we
will only consider here the two-dimensional case
� � R2, since the adequate formulation in three
dimensions is still an open problem):

@tu� ðu;rxÞu ¼ ��xuþrxpþ gðxÞ
div u ¼ 0; ujt¼0¼ u0; uj@�¼ 0

(
½6�

Here, u(t, x) = (u1(t, x), u2(t, x)) is the unknown
velocity vector, p = p(t, x) is the unknown pressure,
�x is the Laplacian with respect to x, � > 0 and g are
given kinematic viscosity and external forces,
respectively, and (u,rx)u is the inertial term
([(u,rx)u]i =

P2
j=1 uj@xjui, i=1,2). The unique global

solvability of [6] has been proved by Ladyzhenskaya.
Thus, this equation generates an infinite-dimensional
DS in the phase space � of divergence-free square-
integrable vector fields.

The second example is the damped nonlinear
wave equation in � � Rn:

@2
t uþ �@tu��xuþ f ðuÞ ¼ 0

uj@� ¼ 0; ujt¼0 ¼ u0; @tujt¼0 ¼ u00 ½7�

which models, for example, the dynamics of a
Josephson junction driven by a current source
(sine-Gordon equation). It is known that, under
natural sign and growth assumptions on the non-
linear interaction function f, this equation generates
a DS in the energy phase space E of pairs of
functions (u, @tu) such that @tu and rxu are square
integrable.

The last class of equations that we will consider
here consists of reaction–diffusion systems in a
domain � � Rn:

@tu ¼ a�xu� f ðuÞ; ujt¼0 ¼ u0 ½8�

(endowed with Dirichlet (uj@� = 0) or Neumann
(@nuj@� = 0) boundary conditions), which describes
some chemical reaction in �. Here, u = (u1, . . . , uN)
is an unknown vector-valued function which
describes the concentrations of the reactants, f (u) is
a given interaction function, and a is a diffusion
matrix. It is known that, under natural assumptions
on f and a, these equations also generate an infinite-
dimensional DS, for example, in the phase space
� := [L1(�)]n.

We emphasize once more that the phase spaces � in
all these examples are appropriate infinite-dimensional
function spaces. Nevertheless, it was observed in
experiments that, up to a transient process, the
trajectories of the DS considered are localized inside
a ‘‘very thin’’ invariant subset of the phase space
having a complicated geometric structure which, thus,
accumulates all the nontrivial dynamics of the system.
It was conjectured a little later that these invariant sets
are, in some proper sense, finite dimensional and that
the dynamics restricted to these sets can be effectively
described by a finite number of parameters. Thus
(when this conjecture is true), in spite of the infinite-
dimensional initial phase space, the effective dynamics
(reduced to this invariant set) is finite dimensional and
can be studied by using the algorithms and concepts of
the classical finite-dimensional DS theory. In particu-
lar, this means that the infinite dimensionality plays
here only the role of (possibly essential) technical
difficulties, which cannot, however, produce any new
dynamical phenomena which are not observed in the
finite-dimensional theory.

The above finite-dimensional reduction principle
of dissipative PDEs in bounded domains has been
given solid mathematical grounds (based on the
concept of the so-called global attractor) over the
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last three decades, starting from the pioneering
papers of Ladyzhenskaya. This theory is considered
in more detail here.

The finite-dimensional reduction theory has some
limitations. Of course, the first and most obvious
restriction of this principle is the effective dimension
of the reduced finite-dimensional DS. Indeed, it is
known that, typically, this dimension grows at least
linearly with respect to the volume vol(�) of the
spatial domain � of the DS considered (and the
growth of the size of � is the same (up to a
rescaling) as the decay of the viscosity coefficient �
or the diffusion matrix a, see eqns [6]–[8]). So, for
sufficiently large domains �, the reduced DS can be
too large for reasonable investigations.

The next, less obvious, but much more essential,
restriction is the growing spatial complexity of the
DS. Indeed, as shown by Babin–Buinimovich, the
spatial complexity of the system (e.g., the number of
topologically different equilibria) grows exponen-
tially with respect to vol(�). Thus, even in the case
of relatively small dimensions, the reduced system
can be out of reasonable investigations, due to its
extremely complicated structure.

Therefore, the approach based on the finite-
dimensional reduction does not look so attractive
for large domains. It seems, instead, more natural, at
least from the physical point of view, to replace large
bounded domains by their limit unbounded ones
(e.g., � = Rn or cylindrical domains). Of course, this
approach requires a systematic study of dissipative
DSs associated with PDEs in unbounded domains.

The dynamical study of PDEs in unbounded
domains started from the pioneering paper of
Kolmogorov–Petrovskij–Piskunov, in which the tra-
veling wave solutions of reaction–diffusion equa-
tions in a strip were constructed and the
convergence of the trajectories (for specific initial
data) to this traveling wave solutions were estab-
lished. Starting from this, many results on the
dynamics of PDE in unbounded domains have been
obtained. However, for a long period, the general
features of such dynamics remained completely
unclear. The main problems arising here are:

1. the essential infinite dimensionality of the DS
considered (absence of any finite-dimensional
reduction), which leads to essentially new
dynamical effects that are not observed in finite-
dimensional theories;

2. the additional spatial ‘‘unbounded’’ directions
lead to the so-called spatial chaos and the
interaction between spatial and temporal chaotic
modes generates the spatio-temporal chaos,
which also has no analog in finite dimensions.

Nevertheless, several ideas are mentioned in
the following which (from authors’ point of view)
were the most important for the development of
these topics. The first one is the pioneering paper of
Kirchgässner, in which dynamical methods were
applied to the study of the spatial structure of
solutions of elliptic equations in cylinders (which
can be considered as equilibria equations for
evolution PDEs in unbounded cylindrical domains).
The second is the Sinai–Buinimovich model of
spacetime chaos in discrete lattice DSs. Finally, the
third is the adaptation of the concept of a global
attractor to unbounded domains by Abergel and
Babin–Vishik.

We note that the situation on the understanding
of the general features of the dynamics in
unbounded domains, however, seems to have chan-
ged in the last several years, due to the works of
Collet–Eckmann and Zelik. This is the reason why a
section of this review is devoted to a more detailed
discussion on this topic.

Other important questions are the object of
current studies and we only briefly mention some
of them. We mention for instance, the study of
attractors for nonautonomous systems (i.e., sys-
tems in which the time appears explicitly). This
situation is much more delicate and is not
completely understood; notions of attractors for
such systems have been proposed by Chepyzhov–
Vishik, Haraux and Kloeden–Schmalfuss. We also
mention that theories of (global) attractors for
non-well-posed problems have been proposed by
Babin–Vishik, Ball, Chepyzhov–Vishik, Melnik–
Valero, and Sell.

Global Attractors and Finite-Dimensional
Reduction

Global Attractors: The Abstract Setting

As already mentioned, one of the main concepts of
the modern theory of DSs in infinite dimensions is
that of the global attractor. We give below its
definition for an abstract semigroup S(t) acting on a
metric space �, although, without loss of generality,
the reader may think that (S(t), �) is just a DS
associated with one of the PDEs ([6]–[8]) described
in the introduction.

To this end, we first recall that a subset K of the
phase space � is an attracting set of the semigroup
S(t) if it attracts the images of all the bounded subsets
of �, that is, for every bounded set B and every " > 0,
there exists a time T (depending in general on B
and ") such that the image S(t)B belongs to the
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"-neighborhood of K if t � T. This property can be
rewritten in the equivalent form

lim
t!1

distHðSðtÞB;KÞ ¼ 0 ½9�

where distH(X, Y) := supx2X infy2Y d(x, y) is the non-
symmetric Hausdorff distance between subsets of �.

The following definition of a global attractor is
due to Babin–Vishik.

Definition 1 A set A � � is a global attractor for
the semigroup S(t) if

(i) A is compact in �;
(ii) A is strictly invariant: S(t)A=A, for all t � 0;
(iii) A is an attracting set for the semigroup S(t).

Thus, the second and third properties guarantee
that a global attractor, if it exists, is unique and that
the DS reduced to the attractor contains all the
nontrivial dynamics of the initial system. Further-
more, the first property indicates that the reduced
phase space A is indeed ‘‘thinner’’ than the initial
phase space � (we recall that, in infinite dimensions,
a compact set cannot contain, e.g., balls and should
thus be nowhere dense).

In most applications, one can use the following
attractor’s existence theorem.

Theorem 1 Let a DS (S(t), �) possess a compact
attracting set and the operators S(t) : � ! � be
continuous for every fixed t. Then, this system
possesses the global attractor A which is generated
by all the trajectories of S(t) which are defined for
all t 2 R and are globally bounded.

The strategy for applying this theorem to concrete
equations of mathematical physics is the following.
In a first step, one verifies a so-called dissipative
estimate which has usually the form

kSðtÞu0k� � Qðku0k�Þ e��t þ C	; u0 2 � ½10�

where k
k� is a norm in the function space � and the
positive constants � and C	 and the monotonic
function Q are independent of t and u0 2 � (usually,
this estimate follows from energy estimates and is
sometimes even used in order to ‘‘define’’ a dissipa-
tive system). This estimate obviously gives the
existence of an attracting set for S(t) (e.g., the ball
of radius 2C	 in �), which is, however, noncompact
in �. In order to overcome this problem, one usually
derives, in a second step, a smoothing property for
the solutions, which can be formulated as follows:

kSð1Þu0k�1
� Q1ðku0k�Þ; u0 2 � ½11�

where �1 is another function space which is
compactly embedded into �. In applications, � is

usually the space L2(�) of square integrable func-
tions, �1 is the Sobolev space H1(�) of the functions
u such that u and rxu belong to L2(�) and estimate
[11] is a classical smoothing property for solutions
of parabolic equations (for hyperbolic equations, a
slightly more complicated asymptotic smoothing
property should be used instead of [11]).

Since the continuity of the operators S(t) usually
arises no difficulty (if the uniqueness is proven), then
the above scheme gives indeed the existence of the
global attractor for most of the PDEs of mathema-
tical physics in bounded domains.

Dimension of the Global Attractor

In this subsection, we start by discussing one of the
basic questions of the theory: in which sense is
the dynamics on the global attractor finite dimen-
sional? As already mentioned, the global attractor
is usually not a manifold, but has a rather
complicated geometric structure. So, it is natural to
use the definitions of dimensions adopted for the
study of fractal sets here. We restrict ourselves to the
so-called fractal (or box-counting, entropy) dimen-
sion, although other dimensions (e.g., Hausdorff,
Lyapunov, etc.) are also used in the theory of
attractors.

In order to define the fractal dimension, we first
recall the concept of Kolmogorov’s "-entropy, which
comes from the information theory and plays a
fundamental role in the theory of DSs in unbounded
domains considered in the next section.

Definition 2 Let A be a compact subset of a
metric space �. For every " > 0, we define N"(K) as
the minimal number of "-balls which are necessary
to cover A. Then, Kolmogorov’s "-entropy
H"(A) =H"(A, �) of A is the digital logarithm of
this number, H"(A) := log2 N"(A). We recall that
H"(A) is finite for every " > 0, due to the Hausdorff
criterium. The fractal dimension df(A) 2 [0,1] of A
is then defined by

dfðAÞ :¼ lim sup
"!0

H"ðAÞ= log2 1=" ½12�

We also recall that, although this dimension
coincides with the usual dimension of the manifold
for Lipschitz manifolds, it can be noninteger for
more complicated sets. For instance, the fractal
dimension of the standard ternary Cantor set in
[0, 1] is ln 2= ln 3.

The so-called Mané theorem (which can be
considered as a generalization of the classical Yitni
embedding theorem for fractal sets) plays an
important role in the finite-dimensional reduction
theory.
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Theorem 2 Let � be a Banach space and A be a
compact set such that df(A) < N for some N 2 N.
Then, for ‘‘almost all’’ (2N þ 1)-dimensional planes
L in �, the corresponding projector �L : � ! L
restricted to the set A is a Hölder continuous
homeomorphism.

Thus, if the finite fractal dimensionality of the
attractor is established, then, fixing a hyperplane L
satisfying the assumptions of the Mané theorem
and projecting the attractor A and the DS S(t)
restricted to A onto this hyperplane ( �A := �LA
and S̄(t) := �L � S(t) ���1

L ), we obtain, indeed, a
reduced DS (S̄(t), �A) which is defined on a finite-
dimensional set �A � L � R2Nþ1. Moreover, this DS
will be Hölder continuous with respect to the initial
data.

Estimates on the Fractal Dimension

Obviously, good estimates on the dimension of the
attractors in terms of the physical parameters are
crucial for the finite-dimensional reduction
described above, and (consequently) there exists a
highly developed machinery for obtaining such
estimates. The best-known upper estimates are
usually obtained by the so-called volume contraction
method, which is based on the study of the evolution
of infinitesimal k-dimensional volumes in the neigh-
borhood of the attractor (and, if the DS considered
contracts the k-dimensional volumes, then the
fractal dimension of the attractor is less than k).
Lower bounds on the dimension are usually based
on the observation that the global attractor always
contains the unstable manifolds of the (hyperbolic)
equilibria. Thus, the instability index of a properly
constructed equilibrium gives a lower bound on the
dimension of the attractor.

In the following, several estimates for the classes
of equations given in the introduction are formu-
lated, beginning with the most-studied case of the
reaction–diffusion system [8]. For this system, sharp
upper and lower bounds are known, namely

C1volð�Þ � dfðAÞ � C2volð�Þ ½13�

where the constants C1 and C2 depend on a and f
(and, possibly, on the shape of �), but are indepen-
dent of its size. The same types of estimates also hold
for the hyperbolic equation [7]. Concerning the
Navier–Stokes system [6] in general two-dimensional
domains �, the asymptotics of the fractal dimension
as � ! 0 is not known. The best-known upper bound
has the form df(A) � C��2 and was obtained by
Foias–Temam by using the so-called Lieb–Thirring

inequalities. Nevertheless, for periodic boundary
conditions, Constantin–Foias–Temam and Liu
obtained upper and lower bounds of the same order
(up to a logarithmic correction):

C1�
�4=3 � dfðAÞ � C2�

�4=3ð1þ lnð��1ÞÞ1=3 ½14�

Global Lyapunov Functions and the Structure
of Global Attractors

Although the global attractor has usually a very
complicated geometric structure, there exists one
exceptional class of DS for which the global attractor
has a relatively simple structure which is completely
understood, namely the DS having a global Lyapunov
function. We recall that a continuous function
L : � ! R is a global Lypanov function if

1. L is nonincreasing along the trajectories, that is,
L(S(t)u0) � L(u0), for all t � 0;

2. L is strictly decreasing along all nonequilibrium
solutions, that is, L(S(t)u0) =L(u0) for some t > 0
and u0 implies that u0 is an equilibrium of S(t).

For instance, in the scalar case N = 1, the
reaction–diffusion equations [8] possess the global
Lyapunov function L(u0) :=

R
� [ajrxu0(x)j2 þ F(u0

(x))]dx, where F(v) :=
R v

0 f (u) du. Indeed, multiply-
ing eqn [8] by @tu and integrating over �, we have

d

dt
LðuðtÞÞ ¼ �2k@tuðtÞk2

L2ð�Þ � 0 ½15�

Analogously, in the scalar case N = 1, multiplying
the hyperbolic equation [7] by @tu(t) and integrating
over �, we obtain the standard global Lyapunov
function for this equation.

It is well known that, if a DS posseses a global
Lyapunov function, then, at least under the generic
assumption that the set R of equilibria is finite, every
trajectory u(t) stabilizes to one of these equilibria as
t! þ1. Moreover, every complete bounded trajec-
tory u(t), t 2 R, belonging to the attractor is a
heteroclinic orbit joining two equilibria. Thus, the
global attractor A can be described as follows:

A ¼
[

u02R
Mþðu0Þ ½16�

where Mþ(u0) is the so-called unstable set of the
equilibrium u0 (which is generated by all heteroclinic
orbits of the DS which start from the given equilibrium
u0 2 A). It is also known that, if the equilibrium u0 is
hyperbolic (generic assumption), then the setMþ(u0)
is a �-dimensional submanifold of �, where � is the
instability index of u0. Thus, under the generic
hyperbolicity assumption on the equilibria, the
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attractorA of a DS having a global Lyapunov function
is a finite union of smooth finite-dimensional sub-
manifolds of the phase space �. These attractors are
called regular (following Babin–Vishik).

It is also worth emphasizing that, in contrast to
general global attractors, regular attractors are
robust under perturbations. Moreover, in some
cases, it is also possible to verify the so-called
transversality conditions (for the intersection of
stable and unstable manifolds of the equilibria)
and, thus, verify that the DS considered is a
Morse–Smale system. In particular, this means that
the dynamics restricted to the regular attractor A is
also preserved (up to homeomorphisms) under
perturbations.

A disadvantage of the approach of using a regular
attractor is the fact that, except for scalar parabolic
equations in one space dimension, it is usually
extremely difficult to verify the ‘‘generic’’ hyperbo-
licity and transversality assumptions for concrete
values of the physical parameters and the associated
hyperbolicity constants, as a rule, cannot be
expressed in terms of these parameters.

Inertial Manifolds

It should be noted that the scheme for the finite-
dimensional reduction described above has essential
drawbacks. Indeed, the reduced system (S̄(t), �A) is
only Hölder continuous and, consequently, cannot
be realized as a DS generated by a system of ODEs
(and reasonable conditions on the attractor A which
guarantee the Lipschitz continuity of the Mané
projections are not known). On the other hand, the
complicated geometric structure of the attractor
A (or �A) makes the use of this finite-dimensional
reduction in computations hazardous (in fact, only
the heuristic information on the number of
unknowns which are necessary to capture all the
dynamical effects in approximations can be
extracted).

In order to overcome these problems, the concept
of an inertial manifold (which allows one to embed
the global attractor into a smooth manifold) has
been suggested by Foias–Sell–Temam. To be more
precise, a Lipschitz finite-dimensional manifold M � �
is an inertial manifold for the DS (S(t), �) if

1. M is semiinvariant, that is, S(t)M �M, for all
t � 0;

2. M satisfies the following asymptotic completeness
property: for every u0 2 �, there exists v0 2M
such that

kSðtÞu0 � SðtÞv0k� � Qðku0k�Þe��t ½17�

where the positive constant � and the monotonic
function Q are independent of u0.
We can see that an inertial manifold, if it
exists, confirms in a perfect way the heuristic
conjecture on the finite dimensionality formulated
in the introduction. Indeed, the dynamics of S(t)
restricted to an inertial manifold can be, obviously,
described by a system of ODEs (which is called the
inertial form of the initial PDE). On the other hand,
the asymptotic completeness gives (in a very strong
form) the equivalence of the initial DS (S(t), �) with
its inertial form (S(t), M). Moreover, in turbulence,
the existence of an inertial manifold would yield an
exact interaction law between the small and large
structures of the flow.

Unfortunately, all the known constructions of
inertial manifolds are based on a very restrictive
condition, the so-called spectral gap condition,
which requires arbitrarily large gaps in the spectrum
of the linearization of the initial PDE and which can
usually be verified only in one space dimension. So,
the existence of an inertial manifold is still an
open problem for many important equations of
mathematical physics (including in particular the
two-dimensional Navier–Stokes equations; some
nonexistence results have also been proven by
Mallet–Paret).

Exponential Attractors

We first recall that Definition 1 of a global
attractor only guarantees that the images S(t)B of
all the bounded subsets converge to the attractor,
without saying anything on the rate of convergence
(in contrast to inertial manifolds, for which this
rate of convergence can be controlled). Further-
more, as elementary examples show, this conver-
gence can be arbitrarily slow, so that, until now,
we have no effective way for estimating this rate of
convergence in terms of the physical parameters of
the system (an exception is given by the regular
attractors described earlier for which the rate of
convergence can be estimated in terms of the
hyperbolicity constants of the equilibria. However,
even in this situation, it is usually very difficult to
estimate these constants for concrete equations).
Furthermore, there exist many physically relevant
systems (e.g., the so-called slightly dissipative
gradient systems) which have trivial global attrac-
tors, but very rich and physically relevant transient
dynamics which are automatically forgotten under
the global-attractor approach. Another important
problem is the robustness of the global attractor
under perturbations. In fact, global attractors are
usually only upper semicontinuous under
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perturbations (which means that they cannot
explode) and the lower semicontinuity (which
means that they cannot also implode) is much
more delicate to prove and requires some hyperbo-
licity assumptions (which are usually impossible to
verify for concrete equations).

In order to overcome these difficulties, Eden–
Foias–Nicolaenko–Temam have introduced an inter-
mediate object (between inertial manifolds and
global attractors), namely an exponential attractor
(also called an inertial set).

Definition 3 A compact set M� � is an exponen-
tial attractor for the DS (S(t), �) if

(i) M has finite fractal dimension: df(M) <1;
(ii) M is semi-invariant: S(t)M�M, for all t � 0;
(iii) M attracts exponentially the images of all the

bounded sets B � �:

distHðSðtÞB;MÞ � QðkBk�Þe��t ½18�

where the positive constant � and the monotonic
function Q are independent of B.

Thus, on the one hand, an exponential attractor
remains finite dimensional (like the global attractor)
and, on the other hand, estimate [18] allows one to
control the rate of attraction (like an inertial
manifold). We note, however, that the relaxation
of strict invariance to semi-invariance allows this
object to be nonunique. So, we have here the
problem of the ‘‘best choice’’ of the exponential
attractor. We also mention that an exponential
attractor, if it exists, always contains the global
attractor.

Although the initial construction of exponential
attractors is based on the so-called squeezing
property (and requires Zorn’s lemma), we formulate
below a simpler construction, due to Efendiev–
Miranville–Zelik, which is similar to the method
proposed by Ladyzhenskaya to verify the finite
dimensionality of global attractors. This is done for
discrete times and for a DS generated by iterations
of some map S : � ! �, since the passage from
discrete to continuous times usually arises no
difficulty (without loss of generality, the reader
may think that S = S(1) and (S(t), �) is one of the DS
mentioned in the introduction).

Theorem 3 Let the phase space �0 be a closed
bounded subset of some Banach space H and let H1

be another Banach space compactly embedded into
H. Assume also that the map S : �0 ! �0 satisfies
the following ‘‘smoothing’’ property:

kSu1 � Su2kH1
� Kku1 � u2kH; u1; u2 2 �0 ½19�

for some constant K independent of ui. Then, the DS
(S, �0) possesses an exponential attractor.

In applications, �0 is usually a bounded absorb-
ing/attracting set whose existence is guaranteed by
the dissipative estimate [10], H := L2(�) and
H1 := H1(�). Furthermore, estimate [19] simply
follows from the classical parabolic smoothing
property, but now applied to the equation of
variations (as in [11], hyperbolic equations require
a slightly more complicated analogue of [19]). These
simple arguments show that exponential attractors
are as general as global attractors and, to the
best of our knowledge, exponential attractors exist
indeed for all the equations of mathematical physics
for which the finite dimensionality of the global
attractor can be established. Moreover, since A �
M, this scheme can also be used to prove the finite
dimensionality of global attractors.

It is finally worth emphasizing that the control on
the rate of convergence provided by [18] makes
exponential attractors much more robust than global
attractors. In particular, they are upper and lower
semicontinuous under perturbations (of course, up to
the ‘‘best choice,’’ since they are not unique), as
shown by Efendiev–Miranville–Zelik.

Essentially Infinite-Dimensional
Dynamical Systems – The Case of
Unbounded Domains

As already mentioned in the introduction, the theory
of dissipative DS in unbounded domains is develop-
ing only now and the results given here are not as
complete as for bounded domains. Nevertheless, we
indicate below several of the most interesting (from
our point of view) results concerning the general
description of the dynamics generated by such
problems by considering a system of reaction–
diffusion equations [8] in Rn with phase space
� = L1(Rn) as a model example (although all the
results formulated below are general and depend
weakly on the choice of equation).

Generalization of the Global Attractor and
Kolmogorov’s e-Entropy

We first note that Definition 1 of a global attractor
is too strong for equations in unbounded domains.
Indeed, as seen earlier, the compactness of the
attractor is usually based on the compactness of
the embedding H1(�) � L2(�), which does not hold
in unbounded domains. Furthermore, an attractor,
in the sense of Definition 1, does not exist for most
of the interesting examples of eqns [8] in Rn.
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It is natural to use instead the concept of the
so-called locally compact global attractor which is
well adapted to unbounded domains. This attrac-
tor A is only bounded in the phase space
� = L1(Rn), but its restrictions Aj� to all bounded
domains � are compact in L1(�). Moreover, the
attraction property should also be understood in
the sense of a local topology in L1(Rn). It is
known that this generalized global attractor A
exists indeed for problem [8] in Rn (of course,
under some ‘‘natural’’ assumptions on the non-
linearity f and the diffusion matrix a). As for
bounded domains, its existence is based on the
dissipative estimate [10], the smoothing property
[11], and the compactness of the embedding
H1

loc(R
n) � L2

loc(R
n) (we need to use the local

topology only to have this compactness).
The next natural question that arises here is how

to control the ‘‘size’’ of the attractor A if its fractal
dimension is infinite (which is usually the case in
unbounded domains). One of the most natural
ways to handle this problem (which was first
suggested by Chepyzhov–Vishik in the different
context of uniform attractors associated with
nonautonomous equations in bounded domains
and appears as extremely fruitful for the theory of
dissipative PDE in unbounded domains) is to study
the asymptotics of Kolmogorov’s "-entropy of the
attractor. Actually, since the attractor A is compact
only in a local topology, it is natural to study the
entropy of its restrictions, say, to balls BR

x0
of Rn of

radius R centered at x0 with respect to the three
parameters R, x0, and ". A more or less complete
answer to this question is given by the following
estimate:

H"ðAjBR
x0

Þ � CðRþ log2 1="Þn log2 1=" ½20�

where the constant C is independent of " � 1, R,
and x0. Moreover, it can be shown that this estimate
is sharp for all R and " under the very weak
additional assumption that eqn [8] possesses at least
one exponentially unstable spatially homogeneous
equilibrium.

Thus, formula [20] (whose proof is also based on
a smoothing property for the equation of variations)
can be interpreted as a natural generalization of the
heuristic principle of finite dimensionality of global
attractors to unbounded domains. It is also worth
recalling that the entropy of the embedding of a ball
Bk of the space Ck(BR

x0
) into C(BR

x0
) has the

asymptotic H"(B) � CR(1=")n=k, which is essentially
worse than [20]. So, [20] is not based on the
smoothness of the attractor A and, therefore,
reflects deeper properties of the equation.

Spatial Dynamics and Spatial Chaos

The next main difference with bounded domains is
the existence of unbounded spatial directions which
can generate the so-called spatial chaos (in addition
to the ‘‘usual’’ temporal chaos arising under the
evolution). In order to describe this phenomenon, it
is natural to consider the group {Th, h 2 Rn} of
spatial translations acting on the attractor A:

ðThu0ÞðxÞ :¼ u0ðxþ hÞ; Th : A ! A ½21�

as a DS (with multidimensional ‘‘times’’ if n > 1)
acting on the phase space A and to study its
dynamical properties.

In particular, it is worth noting that the lower
bounds on the "-entropy that one can derive imply
that the topological entropy of this spatial DS is
infinite and, consequently, the classical symbolic
dynamics with a finite number of symbols is not
adequate to clarify the nature of chaos in [21].
In order to overcome this difficulty, it was suggested
by Zelik to use Bernoulli shifts with an infinite
number of symbols, belonging to the whole interval
! 2 [0, 1]. To be more precise, let us consider the
Cartesian product Mn := [0, 1]Zn

endowed with the
Tikhonov topology. Then, this set can be interpreted
as the space of all the functions v : Zn ! [0, 1],
endowed with the standard local topology. We define
a DS {T l, l 2 Zn} on Mn by

ðT lvÞðmÞ :¼ vðmþ lÞ; v 2Mn; l; m 2 Zn ½22�

Based on this model, the following description of
spatial chaos was obtained.

Theorem 4 Let eqn [8] in � = Rn possess at least
one exponentially unstable spatially homogeneous
equilibrium. Then, there exist � > 0 and a home-
omorphic embedding � : Mn ! A such that

T�l � �ðvÞ ¼ � � T lðvÞ; 8l 2 Zn; v 2Mn ½23�

Thus, the spatial dynamics, restricted to the set
�(Mn), is conjugated to the symbolic dynamics on
Mn. Moreover, there exists a dynamical invariant
(the so-called mean toplogical dimension) which is
always finite for the spatial DS [22] and strictly
positive for the Bernoulli scheme Mn. So, the
embedding [23] clarifies, indeed, the nature of
chaos arising in the spatial DS [21].

Spatio-Temporal Chaos

To conclude, we briefly discuss an extension of
Theorem 4, which takes into account the temporal
modes and, thus, gives a description of the spatio-
temporal chaos. In order to do so, we first note
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that the spatial DS [21] commutes obviously
with the temporal evolution operators S(t) and,
consequently, an extended (nþ 1)-parametric semi-
group {S(t, h), (t, h) 2 Rþ � Rn} acts on the attractor:

Sðt; hÞ :¼ SðtÞ � Th; Sðt; hÞ : A ! A
t 2 Rþ; h 2 Rn ½24�

Then, this semigroup (interpreted as a DS with
multidimensional times) is responsible for all the
spatio-temporal dynamical phenomena in the initial
PDE [8] and, consequently, the question of finding
adequate dynamical characteristics is of a great
interest. Moreover, it is also natural to consider the
subsemigroups SVk

(t, h) associated with the k-dimen-
sional planes Vk of the spacetime Rþ � Rn, k < nþ 1.

Although finding an adequate description of the
dynamics of [24] seems to be an extremely difficult
task, some particular results in this direction have
already been obtained. Thus, it has been proved by
Zelik that the semigroup [24] has finite topological
entropy and the entropy of its subsemigroups
SVk

(t, h) is usually infinite if k < nþ 1. Moreover
(adding a natural transport term of the form
(L,rx)u to eqn [8]), it was proved that the analog
of Theorem 4 holds for the subsemigroups SVn

(t, h)
associated with the n-dimensional hyperplanes Vn of
the spacetime. Thus, the infinite-dimensional Ber-
noulli shifts introduced in the previous subsection
can be used to describe the temporal evolution in
unbounded domains as well.

In particular, as a consequence of this embedding,
the topological entropy of the initial purely temporal
evolution semigroup S(t) is also infinite, which

indicates that (even without considering the spatial
directions) we have indeed here essential new levels
of dynamical complexity which are not observed in
the classical DS theory of ODEs.

See also: Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Ergodic Theory;
Evolution Equations: Linear and Nonlinear; Fractal
Dimensions in Dynamics; Inviscid flows; Lyapunov
Exponents and Strange Attractors.
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Introduction

Since they were introduced by
bi

Witten in 1988,
topological quantum field theories (TQFTs) have
had a tremendous impact in mathematical physics
(see

bi

Birmingham et al. (1991) and
bi

Cordes et al. for a
review). These quantum field theories are

constructed in such a way that the correlation
functions of certain operators provide topological
invariants of the spacetime manifold where the
theory is defined. This means that one can use the
methods and insights of quantum field theory in
order to obtain information about topological
invariants of low-dimensional manifolds.

Historically, the first TQFT was Donaldson–Witten
theory, also called topological Yang–Mills theory.
This theory was constructed by Witten (1998) starting
from N = 2 super Yang–Mills by a procedure called
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‘‘topological twisting.’’ The resulting model is topolo-
gical and the famous Donaldson invariants of
4-manifolds are then recovered as certain correlation
functions in the topological theory. The analysis of
Witten (1998) did not indicate any new method to
compute the invariants, but in 1994 the progress in
understanding the nonperturbative dynamics ofN = 2
theories (

bi

Seiberg and Witten 1994 a, b) led to an
alternative way of computing correlation functions in
Donaldson–Witten theory. As Witten (1994) showed,
Donaldson–Witten theory can be reduced to
another, simpler topological theory consisting of
a twisted abelian gauge theory coupled to spinor
fields. This theory leads to a different set of
4-manifold invariants, the so-called ‘‘Seiberg–
Witten invariants,’’ and Donaldson invariants can
be expressed in terms of these invariants through
Witten’s ‘‘magic formula.’’ The connection
between Seiberg–Witten and Donaldson invar-
iants was streamlined and extended by Moore
and Witten by using the so-called u-plane integral
(

bi

Moore and Witten 1998). This has led to a rather
complete understanding of Donaldson–Witten the-
ory from a physical point of view.

In this article we provide a brief review of
Donaldson–Witten theory. First, we describe the
construction of the model, from both a mathematical
and a physical point of view, and state the main
results for the Donaldson–Witten generating func-
tional. In the next section, we present the basic results
of the u-plane integral of Moore and Witten and
sketch how it can be used to solve Donaldson–Witten
theory. In the final section, we mention some
generalizations of the basic framework. For a
complete exposition of Donaldson–Witten theory,
the reader is referred to the book by

bi

Labastida
and Mariño (2005). A short review of the u-plane
integral can be found in

bi

Mariño and Moore (1998a).

Donaldson–Witten Theory: Basic
Construction and Results

Donaldson–Witten Theory According to Donaldson

Donaldson theory as formulated in
bi

Donaldson (1990),
bi

Donaldson and Kronheimer (1990), and
bi

Friedman and
Morgan (1991) starts with a principal G = SO(3)
bundle V ! X over a compact, oriented, Riemannian
4-manifold X, with fixed instanton number k
and Stiefel–Whitney class w2(V) (SO(3) bundles on a
4-manifold are classified up to isomorphism by these
topological data). The moduli space of anti-self-dual
(ASD) connections is then defined as

MASD ¼ fA : FþðAÞ ¼ 0g=G ½1�

where Fþ(A) is the self-dual part of the curvature,
and G is the group of gauge transformations. To
construct the Donaldson polynomials, one considers
the universal bundle

P ¼ ðV �A�Þ=ðG �GÞ ½2�

where A� is the space of irreducible G-connections
on V. This is a G-bundle over B� �X, where
B�=A�=G is the space of irreducible connections
modulo gauge transformations, and as such has a
Pontrjagin class

p1ðPÞ 2 H�ðB�Þ �H�ðXÞ ½3�

One can then obtain differential forms on B� by
taking the slant product of p1(P) with homology
classes in X. In this way we obtain the Donaldson
map:

� : HiðXÞ�!H4�iðB�Þ ½4�

After restriction to MASD, we obtain the following
differential forms on the moduli space of ASD
connections:

x 2 H0ðXÞ ! OðxÞ 2 H4ðMASDÞ
S 2 H2ðXÞ ! I2ðSÞ 2 H2ðMASDÞ

½5�

If the manifold X has b1(X) 6¼ 0, there are also
cohomology classes associated to 1-cycles and
3-cycles, but we will not consider them here.

We can now formally define the Donaldson
invariants as follows. Consider the space

AðXÞ ¼ SymðH0ðXÞ �H2ðXÞÞ ½6�

with a typical element written as x‘Si1 	 	 	 Sip . The
Donaldson invariant corresponding to this element
of A(X) is the following intersection number:

Dw2ðVÞ;k
X ðx‘Si1 	 	 	 SipÞ

¼
Z
MASD

O‘ ^ I2ðSi1Þ ^ 	 	 	 ^ I2ðSipÞ ½7�

where MASD is the moduli space of ASD connec-
tions with second Stiefel–Whitney class w2(V) and
instanton number k. The integral in [7] will be
different from zero only if the degrees of the forms
add up to dim(MASD).

It is very convenient to pack all Donaldson
invariants in a generating functional. Let
{Si}i = 1,...,b2

be a basis of 2-cycles. We introduce the
formal sum

S ¼
Xb2

i¼1

viSi ½8�
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where vi are complex numbers. We then define the
Donaldson–Witten generating functional as

Z
w2ðVÞ
DW ðp; viÞ ¼

X1
k¼0

Dw2ðVÞ;k
X ðepxþSÞ ½9�

where on the right-hand side we are summing over
all instanton numbers, that is, we are summing over
all topological configurations of the SO(3) gauge
field with a fixed w2(V). This gives a formal power
series in p and vi.

For bþ2 (X) > 1, the generating functional [9]
is a diffeomorphism invariant of X; therefore, it
is potentially a powerful tool in four-dimensional
topology. When bþ2 (X) = 1, Donaldson invariants
are metric dependent. The metric dependence
can be described in more detail as follows. Define
the period point as the harmonic 2-form
satisfying

�! ¼ !; !2 ¼ 1 ½10�

which depends on the conformal class of the metric.
As the conformal class of the metric varies, !
describes a curve in the cone

Vþ ¼ f! 2 H2ðX;RÞ : !2 > 0g ½11�

Let � 2 H2(X) satisfy

� 
 w2ðVÞmod 2; �2 < 0; ð�; !Þ ¼ 0 ½12�

Such an element � defines a ‘‘wall’’ in Vþ:

W� ¼ f! : ð�; !Þ ¼ 0g ½13�

The complements of these walls are called ‘‘cham-
bers,’’ and the cone Vþ is then divided in chambers
separated by walls. A class � satisfying [12] is the
first Chern class associated to a reducible solution of
the ASD equations, and it causes a singularity in
moduli space: the Donaldson invariants jump when
we pass through such a wall. Therefore, when
bþ2 (X) = 1, Donaldson invariants are metric inde-
pendent in each chamber. A basic problem in
Donaldson–Witten theory is to determine the jump
in the generating function as we cross a wall,

Z�
þðp; SÞ � Z�

�ðp; SÞ ¼WC�ðp; SÞ ½14�

The jump term WC�(p, S, �) is usually called the
‘‘wall-crossing’’ term.

The basic goal of Donaldson theory is to study
the properties of the generating functional [9] and
to compute it for different 4-manifolds X. On
the mathematical side, many results have been
obtained on ZDW, and some of them can be found
in

bi

Donaldson and Kronheimer (1990),
bi

Friedman
and Morgan (1991),

bi

Stern (1998), and
bi

Göttsche

(1996). On the other hand, Donaldson theory can be
formulated as a topological field theory, and many
of these results can be obtained by using quantum
field theory techniques. This will be our main focus
for the rest of the article.

Donaldson–Witten Theory According to Witten
bi

Witten (1988) constructed a twisted version of
N = 2 super Yang–Mills theory which has a nilpo-
tent Becchi–Rouet–Stora–Tyutin (BRST) charge
(modulo gauge transformations)

Q ¼ � _� _AQ _� _A ½15�

where Q _� _A are the supersymmetric (SUSY) charges.
Here _� is a chiral spinor index and A has its origin in
the SU(2) R-symmetry. The field content of the
theory is the standard twisted N = 2 vector multiplet:

A;  � ¼  � _�; �; Dþ��; 	
þ
�� ¼  _� _
; �; � ¼  _�

_� ½16�

where (1=2)Dþ�� dx� dx� is a self-dual 2-form derived
from the auxiliary fields, etc. All fields are valued in
the adjoint representation of the gauge group. After
twisting, the theory is well defined on any Rieman-
nian 4-manifold, since the fields are naturally
interpreted as differential forms and the Q charge
is a scalar (

bi

Witten 1988).
The observables of the theory are Q cohomology

classes of operators, and they can be constructed
from 0-form observables O(0) using the descent
procedure. This amounts to solving the equations

dOðiÞ ¼ fQ;Oðiþ1Þg; i ¼ 0; . . . ; 3 ½17�

The integration over i-cycles �(i) in X of the
operators O(i) is then an observable. These descent
equations have a canonical solution: the 1-form-
valued operator K� _� =�i�A

�Q _� _A=4 verifies

d ¼ fQ;Kg ½18�

as a consequence of the supersymmetry algebra. The
operators O(i) = KiO(0) solve the descent equations
[17] and are canonical representatives. When the
gauge group is SU(2), the observables are obtained
by the descent procedure from the operator

O ¼ trð�2Þ ½19�

The topological descendant O(2) is given by

Oð2Þ ¼� 1
2 tr 1ffiffi

2
p �ðF��� þDþ��Þ� 1

4 � �

� �
dx� ^dx� ½20�

and the resulting observable is

I2ðSÞ ¼
Z

S

Oð2Þ ½21�
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O and I2(S) correspond to the cohomology classes in
[5]. One of the main results of

bi

Witten (1988) is that
the semiclassical approximation in the twisted
N = 2 Yang–Mills theory is exact. The semiclassical
evaluation of correlation functions of the observa-
bles above leads directly to the definition of
Donaldson invariants, and the generating functional
[9] can be written as a correlation function of the
twisted theory. One then has

Z
w2ðVÞ
DW ðp; SÞ ¼

D
exp

�
pOþ I2ðSÞ

�E
½22�

Results for the Donaldson–Witten
Generating Function

The basic results that have emerged from the
physical approach to Donaldson–Witten theory are
the following.

1. The Donaldson–Witten generating functional
is in general the sum of the two terms,

ZDW ¼ Zu þ ZSW ½23�

(We have omitted the Stiefel–Whitney class for
convenience.) The first term, Zu, is called the
‘‘u-plane integral.’’ It is given by a complicated
integral over C which can be written, in turn, as an
integral over a fundamental domain of the con-
gruence subgroup �0(4) of SL(2, Z). Zu depends
only on the cohomology ring of X, and therefore
does not contain any information beyond the one
provided by classical topology. Finally, Zu vanishes
if bþ2 (X) > 1, and it is responsible for the wall-
crossing behavior of ZDW when bþ2 (X) = 1.

2. The second term of [23], ZSW, is called the
Seiberg–Witten contribution. This contribution
involves the Seiberg–Witten invariants of X, which
are obtained by considering the moduli problem
defined by the Seiberg–Witten monopole equations
(

bi

Witten 1994b):

Fþ
_� _

þ 4i �Mð _�M _
Þ ¼ 0

D� _�
L M _� ¼ 0

½24�

In these equations, M _� is a section of the spinor
bundle Sþ � L1=2, L is the determinant line bundle
of a Spinc structure on X, Fþ

_� _

= �
��

_� _

Fþ�� is the

self-dual part of the curvature of a U(1) connection
on L, and DL is the Dirac operator for the bundle
Sþ � L1=2. The solutions of these equations modulo
gauge equivalence form the moduli space MSW,
and the Seiberg–Witten invariants are defined by
integrating suitable differential forms on this moduli

space. We will label Spinc structures by the class
�= c1(L1=2) 2 H2(X, Z)þw2(X)=2. We say that � is
a Seiberg–Witten basic class if the corresponding
Seiberg–Witten invariants are not all zero. If MSW
is zero dimensional, the Seiberg–Witten invariant
depends only on the Spinc structure associated to
�= c1(L1=2), and is denoted by SW(�).

3. A manifold X is said to be of Seiberg–
Witten simple type if all the Seiberg–Witten basic
classes have a zero-dimensional moduli space. For
simply connected 4-manifolds of Seiberg–Witten
simple type and with bþ2 (X) > 1, Witten determined
the Seiberg–Witten contribution and proposed the
following ‘‘magic formula’’ for ZDW (

bi

Witten 1994b):

ZDW ¼ 21þ7	=4þ11
=4
X
�

e2i�ð�0	�þ�2
0
Þ e2pþS2=2e2ðS;�Þ
h

þ i	h�w2ðVÞ2e�2p�S2=2e�2iðS;�Þ
i
SWð�Þ ½25�

In this equation, 	, 
 are the Euler characteristic and
signature of X, respectively, 	h = (	þ 
)=4 is the
holomorphic Euler characteristic of X, and �0

is an integer lifting of w2(V). This formula gen-
eralizes previous results by

bi

Witten (1994a) for
Kähler manifolds. It also follows from this formula
that the Donaldson–Witten generating function of
simply connected 4-manifolds of Seiberg–Witten
simple type and with bþ2 (X) > 1 satisfies

@2

@p2
� 4

� �
ZDW ¼ 0

which is the Donaldson simple type condition
introduced by

bi

Kronheimer and Mrowka (1994).
4. Using the u-plane integral, one can find explicit

expressions for ZDW in more general situations (like
non-simply-connected manifolds or manifolds which
are not of Seiberg–Witten simple type).

In the next section we explain the formalism of
the u-plane integral introduced by

bi

Moore and
Witten (1998), which makes possible a detailed
derivation of the above results.

The u -Plane Integral

Definition of the u -Plane Integral

The evaluation of the Donaldson–Witten generating
function can be made by using the results of

bi

Seiberg
and Witten (1994 a, b) on the low-energy dynamics
of SU(2), N = 2 Yang–Mills theory. In their work,
Seiberg and Witten determined the exact low-energy
effective action of the model up to two derivatives.
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From a physical point of view, there are certainly
corrections to this effective action which are difficult
to evaluate. Fortunately, the computation in the
twisted version of the theory can be done by just
considering the Seiberg–Witten effective action. This
is because the correlation functions in the twisted
theory are invariant under rescalings of the metric,
so we can evaluate them in the limit of large
distances or equivalently of very low energies. The
effective action up to two derivatives is sufficient for
that purpose.

One way of describing the main result of the work
of Seiberg and Witten is that the moduli space of
�Q-fixed points of the twisted SO(3) N = 2 theory on

a compact 4-manifold has two branches, which we
refer to as the Coulomb and Seiberg–Witten
branches. On the Coulomb branch the expectation
value

u ¼ htr�
2i

16�2

breaks SO(3)! U(1) via the standard Higgs
mechanism. The Coulomb branch is simply a copy
of the complex u-plane. The low-energy effective
theory on this branch is simply the abelian N = 2
gauge theory. However, at two points, u =�1, there
is a singularity where the moduli space meets a
second branch, the Seiberg–Witten branch. At these
points, the effective action is given by the magnetic
dual of the U(1), N = 2 gauge theory coupled to a
monopole matter hypermultiplet. Therefore, this
branch consists of solutions to the Seiberg–Witten
equations [24].

Since the manifold X is compact, the partition
function of the twisted theory is a sum over ‘‘all’’
vacuum states. Equation [23] then follows. In this
equation, Zu comes from ‘‘integrating over the
u-plane,’’ while ZSW corresponds to the points
u =�1. As we stated before, Zu vanishes for
manifolds of bþ2 (X) > 1, but once this piece has
been determined an argument originally presented
at

bi

Moore and Witten (1998) allows one to derive
the form of ZSW as well for arbitrary bþ2 (X) � 1.

The computation of Zu is presented in detail in
bi

Moore and Witten (1998). The starting point of
the computation is the untwisted low-energy
theory, which has been described in detail in

bi

Seiberg and Witten (1994 a, b) and
bi

Witten
(1995). It is an N = 2 theory characterized by a
prepotential F which depends on an N = 2 vector
multiplet. The effective gauge coupling is given by
�(a) =F00(a), where a is the scalar component of
the vector multiplet. The Euclidean Lagrange
density for the u-plane theory can be obtained

simply by twisting the physical theory. It can be
written as

i

6�
K4FðaÞ þ 1

16�

n
Q;F00	ðDþ FþÞ

o
� i

ffiffiffi
2
p

32�

n
Q;F0d �  
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ffiffiffi
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3� 25�
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Q;F000	��	��	 �
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o ffiffiffi
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p

d4x

þAðuÞtrR ^ Rþ BðuÞtrR ^ ~R ½26�

where A(u),B(u) describe the coupling to gravity,
and after integration of the corresponding differen-
tial forms we obtain terms proportional to the
signature 
 and Euler characteristic 	 of X. The
data of the low-energy effective action can be
encoded in an elliptic curve of the form

y2 ¼ x3 � ux2 þ 1
4 x ½27�

and � is the modulus of the curve. The monodromy
group of this curve is �0(4). All the quantities
involved in the action can be obtained by integrating
a certain meromorphic differential on the curve, and
they can be expressed in terms of modular forms.

As for the operators, we have u =O(P) by
definition. We may then obtain the 2-observables
from the descent procedure. The result is that I(S)!
~I(S) =

R
S K2u =

R
S (du=da)(Dþ þ F�)þ 	 	 	 . Here Dþ

is the auxiliary field. Although one has I(S)! ~I(S) in
going from the microscopic theory to the effective
theory, it does not necessarily follow that
I(S1)I(S2)! ~I(S1)~I(S2) because there can be contact
terms. If S1 and S2 intersect, then in passing to the
low-energy theory we integrate out massive modes.
This can induce delta function corrections to the
operator product expansion modifying the mapping
to the low-energy theory as follows:

exp IðSÞð Þ ! exp ~IðSÞ þ S2TðuÞ
� �

½28�

where T(u) is the contact term. Such contact terms
were observed in

bi

Witten (1994a) and studied in
detail in

bi

Losev et al. (1998). It can be shown that

TðuÞ ¼ � 1

24
E2ð�Þ

du

da

� �2

þ 1

3
u ½29�

where E2(�) is Eisenstein’s series and da=du is one of
the periods of the elliptic curve [27].

The final result of Moore and Witten is the
following expression:

Zuðp; SÞ ¼
Z

C

du d�u

y1=2
�ð�Þe2puþS2T̂ðuÞ� ½30�
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Here,

�ð�Þ ¼ d��

d�u

da

du

� �1�ð1=2Þ	
�
=8

T̂ðuÞ ¼ TðuÞ þ ðdu=daÞ2

8�y

½31�

where y = Im � and � is the discriminant of the
curve [27]. The quantity � is essentially a Narain–
Siegel theta function associated to the lattice
H2(X, Z). Notice that this lattice is Lorentzian and
has signature (1, (�1)b�

2
(X)) (since bþ2 (X) = 1). The

self-dual projection of a 2-form � can be done with
the period point ! as �þ= (�,!)!. The lattice is
shifted by half the second Stiefel–Whitney class of
the bundle, w2(V), that is,

� ¼ H2ðX;ZÞþ 1
2 w2ðVÞ

and

�¼ exp � 1

8�y

du

da

� �2

S2
�

" #
e2�i�2

0

X
�2�

ð�1Þð���0Þ	w2ðXÞ

� ð�; !Þ þ i

4�y

du

da
ðS; !Þ

	 


�exp �i���ð�þÞ2� i��ð��Þ2� i
du

da
ðS; ��Þ

	 

½32�

Here, w2(X) is the second Stiefel–Whitney class
of X, and �0 is a choice of lifting of w2(V) to
H2(X, Z). This expression can be extended to the
non-simply-connected case (see

bi

Mariño and
Moore (1999) and

bi

Moore and Witten (1998)).
The study of the u-plane integral leads to a
systematic derivation of many important results
in Donaldson–Witten theory. We will discuss in
detail two such applications, Göttsche’s wall-
crossing formula and Witten’s ‘‘magic formula.’’

Wall-Crossing Formula

As shown by Moore and Witten, the u-plane integral
is well defined and does not depend on the period
point (hence on the metric on X) except for discontin-
uous behavior at walls. There are two kinds of walls,
associated, respectively, to the singularities at u =1
(the semiclassical region of the underlying Yang–Mills
theory) and at u =�1, given by

u ¼ 1: �þ¼ 0; � 2 H2ðX;ZÞþ 1
2 w2ðVÞ

u ¼ �1: �þ¼ 0; � 2 H2ðX;ZÞþ 1
2 w2ðXÞ

½33�

The first type of walls is precisely the one that
appears in Donaldson theory on manifolds of

bþ2 (X) = 1. The discontinuity of the u-plane inte-
gral at these walls can be easily computed from
eqn [33]:

WC�¼2�ðp; SÞ

¼ � i

2
ð�1Þð���0;w2ðXÞÞe2�i�2

0 q��
2=2h1ð�Þ�2#
4f�1

1

h
� exp 2pu1þ S2T1� ið�; SÞ=h1

� �i
q0

½34�

This expression involves the modular forms
h1, f21, u1, and T1 (the subscript 1 refers to the
fact that they are computed at the ‘‘electric’’ frame
which is appropriate for the Seiberg–Witten curve at
u!1). They can be written in terms of Jacobi
theta functions #i(q), with q = e2�i� , and their
explicit expression is

h1ðqÞ ¼ 1
2#2ðqÞ#3ðqÞ

f1ðqÞ ¼
#2ðqÞ#3ðqÞ

2#8
4ðqÞ

u1ðqÞ ¼
#4

2ðqÞ þ #4
3ðqÞ

2ð#2ðqÞ#3ðqÞÞ2

T1ðqÞ ¼ �
1

24

E2ðqÞ
h2
1ðqÞ

þ 1

3
u1ðqÞ

½35�

The subindex q0 means that in the expansion in q of
the modular forms, we pick the constant term. The
formula [34] agrees with the formula of

bi

Göttsche
(1996) for the wall crossing of the Donaldson–
Witten generating functional.

The Seiberg–Witten Contribution and Witten’s
Magic Formula

At u =�1, Zu jumps at the second type of
walls [33], which are called Seiberg–Witten (SW)
walls. In fact, these walls are labeled by classes
� 2 H2(X; Z)þ (1=2)w2(X), which correspond to
Spinc structures on X. At these walls, the Seiberg–
Witten invariants have wall-crossing behavior. Since
the Donaldson polynomials do not jump at SW
walls, it must happen that the change of Zu at u =�1
is canceled by the change of ZSW. As shown by
Moore and Witten, this actually allows one
to obtain a precise expression for ZSW for general
4-manifolds of bþ2 (X) � 1.

On general grounds, ZSW is given by the sum of
the generating functionals at u =�1. These involve
a magnetic U(1),N = 2 vector multiplet coupled to a
hypermultiplet (the monopole field). The twisted
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Lagrangian for such a system involves the magnetic
prepotential eFD(aD), and it can be written as

f �Q;Wg þ i

16�
~�DF ^ F þ pðuÞtrR ^ �R

þ ‘ðuÞtrR ^ R� i
ffiffiffi
2
p

32�

d~�D

daD
ð ^  Þ ^ F

þ i

3� 27�

d2~�D

da2
D

 ^  ^  ^  ½36�

where ~�D = eF 00D(aD). Using the cancellation of wall
crossings, one can actually compute the functionseFD(aD), p(u), ‘(u) and determine the precise form of
the Seiberg–Witten contributions. One finds that a
Spinc structure � at u = 1 gives the following contribu-
tion to the Donaldson–Witten generating functional:

Zu¼1;�
SW ¼ SWð�Þ

16
e2i�ð�2
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��0	�Þ

� q
��2=2
D

#8þ

2
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�2i

aD

h2
M

� �	h
	

� exp 2puM þ ið�; SÞ=hM þ S2TM

� �

q0

D

½37�

Here, aD, hM, uM, and TM are modular forms
that can be expressed as well in terms of Jacobi
theta functions #i(qD), where qD = exp (2�i�D).
The subscript M refers to the monopole point,
and they are related by an S-transformation
to the quantities obtained in the ‘‘electric’’
frame at u!1. Their explicit expression is

aDðqDÞ ¼ �
i

6

2E2ðqDÞ � #4
3ðqDÞ � #4

4ðqDÞ
#3ðqDÞ#4ðqDÞ

hMðqDÞ ¼
1

2i
#3ðqDÞ#4ðqDÞ

uMðqDÞ ¼
1

2

#4
3ðqDÞ þ #4

4ðqDÞ
ð#3ðqDÞ#4ðqDÞÞ2

TMðqÞ ¼ �
1

24

E2ðqDÞ
h2

MðqDÞ
þ 1

3
uMðqDÞ

½38�

The contribution at u =�1 is related to the
contribution at u = 1 by a u! �u symmetry:

Zu¼�1ðp; SÞ ¼ e�2�i�2
0 ið	þ
Þ=4Zu¼1ð�p;�iSÞ ½39�

If the manifold has bþ2 (X) > 1 and is of Seiberg–
Witten simple type, [37] reduces to

ð�1Þ	h21þ7	=4þ11
=4e2pþS2=2e�2ðS;�Þ

� e2i�ð�2
0
��0	�ÞSWð�Þ ½40�

This leads to Witten’s ‘‘magic formula’’ [25] which
expresses the Donaldson invariants in terms of
Seiberg–Witten invariants.

Other Applications of the u -Plane Integral

The u-plane integral makes possible to derive other
results on the Donaldson–Witten generating
functional.

The blow-up formula. This relates the function
ZDW on X to ZDW on the blown-up manifold bX.
The u-plane integral leads directly to the general
blow-up formula of

bi

Fintushel and Stern (1996).
Direct evaluations. The u-plane integral can be

evaluated directly in many cases, and this leads to
explicit formulas for the Donaldson–Witten generat-
ing functional of certain 4-manifolds with bþ2 (X) = 1,
on certain chambers, and in terms of modular forms.
For example, there are explicit formulas for the
Donaldson–Witten generating functional of product
ruled surfaces of the form S2 � �g in the limiting
chambers in which S2 or �g are very small (

bi

Moore
and Witten 1998,

bi

Mariño and Moore 1999).
bi

Moore
and Witten (1998) have also derived an explicit
formula for the Donaldson invariants of CP2 in terms
of Hurwitz class numbers.

Extensions of Donaldson–Witten Theory

Donaldson–Witten theory is a twisted version of
SU(2), N = 2 Yang–Mills theory. The twisting of
more general N = 2 gauge theories, involving other
gauge groups and/or matter content, leads to other
topological field theories that give interesting gen-
eralizations of Donaldson–Witten theory. We now
briefly list some of these extensions and their most
important properties.

Higher-rank theories. The extension of
Donaldson–Witten to other gauge groups has been
studied in detail in

bi

Mariño and Moore (1998b) and
bi

Losev et al. (1998). One can study the higher-rank
generalization of the u-plane integral, and as shown
in

bi

Mariño and Morre (1998b), this leads to a fairly
explicit formula for the Donaldson–Witten generat-
ing function in the SU(N) case, for manifolds with
bþ2 > 1 and of Seiberg–Witten simple type. Mathe-
matically, higher-rank generalizations of Donaldson
theory turn out to be much more complicated, but
they can be studied. In particular, higher-rank
generalizations of the Donaldson invariants can be
defined and computed

bi

(Kronheimer 2004), and the
results so far agree with the predictions of

bi

Mariño
and Moore (1998b). Unfortunately it seems that
these higher-rank generalizations do not contain
new topological information, besides the one
encoded in the Seiberg–Witten invariants.

Theories with matter. Twisted SU(2), N = 2
theories with hypermultiplets lead to generalizations
of Donaldson–Witten theory involving nonabelian
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monopole equations (see
bi

Mariño (1997) and
bi

Labastida and Mariño (2005) for a review of these
models and some of their properties). The u-plane
integral leads to explicit formulas for the generating
functionals of these theories, which for manifolds of
bþ2 > 1 can be written in terms of Seiberg–Witten
invariants. Again, no new topological information
seems to be encoded in these theories. One can
however exploit new physical phenomena arising in
the theories with hypermultiplets (in particular, the
presence of superconformal points) to obtain new
information about the Seiberg–Witten invariants
(see

bi

Mariño et al. (1999) for these developments).
Vafa–Witten theory. The so-called Vafa–Witten

theory is a close cousin of Donaldson–Witten theory,
and was introduced by

bi

Vafa and Witten (1994) as a
topological twist of N = 4 Yang–Mills theory. In
some cases, the partition function of this theory
counts the Euler characteristic of the moduli space of
instantons on the 4-manifold X. For a review of some
properties of this theory, see

bi

Lozano (1999).

See also: Duality in Topological Quantum Field Theory;
Mathai–Quillen Formalism; Seiberg–Witten Theory;
Topological Quantum Field Theory: Overview.
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Introduction

There have been many exciting interactions between
physics and mathematics in the past few decades.
A prominent role in these interactions has been
played by certain field theories, known as topologi-
cal quantum field theories (TQFTs). These are
quantum field theories whose correlation functions
are metric independent and, in fact, compute certain
mathematical invariants (

bi

Birmingham et al. 1991,
bi

Cordes et al. 1996,
bi

Labastida and Lozano 1998).
Well-known examples of TQFTs are, in two

dimensions, the topological sigma models (
bi

Witten
1988a), which are related to Gromov–Witten invar-
iants and enumerative geometry; in three dimen-
sions, Chern–Simons theory (

bi

Witten 1989), which is
related to knot and link invariants; and in four
dimensions, topological Yang–Mills theory (or
Donaldson–Witten theory) (

bi

Witten 1988b), which
is related to the Donaldson invariants. The two- and
four-dimensional theories above are examples of
cohomological (also Witten-type) TQFTs. As such,
they are related to an underlying supersymmetric
quantum field theory (the N = 2 nonlinear sigma
model, and the N = 2 supersymmetric Yang–Mills
theory, respectively) and there is no difference
between the topological and the standard version
on flat space. However, when one considers curved
spaces, the topological version differs from the
supersymmetric theory on flat space in that some
of the fields have modified Lorentz transformation
properties (spins). This unconventional spin assign-
ment is also known as twisting, and it comes about
basically to preserve supersymmetry on curved
space. In fact, the twisting gives rise to at least one
nilpotent scalar supercharge Q, which is a certain
linear combination of the original (spinor) super-
symmetry generators.

In these theories the energy momentum tensor is
Q-exact, that is,

T�� ¼ fQ;���g

for some ���, which (barring potential anomalies)
leads to the statement that the correlation functions
of operators in the cohomology of Q are all metric
independent. Furthermore, the corresponding path
integrals are localized to field configurations that are
annihilated by Q, and this typically leads to some

moduli problem related to the computation of
certain mathematical invariants.

On the other hand, in Chern–Simons theory, as a
representative of the so-called Schwarz-type topolo-
gical theories, the topological character is manifest:
one starts with an action which is explicitly
independent of the metric on the 3-manifold, and
thus correlation functions of metric-independent
operators are topological invariants as long as
quantization does not introduce any undesired
metric dependence.

Even though the primary motivation for introdu-
cing TQFTs may be to shed light onto awkward
mathematical problems, they have proved to be a
valuable tool to gain insight into many questions of
interest in physics as well. One such question where
TQFTs can (and in fact do) play a role is duality. In
what follows, an overview of the manifestations of
duality is provided in the context of TQFTs.

Duality

The notion of duality is at the heart of some of the
most striking recent breakthroughs in physics and
mathematics. In broad terms, a duality (in physics)
is an equivalence between different (and often
complementary) descriptions of the same physical
system. The prototypical example is electric–
magnetic (abelian) duality. Other, more sophisti-
cated, examples are the various string-theory
dualities, such as T-duality (and its more specialized
realization, mirror symmetry) and strong/weak
coupling S-duality, as well as field theory dualities
such as Montonen–Olive duality and Seiberg–Witten
effective duality.

Also, the original ’t Hooft conjecture, stating that
SU(N) gauge theories are equivalent (or dual), at
large N, to string theories, has recently been revived
by

bi

Maldacena (1998) by explicitly identifying the
string-theory duals of certain (supersymmetric)
gauge theories.

One could wonder whether similar duality sym-
metries work for TQFTs as well. As noted in the
following, this is indeed the case.

In two dimensions, topological sigma models
come under two different versions, known as types
A and B, respectively, which correspond to the
two different ways in which N = 2 supersymmetry
can be twisted in two dimensions. Computations
in each model localize on different moduli spaces
and, for a given target manifold, give different
results, but it turns out that if one considers
mirror pairs of Calabi–Yau manifolds,
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computations in one manifold with the A-model are
equivalent to computations in the mirror manifold
with the B-model.

Also, in three dimensions, a program has been
initiated to explore the duality between large N
Chern–Simons gauge theory and topological strings,
thereby establishing a link between enumerative
geometry and knot and link invariants
(

bi

Gopakumar and Vafa 1998).
Perhaps the most impressive consequences of the

interplay between duality and TQFTs have come out
in four dimensions, on which we will focus in what
follows.

Duality in Twisted N = 2 Theories

As mentioned above, topological Yang–Mills theory
(or Donaldson–Witten theory) can be constructed by
twisting the pure N = 2 supersymmetric Yang–Mills
theory with gauge group SU(2). This theory contains
a gauge field A, a pair of chiral spinors �1, �2, and a
complex scalar field B. The twisted theory contains a
gauge field A, bosonic scalars �, �, a Grassman-odd
scalar �, a Grassman-odd vector  , and a Grassman-
odd self-dual 2-form �.

On a 4-manifold X, and for gauge group G, the
twisted action has the form

S ¼
Z

X

d4x
ffiffiffi
g
p

tr

�
Fþ

2 � i���D� � þ i�D� 
�

þ 1

4
�f���; ���g þ

i

4
�f �;  �g � �D�D��

þ i

2
�f�; �g þ 1

8
½�; ��2

�
½1�

where Fþ is the self-dual part of the Yang–Mills field
strength F. The action [1] is invariant under the
transformations generated by the scalar superchargeQ:

fQ;A�g ¼  �;
fQ;  g ¼ dA�;

fQ; �g ¼ 0;

fQ; ���g ¼ Fþ��

fQ; �g ¼ i½�; ��
fQ; �g ¼ �

½2�

In these transformations, Q2 is a gauge transforma-
tion with gauge parameter �, modulo field equa-
tions. Observables are, therefore, related to the
G-equivariant cohomology of Q (i.e., the cohomol-
ogy of Q restricted to gauge invariant operators).
Auxiliary fields can be introduced so that the
action [1] is Q-exact, that is,

S ¼ fQ;�g ½3�

for � a certain functional of the fields of the theory
which comes under the name of gauge fermion, a

BRST-inspired terminology which reflects the formal
resemblance of topological cohomological field
theories with some aspects of the BRST approach
to the quantization of gauge theories. Before con-
structing the topological observables of the theory,
we begin by pointing out that for each independent
Casimir of the gauge group G it is possible to
construct an operator W0, from which operators Wi

can be defined recursively through the descent
equations {Q, Wi} = dWi�1. For example, for the
quadratic Casimir,

W0 ¼
1

8�2
trð�2Þ ½4�

which generates the following family of operators:

W1 ¼
1

4�2
trð� Þ

W2 ¼
1

4�2
tr

1

2
 ^  þ � ^ F

� �

W3 ¼
1

4�2
trð ^ FÞ

½5�

Using these one defines the following observables:

OðkÞ ¼
Z
	k

Wk ½6�

where 	k 2 Hk(X) is a k-cycle on the 4-manifold X.
The descent equations imply that they are Q-closed
and depend only on the homology class of 	k.

Topological invariants are constructed by taking
vacuum expectation values of products of the
operators O(k):

Oðk1ÞOðk2Þ � � � OðkpÞ
D E
¼
Z
Oðk1ÞOðk2Þ � � � OðkpÞ e�S=e

2 ½7�

where the integration has to be understood on the
space of field configurations modulo gauge transfor-
mations, and e is a coupling constant. Standard
arguments show that due to the Q-exactness of the
action S, the quantities obtained in [7] are indepen-
dent of e. This implies that the observables of the
theory can be obtained either in the weak-coupling
limit e! 0 (also short-distance or ultraviolet regime,
since the N = 2 theory is asymptotically free), where
perturbative methods apply, or in the strong-coupling
(also long-distance or infrared) limit e!1, where
one is forced to consider a nonperturbative approach.

In the weak-coupling limit one proves that
the correlation functions [7] descend to polynomials
in the product cohomology of the moduli space
of anti-self-dual (ASD) instantons Hk1

(MASD)�
Hk2

(MASD)� � � � � Hkp
(MASD), which are precisely

Duality in Topological Quantum Field Theory 119



the Donaldson polynomial invariants of X. How-
ever, the weak- coupling analysis does not add any
new ingredient to the problem of the actual
computation of the invariants. The difficulties that
one has to face in the field theory representation are
similar to those in ordinary Donaldson theory.

Nevertheless, the field theory connection is very
important since in this theory the strong- and weak-
coupling limits are exact, and therefore the door is
open to find a strong-coupling description which
could lead to a new, simpler representation for the
Donaldson invariants.

This alternative strategy was pursued by
bi

Witten
(1994a), who found the strong-coupling realization
of the Donaldson–Witten theory after using the
results on the strong-coupling behavior of N = 2
supersymmetric gauge theories which he and Seiberg
(

bi

Seiberg and Witten 1994a–c) had discovered. The
key ingredient in Witten’s derivation was to assume
that the strong-coupling limit of Donaldson–Witten
theory is equivalent to the ‘‘sum’’ over the twisted
effective low-energy descriptions of the correspond-
ing N = 2 physical theory. This ‘‘sum’’ is not entirely
a sum, as in general it has a part which contains a
continuous integral. The ‘‘sum’’ is now known as
integration over the u-plane after the work of

bi

Moore
and Witten (1998).

bi

Witten’s (1994a) assumption
can be simply stated as saying that the weak-/
strong-coupling limit and the twist commute. In
other words, to study the strong-coupling limit of
the topological theory, one first untwists, then
works out the strong-coupling limit of the physical
theory and, finally, one twists back. From such a
viewpoint, the twisted effective (strong-coupling)
theory can be regarded as a TQFT dual to the
original one. In addition, one could ask for the dual
moduli problem associated to this dual TQFT. It
turns out that in many interesting situations
(bþ2 (X) > 1) the dual moduli space is an abelian
system corresponding to the Seiberg–Witten or
monopole equations (

bi

Witten 1994a). The topologi-
cal invariants associated with this new moduli space
are the celebrated Seiberg–Witten invariants.

Generalizations of Donaldson–Witten theory, with
either different gauge groups and/or additional matter
content (such as, e.g., twisted N = 2 Yang–Mills
multiplets coupled to twisted N = 2 matter multi-
plets) are possible, and some of the possibilities have
in fact been explored (see

bi

Moore and Witten (1998)
and references therein). The main conclusion that
emerges from these analyses is that, in all known
cases, the relevant topological information is cap-
tured by the Seiberg–Witten invariants, irrespectively
of the gauge group and matter content of the theory
under consideration. These cases are not reviewed

here, but rather the attention is turned to the twisted
theories which emerge from N = 4 supersymmetric
gauge theories.

Duality in Twisted N = 4 Theories

Unlike the N = 2 supersymmetric case, the N = 4
supersymmetric Yang–Mills theory in four dimen-
sions is unique once the gauge group G is fixed.
The microscopic theory contains a gauge or gluon
field, four chiral spinors (the gluinos) and six real
scalars. All these fields are massless and take
values in the adjoint representation of the gauge
group. The theory is finite and conformally
invariant, and is conjectured to have a duality
symmetry exchanging strong and weak coupling
and exchanging electric and magnetic fields, which
extends to a full SL(2, Z) symmetry acting on the
microscopic complexified coupling (

bi

Montonen and
Olive 1977)


 ¼ �

2�
þ 4�i

e2
½8�

As in the N = 2 case, the N = 4 theory can be
twisted to obtain a topological model, only that, in
this case, the topological twist can be performed in
three inequivalent ways, giving rise to three different
TQFTs (

bi

Vafa and Witten 1994). A natural question
to answer is whether the duality properties of the
N = 4 theory are shared by its twisted counterparts
and, if so, whether one can take advantage of the
calculability of topological theories to shed some
light on the behavior and properties of duality.

The answer is affirmative, but it is instructive to
clarify a few points. First, as mentioned above, the
topological observables in twisted N = 2 theories are
independent of the coupling constant e, so the
question arises as to how the twisted N = 4 theories
come to depend on the coupling constant. As it turns
out, twisted N = 2 supersymmetric gauge theories
have an off-shell formulation such that the TQFT
action can be expressed as a Q-exact expression,
where Q is the generator of the topological
symmetry. Actually, this is true only up to a
topological �-term

R
X tr(F ^ F),

S ¼ 1

2e2

Z
X

ffiffiffi
g
p

d4xfQ;�g

�2�i

1

16�2

Z
X

trðF ^ FÞ ½9�

for some �. However, the N = 2 supersymmetric
gauge theories possess a global U(1) chiral symmetry
which is generically anomalous, so one can actually

120 Duality in Topological Quantum Field Theory



get rid of the �-term with a chiral rotation. As a
result of this, the observables in the topological
theory are insensitive to �-terms (and hence to 

and e) up to a rescaling.

On the other hand, in N = 4 supersymmetric
gauge theories �-terms are observable. There is no
chiral anomaly and these terms cannot be shifted
away as in the N = 2 case. This means that in the
twisted theories one might have a dependence on the
coupling constant 
 , and that – up to anomalies –
this dependence should be holomorphic (resp.
antiholomorphic if one reverses the orientation of
the 4-manifold). In fact, on general grounds, one
would expect for the partition functions of the
twisted theories on a 4-manifold X and for gauge
group G to take the generic form

ZXðGÞ ¼ q�cðX;GÞ
X

k

qk�ðMkÞ ½10�

where q = e2�i
 , c is a universal constant (depending
on X and G), k = (1=16�2)

R
X tr(F ^ F) is the

instanton number, and �(Mk) encodes the topolo-
gical information corresponding to a sector of the
moduli space of the theory with instanton number k.

Now we can be more precise as to how we expect
to see the Montonen–Olive duality in the twisted
N = 4 theories. First, under 
 ! �1=
 the gauge
group G gets exchanged with its dual group
Ĝ. Correspondingly, the partition functions should
behave as modular forms

ZGð�1=
Þ ¼ ��ðX;GÞ
wZĜð
Þ ½11�

where � is a constant (depending on X and G), and
the modular weight w should depend on X in such a
way that it vanishes on flat space.

In addition to this, in the N = 4 theory all the
fields take values in the adjoint representation of G.
Hence, if H2(X, �1(G)) 6¼ 0, it is possible to consider
nontrivial G/Center(G) gauge configurations with
discrete magnetic ’t Hooft flux through the 2-cycles
of X. In fact, G/Center(G) bundles on X are
classified by the instanton number and a character-
istic class v 2 H2(X, �1(G)). For example, if
G = SU(2), we have Ĝ = SU(2)=Z2 = SO(3) and v is
the second Stiefel–Whitney class w2(E) of the gauge
bundle E. This Stiefel–Whitney class can be repre-
sented in de Rham cohomology by a class in
H2(X, Z) defined modulo 2, that is, w2(E) and
w2(E)þ 2!, with ! 2 H2(X, Z), represent the same
’t Hooft flux, so if w2(E) = 2�, for some � 2
H2(X, Z), then the gauge configuration is trivial in
SO(3) (it has no ’t Hooft flux).

Similarly, for G = SU(N) (for which Ĝ = SU
(N)=ZN), one can fix fluxes in H2(X, ZN) (the

corresponding Stiefel–Whitney class is defined mod-
ulo N). One has, therefore, a family of partition
functions Zv(
), one for each magnetic flux v. The
SU(N) partition function is obtained by considering
the zero flux partition function (up to a constant
factor), while the (dual) SU(N)=ZN partition func-
tion is obtained by summing over all v, and both are
to be exchanged under 
 ! �1=
 . The action of
SL(2, Z) on the Zv should be compatible with this
exchange, and thus the 
 ! �1=
 operation mixes
the Zv by a discrete Fourier transform which, for
G = SU(N) reads

Zvð�1=
Þ ¼ ��ðX;GÞ
w
X

u

e2�iu�v=NZuð
Þ ½12�

We are now in a position to examine the (three)
twisted theories in some detail. For further details
and references, the reader is referred to

bi

Lozano
(1999).

The first twisted theory considered here possesses
only one scalar supercharge (and hence comes
under the name of ‘‘half-twisted theory’’). It is a
nonabelian generalization of the Seiberg–Witten
abelian monopole theory, but with the monopole
multiplets taking values in the adjoint representa-
tion of the gauge group. The theory can be
perturbed by giving masses to the monopole multi-
plets while still retaining its topological character.
The resulting theory is the twisted version of the
mass-deformed N = 4 theory, which preserves
N = 2 supersymmetry and whose low-energy effec-
tive description is known. This connection with
N = 2 theories, and its topological character,
makes it possible to go to the long-distance limit
and compute in terms of the twisted version of the
low-energy effective description of the supersym-
metric theory. Below, we review how the u-plane
approach works for gauge group SU(2).

The twisted theory for gauge group SU(2) has a
U(1) global symmetry (the ghost number) which
has an anomaly �3(2�þ 3
)=4 on gravitational
backgrounds (i.e., on curved manifolds). Nontrivial
topological invariants are thus obtained by con-
sidering the vacuum expectation value of products
of observables with ghost numbers adding up to
�3(2�þ 3
)=4. The relevant observables for this
theory and gauge group SU(2) or SO(3) are
precisely the same as in the Donaldson–Witten
theory (eqns [4] and [5]). In addition to this, it is
possible to enrich the theory by including sectors
with nontrivial nonabelian electric and magnetic ’t
Hooft fluxes which, as pointed out above, should
behave under SL(2, Z) duality in a well-defined
fashion.

Duality in Topological Quantum Field Theory 121



The generating function for these correlation
functions is given as an integration over the moduli
space of vacua of the physical theory (the u-plane),
which, for generic values of the mass parameter,
forms a one-dimensional complex compact manifold
(described by a complex variable customarily
denoted by u, hence the name), which parametrizes
a family of elliptic curves that encodes all the
relevant information about the low-energy effective
description of the theory. At a generic point in the
moduli space of vacua, the only contribution to the
topological correlation functions comes from a
twisted N = 2 abelian vector multiplet. Additional
contributions come from points in the moduli space
where the low-energy effective description is singu-
lar (i.e., where the associated elliptic curve
degenerates).

Therefore, the total contribution to the generating
function thus consists of an integration over the
moduli space with the singularities removed – which
is nonvanishing for bþ2 (X) = 1 (

bi

Moore and Witten
1998) only – plus a discrete sum over the contribu-
tions of the twisted effective theories at each of the
three singularities of the low-energy effective
description (

bi

Seiberg and Witten 1994a, b, c). The
effective theory at a given singularity contains,
together with the appropriate dual photon multiplet,
one charged hypermultiplet, which corresponds to
the state becoming massless at the singularity. The
complete effective action for these massless states
also contains certain measure factors and contact
terms among the observables, which reproduce the
effect of the massive states that have been integrated
out as well as incorporate the coupling to gravity
(i.e., explicit nonminimal couplings to the metric of
the 4-manifold). How to determine these a priori
unknown functions was explained in

bi

Moore and
Witten (1998). The idea is as follows. At points on
the u-plane where the (imaginary part of the)
effective coupling diverges, the integral is discontin-
uous at anti-self-dual abelian gauge configurations.
This is commonly referred to as ‘‘wall crossing.’’
Wall crossing can take place at the singularities of
the moduli space – the appropriate local effective
coupling 
eff diverges there – and, in the case of the
asymptotically free theories, at the point at infinity –
the effective electric coupling diverges owing to
asymptotic freedom.

On the other hand, the final expression for the
invariants can exhibit a wall-crossing behavior at
most at u!1, so the contribution to wall crossing
from the integral at the singularities at finite values
of u must cancel against the contributions coming
from the effective theories there, which also dis-
play wall-crossing discontinuities. Imposing this

cancelation fixes almost completely the unknown
functions in the contributions to the topological
correlation functions from the singularities. The
final result for the contributions from the singula-
rities (which give the complete answer for the
correlation functions when bþ2 (X) > 1) is written
explicitly and completely in terms of the funda-
mental periods da=du (written in the appropriate
local variables) and the discriminant of the elliptic
curve comprising the Seiberg–Witten solution for
the physical theory. For simply connected spin
4-manifolds of simple type the generating function
is given by

hepOþIðSÞiv ¼ 2ð�=2þð2�þ3
Þ=8Þm�ð3�þ7
Þ=8ð�ð
ÞÞ�12�

� ð�1Þ�
da

du

� ��ð�þ
=4Þ
1

e2pu1þS2T1

(

�
X

x

� x=2½ �;v nx eði=2Þðdu=daÞ1x�S

þ 2�b2=2ð�1Þ
=8ð�2Þ�
da

du

� ��ð�þ
=4Þ
2

� e2pu2þS2T2

X
x

ð�1Þv�x=2nx eði=2Þ du=dað Þ2x�S

þ 2�b2=2i�v2ð�3Þ�
da

du

� ��ð�þ
=4Þ
3

e2pu3þS2T3

�
X

x

ð�1Þv�x=2nxeði=2Þðdu=daÞ3x�S

)
½13�

where x is a Seiberg–Witten basic class (and nx is
the corresponding Seiberg–Witten invariant), m is
the mass parameter of the theory, �= (�þ 
)=4, v 2
H2(X, Z2) is a ’t Hooft flux, S is the formal
sum S = �a�a�a (and, correspondingly, I(S) =

P
a �a

I(�a), with I(�a) =
R

�a
W2), where {�a}a = 1,..., b2(X)

form a basis of H2(X) and �a are constant parameters,
while �(
) is the Dedekind function, �i = (du=
dqeff)u = ui

(with qeff = exp (2�i
eff), and 
eff is the
ratio of the fundamental periods of the elliptic curve),
and the contact terms Ti have the form

Ti ¼ �
1

12

du

da

� �2

i

þE2ð
Þ
ui

6
þm2

72
E4ð
Þ ½14�

with E2 and E4 the Einstein series of weights 2 and
4, respectively. Evaluating the quantities in [13]
gives the final result as a function of the physical
parameters 
 and m, and of topological data of X as
the Euler characteristic �, the signature 
 and the
basic classes x. The expression [13] has to be
understood as a formal power series in p and �a,
whose coefficients give the vacuum expectation
values of products of O= W0 and I(�a).
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The generating function [13] has nice properties
under the modular group. For the partition function Zv,

Zvð
 þ 1Þ ¼ ð�1Þ
=8i�v2

Zvð
Þ

Zvð�1=
Þ ¼ 2�b2=2ð�1Þ
=8 


i

� ���=2
�
X

w

ð�1Þw�vZwð
Þ
½15�

Also, with ZSU(2) = 2�1Zv = 0 and ZSO(3) =
P

v Zv,

ZSUð2Þð
 þ 1Þ ¼ ð�1Þ
=8ZSUð2Þð
Þ
ZSOð3Þð
 þ 2Þ ¼ ZSOð3Þð
Þ
ZSUð2Þð�1=
Þ ¼ ð�1Þ
=82��=2
��=2ZSOð3Þð
Þ

½16�

Notice that the last of these three equations
corresponds precisely to the strong–weak coupling
duality transformation conjectured by

bi

Montonen
and Olive (1977).

As for the correlation functions, one finds the
following behavior under the inversion of the coupling:

1

8�2
tr�2

� �SUð2Þ




¼ Oh iSUð2Þ

 ¼ 1


2
Oh iSOð3Þ
�1=


1

8�2

Z
S

tr 2�F þ  ^  ð Þ
� �SUð2Þ




¼ IðSÞh iSUð2Þ



¼ 1


2
IðSÞh iSOð3Þ

�1=


IðSÞIðSÞh iSUð2Þ

 ¼ 


i

� ��4
IðSÞIðSÞh iSOð3Þ

�1=


þ i

2�

1


3
Oh iSOð3Þ
�1=
 ]ðS \ SÞ

½17�

Therefore, as expected, the partition function of
the twisted theory transforms as a modular form,
while the topological correlation functions turn out
to transform covariantly under SL(2, Z), following a
pattern which can be reproduced with a far more
simple topological abelian model.

The second example considered next is the
bi

Vafa–
Witten (1994) theory. This theory possesses two
scalar supercharges, and has the unusual feature that
the virtual dimension of its moduli space is exactly
zero (it is an example of balanced TQFT), and
therefore the only nontrivial topological observable
is the partition function itself. Furthermore, the
twisted theory does not contain spinors, so it is well
defined on any compact, oriented 4-manifold.

Now this theory computes, with the subtleties
explained in

bi

Vafa and Witten (1994), the Euler
characteristic of instanton moduli spaces. In fact, in
this case in the generic partition function [10],

ZXðGÞ ¼ q�cðX;GÞ
X

k

qk�ðMkÞ ½18�

�(Mk) is the Euler characteristic of a suitable
compactification of the kth instanton moduli space
Mk of gauge group G in X.

As in the previous example, it is possible to consider
nontrivial gauge configurations in G/Center (G) and
compute the partition function for a fixed value of the
’t Hooft flux v 2 H2(X, �1(G)). In this case, however,
the Seiberg–Witten approach is not available, but, as
conjectured by Vafa and Witten, one can nevertheless
carry out computations in terms of the vacuum degrees
of freedom of the N = 1 theory which results from
giving bare masses to all the three chiral multiplets of
the N = 4 theory. It should be noted that a similar
approach was introduced by

bi

Witten (1994b) to obtain
the first explicit results for the Donaldson–Witten
theory just before the far more powerful Seiberg–
Witten approach was available.

As explained in detail by
bi

Vafa and Witten (1994),
the twisted massive theory is topological on Kähler
4-manifolds with h2, 0 6¼ 0, and the partition func-
tion is actually invariant under the perturbation. In
the long-distance limit, the partition function is
given as a finite sum over the contributions of the
discrete massive vacua of the resulting N = 1 theory.
In the case at hand, it turns that, for G = SU(N), the
number of such vacua is given by the sum of the
positive divisors of N. The contribution of each
vacuum is universal (because of the mass gap), and
can be fixed by comparing with known mathema-
tical results (

bi

Vafa and Witten 1994). However, this
is not the end of the story. In the twisted theory, the
chiral superfields of the N = 4 theory are no longer
scalars, so the mass terms cannot be invariant under
the holonomy group of the manifold unless one of
the mass parameters be a holomorphic 2-form !.
(Incidentally, this is the origin of the constraint
h(2, 0) 6¼ 0 mentioned above.) This spatially depen-
dent mass term vanishes where ! does, and we will
assume as in

bi

Vafa and Witten (1994) and
bi

Witten
(1994b) that ! vanishes with multiplicity 1 on
a union of disjoint, smooth complex curves
Ci, i = 1, . . . , n of genus gi which represent the
canonical divisor K of X. The vanishing of
! introduces corrections involving K whose precise
form is not known a priori. In the G = SU(2)
case, each of the N = 1 vacua bifurcates along each
of the components Ci of the canonical divisor
into two strongly coupled massive vacua. This
vacuum degeneracy is believed to stem from the
spontaneous breaking of a Z2 chiral symmetry
which is unbroken in bulk (see, e.g.,

bi

Vafa and
Witten (1994) and

bi

Witten (1994b)).
The structure of the corrections for G = SU(N)

(see [19] below) suggests that the mechanism at
work in this case is not chiral symmetry breaking.
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Indeed, near any of the Ci’s, there is an N-fold
bifurcation of the vacuum. A plausible explana-
tion for this degeneracy could be found in the
spontaneous breaking of the center of the gauge
group (which for G = SU(N) is precisely ZN). In
any case, the formula for SU(N) can be computed
(at least when N is prime) along the lines
explained by

bi

Vafa and Witten (1994) and assum-
ing that the resulting partition function satisfies a
set of nontrivial constraints which are described
below.

Then, for a given ’t Hooft flux v 2 H2(X, ZN), the
partition function for gauge group SU(N) (with
prime N) is given by

Zv ¼
X

e
�v;wNðeÞ
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��
�
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XN�1
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XN�1

�¼0

�m;�

�

� �1�gi

eð2i�=NÞ�v�½Ci�N

 !" #

� ei�ððN�1Þ=NÞmv2 Gð�mq1=NÞ
N2

� ��=2
½19�

where �= exp (2�i=N), G(q) = �(q)24 (with �(q) the
Dedekind function), �� are the SU(N) characters at
level 1 and �m,� are certain linear combinations
thereof. [Ci]N is the reduction modulo N of the
Poincaré dual of Ci, and

wNðeÞ ¼
Xn

i¼1

"i½Ci�N ½20�

where "i = 0, 1, . . . , N � 1 are chosen independently.
Equation [19] has the expected properties under

the modular group:

Zvð
 þ 1Þ ¼ eði�=12ÞNð2�þ3
Þe�i�ððN�1Þ=NÞv2

Zvð
Þ

Zvð�1=
Þ ¼ N�b2=2



i

� ���=2
�
X

u

eð2i�u�v=NÞZuð
Þ
½21�

and also, with ZSU(N) = Nb1�1Z0 and ZSU(N)=ZN
=P

v Zv,

ZSUðNÞð�1=
Þ ¼ N��=2



i

� ���=2
ZSUðNÞ=ZN

ð
Þ ½22�

which is, up to some correction factors that vanish in
flat space, the original Montonen–Olive conjecture!

There is a further property to be checked which
concerns the behavior of [19] under blow-ups. This
property was heavily used by

bi

Vafa and Witten
(1994) and demanding it in the present case was

essential in deriving the above formula. Blowing up
a point on a Kähler manifold X replaces it with a
new Kähler manifold bX whose second cohomology
lattice is H2(bX, Z) = H2(X, Z)� I�, where I� is the
one-dimensional lattice spanned by the Poincaré
dual of the exceptional divisor B created by the
blow-up. Any allowed ZN flux bv on bX is of the formbv = v� r, where v is a flux in X and r =�B,
�= 0, 1, . . . , N � 1. The main result concerning
[19] is that under blowing up a point on a Kähler
4-manifold with canonical divisor as above, the
partition functions for fixed ’t Hooft fluxes have a
factorization as

ZbX;bvð
0Þ ¼ ZX;vð
0Þ
��ð
0Þ
�ð
0Þ

½23�

Precisely the same behavior under blow-ups of the
partition function [19] has been proved for the
generating function of Euler characteristics of
instanton moduli spaces on Kähler manifolds. This
should not come as a surprise since, as mentioned
above, on certain 4-manifolds, the partition function
of Vafa–Witten theory computes the Euler charac-
teristics of instanton moduli spaces. Therefore, [19]
can be seen as a prediction for the Euler numbers of
instanton moduli spaces on those 4-manifolds.

Finally, the third twisted N = 4 theory also pos-
sesses two scalar supercharges, and is believed to be a
certain deformation of the four-dimensional BF
theory, and as such it describes essentially intersection
theory on the moduli space of complexified gauge
connections. In addition to this, the theory is ‘‘amphi-
cheiral,’’ which means that it is invariant to a reversal
of the orientation of the spacetime manifold. The
terminology is borrowed from knot theory, where an
oriented knot is said to be amphicheiral if, crudely
speaking, it is equivalent to its mirror image. From this
property, it follows that the topological invariants of
the theory are completely independent of the complex-
ified coupling constant 
 .

See also: Donaldson–Witten Theory; Electric–Magnetic
Duality; Hopf Algebras and q-Deformation Quantum
Groups; Large-N and Topological Strings; Seiberg–
Witten Theory; Topological Quantum Field Theory:
Overview.
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Introduction

The relations between thermodynamics and
dynamics are dealt with by statistical mechanics.
For a given dynamical system of Hamiltonian type
in a classical framework, it is usually assumed that a
dynamical foundation for equilibrium statistical
mechanics, namely for the use of the familiar
Gibbs ensembles, is guaranteed if one can prove
that the system is ergodic, that is, has no integrals of
motion apart from the Hamiltonian itself. One of
the main consequences is then that classical
mechanics fails in explaining thermodynamics at
low temperatures (e.g., the specific heats of crystals
or of polyatomic molecules at low temperatures, or
the black body problem), because the classical
equilibrium ensembles lead to equipartition of
energy for a system of weakly coupled oscillators,
against Nernst’s third principle. This is actually the
problem that historically led to the birth of quantum
mechanics, equipartition being replaced by Planck’s
law. At a given temperature T, the mean energy of
an oscillator of angular frequency ! is not kBT (kB

being the Boltzmann constant), and thus is not
independent of frequency (equipartition), but

decreases to zero exponentially fast as frequency
increases.

Thus, the problem of a dynamical foundation for
classical statistical mechanics would be reduced to
ascertaining whether the Hamiltonian systems of
physical interest are ergodic or not. It is just in this
spirit that many mathematical works were recently
addressed at proving ergodicity for systems of hard
spheres, or more generally for systems which are
expected to be not only ergodic but even hyperbolic.
However, a new perspective was opened in the year
1955, with the celebrated paper of Fermi, Pasta, and
Ulam (FPU), which constituted the last scientific
work of Fermi.

The FPU paper was concerned with numerical
computations on a system of N (actually, 32 or 64)
equal particles on a line, each interacting with the
two adjacent ones through nonlinear springs, certain
boundary conditions having been assigned (fixed
ends). The model mimics a one-dimensional crystal
(or also a string), and can be described in the
familiar way as a perturbation of a system of N
normal modes, which diagonalize the corresponding
linearized system. The initial conditions corre-
sponded to the excitation of only a few low-
frequency modes, and it was expected that energy
would rather quickly flow to the high-frequency
modes, thus establishing equipartition of energy, in
agreement with the predictions of classical equili-
brium statistical mechanics. But this did not occur
within the available computation times, and the
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energy rather appeared to remain confined within a
packet of low-frequency modes having a certain
width, as if being in a state of apparent equilibrium
of a nonstandard type. This fact can be called ‘‘the
FPU paradox.’’ In the words of Ulam, written as a
comment in Fermi’s Collected Papers, this is
described as follows: ‘‘The results of the computa-
tions were interesting and quite surprising to Fermi.
He expressed the opinion that they really constituted
a little discovery in providing intimations that the
prevalent beliefs in the universality of mixing and
thermalization in nonlinear systems may not be
always justified.’’

The FPU paper immediately had a very strong
impact on the theory of dynamical systems, because
it motivated all the modern theory of infinite-
dimensional integrable systems and solitons (KdV
equation), starting from the works of

bi

Zabusky and
Kruskal (1965). But in this way the FPU paradox
was somehow enhanced, because the FPU system
turned out to be associated to the class of
integrable systems, namely the systems having a
number of integrals of motion equal to the number
of degrees of freedom, which are in a sense the
most antithermodynamic systems. The merit of
establishing a bridge towards ergodicity goes to
Izrailev and Chirikov (1966). Making reference to
the most advanced results then available in the
perturbation theory for nearly integrable systems
(KAM theory), these authors pointed out that
ergodicity, and thus equipartition, would be recov-
ered if one took initial data with a sufficiently large
energy. And this was actually found to be the case.
Moreover, it turned out that their work, and its
subsequent completion by Shepelyanski, was often
interpreted as supporting the conjecture that the
FPU paradox would disappear in the thermody-
namic limit (infinitely many particles, with finite
density and energy density). The opposite conjec-
ture was advanced in the year 1970 by Bocchieri,
Scotti, Bearzi, and Loinger, and its relevance for the
relations between classical and quantum mechanics
was immediately pointed out by Cercignani,
Galgani, and Scotti. A long debate then followed.
Possibly, some misunderstandings occurred, because
in the discussions concerning the dynamical aspects
of the problem reference was generally made to
notions involving infinite times. In fact, it had not
yet been conceived that the FPU equilibrium might
actually be an apparent one, corresponding to some
type of intermediate metaequilibrium state. This
was for the first time suggested by researchers in
Parisi’s group in the year 1982. The analogy of
such a situation with that occurring in glasses was
pointed out more recently.

In the present article, the state of the art of the
FPU problem is discussed. The thesis of the present
authors is that the FPU phenomenon survives in the
thermodynamic limit, in the last mentioned sense,
namely that at sufficiently low temperatures there
exists a kind of metaequilibrium state surviving for
extremely long times. The corresponding thermo-
dynamics turns out to be different from the standard
one predicted by the equilibrium ensembles, inas-
much as it presents qualitatively some quantum-like
features (typically, specific heats in agreement with
Nernst’s third principle). The key point, with respect
to equilibrium statistical mechanics, is that the
internal thermodynamic energy should be identified
not with the whole mechanical energy, but only with
a suitable fraction of it, to be identified through its
dynamical properties, as was suggested more than a
century ago by Boltzmann himself, and later by
Nernst.

Here, it is first discussed why nearly integrable
systems can be expected to present the FPU phenom-
enon. Then the latter is illustrated. Finally, some hints
are given for the corresponding thermodynamics.

Nearly Integrable versus Hyperbolic
Systems, and the Question of the Rates
of Thermalization

As mentioned above, it is usually assumed that the
problem of providing a dynamical foundation to
classical statistical mechanics is reduced to the
mathematical problem of ascertaining whether the
Hamiltonian systems of physical interest are ergodic
or not. However, there remains open a subtler
problem. Indeed, the notion of ergodicity involves
the limit of an infinite time (time averages should
converge to ensemble averages as t!1), while
intermediate times might be relevant. In this
connection it is convenient to distinguish between
two classes of dynamical systems, namely the
hyperbolic and the nearly integrable ones.

The first class, in a sense the prototype of chaotic
systems, should include the systems of hard spheres
(extensively studied after the classical works of
Sinai), or more generally the systems of mass points
with mutual repulsive interactions. For such systems
it can be expected that the time averages of the
relevant dynamical quantities in an extremely short
time converge to the corresponding ensemble
averages, so that the classical equilibrium ensembles
could be safely used.

A completely different situation occurs for the
dynamical systems such as the FPU systems, which
are nearly integrable, that is, are perturbations of
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systems having a number of integrals of motion
equal to the number of degrees of freedom. Indeed,
in such a case ergodicity means that the addition of
an interaction, no matter how small, makes an
integrable system lose all of its integrals of motion,
apart from the Hamiltonian itself. And, in fact, this
quite remarkable property was already proved to be
generic by Poincaré, through a set of considerations
which had a fundamental impact on the theory of
dynamical systems itself. In view of its importance
for the foundations of statistical mechanics, the
proof given by Poincaré was reconsidered by Fermi,
who added a subtle contribution concerning the role
of single invariant surfaces. It is just to such a paper
that Ulam makes reference in his comment to the
FPU work mentioned above, when he says: ‘‘Fermi’s
earlier interest in the ergodic theory is one motive’’
for the FPU work.

The point is that the picture which looks at the
ergodicity induced on an integrable system by the
addition of a perturbation, no matter how small,
somehow lacks continuity. One might expect that,
in situations in which the nonlinear interaction
which destroys the integrals of motion is very small
(i.e., at low temperatures), the underlying integrable
structure should somehow be still appreciable, in
some continuous way. In fact, continuity should be
recovered by making a question of times, namely by
considering the rates of thermalization (to use the
very FPU phrase), or equivalently the relaxation
times, namely the times needed for the time averages
of the relevant dynamical quantities to converge to
the corresponding ensemble averages. By continuity,
one clearly expects that the relaxation times diverge
as the perturbation tends to zero. But more
complicated situations might occur, as, for example,
the existence of two (or more) relevant timescales.
The point of view that timescales of different orders
of magnitude might occur in dynamical systems
(with the exhibition of an interesting example) and
that this might be relevant for statistical mechanics,
was discussed by Poincaré himself in the year 1906.
Indeed, he denotes as ‘‘first-order very large time’’ a
time which is sufficient for a system to reach a
‘‘provisional equilibrium,’’ whereas he denotes as
‘‘second-order very large time’’ a time which is
necessary for the system to reach its ‘‘definitive
equilibrium.’’

The FPU Phenomenon: Historical and
Conceptual Developments

We now illustrate the FPU phenomenon, following
essentially its historical development. We will make

reference to Figures 1–8, which are the results of
numerical integrations of the FPU dynamical system.
If x1, . . . , xN denote the positions of the particles (of
unitary mass), or more precisely the displacements
from their equilibrium positions, and pi the corre-
sponding momenta, the Hamiltonian is

H ¼
XN
i¼1

p2
i

2
þ
XNþ1

i¼1

VðriÞ

where ri = xi � xi�1 and one has taken a potential
V(r) = r2=2þ �r3=3þ �r4=4 depending on two
positive parameters � and �. Boundary conditions
with fixed ends, namely x0 = xNþ1 = 0, are consid-
ered. We recall that the angular frequencies
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Figure 1 The FPU paradox: normal-mode energies Ej versus

time (left) and energy spectrum, namely time average of Ej

versus j (right) for three different timescales. The energy, initially

given to the lowest-frequency mode, does not flow to the high-

frequency modes within the accessible observation time. Here,

N = 32 and E = 0:05.
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of the corresponding normal modes are !j = 2 sin
[ j�=2(N þ 1)], with j = 1, . . . , N; it is thus conve-
nient to take as time unit the value �, which is
essentially, for any N, the period of the fastest
normal mode.

The original FPU result is illustrated in Figures 1
and 2. Here N = 32,�= �= 1=4, and the total
energy is E = 0.05; the energy was given initially to
the first normal mode (with vanishing potential
energy). Three timescales (increasing from top to
bottom) are considered, the top one corresponding
to the timescale of the original FPU paper. In the
boxes on the left the energies Ej(t) of modes j are
reported versus time (j = 1, . . . , 8 at top, j = 1 at
center and bottom). In the boxes on the right we
report the corresponding spectra, namely the time
average (up to the respective final times) of the
energy of mode j versus j, for 1 � j � N. In Figure 2
we report, for the same run of Figure 1, the time
averages of the energies of the various modes versus
time; this figure corresponds to the last one of the
original FPU work. The facts to be noticed in
connection with these two figures are the following:
(1) the spectrum (namely the distribution of energy
among the modes, in time average) appears to have
relaxed very quickly to some form, which remains
essentially unchanged up to the maximum observed
time; (2) there is no global equipartition, but only a
partial one, because the energy remains confined
within a group of low-frequency modes, which form
a small packet of a certain definite width; and (3)
the time evolutions of the mode energies appear to
be of quasiperiodic type, since longer and longer
quasiperiods can be observed as the total time
increases.
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Figure 3 The Izrailev–Chirikov contribution: for a fixed obser-

vation time, equipartition is attained if the initial energy E is high

enough. Here, from top to bottom, E = 0:1, 1, 10.
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After the works of Zabusky and Kruskal, by
which the FPU system was somehow assimilated to
an integrable system, the bridge toward ergodicity
was made by

bi

Izrailev and Chirikov (1966), through
the idea that there should exist a stochasticity
threshold. Making reference to KAM theory, which
had just been formulated in the framework of
perturbation theory for nearly integrable systems,
their main remark was as follows. It is known that
KAM theory, which essentially guarantees a beha-
vior similar to that of an integrable system, applies
only if the perturbation is smaller than a certain
threshold; on the other hand, in the FPU model the
natural perturbation parameter is the energy E of
the system. Thus, the FPU phenomenon can be
expected to disappear above a certain threshold
energy Ec. This is indeed the case, as illustrated in
Figures 3 and 4. The parameters �, � and the class of
initial data are as in Figure 1. In Figure 3 the total
time is kept fixed (at 10 000 units), whereas the
energy E is increased in passing from top to bottom,
actually from E = 0.1 to E = 1 and E = 10. One sees
that at E = 10 equipartition is attained within the
given observation time; correspondingly, the motion
of the modes visually appears to be nonregular. The
approach to equipartition at E = 10 is clearly
exhibited in Figure 4, where the time averages of
the energies are reported versus time.

There naturally arose the problem of the depen-
dence of the threshold Ec on the number N of degrees
of freedom (and also on the class of initial data).
Certain semianalytical considerations of Izrailev and
Chirikov were generally interpreted as suggesting
that the threshold should vanish in the thermody-
namic limit for initial excitations of high-frequency
modes. Recently, Shepelyanski completed the analy-
sis by showing that the threshold should vanish also
for initial excitations of the low-frequency modes, as
in the original FPU work (see, however, the
subsequent paper by Ponno mentioned below). If
this were true, the FPU phenomenon would dis-
appear in the thermodynamic limit. In particular,
the equipartition principle would be dynamically
justified at all temperatures.

The opposite conjecture was advanced by
bi

Bocchieri et al. (1970). This was based on numerical
calculations, which indicated that the energy thresh-
old should be proportional to N, namely that the FPU
phenomenon persists in the thermodynamic limit
provided the specific energy �= E=N is below a
critical value �c, which should be definitely nonvan-
ishing. Actually, the computations were performed
on a slightly different model, in which nearby
particles were interacting through a more physical
Lennard-Jones potential. By taking concrete values

having a physical significance, namely the values
commonly assumed for argon, for the threshold of
the specific energy they found the value �c ’ 0.04V0,
where V0 is the depth of the Lennard-Jones potential
well. This corresponds to a critical temperature of the
order of a few kelvin. The relevance of such a
conjecture (persistence of the FPU phenomenon in the
thermodynamic limit) was soon strongly emphasized
by Cercignani, Galgani, and Scotti, who also tried to
establish a connection between the FPU spectrum and
Planck’s distribution.

Up to this point, the discussion was concerned
with the alternative whether the FPU system is
ergodic or not, and thus reference was made to
properties holding in the limit t!1. Correspond-
ingly, one was making reference to KAM theory,
namely to the possible existence of surfaces (N-
dimensional tori) which should be dynamically
invariant (for all times). The first paper in which
attention was drawn to the problem of estimating
the relaxation times to equilibrium was by

bi

Fucito
et al. (1982). The model considered was actually a
different one (the so-called �4 model), but the results
can also be extended to the FPU model. Analytical
and numerical indications were given for the
existence of two timescales. In a short time the
system was found to relax to a state characterized by
an FPU-like spectrum, with a plateau at the low
frequencies, followed by an exponential tail. This,
however, appeared as being a sort of metastable
state. In their words: ‘‘The nonequilibrium spectrum
may persist for extremely long times, and may be
mistaken for a stationary state if the observation
time is not sufficiently long.’’ Indeed, on a second
much larger timescale the slope of the exponential
tail was found to increase logarithmically with time,
with a rate which decreases to zero with the energy.
This is an indication that the time for equipartition
should increase as an exponential with the inverse of
the energy.

This is indeed the picture that the present authors
consider to be essentially correct, being supported
by very recent numerical computations, and by
analytical considerations. Curiously enough, how-
ever, such a picture was not fully appreciated until
quite recently. Possibly, the reason is that the
scientific community had to wait until becoming
acquainted with two relevant aspects of the theory
of dynamical systems, namely Nekhoroshev theory
and the relations between KdV equation and
resonant normal-form theory.

The first step was the passage from KAM theory
to Nekhoroshev theory. Let us recall that, whereas
in KAM theory one looks for surfaces which are
invariant (for all times), in Nekhoroshev theory one
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looks instead for a kind of weak stability involving
finite times, albeit ‘‘extremely long’’ ones, as they
are found to increase as stretched exponentials with
the inverse of the perturbative parameter. Thus, one
meets with situations in which one can have
instability over infinite times, while having a kind
of practical stability up to exponentially long times.
Notice that Nekhoroshev’s theory was formulated
only in the year 1974, and that it started to be
known in the West only in the early 1980s, just
because of its interest for the FPU problem. Another
interesting point is that just in those years one
started to become acquainted with a related histor-
ical fact. Indeed, the idea that equipartition might
require extremely long times, so that one would be
confronted with situations of a practical lack of
equipartition, has in fact a long tradition in
statistical mechanics, going back to Boltzmann and
Jeans, and later (in connection with sound disper-
sion in gases of polyatomic molecules) to Landau
and Teller.

In this way the idea of the existence of extremely
long relaxation times to equipartition came to be
accepted. The ingredient that was still lacking is the
idea of a quick relaxation to a metastable state. The
importance of this should not be overlooked.
Indeed, without it one cannot at all have a
thermodynamics different from the standard equili-
brium one corresponding to equipartition. This was
repeatedly emphasized, against Jeans, by Poincaré
on general grounds and by Nernst on empirical
grounds. The full appreciation of this latter ingre-
dient was obtained quite recently (although it had
been clearly stated by

bi

Fucito et al. (1982)). A first
hint in this direction came from the realization
(see Figure 5) of a deep analogy between the FPU
phenomenon and the phenomenology of glasses.
Then there came a strong numerical indication by
Berchialla, Galgani, and Giorgilli. Finally, from the
analytical point of view, there was a suitable
revisitation (by Ponno) of the traditional connection
between the FPU system and the KdV equation
with its solitons. The relevant points are the
following: (1) the KdV equation describes well the
solutions of the FPU problem (for initial data of FPU
type) only on a ‘‘short’’ timescale, which increases as
a power of 1=�, and so describes only a first process
of quick relaxation; (2) the corresponding spectrum
has a very definite analytical form, the energy being
spread up to a maximal frequency �!(�) ’ �1=4 and
then decaying exponentially; and (3) the relevant
formulas contain the energy only through the
specific energy �, and thus can be expected to hold
also in the thermodynamic limit. It should be
mentioned, however, that all the results of an

analytic type mentioned above have a purely formal
character, because up to now none of them was
proved, in the thermodynamic limit, in the sense of
rigorous perturbation theory. This requires a suita-
ble readaptation of the known techniques, which is
currently being obtained both in connection with
Nekhoroshev’s theorem (in order to explain the
extreme slowness of a possible final approach to
equilibrium) and in connection with the normal-
form theory for partial differential equations (in
order to explain the fast relaxation to the metaequi-
librium state).

In conclusion, for the case of initial conditions of
the FPU type (excitation of a few low-frequency
modes) the situation seems to be as follows. The first
phenomenon that occurs in a ‘‘short’’ time (of the
order of (1=�)3=4 is a quick relaxation to the
formation of what can be called a ‘‘natural packet’’
of low-frequency modes extending up to a certain
maximal frequency �! ’ �1=4. This is a phenomenon
which has nothing to do with any diffusion in phase
space. In fact, it shows up also for an integrable
system such as a Toda lattice (as will be illustrated
below), and should be described by a suitable
resonant normal form related to the KdV equation.
One has then to take into account the fact that the
domain of the frequencies in the FPU model is
bounded (! < 2 in the chosen units). Now, as the
function �!(�) is monotonic, this fact leads to the
existence of a critical value �c of the specific energy
�, defined by �!(�c) = 2. Indeed, for � > �c the quick
relaxation process leads altogether to equipartition.
Below the threshold, instead, the same quick process
leads to the formation of an FPU-like spectrum,
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involving only modes of sufficiently low frequency.
This should, however, be a metastable state (which
might be mistaken for a stationary one), which
should be followed, on a second timescale, by a
relaxation to the final equilibrium, through a sort
of Arnol’d diffusion requiring extremely long
Nekhoroshev-like times. This is actually the way in
which the old idea of a threshold, originally
conceived in terms of KAM tori, is now recovered
even for ergodic systems, in terms of timescales.

The existence of a process of quick relaxation,
and of a threshold in the above-mentioned sense, is
illustrated in Figures 6 and 7. In Figure 6 the lower
part refers to the FPU model, while the upper one
refers to a corresponding Toda model. The latter is
in a sense the prototype of an integrable nonlinear
system; with respect to the FPU case, the difference
is that the potential V(r) is now exponential. The

parameters of the exponential were chosen so that
the two models coincide up to cubic terms in the
potential. With the energy given to the lowest-
frequency mode, the figure shows the time needed in
order that energy spreads up to a mode �k, for several
values of �k, as a function of �. It is seen that in the
Toda model (top) there is formed a packet extending
up to rather well-defined width, and that this occurs
within a relaxation time increasing as a power of
1=�. An analogous phenomenon occurs for the FPU
model (bottom). The only difference is that, below a
critical specific energy �c ’ 0.1, there exists a
subsequent relaxation time to equipartition, which
involves a time growing faster than any inverse
power of �. Such a second phenomenon is due to the
nonintegrable character of the FPU model. In
Figure 7 the width of the natural packet for the
FPU model is exhibited, by reporting the frequency
�! of its highest mode as a function of �. As one sees,
the numerical results clearly indicate the existence of
a relation �! ’ �1=4, which holds for a number of
degrees of freedom N ranging from 8 to 1023. This
is actually the law which is predicted by resonant
normal-form theory.

Boltzmann and Nernst Revisited

All the results illustrated above refer to initial data
of FPU type, namely with an excitation of a few
low-frequency modes. However, from the point of
view of statistical mechanics, such initial data are
exceptional, and one should rather consider initial
data extracted from the Gibbs distribution at a
certain temperature. One can then couple the FPU
system to a heat bath at a slightly different
temperature, and look at the spectrum of the FPU
system after a certain time. The result, for the case
of a heat bath at a higher temperature, is shown in
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Figure 8. Clearly, here one has a situation similar to that
occurring for initial data of FPU type, because only a
packet of low-frequency modes exhibits a reaction, each
of its modes actually adapting itself to the temperature
of the bath, whereas the high-frequency modes do not
react at all, that is, remain essentially frozen.

This capability of reacting to external disturbances
(which seems to pertain only to a fraction of the
mechanical energy initially inserted into the system)
can be characterized in a quantitative way through an
estimate of the fluctuations of the total energy of the
FPU system. This is indeed the sense of the fluctuation–
dissipation theorem, the precursor of which is perhaps
the contribution of Einstein to the first Solvay
conference (1911). Through such a method, the
specific heat of the FPU system is estimated (apart
from a numerical factor) by the time average of [E(t)�
E(0)]2, where E(t) is the energy, at time t, of the FPU
system in dynamical contact with a heat bath (at the
same temperature from which the initial data are
extracted). Usually, in the spirit of ergodic theory, one
looks at the infinite-time limit of such a quantity. But
in the spirit of the metastable picture described above,
one can check whether the time average presents a
previous stabilization to some value smaller than the
one predicted at equilibrium. Such a result, which is in
qualitative agreement with the third principle, has
indeed been obtained (by Carati and Galgani) recently.

In conclusion, in situations of metaequilibrium such
as those existing in the FPU model at low tempera-
tures, a thermodynamics can still be formulated.
Indeed, by virtue of the quick relaxation process
described above, the time averages of the relevant
quantities are found to stabilize in rather short times.
In this way, one overcomes the critique of Poincaré to
Jeans, namely that one cannot have a thermodynamics
at all if reference is made only to the existence of
extremely long relaxation times to the final equili-
brium. A relaxation to a ‘‘provisional equilibrium’’
within a ‘‘first-order very large time’’ (to quote
Poincaré) is required . The difference with respect to
the standard equilibrium thermodynamics relies now
in the mechanical interpretation of the first principle.
Indeed, the internal thermodynamic energy is identi-
fied not with the whole mechanical energy, but just
with that fraction of it which is capable of reacting in
short times to the external perturbations.

This is the way in which the old idea of Boltzmann
(and Jeans) might perhaps be presently implemented.
For what concerns the fraction of the mechanical energy
which is not included in the thermodynamic internal
energy, as not being able to react in relatively short
times, this should somehow play the role of a zero-point
energy. This was suggested in the year 1971 by C
Cercignani. But in fact, such a concept was put forward
by Nernst himself in an extremely speculative work in
1916, where he also advanced the concept that, for a
system of oscillators of a given frequency, there should
exist both dynamically ordered (geordnete) and dyna-
mically chaotic (ungeordnete) motions, the latter being
prevalent above a certain energy threshold. According to
him, this fact should be relevant for a dynamical
understanding of the third principle and of Planck’s law.

It is well known that the modern theory of
dynamical systems has led to familiarity with the
(sometimes abused) notions of order and chaos and of
a transition between them. One might say that the FPU
work just forced the scientific community to take into
account such notions in connection with the principle
of equipartition of energy. It is really fascinating to see
that the same notions, with the same terminology, had
already been introduced much earlier on purely
thermodynamic grounds, in connection with the
relations between classical and quantum mechanics.

See also: Boundary Control Method and Inverse Problems
of Wave Propagation; Central Manifolds, Normal Forms;
Ergodic Theory; Fourier Law; Gravitational N-body
Problem (Classical); Newtonian Fluids and
Thermohydraulics; Nonequilibrium Statistical Mechanics:
Interaction between Theory and Numerical Simulations;
Quantum Statistical Mechanics: Overview; Regularization
for Dynamical Zeta Functions; Stability Theory and KAM;
Toda Lattices; Weakly Coupled Oscillators.
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Introduction

The purpose of this article is to describe some basic
problems related to the interplay between dynamical
systems and mathematical physics. Since it is
impossible to be exhaustive in these topics, the
focus here is on water-wave models. These mathe-
matical models are described by partial differential
equations that can be understood as dynamical
systems in a suitable infinite-dimensional phase
space.

We will not address the original equations for
two-dimensional (2D) surface water waves, even if
we know that dynamical-system methods can help
to exhibit some solitary waves for the equations.
The reader is referred to relevant articles in this
encyclopedia for details. Another approach is to
seek these 2D surface water waves as saddle points
for some Hamiltonians, which too is discussed
elsewhere in this work.

This article presents these arguments on some
asymptotical models for the propagation of surface
water waves.
Asymptotical Models in Hydrodynamics

To begin with, consider an irrotational fluid in a
canal that is governed by the Euler equations and
that is subject to gravitational forces. For a canal of
finite depth, Boussinesq (1877) and Korteweg–de
Vries (KdV) (1890) obtained the following model
for unidirectional long waves:

ut þ ux þ uxxx þ uux ¼ 0 ½1�

Sometimes we drop the ux term on the left-hand side
of [1], thanks to a suitable change of coordinates.
Alternatively, we can also deal with the so-called
generalized KdV equation, which reads

ut þ uxxx þ ukux ¼ 0 ½2�

where k is a positive integer. There are also other
models designed to represent long waves in shallow
water. Let us introduce the regularized long-wave
equation (also referred to as the Benjamin–Bona–
Mahony equation) that reads

ut � utxx þ ux þ uux ¼ 0 ½3�

or the Camassa–Holm equation

ut � utxx þ 3uux ¼ 2uxuxx þ uuxxx ½4�

For deep water, a well-known model was intro-
duced by Zakharov (1968)

iut þ uxx þ "juj2u ¼ 0 ½5�

which describes the slow modulations of wave
packets. Here the unknown u(x, t) takes values in
C, and this nonlinear Schrödinger equation is in
fact a system. In these equations, " is either 1 or
�1; throughout this article, we shall refer to the
former case as the focusing case and to the latter



as the defocusing case. We may also substitute
juj2pu in the nonlinear term in [5] to obtain
alternate models.

The variable t represents the time and the space
variable x belongs either to R or to a finite interval
when we are dealing with periodic flows.

The above models are intended to describe the
propagation of unidirectional waves. For two-way
waves, see

bi

Bona et al. (2002).
Actually, these equations feature particular solu-

tions, the so-called traveling waves. Let us recall, for
instance, that for generalized KdV equation [2] these
solutions are

uðt; xÞ ¼ Qcðx� ctÞ ½6�

QcðxÞ ¼ c1=pQð
ffiffiffi
c
p

xÞ ½7�

QðxÞ ¼ ð3 ch�2ðpxÞÞ1=p ½8�

These so-called solitons (Figure 1) move to the right
without changing their shape; c is the speed of
propagation. In real life, this phenomenon was
observed by Russel (1834). Riding his horse, he
was able to follow for miles the propagation of such
a wave on the canal from Edinburgh to Glasgow.
On the other hand, Camassa–Holm equations are
designed to describe the propagation of peaked
solitons as shown in Figure 2.

Focusing nonlinear Schrödinger equations also
feature solitary waves that read u!(t, x) =
exp(i!t)Q(x), where Q is solution to

Qxx � !QþQ2pþ1 ¼ 0 ½9�

There are numerous examples of equations or
systems of equations that model 2D surface water
waves. Among all these models, a first issue is to
identify the relevant models insofar as the dynamical
properties are concerned. Indeed, we address here
the question of stability of solitary waves (up to the
symmetries of the equation). For instance, the
orbital stability for cubic Schrödinger reads: for
any " > 0, there exists a neighborhood � of u!(x, 0)
such that any trajectory starting from � satisfies

suptinf�infyjjuðtÞ � expði�Þu!ðt; :� yÞjjH1 � " ½10�

Another issue consists in the interaction of N
solitons.

bi

Schneider and Wayne (2000) have
addressed the issue of the validity of water-wave
models when this interaction is concerned.

Assume now that the validity of these models is
granted. To consider [1] or [5] as a dynamical
system, the next issue is then to consider the initial-
value problem.

The Initial-Value Problem

Let us supplement these equations with initial
data u0 in some Sobolev space. We shall consider
either

HsðRÞ ¼ u;

Z
R

ð1þ j�j2Þsjûð�Þj2 d� < þ1
� �

½11�

in the case where x belongs to the whole line, or the
corresponding Sobolev space with periodic bound-
ary conditions. It should be examined whether these
equations provide a continuous flow S(t) : u0 ! u(t)
in these functional spaces (at least locally in time).
We would like to point out that for each Sobolev
space under consideration, we may have a different
flow. This fact is at the heart of infinite-dimensional
dynamical systems.

The initial-value problem was a challenge for
decades for low norms, that is for small s. The last
breakthrough was performed by Bourgain (1993).
Let us present the method for KdV equation.
Consider U(t)u0 the solution of the Airy equation

ut þ uxxx ¼ 0; uð0Þ ¼ u0 ½12�

Without going into further details, the idea is to
perform a fixed-point argument to the Duhamel’s
form of the equation,

uðtÞ ¼ UðtÞu0 �
1

2

Z t

0

Uðt � sÞ@xðu2ðsÞÞds ½13�

Figure 1 A soliton.

Figure 2 Peaked soliton.
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in a suitable mixed-spacetime Banach space whose
norm reads kU(�t)u(t, x)kHb

t H�
x
. This relies on fine

properties in harmonic analysis. Thanks to this
method, we know that the Schrödinger equation
[5] and the KdV equation [1] are well-posed in,
respectively, Hs(R), s � 0 and Hs(R), s > �3/4,
locally in time. For the periodic case, the results
are slightly different. We would like to point out
that both KdV and nonlinear Schrödinger equations
provide semigroups S(t) that do not feature smooth-
ing effect. A trajectory that starts from Hs remains
in Hs; indeed, we can also solve these partial
differential equations backward in time.

The next issue is to determine if these flows are
defined for all times. Loosely speaking, the follow-
ing alternative holds true: either the local flow in Hs

extends to a global one, or some blow-up phenom-
enon occurs, that is, jjS(t)u0jjHs collapses in finite
time.

To this end, let us observe that, for instance, the
mass

R
R ju(x)j2 dx is conserved for both KdV and

nonlinear Schrödinger flows. Therefore, one can
prove that the solutions in L2 are global in time. It is
worthwhile to observe that the Bourgain method
also provides some global existence results below
the energy norm.

Consider now the flow of the solutions in H1. The
second invariant for nonlinear Schrödinger equa-
tions reads

Z
R

juxðxÞj2dx� "

pþ 1
juðxÞj2pþ2dx ½14�

Therefore, the local solutions in H1 extend to global
ones in the defocusing case ("=� 1). In the focusing
case, the situation is more contrasted. The solution
is global if the nonlinearity is less than an H1-critical
value (p = 2 for Schrödinger, and k = 4 for general-
ized KdV equation). This critical value depends on
some Sobolev embeddings as

Z
R

juðxÞj2pþ2dx � Cpkukpþ1
L2 kuxkp

L2 ½15�

Therefore, since the mass is constant, the second
invariant controls the H1 norm of the solution if
p < 2. Note that the critical power of the nonlinear-
ity depends also on the dimension of the space; it is
the cubic Schrödinger that is critical in H1(R2). It is
well known that, for some initial data, blow-up
phenomena can occur for 2D cubic Schrödinger
equations. Moreover, the behavior of blow-up
solutions is more or less understood. This analysis
was performed using the conformal invariance of
the equation. For quintic Schrödinger equation,

which is critical in 1D, this conformal invariance
states that if u(t, x) is solution, then

vðt; xÞ ¼ jtj�1=2 exp
ix2

4t

� �
�u

1

t
;
x

t

� �
½16�

is also solution.
On the other hand, for the generalized KdV

equation, there is no conformal invariance and the
blow-up issue had been open for years. There was
some numerical evidence that blow-up can occur for
k = 4. Recently,

bi

Martel and Merle (2002) have given
a complete description of the blow-up profile for
this equation. Their methods are quite complex and
rely on an ejection of mass at infinity in a suitable
coordinate system.

In the discussion so far we have presented some
quantities that are invariant by the flow of the
solutions. This is related to the Hamiltonian
structure of the dynamical systems under
consideration.

Hamiltonian Systems in Hydrodynamics

The study of Hamiltonian systems has developed
beyond celestial mechanics (the famous n-body
problems) to other fields in mathematical physics.
We focus here on dynamical systems that read

ut ¼ J
@

@u
HðuÞ ½17�

where H is the Hamiltonian and J some skew-
symmetric operator. For instance, [1] is a Hamiltonian
system with J = @x (i.e., an unbounded skew-
symmetric operator) and

HðuÞ ¼ 1

2

Z
u2 � u2

x

� �
dxþ 1

6

Z
u3dx ½18�

There is a subclass of Hamiltonian systems that
are integrable by inverse-scattering methods. For
instance, [1] belongs to this class. Indeed, these
methods give a complete description of the asymp-
totics when t ! �1. It is well known (Deift and
Zhou 1993) that, asymptotically, any solution to
KdV equation consists of a wave train moving to the
right in the physical space up to a dispersive part
moving to the left.

On the other hand, a generic Hamiltonian system
is not integrable. The study of the asymptotics and
of the dynamical properties of such a system
deserves another analysis. We say that a system
features asymptotic completeness if there exist uþ
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and u� such that the solution u(t) of [17] supple-
mented with initial data u0 satisfies

kuðtÞ �UðtÞuþk ! 0 ½19�

kuðtÞ �UðtÞu�k ! 0 ½20�

when, respectively, t ! þ1 or t ! �1. Here
U(t)u0 is the solution of the free equation, that is,
the associated linear equation, supplemented with
initial data u0; for instance, the Airy equation is the
free equation related to the KdV equation. The
operators u� ! u0 ! uþ are called wave opera-
tors. This is related to the Bohr’s transition in
quantum mechanics. Loosely speaking, we are able
to prove these scattering properties for high powers
in the nonlinearity for subcritical defocusing Schrö-
dinger equations.

The asymptotics of trajectories can be more
complicated. Let us recall that the stability of
traveling waves is also an important issue in under-
standing the dynamical properties of these models.
For instance, let us point out that Martel and Merle
proved the asymptotic stability of the sum of N
solitons for KdV in the subcritical case.

Beyond these asymptotics we are interested in the
case where the permanent regime is chaotic (or
turbulent). A scenario is that there exist quasiper-
iodic solutions of arbitrarily order N for the system
under consideration. The next challenge about these
Hamiltonian systems is to apply the Kolmogorov–
Arnol’d–Moser theory to exhibit this type of
solutions to systems like [17]. Here we restrict our
discussion to the case of bounded domains, with
either periodic or homogeneous Dirichlet conditions.
Then, let us introduce the following definition: a
solution is quasiperiodic if there exist a finite
number N of frequencies !k such that

uðt; xÞ ¼
XN
l¼1

ulðxÞ expði!ktÞ ½21�

This extends the case of periodic solutions
(N = 1), which are isomorphic to the torus. To
prove the existence of such structures, one idea is
then to imbed N-dimensional invariant tori into the
phase space of solutions. One may approximate the
infinite-dimensional Hamiltonian by a sequence of
finite ones and consider the convergence of iterated
symplectic transformations, or one solves directly
some nonlinear functional equation. Actually, the
difficulty is that resonances can occur. Resonances
occur when there are some linear combinations of
the frequencies that vanish (or that are arbitrarily
close to 0). This introduces a small divisor problem

in a phase space that has infinite dimension. To
overcome these difficulties, a Nash–Moser scheme
can be implemented (

bi

Craig 1996). There are
numerous such open problems. For instance, let us
observe that known results are essentially only for
the case where the dimension of the ambient space
is 1. On the other hand, quasiperiodic solutions
correspond to N-dimensional invariant tori for the
flow of solutions; one may seek for Lagrangian
invariant tori that correspond to the case where
N = þ1. Current research is directed towards
extending this analysis.

Another issue is to seek invariant measures for these
Hamiltonian dynamical systems, as in statistical
mechanics. Bourgain was successful in performing
this analysis for some nonlinear Schrödinger equations
either in the case of periodic boundary conditions or in
the whole space. This result is an important step in the
ergodic analysis of our Hamiltonian dynamical sys-
tems. This could explain the Poincaré recurrence
phenomena observed numerically for these types of
equations: some particular solutions seem to come
back to their initial state after a transient time. This
point will not be developed here.

All these results are properties of conservative
dynamical systems. We now address the case when
some dissipation takes place.

Dissipative Water-Wave Models

To model the effect of viscosity on 2D surface water
waves, we go back to a flow governed by the
Navier–Stokes equations and we proceed to obtain
damped equations (Ott and Sudan 1970, Kakutani
and Matsuuchi 1975). In fact, the damping in KdV
equations can be either a diffusion term that leads to
study the equation

ut þ uxxx þ uux ¼ �uxx ½22�

where � is a positive number analogous to the
viscosity, or a zero-order term � �u on the right-
hand side of [22]. In the first case, we obtain a
KdV–Burgers equation that has some smoothing
effect in time. In the second case, we have a zero-
order dissipation term. A nonlocal term would be
�F�1(j�j2�û(�)) for � 2 [0, 1], where F (u) = û
denotes the Fourier transform of u.

A first issue concerning damped water-wave
equations is to estimate the decay rate of the
solutions towards the equilibrium (no decay) when
t ! þ1. For [22] the ultimate result is that, for
initial data u0 2 L1(R) \ L2(R), the L2 norm of the
solution decays like t�1=4 (Amick et al. 1989).
Energy methods have been developed to handle
these problems, as the Shonbeck’s splitting method.
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The center manifold theory is another approach
that is employed in dynamical systems. The aim is
to prove the existence of a finite-dimensional
manifold that is invariant (in a neighborhood of
the origin) by the flow of the solutions and that
attracts the other trajectories with high speed.
Therefore, this manifold, and the trajectories
therein, monitor the decay rate of the solutions
towards the origin. The construction of such a
manifold relies on splitting properties of the
spectrum of the associated linearized operator
(

bi

Gallay and Wayne 2002). Using a suitable change
of variables (that moves the continuous spectrum
away from the origin), Gallay and Wayne were able
to construct such a manifold in an infinite-dimen-
sional phase space.

Another issue is the understanding of the dynamics
for damped–forced water-wave equations as

ut þ uux þ uxxx þ �u ¼ f ðxÞ ½23�

The dynamical system approach is the attractor
theory (

bi

Temam 1997). Equations such as [23]
provide dissipative semigroups S(t) in some energy
spaces. The theory has developed for years and we
know that these dynamical systems feature global
attractors. A global attractor is a compact subset in
the energy space under consideration which is
invariant by the flow of the solutions and that
attracts all the trajectories when t ! þ1. More-
over, if we deal with periodic boundary conditions,
this global attractor has finite fractal (or Hausdorff)
dimension. This dimension depends on the data
concerning � and f.

Actually, eqn [23] provides semigroups either in
L2(R), H1(R), or in H2(R). These three dynamical
systems feature global attractors A0,A1,A2. From
the viewpoint of physics, the attractors describe the
permanent regime of the flow. One may wonder if
this permanent regime depends on the space chosen
for the mathematical study. Eventually, the last
result for this issue establish that A0 =A1 =A2. This
property is equivalent to prove the asymptotical
smoothing effect for the associated semigroup: even
if S(t) is not a smoothing operator for finite t, then
all solutions converge to a smooth set when t goes to
the infinity.

All these results are for subcritical nonlinearities.
As already noted, dissipation provides smoothing at
infinity. Nevertheless, damping does not prevent
blow-up. Let us illuminate this by the following
result due to

bi

Tsutsumi (1984). The damped Schrö-
dinger equation

iut þ i�uþ uxx þ juj2pu ¼ 0 ½24�

features blow-up solutions in H1(R) for p > 2, even
if all solutions are damped in L2(R) with exponen-
tial speed.

This completes the discussion of damped–forced
water-wave equations. We now consider equations
that are forced with a random forcing term.

Stochastic Water-Wave Models

During the modeling process that led to KdV or
Schrödinger equations from Euler equation, we have
neglected some low-order terms. We now model
these terms by a noise and we are led to a new
randomly forced dynamical system that reads

ut þ ux þ uxxx þ uux ¼ � _� ½25�

Here one may assume that �(x, t) is a Gaussian
process with correlations

Eð _�ðx; tÞ _�ðy; sÞÞ ¼ �x�y�t�s ½26�

that is, a spacetime white noise. The parameter �
is the amplitude of the process. Unfortunately, due
to the lack of smoothing effect of KdV or
Schrödinger equations, it is more convenient to
work with a noise that is correlated in space,
satisfying

Eð _�ðx; tÞ _�ðy; sÞÞ ¼ cðx� yÞ�t�s ½27�

here c(x� y) is some smooth ansatz for �x�y, defined
from some Hilbert–Schmidt kernel K as

cðx� yÞ ¼
Z

R

Kðx; zÞKðy; zÞ dz

We also consider random perturbation of focusing
Schrödinger equation, which reads either

ut þ iuxx þ ijuj2pu ¼ u _� ½28�

(which represents a multiplicative noise) or

ut þ iuxx þ ijuj2pu ¼ i� _� ½29�

(which is an additive noise). In the former case, the
noise acts as a potential, while in the latter case it
represents a forcing term. These equations also
model the propagation of waves in an inhomoge-
neous medium.

Research is in progress to study these stochastic
dynamical systems. To begin with, the theory of the
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initial-value problem has to be established in this
new context (see, e.g.,

bi

de Bouard and Debussche
(2003)).

One challenge is to understand the effect of noise
on dynamical properties of the particular solutions
described above, for instance, the solitary waves for
Schrödinger equation, either in the subcritical case
p < 2 or in the critical case p = 2 and beyond.

Results obtained both theoretically and numeri-
cally on the influence of the noise on blow-up
phenomena (random process) for generalized Schrö-
dinger equations are likely almost-sure results.

On the one hand, if the noise is additive and the
power supercritical, p > 1, there is some numerical
evidence that a spacetime white noise can delay or
even prevent the blow-up. However, if the noise is
not so irregular (as for the correlated in space noise
described above) it seems that any solution blows up
in finite time.

de Bouard and Debussche have proved that for
either an additive or a multiplicative noise, any
smooth and localized (in space) initial data give rise
to a trajectory that collapses in arbitrarily small
time with a positive probability. This contrasts
with the deterministic case, where only particular
initial data could lead to blow-up trajectories.
Actually, the noise enforces that any trajectory
must pass through this blow-up region, with a
positive probability.
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Introduction

Effective field theories (EFTs) are the counterpart of
the ‘‘theory of everything.’’ They are the field
theoretical implementation of the quantum ladder:
heavy degrees of freedom need not be included
among the quantum fields of an EFT for a
description of low-energy phenomena. For example,
we do not need quantum gravity to understand the
hydrogen atom nor does chemistry depend upon the
structure of the electromagnetic interaction of
quarks.

EFTs are approximations by their very nature.
Once the relevant degrees of freedom for the
problem at hand have been established, the corre-
sponding EFT is usually treated perturbatively. It
does not make much sense to search for an exact
solution of the Fermi theory of weak interactions. In
the same spirit, convergence of the perturbative
expansion in the mathematical sense is not an issue.
The asymptotic nature of the expansion becomes
apparent once the accuracy is reached where effects
of the underlying ‘‘fundamental’’ theory cannot be
neglected any longer. The range of applicability of
the perturbative expansion depends on the separa-
tion of energy scales that define the EFT.

EFTs pervade much of modern physics. The
effective nature of the description is evident in
atomic and condensed matter physics. The present
article will be restricted to particle physics, where
EFTs have become important tools during the last
25 years.

Classification of EFTs

A first classification of EFTs is based on the
structure of the transition from the ‘‘fundamental’’
(energies>�) to the ‘‘effective’’ level (energies <�).

1. Complete decoupling The fundamental the-
ory contains heavy and light degrees of freedom.

Under very general conditions (decoupling theorem,
Appelquist and Carazzone 1975) the effective
Lagrangian for energies��, depending only on
light fields, takes the form

Leff ¼ Ld�4 þ
X
d>4

1

�d�4

X
id

gidOid ½1�

The heavy fields with masses>� have
been ‘‘integrated out’’ completely. Ld�4 contains
the potentially renormalizable terms with operator
dimension d � 4 (in natural mass units where Bose
and Fermi fields have d = 1 and 3/2, respectively),
the gid are coupling constants and the Oid are
monomials in the light fields with operator dimen-
sion d. In a slightly misleading notation, Ld�4

consists of relevant and marginal operators, whereas
the Oid (d > 4) are denoted irrelevant operators. The
scale � can be the mass of a heavy field (e.g., MW in
the Fermi theory of weak interactions) or it reflects
the short-distance structure in a more indirect way.

2. Partial decoupling In contrast to the previous
case, the heavy fields do not disappear completely
from the EFT but only their high-momentum modes
are integrated out. The main area of application is
the physics of heavy quarks. The procedure involves
one or several field redefinitions introducing a frame
dependence. Lorentz invariance is not manifest but
implies relations between coupling constants of the
EFT (reparametrization invariance).

3. Spontaneous symmetry breaking The transi-
tion from the fundamental to the effective level
occurs via a phase transition due to spontaneous
symmetry breaking generating (pseudo-)Goldstone
bosons. A spontaneously broken symmetry relates
processes with different numbers of Goldstone
bosons. Therefore, the distinction between renorma-
lizable (d � 4) and nonrenormalizable (d > 4) parts
in the effective Lagrangian [1] becomes meaningless.
The effective Lagrangian of type 3 is generically
nonrenormalizable. Nevertheless, such Lagrangians
define perfectly consistent quantum field theories at
sufficiently low energies. Instead of the operator
dimension as in [1], the number of derivatives of
the fields and the number of symmetry-breaking



insertions distinguish successive terms in the Lagran-
gian. The general structure of effective Lagrangians
with spontaneously broken symmetries is largely
independent of the specific physical realization
(universality). There are many examples in
condensed matter physics, but the two main
applications in particle physics are electroweak
symmetry breaking and chiral perturbation theory
(both discussed later) with the spontaneously broken
global chiral symmetry of quantum chromody-
namics QCD.

Another classification of EFTs is related to the
status of their coupling constants.

A. Coupling constants can be determined by match-
ing the EFT with the underlying theory at short
distances. The underlying theory is known and
Green functions can be calculated perturbatively
at energies �� both in the fundamental and in
the effective theory. Identifying a minimal set of
Green functions fixes the coupling constants gid

in eqn [1] at the scale �. Renormalization group
equations can then be used to run the couplings
down to lower scales. The nonrenormalizable
terms in the Lagrangian [1] can be fully included
in the perturbative analysis.

B. Coupling constants are constrained by symme-
tries only.
� The underlying theory and therefore also the

EFT coupling constants are unknown. This is
the case of the standard model (SM) (see the
next section). A perturbative analysis beyond
leading order only makes sense for the known
renormalizable part Ld�4. The nonrenormaliz-
able terms suppressed by powers of � are
considered at tree level only. The associated
coupling constants gid serve as bookmarks for
new physics. Usually, but not always (cf., e.g.,
the subsection ‘‘Noncommutative spacetime’’),
the symmetries of Ld�4 are assumed to
constrain the couplings.
� The matching cannot be performed in perturba-

tion theory even though the underlying theory
is known. This is the generic situation for EFTs
of type 3 involving spontaneous symmetry
breaking. The prime example is chiral perturba-
tion theory as the EFT of QCD at low energies.

The SM as an EFT

With the possible exception of the scalar sector to be
discussed in the subsection ‘‘Electroweak symmetry
breaking’’ the SM is very likely the renormalizable
part of an EFT of type 1B. Except for nonzero
neutrino masses, the SM Lagrangian Ld�4 in [1]

accounts for physics up to energies of roughly
the Fermi scale G

�1=2
F ’ 300 GeV.

Since the SM works exceedingly well up to the
Fermi scale where the electroweak gauge symmetry
is spontaneously broken it is natural to assume that
the operators Oid with d > 4, made up from fields
representing the known degrees of freedom and
including a single Higgs doublet in the SM proper,
should be gauge invariant with respect to the full
SM gauge group SU(3)c � SU(2)L � U(1)Y. An
almost obvious constraint is Lorentz invariance
that will be lifted in the next subsection, however.

These requirements limit the Lagrangian with
operator dimension d = 5 to a single term (except
for generation multiplicity), consisting only of a left-
handed lepton doublet LL and the Higgs doublet �:

Od¼5¼ �ij�klL
>
iLC�1LkL�j�l þ h:c: ½2�

This term violates lepton number and generates
nonzero Majorana neutrino masses. For a neutrino
mass of 1 eV, the scale � would have to be of the
order of 1013 GeV if the associated coupling con-
stant in the EFT Lagrangian [1] is of order 1.

In contrast to the simplicity for d = 5, the list of
gauge-invariant operators with d = 6 is enormous.
Among them are operators violating baryon or
lepton number that must be associated with a scale
much larger than 1 TeV. To explore the territory
close to present energies, it therefore makes sense to
impose baryon and lepton number conservation on
the operators with d = 6. Those operators have all
been classified (Buchmüller and Wyler 1986) and the
number of independent terms is of the order of 80.
They can be grouped in three classes.

The first class consists of gauge and Higgs fields
only. The corresponding EFT Lagrangian has been
used to parametrize new physics in the gauge sector
constrained by precision data from LEP. The second
class consists of operators bilinear in fermion fields,
with additional gauge and Higgs fields to generate
d = 6. Finally, there are four-fermion operators
without other fields or derivatives. Some of the
operators in the last two groups are also constrained
by precision experiments, with a certain hierarchy of
limits. For lepton and/or quark flavor conserving
terms, the best limits on � are in the few TeV range,
whereas the absence of neutral flavor changing
processes yields lower bounds on � that are several
orders of magnitude larger. If there is new physics in
the TeV range flavor changing neutral transitions
must be strongly suppressed, a powerful constraint
on model building.

It is amazing that the most general renormalizable
Lagrangian with the given particle content accounts
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for almost all experimental results in such an
impressive manner. Finally, we recall that many of
the operators of dimension 6 are also generated in the
SM via radiative corrections. A necessary condition
for detecting evidence for new physics is therefore
that the theoretical accuracy of radiative corrections
matches or surpasses the experimental precision.

Noncommutative Spacetime

Noncommutative geometry arises in some string
theories and may be expected on general grounds
when incorporating gravity into a quantum field
theory framework. The natural scale of noncommu-
tative geometry would be the Planck scale in this
case without observable consequences at presently
accessible energies. However, as in theories with
large extra dimensions the characteristic scale �NC

could be significantly smaller. In parallel to theoret-
ical developments to define consistent noncommu-
tative quantum field theories (short for quantum
field theories on noncommutative spacetime), a
number of phenomenological investigations have
been performed to put lower bounds on �NC.

Noncommutative geometry is a deformation of
ordinary spacetime where the coordinates, repre-
sented by Hermitian operators x̂�, do not commute:

x̂�; x̂�
� �

¼ i��� ½3�

The antisymmetric real tensor ��� has dimensions
length2 and it can be interpreted as parametrizing
the resolution with which spacetime can be probed.
In practically all applications, ��� has been assumed
to be a constant tensor and we may associate an
energy scale �NC with its nonzero entries:

��2
NC � ��� ½4�

There is to date no unique form for the noncommu-
tative extension of the SM. Nevertheless, possible
observable effects of noncommutative geometry have
been investigated. Not unexpected from an EFT point
of view, for energies ��NC, noncommutative field
theories are equivalent to ordinary quantum field
theories in the presence of nonstandard terms contain-
ing ��� (Seiberg–Witten map). Practically all applica-
tions have concentrated on effects linear in ���.

Kinetic terms in the Lagrangian are in general
unaffected by the noncommutative structure. New
effects arise therefore mainly from renormalizable
d = 4 interactions terms. For example, the Yukawa
coupling gY

�  � generates the following interaction
linear in ��� :

LNC
Y ¼ gY��� @

� � @� �þ@� �  @��þ � @� @��
� �

½5�

These interaction terms have operator dimension 6 and
they are suppressed by ��� � ��2

NC. The major differ-
ence to the previous discussion on physics beyond the
SM is that there is an intrinsic violation of Lorentz
invariance due to the constant tensor ���. In contrast to
the previous analysis, the terms with dimension d > 4
do not respect the symmetries of the SM.

If ��� is indeed constant over macroscopic
distances, many tests of Lorentz invariance can be
used to put lower bounds on �NC. Among the exotic
effects investigated are modified dispersion relations
for particles, decay of high-energy photons, charged
particles producing Cerenkov radiation in vacuum,
birefringence of radiation, a variable speed of light,
etc. A generic signal of noncommutativity is the
violation of angular momentum conservation that
can be searched for at the Large Hadron Collider
(LHC) and at the next linear collider.

Lacking a unique noncommutative extension of
the SM, unambiguous lower bounds on �NC are
difficult to establish. However, the range
�NC . 10 TeV is almost certainly excluded. An
estimate of the induced electric dipole moment of
the electron (noncommutative field theories violate
CP in general to first order in ���) yields
�NC & 100 TeV. On the other hand, if the SM were
CP invariant, noncommutative geometry would be
able to account for the observed CP violation in
K0 – K0 mixing for �NC � 2 TeV.

Electroweak Symmetry Breaking

In the SM, electroweak symmetry breaking is
realized in the simplest possible way through
renormalizable interactions of a scalar Higgs doub-
let with gauge bosons and fermions, a gauged
version of the linear � model.

The EFT version of electroweak symmetry
breaking (EWEFT) uses only the experimentally
established degrees of freedom in the SM (fermions
and gauge bosons). Spontaneous gauge symmetry
breaking is realized nonlinearly, without introducing
additional scalar degrees of freedom. It is a low-
energy expansion where energies and masses are
assumed to be small compared to the symmetry-
breaking scale. From both perturbative and
nonperturbative arguments we know that this scale
cannot be much bigger than 1 TeV. The Higgs
model can be viewed as a specific example of an
EWEFT as long as the Higgs boson is not too light
(heavy-Higgs scenario).

The lowest-order effective Lagrangian takes the
following form:

Lð2ÞEWSB ¼ LB þ LF ½6�
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whereLF contains the gauge-invariant kinetic terms for
quarks and leptons including mass terms. In addition to
the kinetic terms for the gauge bosons W�, B�, the
bosonic Lagrangian LB contains the characteristic
lowest-order term for the would-be-Goldstone bosons:

LB ¼ Lkin
gauge þ

v2

4
hD�U yD�Ui ½7�

with the gauge-covariant derivative

D�U¼ @�U � igW�U þ ig0UB̂�

W� ¼
~�

2
W�; B̂� ¼

�3

2
B�

½8�

where h. . .i denotes a (two-dimensional) trace. The
matrix field U(�) carries the nonlinear representa-
tion of the spontaneously broken gauge group and
takes the value U = 1 in the unitary gauge. The
Lagrangian [6] is invariant under local SU(2)L �
U(1)Y transformations:

W� ! gLW�gyL þ
i

g
gL@�gyL

B̂� ! B̂� þ
i

g0
gR@�gyR

fL ! gLfL; fR ! gRfR; U! gLUgyR

½9�

with

gLðxÞ ¼ expði~	LðxÞ~�=2Þ
gRðxÞ ¼ expði	YðxÞ�3=2Þ

and fL(R) are quark and lepton fields grouped in
doublets.

As is manifest in the unitary gauge U = 1, the lowest-
order Lagrangian of the EWEFT just implements the
tree-level masses of gauge bosons (MW = MZ cos �W =
vg=2, tan �W = g0=g) and fermions but does not carry
any further information about the underlying mechan-
ism of spontaneous gauge symmetry breaking. This
information is first encoded in the couplings ai of the
next-to-leading-order Lagrangian

Lð4ÞEWSB ¼
X14

i¼0

aiOi ½10�

with monomials Oi of O(p4) in the low-energy
expansion. The Lagrangian [10] is the most general
CP and SU(2)L� U(1)Y invariant Lagrangian of O(p4).

Instead of listing the full Lagrangian, we display
three typical examples:

O0¼
v2

4
hTV�i2

O3¼ �ghW�� ½V�;V��i
O5¼ hV�V�i2

½11�

where

T¼U�3Uy; V� ¼ D�UUy

W�� ¼
i

g
@� � igW�; @� � igW�

� � ½12�

In the unitary gauge, the monomials Oi reduce to
polynomials in the gauge fields. The three examples
in eqn [11] start with quadratic, cubic, and quartic
terms in the gauge fields, respectively. The strongest
constraints exist for the coefficients of quadratic
contributions from the Large Electron–Positron
collider LEP1, less restrictive ones for the cubic
self-couplings from LEP2, and none so far for the
quartic ones.

Heavy-Quark Physics

EFTs in this section are derived from the SM and
they are of type 2A in the classification introduced
previously. In a first step, one integrates out W, Z,
and top quark. Evolving down from MW to mb,
large logarithms 	s(mb) ln (M2

W=m
2
b) are resummed

into the Wilson coefficients. At the scale of the
b-quark, QCD is still perturbative, so that at least a
part of the amplitudes is calculable in perturbation
theory. To separate the calculable part from the rest,
the EFTs below perform an expansion in 1=mQ,
where mQ is the mass of the heavy quark.

Heavy-quark EFTs offer several important
advantages.

1. Approximate symmetries that are hidden in full
QCD appear in the expansion in 1=mQ.

2. Explicit calculations simplify in general, for
example, the summing of large logarithms via
renormalization group equations.

3. The systematic separation of hard and soft effects
for certain matrix elements (factorization) can be
achieved much more easily.

Heavy-Quark Effective Theory

Heavy-quark effective theory (HQET) is reminiscent
of the Foldy–Wouthuysen transformation (nonrela-
tivistic expansion of the Dirac equation). It is a
systematic expansion in 1=mQ, when mQ 	 �QCD,
the scale parameter of QCD. It can be applied to
processes where the heavy quark remains essentially
on shell: its velocity v changes only by small
amounts ��QCD=mQ. In the hadron rest frame, the
heavy quark is almost at rest and acts as a
quasistatic source of gluons.

More quantitatively, one writes the heavy-quark
momentum as p� = mQv� þ k�, where v is the
hadron 4-velocity (v2 = 1) and k is a residual
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momentum of O(�QCD). The heavy quark field Q(x)
is then decomposed with the help of energy
projectors P
v = (1
 v=)=2 and employing a field
redefinition:

QðxÞ ¼ e�imQv�xðhvðxÞ þHvðxÞÞ
hvðxÞ ¼ eimQv�xPþv QðxÞ
HvðxÞ ¼ eimQv�xP�v QðxÞ

½13�

In the hadron rest frame, hv(x) and Hv(x) corre-
spond to the upper and lower components of Q(x),
respectively. With this redefinition, the heavy-quark
Lagrangian is expressed in terms of a massless field
hv and a ‘‘heavy’’ field Hv:

LQ ¼ �Qði6D�mQÞQ
¼ hv iv �D hv �Hvðiv �Dþ 2mQÞHv

þmixed terms ½14�

At the semiclassical level, the field Hv can
be eliminated by using the QCD field equation (i 6D�
mQ)Q = 0 yielding the nonlocal expression

LQ¼ hv iv �Dhvþhv i 6D?
1

iv �Dþ2mQ� i�
i 6D?hv ½15�

with D�
?= (g���v�v�)D�. The field redefinition in

[13] ensures that, in the heavy-hadron rest frame,
derivatives of hv give rise to small momenta of
O(�QCD) only. The Lagrangian [15] is the starting
point for a systematic expansion in mQ.

To leading order in 1=mQ(Q = b, c), the Lagrangian

Lb;c ¼ bv iv �D bv þ cviv �Dcv ½16�

exhibits two important approximate symmetries of
HQET: the flavor symmetry SU(2)F relating heavy
quarks moving with the same velocity and the
heavy-quark spin symmetry generating an overall
SU(4) spin-flavor symmetry. The flavor symmetry is
obvious and the spin symmetry is due to the absence
of Dirac matrices in [16]: both spin degrees of
freedom couple to gluons in the same way. The
simplest spin-symmetry doublet consists of a pseu-
doscalar meson H and the associated vector meson H�.
Denoting the doublet byH, the matrix elements of the
heavy-to-heavy transition current are determined to
leading order in 1=mQ by a single form factor, up to
Clebsch–Gordan coefficients:

hHðv0Þjhv0�hvjHðvÞi � 
ðv � v0Þ ½17�

� is an arbitrary combination of Dirac matrices and
the form factor 
 is the so-called Isgur–Wise
function. Moreover, since hv�

�hv is the Noether
current of heavy-flavor symmetry, the Isgur–Wise
function is fixed in the no-recoil limit v0= v to be


(v � v0= 1) = 1. The semileptonic decays B! Dl�l

and B! D?l�l are therefore governed by a single
normalized form factor to leading order in 1=mQ,
with important consequences for the determination
of the Cabibbo–Kobayashi–Maskawa (CKM) matrix
element Vcb.

The HQET Lagrangian is superficially frame
dependent. Since the SM is Lorentz invariant, the
HQET Lagrangian must be independent of the
choice of the frame vector v. Therefore, a shift in v
accompanied by corresponding shifts of the fields hv

and of the covariant derivatives must leave the
Lagrangian invariant. This reparametrization invari-
ance is unaffected by renormalization and it relates
coefficients with different powers in 1=mQ.

Soft-Collinear Effective Theory

HQET is not applicable in heavy-quark decays
where some of the light particles in the final state
have momenta of O(mQ), for example, for inclusive
decays like B! Xs� or exclusive ones like B! ��.
In recent years, a systematic heavy-quark expansion
for heavy-to-light decays has been set up in the form
of soft-collinear effective theory (SCET).

SCET is more complicated than HQET because
now the low-energy theory involves more than one
scale. In the SCET Lagrangian, a light quark or
gluon field is represented by several effective fields.
In addition to the soft fields hv in [15], the so-called
collinear fields enter that have large energy and
carry large momentum in the direction of the light
hadrons in the final state.

In addition to the frame vector v of HQET
(v = (1, 0, 0, 0) in the heavy-hadron rest frame),
SCET introduces a lightlike reference vector n in
the direction of the jet of energetic light particles
(for inclusive decays), for example, n = (1, 0, 0, 1).
All momenta p are decomposed in terms of light-
cone coordinates (pþ, p�, p?) with

p� ¼ n � p
2

�n� þ �n � p
2

n� þ p�? ¼ p�þ þ p�� þ p�? ½18�

where �n = 2v� n = (1, 0, 0,�1). For large energies,
the three light-cone components are widely
separated, with p�= O(mQ) being large while p?
and pþ are small. Introducing a small parameter 
 �
p?=p�, the light-cone components of (hard-)colli-
near particles scale like (pþ, p�, p?) = mQ(
2, 1,
).
Thus, there are three different scales in the problem
compared to only two in HQET. For exclusive
decays, the situation is even more involved.

The SCET Lagrangian is obtained from the full
theory by an expansion in powers of 
. In addition
to the heavy quark field hv, one introduces soft as
well as collinear quark and gluon fields by field
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redefinitions so that the various fields have momen-
tum components that scale appropriately with 
.

Similar to HQET, the leading-order Lagrangian of
SCET exhibits again approximate symmetries that
can lead to a reduction of form factors describing
heavy-to-light decays. As in HQET, reparametriza-
tion invariance implements Lorentz invariance and
results in stringent constraints on subleading correc-
tions in SCET.

An important result of SCET is the proof of
factorization theorems to all orders in 	s. For
inclusive decays, the differential rate is of the form

d� � HJ � S ½19�

where H contains the hard corrections. The
so-called jet function J sensitive to the collinear
region is convoluted with the shape function S
representing the soft contributions. At leading order,
the shape function drops out in the ratio of weighted
decay spectra for B! Xul�l and B! Xs� allowing
for a determination of the CKM matrix element Vub.
Factorization theorems have become available for an
increasing number of processes, most recently also
for exclusive decays of B into two light mesons.

Nonrelativistic QCD

In HQET the kinetic energy of the heavy quark
appears as a small correction of O(�2

QCD=mQ). For
systems with more than one heavy quark, the kinetic
energy cannot be treated as a perturbation in
general. For instance, the virial theorem implies
that the kinetic energy in quarkonia �QQ is of the
same order as the binding energy of the bound state.

NRQCD, the EFT for heavy quarkonia, is an
extension of HQET. The Lagrangian for NRQCD
coincides with HQET in the bilinear sector of the
heavy-quark fields but it also includes quartic
interactions between quarks and antiquarks. The
relevant expansion parameter in this case is the
relative velocity between Q and �Q. In contrast to
HQET, there are at least three widely separate scales
in heavy quarkonia: in addition to mQ, the relative
momentum of the bound quarks p � mQv with v� 1
and the typical kinetic energy E � mQv2. The main
challenges are to derive the quark–antiquark potential
directly from QCD and to describe quarkonium
production and decay at collider experiments. In the
abelian case, the corresponding EFT for quantum
electrodynamics (QED) is called NRQED that has
been used to study electromagnetically bound systems
like the hydrogen atom, positronium, muonium, etc.

In NRQCD only the hard degrees of freedom with
momenta �mQ are integrated out. Therefore,
NRQCD is not enough for a systematic computation

of heavy-quarkonium properties. Because the non-
relativistic fluctuations of order mQv and mQv2 have
not been separated, the power counting in NRQCD
is ambiguous in higher orders.

To overcome those deficiencies, two approaches
have been put forward: potential NRQCD
(pNRQCD) and velocity NRQCD (vNRQCD). In
pNRQCD, a two-step procedure is employed for
integrating out quark and gluon degrees of freedom:

QCD � > mQ

+
NRQCD mQ > � > mQv

+
pNRQCD mQv > � > mQv2

The resulting EFT derives its name from the fact
that the four-quark interactions generated in the
matching procedure are the potentials that can be
used in Schrödinger perturbation theory. It is
claimed that pNRQCD can also be used in the
nonperturbative domain where 	s(mQv2) is of order 1
or larger. The advantage would be that also charmo-
nium becomes accessible to a systematic EFT analysis.

The alternative approach of vNRQCD is only
applicable in the fully perturbative regime when
mQ 	 mQv	 mQv2 	 �QCD is valid. It separates
the different degrees of freedom in a single step
leaving only ultrasoft energies and momenta of
O(mQv2) as continuous variables. The separation
of larger scales proceeds in a similar fashion as in
HQET via field redefinitions. A systematic nonrela-
tivistic power counting in the velocity v is
implemented.

The Standard Model at Low Energies

At energies below 1 GeV, hadrons – rather than quarks
and gluons – are the relevant degrees of freedom.
Although the strong interactions are highly nonpertur-
bative in the confinement region, Green functions and
amplitudes are amenable to a systematic low-energy
expansion. The key observation is that the QCD
Lagrangian with Nf = 2 or 3 light quarks,

LQCD ¼ �q i 6D�Mq

� �
q� 1

4G
	
��G

	�� þ Lheavy quarks

¼ qLi 6DqL þ qRi 6DqR � qLMqqR

� qRMqqL þ � � �
qR;L¼ 1

2ð1
 �5Þq; q>¼ ðud½s�Þ ½20�

exhibits a global symmetry

SUðNf ÞL � SUðNf ÞR|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
chiral group G

�Uð1ÞV � Uð1ÞA ½21�
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in the limit of Nf massless quarks (Mq = 0). At the
hadronic level, the quark number symmetry U(1)V is
realized as baryon number. The axial U(1)A is not a
symmetry at the quantum level due to the abelian
anomaly.

Although not yet derived from first principles,
there are compelling theoretical and phenomenolo-
gical arguments that the ground state of QCD is
not even approximately chirally symmetric. All
evidence, such as the existence of relatively light
pseudoscalar mesons, points to spontaneous chiral
symmetry breaking G! SU(Nf )V, where SU(Nf )V is
the diagonal subgroup of G. The resulting N2

f � 1
(pseudo-)Goldstone bosons interact weakly at low
energies. In fact, Goldstone’s theorem ensures that
purely mesonic or single-baryon amplitudes vanish
in the chiral limit (Mq = 0) when the momenta of all
pseudoscalar mesons tend to zero. This is the basis
for a systematic low-energy expansion of Green
functions and amplitudes. The corresponding EFT
(type 3B in our classification) is called chiral
perturbation theory (CHPT) (Weinberg 1979,
Gasser and Leutwyler 1984, 1985).

Although the construction of effective Lagran-
gians with nonlinearly realized chiral symmetry is
well understood, there are some subtleties involved.
First of all, there may be terms in a chiral-invariant
action that cannot be written as the four-
dimensional integral of an invariant Lagrangian.
The chiral anomaly for SU(3)� SU(3) bears witness
of this fact and gives rise to the Wess–Zumino–
Witten action. A general theorem to account for
such exceptional cases is due to D’Hoker and
Weinberg (1994). Consider the most general action
for Goldstone fields with symmetry group G,
spontaneously broken to a subgroup H. The only
possible non-G-invariant terms in the Lagrangian
that give rise to a G-invariant action are in one-to-
one correspondence with the generators of the fifth
cohomology group H5(G=H; R) of the coset mani-
fold G/H. For the relevant case of chiral SU(N), the
coset space SU(N)L � SU(N)R=SU(N)V is itself an
SU(N) manifold. For N 
 3,H5(SU(N); R) has a
single generator that corresponds precisely to the
Wess–Zumino–Witten term.

At a still deeper level, one may ask whether chiral-
invariant Lagrangians are sufficient (except for the
anomaly) to describe the low-energy structure of
Green functions as dictated by the chiral Ward
identities of QCD. To be able to calculate such
Green functions in general, the global chiral sym-
metry of QCD is extended to a local symmetry by
the introduction of external gauge fields. The
following invariance theorem (Leutwyler 1994)
provides an answer to the above question. Except

for the anomaly, the most general solution of the
Ward identities for a spontaneously broken symme-
try in Lorentz-invariant theories can be obtained
from gauge-invariant Lagrangians to all orders in
the low-energy expansion. The restriction to Lorentz
invariance is crucial: the theorem does not hold in
general in nonrelativistic effective theories.

Chiral Perturbation Theory

The effective chiral Lagrangian of the SM in the
meson sector is displayed in Table 1. The lowest-
order Lagrangian for the purely strong interactions
is given by

Lp2 ¼ F2

4
hD�UD�Uyi

þ F2B

2
hðsþ ipÞUy þ ðs� ipÞUi ½22�

with a covariant derivative D = @�U � i(v� þ a�)U þ
iU(v�� a�). The first term has the familiar form [7]
of the gauged nonlinear � model, with the matrix
field U(�) transforming as U! gRUgyL under chiral
rotations. External fields v�, a�, s, p are introduced
for constructing the generating functional of Green
functions of quark currents. To implement explicit
chiral symmetry breaking, the scalar field s is set
equal to the quark mass matrixMq at the end of the
calculation.

The leading-order Lagrangian has two free para-
meters F, B related to the pion decay constant and to
the quark condensate, respectively:

F� ¼ F 1þOðmqÞ
� �

h0j�uuj0i¼ � F2B 1þOðmqÞ
� � ½23�

The Lagrangian [22] gives rise to M2
� = B(mu þmd)

at lowest order. From detailed studies of pion–pion
scattering (Colangelo et al. 2001), we know that the
leading term accounts for at least 94% of the pion
mass. This supports the standard counting of CHPT,

Table 1 The effective chiral Lagrangian of the SM in the

meson sector

Lchiral order (# of LECs) Loop order

Lp2 (2)þ L�S = 1
GF p2 (2)þ Lem

e2p0 (1)þ Lemweak
G8e2p0 (1) L = 0

þLp4 (10)þ Lodd
p6 (32)þ L�S = 1

G8p4 (22)þ L�S = 1
G27p4 (28) L = 1

þLem
e2p2 (14)þ Lemweak

G8e2p2 (14)þ Lleptons
e2p

(5)

þLp6 (90) L = 2

The numbers in brackets refer to the number of independent

couplings for Nf = 3:. The parameter-free Wess–Zumino–Witten

action SWZW that cannot be written as the four-dimensional

integral of an invariant Lagrangian must be added.
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with quark masses booked as O(p2) like the two-
derivative term in [22].

The effective chiral Lagrangian in Table 1
contains the following parts:

1. strong interactions: Lp2 ,Lp4 ,Lodd
p6 ,Lp6 þ SWZW;

2. nonleptonic weak interactions to first order in
the Fermi coupling constant GF: L�S = 1

GFp2 ,
L�S = 1

G8p4 ,L�S = 1
G27p4 ;

3. radiative corrections for strong processes:
Lem

e2p0 ,Lem
e2p2 ;

4. radiative corrections for nonleptonic weak
decays: Lemweak

G8e2p0 ,Lemweak
G8e2p2 ; and

5. radiative corrections for semileptonic weak
decays: Lleptons

e2p
.

Beyond the leading order, unitarity and analyticity
require the inclusion of loop contributions. In the
purely strong sector, calculations have been per-
formed up to next-to-next-to-leading order. Figure 1
shows the corresponding skeleton diagrams of O(p6),
with full lowest-order tree structures to be attached
to propagators and vertices. The coupling constants
of the various Lagrangians in Table 1 absorb the
divergences from loop diagrams leading to finite
renormalized Green functions with scale-dependent
couplings, the so-called low-energy constants (LECs).
As in all EFTs, the LECs parametrize the effect of
‘‘heavy’’ degrees of freedom that are not represented
explicitly in the EFT Lagrangian. Determination of
those LECs is a major task for CHPT. In addition to
phenomenological information, further theoretical
input is needed. Lattice gauge theory has already
furnished values for some LECs. To bridge the gap
between the low-energy domain of CHPT and the
perturbative domain of QCD, large-Nc motivated
interpolations with meson resonance exchange have
been used successfully to pin down some of the LECs.

Especially in cases where the knowledge of LECs is
limited, renormalization group methods provide
valuable information. As in renormalizable quantum
field theories, the leading chiral logs ( ln M2=�2)L

with a typical meson mass M, renormalization scale �
and loop order L can in principle be determined from
one-loop diagrams only. In contrast to the renorma-
lizable situation, new derivative structures (and quark
mass insertions) occur at each loop order preventing a
straightforward resummation of chiral logs.

Among the many applications of CHPT in the
meson sector are the determination of quark mass
ratios and the analysis of pion–pion scattering where
the chiral amplitude of next-to-next-to-leading order
has been combined with dispersion theory (Roy
equations). Of increasing importance for precision
physics (CKM matrix elements, (g� 2)�, . . .) are
isospin-violating corrections including radiative cor-
rections, where CHPT provides the only reliable
approach in the low-energy region. Such corrections
are also essential for the analysis of hadronic atoms
like pionium, a �þ�� bound state.

CHPT has also been applied extensively in the
single-baryon sector. There are several differences to
the purely mesonic case. For instance, the chiral
expansion proceeds more slowly and the nucleon
mass mN provides a new scale that does not vanish in
the chiral limit. The formulation of heavy-baryon
CHPT was modeled after HQET integrating out the
nucleon modes of O(mN). To improve the conver-
gence of the chiral expansion in some regions of phase
space, a manifestly Lorentz-invariant formulation has
been set up more recently (relativistic baryon CHPT).
Many single-baryon processes have been calculated to
fourth order in both approaches, for example, pion–
nucleon scattering. With similar methods as in the
mesonic sector, hadronic atoms like pionic or kaonic
hydrogen have been investigated.

Nuclear Physics

In contrast to the meson and single-baryon sectors,
amplitudes with two or more nucleons do not vanish
in the chiral limit when the momenta of Goldstone
mesons tend to zero. Consequently, the power
counting is different in the many-nucleon sector.
Multinucleon processes are treated with different
EFTs depending on whether all momenta are smaller
or larger than the pion mass.

In the very low energy regime j~pj �M�, pions or
other mesons do not appear as dynamical degrees of
freedom. The resulting EFT is called ‘‘pionless EFT’’
and it describes systems like the deuteron, where the
typical nucleon momenta are �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mNBd

p
’ 45 MeV

(Bd is the binding energy of the deuteron). The
Lagrangian for the strong interactions between two
nucleons has the form

LNN ¼ C0 N>PiN
� �y

N>PiN þ � � � ½24�

Figure 1 Skeleton diagrams of O(p6).: Normal vertices are

from Lp2 , crossed circles and the full square denote vertices

from Lp4 and Lp6 , respectively.
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where Pi are spin–isospin projectors and higher-
order terms contain derivatives of the nucleon fields.
The existence of bound states implies that at least
part of the EFT Lagrangian must be treated
nonperturbatively. Pionless EFT is an extension of
effective-range theory that has long been used in
nuclear physics. It has been applied successfully
especially to the deuteron but also to more compli-
cated few-nucleon systems like the Nd and n	
systems. For instance, precise results for Nd scatter-
ing have been obtained with parameters fully
determined from NN scattering. Pionless EFT has
also been applied to the so-called halo nuclei, where
a tight cluster of nucleons (like 4He) is surrounded
by one or more ‘‘halo’’ nucleons.

In the regime j~pj > M�, the pion must be included as
a dynamical degree of freedom. With some modifica-
tions in the power counting, the corresponding EFT is
based on the approach of Weinberg (1990, 1991), who
applied the usual rules of the meson and single-nucleon
sectors to the nucleon–nucleon potential (instead of
the scattering amplitude). The potential is then to be
inserted into a Schrödinger equation to calculate
physical observables. The systematic power counting
leads to a natural hierarchy of nuclear forces, with
only two-nucleon forces appearing up to next-to-
leading order. Three- and four-nucleon forces arise at
third and fourth order, respectively.

Significant progress has been achieved in the
phenomenology of few-nucleon systems. The two-
and n-nucleon (3 � n � 6) sectors have been pushed to
fourth and third order, respectively, with encouraging
signs of ‘‘convergence.’’ Compton scattering off the
deuteron, �d scattering, nuclear parity violation, solar
fusion, and other processes have been investigated in
the EFT approach. The quark mass dependence of the
nucleon–nucleon interaction has also been studied.

See also: Anomalies; Electroweak Theory; High Tc

Superconductor Theory; Noncommutative Geometry
and the Standard Model; Operator Product Expansion
in Quantum Field Theory; Perturbation Theory and its
Techniques; Quantum Chromodynamics; Quantum
Electrodynamics and its Precision Tests;
Renormalization: General Theory; Seiberg–Witten
Theory; Standard Model of Particle Physics; Symmetries
and Conservation Laws; Symmetry Breaking in Field
Theory.
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Introduction

This article is an introduction to eigenfunctions of
quantum completely integrable (QCI) systems. For
these systems, one can understand asymptotics of
eigenfunctions better than for other systems, so it is
natural to study them. It is useful to begin the
discussion with the most important geometric exam-
ple given by the quantum Hamiltonian, P1 =�

ffiffiffiffi
�
p

.
We fix a basis of eigenfunctions, ’j, j = 1, 2, . . . , with

�
ffiffiffiffi
�
p

’j ¼ �j’j; h’i; ’ji ¼ �ij

and assume that there exist functionally independent
(pseudo)differential operators P2, . . . , Pn with the
property that

½Pi;Pj� ¼ 0; i; j ¼ 1; . . . ; n

In this case, P1 is said to be QCI and the operators,
Pk, k = 1, . . . , n, can be simultaneously diagonalized. It
is therefore natural to study the special basis of Laplace
eigenfunctions which are joint eigenvectors of the P0ks.
From now on, the �j’s are always assumed to be
joint eigenfunctions of the commuting operators,
Pk, k = 1, . . . , n. The classical observables correspond-
ing to the operators Pk, k = 1, . . . , n, are the respective
principal symbols, pk 2 C1(T�M), j = 1, . . . , n. In
particular, the bicharacteristic flow of p1(x, �) = j�jg
is the classical ‘‘geodesic flow’’

Gt :T�M�!T�M

Examples of manifolds with QCI Laplacians include
tori and spheres of revolution, Liouville metrics on tori
and spheres, large families of metrics on homogeneous
spaces, as well as hyperellipsoids with distinct axes in
arbitrary dimension. There are also many inhomoge-
neous QCI examples (see the next section). It is of
interest to understand the asymptotics of both eigen-
values and eigenfunctions. There is a large literature
devoted to eigenvalue asymptotics, including trace
formulas and Bohr–Sommerfeld rules (see Colin de
Verdiere (1994a, b), Helffer and Sjoestrand (1990),
and Colin de Verdiere and Vu Ngoc (2003)). We will
concentrate here on the corresponding problem of
determining eigenfunction asymptotics. The key prop-
erty of eigenfunctions in the QCI case is localization in
phase space, T�M. This allows one to study more
effectively the concentration and blow-up properties
than in any other setting. It is important to contrast

this with, for example, the situation in the ergodic
case. Moreover, in the QCI case, there is a particularly
strong connection between dynamics of the geodesic
flow, Gt : T�M!T�M, and the asymptotics of indi-
vidual eigenfunctions. In the general case, one can
usually only relate the dynamics to spectral averages,
such as in the trace formula (Duistermaat and
Guillemin 1975).

For the most part, the literature on eigenfunction
asymptotics addresses the following basic problems:

1. determining sharp upper and lower bounds for ’j

as �j!1 and
2. describing the link between the blow-up proper-

ties of ’j as �j!1 and the dynamics of the
geodesic flow, Gt.

The starting point in the study of eigenfunction
asymptotics in the QCI case is the fact that the joint
eigenfunctions, ’j, have masses that localize on the
level sets, P�1(b) := {(x, �) 2 T�M; pj(x, �) = bj, j =
1, . . . , n}. Moreover, by the Liouville–Arnol’d theo-
rem, for generic levels (indexed by b 2 R),

P�1ðbÞ ¼
Xm
k¼1

�kðbÞ ½1�

where the �k(b) � T�M are Lagrangian tori. The
affine symplectic coordinates in a neighborhood of
�k(b) are called ‘‘action-angle variables’’ (�(k)

1 , . . . ,
�(k)

n ; I(k)
1 , . . . , I(k)

n ) 2 Tn � Rn. Written in terms of
these coordinates, the classical Hamilton equations
defining the geodesic flow assume the form

d�

dt
¼ FðIÞ; dI

dt
¼ 0

and this system of ordinary differential equations
(ODEs) is solved by quadrature. This explains why
one refers to such systems as completely integrable.
At the quantum level, one can construct semiclassi-
cal Lagrangian distributions,

��ðxÞ :¼
Z

Rn
ei�’ðkÞðx;�Þaðx; �;�Þ d� ½2�

which microlocally concentrate on �(k)(b) as �!1
and satisfy Pj�� = bj��� þO(��1) in L2(M). An
important fact is that the actual joint eigenfunctions,
’j, are approximated to O(��1)-accuracy in L2(M) by
suitable linear combinations of the quasimodes, ��.
However, there are subtleties underlying this correspon-
dence which are often neglected in the physics literature:

3. The actual joint eigenfunctions �j localize on the
level sets P�1(b) which usually consist of many
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connected components. Consequently, the eigen-
functions are approximated by (sometimes large)
linear combinations of Lagrangian quasimodes
attached to the different component tori. The
precise splitting of mass amongst these different
components is a difficult and, in general,
unsolved problem in microlocal tunneling.

4. The local torus foliation given by action-angle
variables tends to degenerate and Lagrangian
quasimodes are no longer approximate solutions
to the (joint) eigenvalue equations near the
singularities of the foliation. The singularities and
their relative configurations can be complicated
(Colin de Verdiere and Vu Ngoc 2003) and most
of the interesting asymptotic blow-up properties
of eigenfunctions tend to be associated with these
degeneracies. The main tool for studying joint
eigenfunctions near degeneracies is the quantum
analog of the Eliasson normal form (Eliasson
1984, Vu Ngoc 2000). We will refer to this as the
‘‘quantum Birkhoff normal form’’ (QBNF).

Background on QCI Systems

Let (Mn, g) be a compact, closed Riemannian
manifold and P1:= Op�h(p1) be a formally self-
adjoint, elliptic (in the classical sense) �h-pseudodif-
ferential operator. In local coordinates, the Schwarz
kernel of P1 is of the form,

P1ðx; y; �hÞ ¼ ð2��hÞ�n
Z

Rn
eihx�y;�i=�hp1ðx; �; �hÞ d�

where p1(x, �; �h) 2 S0, m
cl (T�M); that is, p1(x, �; �h) �P1

j = 0 p1,j(x, �)�hj with @	x @


� p1,j(x, �) =O	,
h�im�j�j
j

(Dimassi and Sjoestrand 1999). It is often conve-
nient to work with �h-pseudodifferential operators
rather than their classical counterparts. In the
homogeneous case, one chooses �h�12 Spec

ffiffiffiffi
�
p

.
P1 2 Op�h(S0, m

cl ) is said to be QCI if there exist self-
adjoint Pj = Op�h(pj) 2 Op�h(S0, m0

cl ), j = 2, . . . , n, for
some m0 with [Pi, Pj] = 0, i, j = 1, . . . , n, such that
dp1 ^ � � � ^ dpn 6¼ 0 on a dense open subset, �reg �
T�M, and P2

1 þ � � � þ P2
n is elliptic in the classical

sense. There are many inhomogeneous QCI examples
including quantum Euler, Lagrange, and Kowalevsky
tops together with quantum Neumann and Rosocha-
tius oscillators in arbitrary dimension.

Since {pi, pj} = 0, the joint Hamilton flow of the
pi’s induces a symplectic Rn-action on T�M:

�t : T�M�!T�M

�tðx; �Þ ¼ exp t1Hp1
	 � � � 	 exp t1Hpn

ðx; �Þ
t ¼ ðt1; . . . ; tnÞ 2 Rn

The associated moment map is just

P :T�M� 0!Rn; P ¼ ðp1; . . . ; pnÞ
We denote the image P(T�M� 0) by B, the regular
values (resp. singular values) by Breg (resp. Bsing) of
the moment map.

To establish bounds for the joint eigenfunctions of
P1, . . . , Pn, one imposes a ‘‘finite-complexity’’ assump-
tion (Toth and Zelditch 2002) on the classical integrable
system. This condition holds for all systems of interest in
physics. To describe it, for each b = (b(1), . . . , b(n)) 2 B,
let mcl(b) denote the number of Rn-orbits of the joint
flow �t on the level set P�1(b). Then, the finite-
complexity condition says that for some M0 > 0,

mclðbÞ < M0ð8b 2 BÞ

In addition, when P is proper,

P�1ðbÞ ¼
XmclðbÞ

k¼1

�kðbÞ ½3�

for any b 2 Breg, where the �k(b) are Lagrangian tori.
The starting point for analyzing joint eigenfunctions
is the following correspondence principle (Zelditch
1990) which makes the eigenfunction localization
alluded to in the introduction more precise:

Theorem 1 Let Op�h(a) 2 Op�h(S0
cl)(T

�M) and Pj, j =
1, . . . , n, be a QCI system of commuting operators.
Then, for every b 2 Breg, there exists a subsequence of
joint eigenfunctions’�(x) :=’(x;�(�h)) with �h 2 (0, �h0]
and joint eigenvalues �(�h) = (�1(�h), . . . ,�n(�h)) 2
Spec(P1, . . . , Pn) with j�(�h)� bj=O(�h) such that

hOp�hðaÞ’�; ’�i ¼ jcð�hÞj2
Z

�ðbÞ
aðx; �Þ d�b þOð�hÞ

Here, d�b denotes Lebesgue measure on the torus, �(b).

The proof of Theorem 1 follows from the �h-microlocal,
regular quantum normal construction near �(b) (see
the section ‘‘Birkhoff normal forms’’).

Blow-Up of Eigenfunctions:
Qualitative Results

Before discussing quantitative bounds for joint
eigenfunctions, it is useful to prove qualitative results.
Here, we review only the homogeneous case where
P1 = �h

ffiffiffiffi
�
p

, although the general case can be dealt
with similarly (Toth and Zelditch 2002). Two well-
known QCI examples which exhibit extremes in
eigenfunction concentration are the round sphere and
the flat torus. In the case of the sphere, the zonal
harmonics blow-up like �1=2 at the poles, whereas, in
the case of the flat torus, all the joint eigenfunctions
are uniformly bounded. The rest of the article will be
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essentially devoted to understanding these extreme
blow-up properties (and intermediate ones) more
systematically. When discussing blow-up of eigen-
functions, it is natural to start with the following:

Question Do there exist QCI manifolds (other
than the flat torus) for which all eigenfunctions are
uniformly bounded in L1?

Toth and Zelditch (2002) have proved that, up to
coverings, the flat torus is the only example with
uniformly bounded eigenfunctions. Their argument
used the correspondence principle in Theorem 1
combined with some deep results from symplectic
geometry. To deal with the issue of multiplicities, it
is convenient to define

L1ð�; gÞ ¼ sup
’2V�

k’kL1

where V� = {’; P1’� =�’�} and it is assumed that
k’kL2 = 1.

Theorem 2 (Toth and Zelditch 2002). Suppose
that P1 =

ffiffiffiffi
�
p

is QCI on a compact, Riemannian
manifold (M, g) and suppose that the corresponding
moment map satisfies the finite-complexity condi-
tion. Then, if L1(�, g) =O(1), (M, g) is flat.

The proof of Theorem 2 follows by contradiction:
that is, one assumes that all eigenfunctions are
uniformly bounded. There are two main steps in the
proof of Theorem 2: the first is entirely analytic and
uses the correspondence principle in Theorem 1 and
uniform boundedness to determine the topology of
M. The second step uses two deep results from
symplectic topology/geometry to determine the
metric, g, up to coverings.

Using a local Weyl law argument and the finite-
multiplicity assumption, it can be shown that for
each b 2 Breg, there exists a subsequence, ’�, of joint
eigenfunctions such that Proposition 1 holds with

jcð�h; bÞj2 
 1

C

where C > 0 is a uniform constant not depending
on b 2 Breg. With this subsequence, one applies Theo-
rem 1 with a(x, �) = V(x) 2 C1(M). It then easily
follows by the boundedness assumption that for �h
sufficiently small and appropriate constants C0, C1 > 0,

Z
�ðbÞ

���ðbÞV
� �

d�b

�����
�����

� 1

C0

Z
M

jVðxÞj j’�ðxÞj2 dVolðxÞ

� 1

C1

Z
M

jVðxÞjdVolðxÞ ½4�

where ��(b) denotes the restriction of the canonical
projection � : T�M!M to the Lagrangian �(b). The
estimate in [4] is equivalent to the statement,

ð��ðbÞÞ�ðd�bÞ � dVolðxÞ

where given two Borel measures d� and d�, one
writes d��d� if d� is absolutely continuous with
respect to d�. Consequently, ��(b) : �(b)!M has no
singularities and thus, up to coverings, M is
topologically a torus (since �(b) is).

Since there are many QCI systems on n-tori, it still
remains to determine how the uniform-boundedness
condition constrains the metric geometry of (M, g).
First, by a classical result of Mane, if T�M possesses
a C1-foliation by Lagrangians, (M, g) cannot have
conjugate points. By the first step in the proof, it
follows that under the uniform-boundedness
assumption, M is a topological torus and T�M
possesses a smooth foliation by Lagrangian tori.
Consequently, (M, g) has no conjugate points.
Finally, the Burago–Ivanov proof of the Hopf
conjecture says that metric tori without conjugate
points are flat. Therefore, (M, g) is flat.

Consistent with Theorem 2, one can show (Toth
and Zelditch 2003, Lerman and Shirokova 2002) that
if (M, g) is integrable and not a flat torus, then there
must exist a compact �t-orbit (i.e., an orbit of the joint
flow of Xpj

, j = 1, . . . , n) with dim = k < n. In the QCI
case, these ‘‘singular’’ orbits trap eigenfunction mass
for appropriate subsequences. To understand this
statement in detail, it is necessary to review QBNF
constructions in the context of QCI systems.

Birkhoff Normal Forms

There are several excellent expositions on the topic
of Birkhoff normal forms in the literature (see, e.g.,
Guillemin (1996), Iatchenko et al. (2002), and
Zelditch (1998)), which discuss both the classical
and quantum constructions. Here, we discuss the
aspects which are most relevant for QCI systems.

Consider the Schrödinger operator, P(x; �hDx) =
��h2(d2=dx2)þ V(x) with V(xþ 2�) = V(x) acting
on C1(R=2�Z). Assume that the potential, V(x), is
Morse and that x = 0 is a potential minimum with
V(0) = V 0(0) = 0 and � � T�(S1) an open neighbor-
hood containing (0, 0). In its simplest incarnation,
the classical Birkhoff normal-form theorem says that
for small enough �, there exists a symplectic
diffeomorphism, 
�1 : (�; (0, 0))�! (�; (0, 0));
�1 :
(x, �) 7! (y, �), and a (locally defined) function F0 2
C1(R) such that

ðp 	 
Þðy; �Þ ¼ F0ð�2 þ y2Þ ½5�
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provided (y, �) 2 �. At the quantum level, the
analogous QBNF expansion says that there exist
microlocally unitary �h-Fourier integral operators,
U(�h) : C1(�)!C1(�) and a classical symbol
F(x, �h) �

P1
j = 0 Fj(x)�hj, such that

Uð�hÞ� 	 Pð�hÞ 	Uð�hÞ ¼ �FðÎe; �hÞ ½6�

with Îe = �h2D2
y þ y2. Given two �h-pseudos P and Q,

the notation P = � Q means that k�(P�Q)kL2k0 =
O(�h1) and k(P�Q)�k0 =O(�h1), for any � 2
C10 (�). Since it can be easily shown that eigenfunc-
tions ’�, with �(�h) =O(�h
), 0 < 
 � 1, localize very
sharply near x = 0, from the �h-microlocal unitary
equivalence in [6], the eigenfunction and eigenvalue
asymptotics (including trace formulas) can all be
determined by working with the model operator on
the right-hand side (RHS) of [6]. Moreover, on the
model side, the eigenfunctions and eigenvalues are
explicitly known.

At a potential maximum, there exist classical and
quantum normal forms analogous to [5] and [6] (see
Helffer and Sjoestrand (1990) and Colin de Verdiere
and Parisse (1994a)) except that the harmonic
oscillator action operator, Îe, is replaced by the
hyperbolic action operator,

Îh ¼ �h yDy þ 1
2

� �
½7�

The 1D Schrödinger operator is the simplest
example of a QCI system where (0, 0) 2 T�S1 is a
nondegenerate critical point of the classical Hamil-
tonian, H(x, �) = �2 þ V(x). Under a mild nonde-
generacy hypothesis (Vu Ngoc 2000), there is an
analogous normal form for arbitrary QCI systems
which is valid near nondegenerate rank k<n orbits
of the joint flow, �t. At the classical level, this result
is due to Eliasson (1984) and the quantum analog is
due to Vu-Ngoc (2000). To state the result is
general, one has to define the appropriate model
operators: these are Îe and Îh together with the
loxodromic model operators <Îch = �hD�,=Îch =
�h�D� þ �h=i, where (�, �) denote polar coordinates
in R2. The local model phase space for a rank k < n
orbit, Ok, is just T�(Tk)� T�(Rn�k). In this case, the
QBNF says that, for a sufficiently small neighbor-
hood, Gk of Ok, there exists a family of �h-Fourier
integral operators, U
 : C1(Gk)!C1(T�(Tk)� T�

(Rn�k)) and symbols fj(�h) �
P1

j = 0 fj�h
j, such that

U�
PjU
¼Gk
M�h � ðQ1 � f1ð�hÞ; . . . ;Qn � fnð�hÞÞ

U�
 	U
¼Gk
Id

½8�

Here, Mh is a microlocally invertible matrix of
�h-pseudodifferential operators commuting with the
Qj’s, and the Qj’s are to be chosen from the list of
model operators {Îch, Îh, Îe, Îreg}, where Îreg =

(�hD�1
, . . . , �hD�k

) denotes the regular model operator
acting along the k-dimensional orbit, Ok. Moreover,
if (y1, . . . , yn�k, �1, . . . , �n�k) 2 T�(Rn�k) denote the
symplectic model coordinates, then the Qj’s act in
separate, complementary (y1, . . . , yn�k)-variables.
The main point here is that [8] is actually a
convergent normal norm in �h in the sense that
error terms in [8] are O(�h1). In contrast (Guillemin
1996, Iatchenko et al. 2002, Zelditch 1998), the
general Birkhoff normal form is only formal in the
sense that error terms vanish to successively higher
orders along the orbit, Ok, but are not necessarily
small in terms of the spectral parameter, �h.

Using [8], it can be shown that the joint
eigenfunctions, ’�, are microlocally determined in
terms of the �h-Fourier integral operators, U
, and
certain model eigenfunctions. More precisely,

U�
’�ð�; y; �hÞ¼ Gk
cð�hÞ eim� � ½uh � uch � ue�ðy; �hÞ ½9�

where m 2 Zþ 1=4, c(�h) 2 C(�h). The generalized
eigenfunctions of the model operators, Îh, Îch, Îe, acting
transversely to the orbit Ok are uh(y;�, �h) =
cþ(�h)jyj�1=2þi�=�h

þ þ c�(�h)jyj�1=2þi�=�h
� , uch(�, �; t, k, �h) =

�it=�h�1eik� and ue(y; n, �h) = Hn(�h�1=2y), where Hn(y) is
the nth Hermite function.

Eigenfunction Lower Bounds:
Quantitative Results

Let Ok be a singular rank k<n orbit as in the
previous section. From the qualitative results of the
first section, it follows that there must exist joint
eigenfunctions, ’�, of the commuting operators,
Pj, j = 1, . . . , n, which blow up along the orbit, Ok.
To obtain quantitative results, one could try to
determine the Lp!Lq mapping properties of the
�h-Fourier integral operator, U
. However, since the
canonical transformation 
 to normal form can be
complicated, this method is quite cumbersome. To
avoid this complication (Toth and Zelditch 2003), it
suffices to compute L2-masses only, but on scales of
order �h� where 0��<1=2. Let �(Gk(�h�)) be the
configuration space projection of the �h�-radius tube
Gk(�h�) 
 Ok. Since

k’�k2
L1 � Volð�ðGkð�h�ÞÞÞ 


Z
Gkð�h�Þ

j’�j2 dVol ½10�

one is reduced to estimating
R
Gk(�h�) j��j

2 dVol from
below. To bound this integral from below, it suffices to

1. reduce the estimate to one involving only the
model eigenfunctions in the Birkhoff normal
form and

2. estimate the normalizing �h-dependent constant
c(�h) in [9].
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To prove (1) one introduces a cutoff function
�(x, �; �h�) 2 C10 (Gk(�h�)) and is identically equal to
one near Ok. Then, since ��1(�(Gk(�h�))) 
 Gk(�h�),
from the Garding inequality, it follows thatZ

Gkð�h�Þ
j’�j2 dVol� hOp�hð�ðx; �; �h�ÞÞ’�; ’�i ½11�

In light of the QBNF result in [8], the computa-
tion of the matrix element on the RHS of [11] is
reduced to a corresponding computation for the L2-
normalized model eigenfunctions. Since the U
’s are
microlocally unitary, it follows that

hOp�hð�ðx; �; �h�ÞÞ’�; ’�i ��h!0þ Cð�Þ � jcð�hÞj2 ½12�

Here, the constant C(�)>0 depends only on the
scale of the cutoff function. It finally remains to deal
with (2). Bounding the size of jc(�h)j from below
amounts to estimating the L2-mass of the joint
eigenfunction ’� which must be trapped near
the orbit, Ok. Using a local (singular) Weyl
law argument, it is shown in Toth and Zelditch
(2003) that

jcð�hÞj2 � j log �hj�
 ½13�

where 
>0 indexes the number of hyperbolic and
loxodromic model operators. The final result quan-
tifies blow-up along a compact orbit:

Theorem 3 (Toth and Zelditch 2003). Let Ok be a
rank k<n orbit of the joint flow �t. If this orbit is
compact and nondegenerate, then there exists a
subsequence of L2-normalized joint eigenfunctions
’�jk

, k = 1, 2, . . . , of the QCI system Pj, j = 1, . . . , n,
such that for any � > 0,

k’�jk
kL1 �� �

ðn�k=4Þ��
jk

By using the semiclassical scale �h1=2j log �hj1=2, one
can (slightly) improve the lower bound in Theorem
3 to k’�jk

kL1�� �
n�k=4
jk

j log�jk j
�	 for some 	
0 (see

Sogge et al. (2005)).
When (M, g) is not flat, there must exist a

singular, compact orbit of dimension k with 1�k�
n� 1 and so, as an immediate corollary of Theorem
3, it follows that for some 	
0,

L1ð�; gÞ��1=4j log�j�	 ½14�

Since the bound in [14] is highly dependent on
dimension, establishing the existence of high-
codimension singular orbits would strengthen the
estimate substantially. However, this appears to be a
difficult and open problem.

Maximal Blow-Up of Modes
and Quasimodes

We review here a number of converses to a recent
result of Sogge and Zelditch (2002) on Riemannian
manifolds (M, g) with maximal eigenfunction
growth. These authors proved that if there exists a
sequence of L2-normalized eigenfunctions of the
Laplacian � of (M, g) whose L1-norms are compa-
rable to zonal spherical harmonics on Sn, then there
must exist a point comparable to the north pole of
Sn, that is, a recurrent point z such that a positive
measure of geodesics emanating from z return to it
at a fixed time T. The most extreme kind of
recurrent point is a ‘‘blow-down point’’ of period
T, where by definition all geodesics leaving z return
to z at time T, that is, form geodesic loops. Poles of
surfaces of revolution are blow-down points where
all geodesic loops at z are smoothly closed, while
umbilic points of triaxial ellipsoids are examples of
blow-down points where all but two geodesic loops
are not smoothly closed. On real-analytic manifolds,
all recurrent points are blow-down points. The
converse question is the following: what kind of
mode (eigenfunction) or quasimode growth must
occur when a blow-down point exists?

Sogge et al. (2005) proved that maximal quasi-
mode growth (Colin de Verdiere 1977) implies the
existence of a blow-down point. This generalizes the
main result of Sogge and Zelditch (2002) from
modes (which one rarely understands) to quasi-
modes (which one often understands better). Con-
versely, existence of a blow-down point insures
near-maximal quasimode growth, that is, here,
maximal up to logarithmic factors. If one assumes
that the geodesic flow Gt : T�M!T�M of (M, g) is
completely integrable and that dim M = 2, then the
results of Sogge et al. (2005) show that actual
eigenfunctions have near maximal blow-up. Examples
show that, in general, blow-up points do not neces-
sarily cause modes to have near-maximal blow-up.

An important geometric invariant of a blow-down
point is the first-return map to the cotangent fiber
over the blow-down point:

GT
z :S�zM! S�zM ½15�

GT
z is also an important analytic invariant: the blow-

up rate of modes or quasimodes, specifically the
occurrence of the logarithmic factors, depends on
the fixed-point structure of this map. When all
geodesic loops at z are smoothly closed, that is,
when the first-return map is the identity, then there
exist quasimodes of maximal growth. When the
first-return map has fixed points, the maximal
growth is modified by logarithmic factors.
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To put these results in context, we first recall
the local Weyl law of Avakumovich–Levitan
(Duistermaat and Guillemin 1975), which states thatX

����
j’�ðxÞj2 ¼ ð2�Þ�n

Z
pðx;�Þ��

d� þ Rð�; xÞ ½16�

with uniform remainder bounds

jRð�; xÞj � C�n�1 x 2M

It follows that

L1ð�; gÞ ¼ 0ð�ðn�1Þ=2Þ ½17�

on any compact Riemannian manifold. Riemannian
manifolds for which the equality

L1ð�; gÞ ¼ �ð�ðn�1Þ=2Þ ½18�

is achieved for some subsequence of eigenfunctions
are said to be of maximal eigenfunction growth. In
addition to modes, and almost inseparable from
them, are the quasimodes of the Laplacian (Colin
de Verdiere 1977). As the name suggests, quasi-
modes are approximate eigenfunctions. The crudest
type of quasimode is quasimode { k} of order 0,
namely a sequence of L2-normalized functions
which solve

kð�� �kÞ kkL2 ¼ Oð1Þ

for a sequence of quasieigenvalues �k. By the
spectral theorem, it follows that there must exist
true eigenvalues in the interval [�k � �,�k þ �] for
some �>0. (M, g) is said to have maximal 0-order
quasimode growth if there exists a sequence of
quasimodes of order 0 for which k kkL1 =
�(�(n�1)=2). There are analogous definitions for
more refined quasimodes, for example, quasimodes
of higher order or (most refined) quasimodes defined
by oscillatory integrals. It is natural to include
quasimodes in this study because they often reflect
the geometry and dynamics of the geodesic flow
more strongly than actual modes. For quasimodes,
there is the following result:

Theorem 4 (Sogge et al. 2005). Let (Mn, g) be a
compact Riemannian manifold with Laplacian �.
Then:

(i) If there exists a quasimode sequence {( k,�k)}
of order 0 with k kkL1 = �(�

(n�1)=2
k ), then there

exists a recurrent point z 2M for the geodesic
flow. If (M, g) is real analytic, then there exists
a blow-down point.

(ii) Conversely, if there exists a blow-down point
and if the map GT

z = id, then there exists a
quasimode sequence {( k,�k)} of order 0 with
k kkL1 = �(�n�1

k ).

(iii) Let n = 2 and (Mn, g) be real analytic. Then,
if GT

z has a finite number of nondegenerate
fixed points, there exists a quasimode sequence
{( k,�k)} of order 0 with k kkL1 = �(�

1=2
k �

j log�kj�1/2).

The assumption that GT
z = id is the same as

saying that all geodesics leaving z smooth close up
at z again. As mentioned above, poles of surfaces
of revolution have this property. On the contrary,
the umbilic points of triaxial ellipsoids in R3 are
blow-down points for which GT

z 6¼ id. That is,
every geodesic leaving an umbilic point returns at
the same time, but only two closed geodesics in
this family are closed, and they give rise to fixed
points of Gt

z. One can show (see Toth 1996) that
there exists a sequence of eigenfunctions in this
case for which L1(g,�) � �1=2j log�j�1/2. Hence,
the above result is sharp. Moreover, it is clear
from the proof that the fixed points are respon-
sible for the logarithmic correction to maximal
eigenfunction growth: they cause a change in the
normal form of the Laplacian near the blow-down
point.

Theorem 4 illustrates the intimate connection
between maximal blow-up of quasimodes and
existence of blow-down points. It is natural to ask,
however, when blow-down points cause blow-up in
modes, that is, actual eigenfunctions. As mentioned
above, this is not generally the case and some further
mechanism is needed to ensure it. In the case of QCI
surfaces, one can prove:

Theorem 5 (Sogge et al. 2005). Let (M, g) be a
smooth, compact surface, P1 =

ffiffiffiffi
�
p

, P2 be an Elias-
son nondegenerate QCI system on M and ’k be an
L2-normalized joint eigenfunction of P1, P2 withffiffiffiffi

�
p

’k =�k’k. Suppose that there exists a blow-
down point z 2M for the geodesic flow
Gt := exp tXp1

. Then, there exists a subsequence of
(joint) Laplace eigenfunctions, ’jk , k = 1, 2, . . . , such
that for any � > 0,

k’jkkL1 �� �
ð1=2Þ��
jk

The role of complete integrability is to force joint
eigenfunctions to localize on level sets of the
moment map and thus to blow up at blow-down
points. The proofs of Theorems 4 and 5 are similar.
To prove the latter, by the same reasoning as in the
orbit case (Theorem 3), one needs to bound from
below the integral

Z
Bðz;�h�Þ

j’�j2dVol ½19�

Eigenfunctions of Quantum Completely Integrable Systems 153



for an appropriate subsequence of ’�s, where B(z; �h�)
denotes a ball of radius �h� centered at the blow-down
point, z 2M. The blow-down condition implies that
S�zM � P�1(b) for some b 2 B. The relevant sub-
sequence of eigenfunctions, ’�, are the ones with
joint eigenvalues satisfying j�(�h)� bj=O(�h). Since the
eigenfunctions ’� are microlocally concentrated on the
set P�1(b), by Gärding,Z

Bðz;�h�Þ
j’�j2dVol� hOp�hð�ðx; �; �h�ÞÞ’�; ’�i ½20�

where �(x, �, �h�) is a cutoff localized on an
�h�-neighborhood of � = ��1(z) \ P�1(b). The matrix
elements on the RHS of [20] are estimated by passing
to QBNF. The subtlety here lies in the choice of scale,
�. For 0 < � < 1=2, the �h-pseudodifferential operators
Op�h(�(x, �; �h�)) are contained in a standard calculus
(Dimassi and Sjoestrand 1999) and so they automati-
cally satisfy the �h-Egorov theorem. In particular, the
passage to normal form by conjugating with the U
’s
is automatic. The crucial point here is that to obtain
the (near)-maximal blow-up near a blow-down point
z 2M, one needs to able to choose 0 � � < 1. Using
second-microlocal methods similar to the ones in
Sjoestrand and Zworski (1999), it is shown in Sogge
et al. (2005) that the blow-down geometry implies that
the microlocal cutoffs are contained in an �h-pseudo-
differential operator calculus and, in particular, the
relevant �h-Egorov theorem needed to pass to QBNF is
satisfied for any 0 � � < 1. Then, by explicit compu-
tation for the model eigenfunctions, one can show that

Op�hð�ðx; �; �h�ÞÞ’�; ’�i �� �h� ½21�

for any � with 0<�<1. The result in Theorem 5
then follows from the bound

k’�k2
L1 � VolðBðz; �h1ÞÞ�� �h� ½22�

where one takes � arbitrarily close to 1. By analyzing
the U
s carefully (Sogge et al. 2005), the lower
bound in Theorem 5 can be improved slightly by
replacing the ��� by j log�j�	 for some 	 > 0,
although the sharp constant, 	 > 0, appears to be
difficult to determine in general. In cases where the
geometry of the first-return map, GT

z , is particularly
simple, one can sometimes get sharp j log�j-power
improvements in Theorem 5 (see Theorem 4 (iii)).

Eigenfunction Upper Bounds:
Quantitative Results

In light of the �-bounds in Theorem 5, it is natural
to ask whether there are analogous upper bounds
for L1(�; g) in the QCI case. The following result
holds in the case of real-analytic surfaces:

Theorem 6 (Sogge et al. 2005). Let (M, g) be a
real-analytic Riemannian 2-manifold and P1 =

ffiffiffiffi
�
p

and P2 be a QCI system on (M, g) where, the
principal symbol, p2, of P2 is a metric form on T�M.

(i) If M ffi T2,

L1ð�; gÞ ¼ Oð�1=4Þ

(ii) If M ffi S2, let Mrec be the set of completely
recurrent points for the geodesic flow,
Gt : T�M!T�M and let �rec �M be an open
neighborhood of Mrec. Then,

L1ð�; gÞjM��rec
¼ Oð�1=4Þ

An old result of Kozlov says that if the surface
(M, g) is analytic, then topologically either M ffi S2

or M ffi T2, so that the estimates in Theorem 6 cover
all possible cases in two dimensions. The assump-
tions in Theorem 6 are satisfied in many examples
including surfaces of revolution, Liouville surfaces,
and ellipsoids with distinct axes in R3.

The proof of Theorem 6 follows from a pointwise
(joint) trace formula argument (Duistermaat and
Guillemin 1975). Namely, in Sogge et al. (2005), it
is shown that if there are no blow-down points for
Gt, then for appropriate � 2 S(R) with � 
 0 and
�̂ 2 C10 (R),

X1
j¼1

� �h�1 �
ð1Þ
j ð�hÞ � b1

h i� �
� � �h�1 �

ð2Þ
j ð�hÞ � b2

h i� �
� j’�ðx; �hÞj2 ¼ Oð�h�1=2Þ ½23�

where the estimate in [23] is uniform in x 2M and
locally uniform in b = (b1, b2) 2 B. Part (ii) follows
from this. To prove part (i), one applies a simple
homological argument to show that if M ffi T2, there
cannot exist blow-down points for the geodesic flow
(see also Sogge and Zelditch (2002)).

Open Problems

Most questions related to eigenfunction blow-up are
completely open and general results are rare (Sogge
and Zelditch 2002). Specific results/conjectures in
the ergodic case can be found in Quantum Ergodi-
city and Mixing of Eigenfunctions. We would like to
point out here some specific questions related to the
above results in the QCI case:

1. All the known examples with blow-down points
turn out to be integrable. Is this necessarily
always the case?

2. Does the maximal bound L1(�; g) � �(n�1)=2

necessarily imply that (M, g) is QCI?
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3. At the other extreme, does the minimal bound
L1(�; g) � 1 necessarily imply that (M, g) is flat,
or do there exist nonflat manifolds (which are
necessarily not QCI) satisfying L1(�; g) � 1?
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Introduction

The goal of statistical mechanics is to calculate the
macroscopic properties of matter from a knowledge
of the fundamental interactions between the con-
stituent microscopic components. For simplicity, let
us assume discrete states. The mathematical prob-
lem, as formulated by Gibbs, is then to calculate the
partition function

ZN ¼
X

states�

e�
Hð�Þ ½1�

where 
= 1=kBT is the inverse temperature, kB is
the Boltzmann constant, and the Hamiltonian H
describes the interaction energy of the state � of the

N constituent degrees of freedom. The formidable
nature of the problem ensues from the fact that ZN

is needed in the limit of an arbitrarily large system
to obtain the bulk free energy  (T) or partition
function per site 
 in the thermodynamic limit

�
 ðTÞ ¼ lim
N!1

1

N
log ZN ¼ log 
 ½2�

This limit generally exists because the free energy of a
finite system is extensive, that is, it grows proportion-
ally with the system size. Once the bulk free energy is
known, the other thermodynamic potentials are
obtained, in principle, by taking derivatives with
respect to the temperature T and other thermodynamic
fields such as the volume V or the external magnetic
field h. Phase transitions and the accompanying critical
phenomena are associated with singularities of the
bulk free energy as a function of the thermodynamic
fields. Up until the beginning of the 1970s, there were
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only a handful of two-dimensional lattice models that
had yielded exact solution, most notably, the Ising
model (free-fermion or dimer model), the spherical
model, the square ice, and six-vertex models. This
situation changed dramatically with Baxter’s solution
of the eight-vertex and hard-hexagon models. The
methods developed by Baxter make it possible to solve
an infinite plethora of two-dimensional lattice models.
In this article, we compare and contrast the remark-
able properties of these two prototypical models that
played such a pivotal role in the emergence of the
modern theory of Yang–Baxter integrability.

Definition of the Models

Eight-Vertex Model

The eight-vertex model emerged from the study of
two-dimensional ferroelectrics. The local degrees of
freedom are arrow states �, �, �, �= �1 which live
on the edges of the elementary faces of the square
lattice and describe the local polarization within the
ferroelectric material. Of the 16 possible configura-
tions around a face, the local configurations of an
elementary square face are restricted to the eight
configurations shown in Figure 1.

The partition function is

ZN ¼
X

arrow states

Y
faces

W
�

� �
�

0
@

1
A ½3�

where the Boltzmann face weights are given alter-
native graphical representations as a face or vertex

W βδ
α

γ

α

βδ

γ

α

βδ

γ

 = =� � ½4�

In the face representation, the arrow states are often
called bond variables. Formally, the Hamiltonian is
a sum over local energies H =

P
faces E(�,�, �, �),

where W(�, �, �, �) = exp(��E(�, �, �, �)) but we use
face weights since E is infinite for excluded config-
urations. The general eight-vertex model includes
many other ferroelectric models including the
rectangular Ising model, Slater’s model of potassium
dihydrogen phosphate (KDP), the Rys F model of an
antiferroelectric, the square ice model and the six-
vertex model solved by Lieb. In the case of the six-
vertex model, !4 =!8 = 0, so arrows are conserved
with ‘‘two in’’ and ‘‘two out’’ at each vertex.

The eight-vertex model can be formulated as an
Ising model with spins a, b, c, d = �1 at the corners
of the elementary faces and Boltzmann face weights

W
d

a

c

b
 = R exp(Kac + Lbd + Mabcd)

d

a b

c
d

a

b

c =  = ½5�

The four independent vertex weights are related to
R, K, L, M by

!1 ¼ !5 ¼ ReKþLþM

!2 ¼ !6 ¼ Re�K�LþM

!3 ¼ !7 ¼ ReK�L�M

!4 ¼ !8 ¼ Re�KþL�M

½6�

This is not the usual rectangular Ising model since it
involves four-spin interactions in addition to two-spin
interactions. The spins and arrows are related by

� ¼ ab; � ¼ bc; � ¼ cd; � ¼ da ½7�

This mapping is one-to-two, since we can arbitrarily
fix one spin somewhere on the lattice. It follows that
ZIsing = 2Zvertex. The eight-vertex model obviously
includes the six-vertex (!4 =!8) and the rectangular
Ising models (M = 0). Although it is not at all
obvious, the three-spin Ising model is also included
as a special case (K = M, L = 0).

Notice that the eight-vertex face weights are
invariant under spin reversal of the spins on either
diagonal. This Z2 �Z2 symmetry, which the eight-
vertex model shares with the Ashkin–Teller model,
is peculiar because it allows the model to exhibit
continuously varying critical exponents. Because of
symmetries and duality, it is sufficient to consider
the regime !1 > !2 þ !3 þ !4 with !2, !3, !4 > 0.
In terms of spins, this corresponds to the

+
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+

++

+

+

+

+
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+
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–
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ω5 ω6 ω7 ω8

Figure 1 The eight vertex configurations of the eight-vertex

model showing one of the two corresponding configurations of

the related Ising model. The model is solvable in the symmetric

case, !1 =!5,!2 =!6,!3 =!7,!4 =!8, when the Boltzmann

weights are equal in pairs under arrow reversal.
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ferromagnetically ordered phase; in terms of vertices
or arrows, this corresponds to the ferroelectric
phase. The eight-vertex model is critical on the
four surfaces

!1 ¼ !2 þ !3 þ !4; !2 ¼ !1 þ !3 þ !4

!3 ¼ !1 þ !2 þ !4; !4 ¼ !1 þ !2 þ !3

½8�

A convenient parameter to measure the departure
from criticality t = (T � Tc)=Tc is

t ¼ � 1

16!1!2!3!4
½ð!1 � !2 � !3 � !4Þ

� ð!1 � !2 þ !3 þ !4Þ
� ð!1 þ !2 � !3 þ !4Þ
� ð!1 þ !2 þ !3 � !4Þ� ½9�

Because of the unusual four-spin interaction, it is
difficult to realize the eight-vertex model experi-
mentally in the laboratory.

Hard-Hexagon Model

The hard-hexagon model is a two-dimensional
lattice model of a gas of hard nonoverlapping
particles. The particles are placed on the sites of a
triangular lattice with nearest-neighbor exclusion
so that no two particles are together or adjacent.
Effectively, the triangular lattice is partially cov-
ered with nonoverlapping hard tiles of hexagonal
shape. Let us draw the triangular lattice as a
square lattice with one set of diagonals as in
Figure 2. The partition function for the hard-
hexagon model is

ZN ¼
XN
n¼0

zngðn;NÞ ½10�

where z > 0 is the activity and g(n, N) is the number
of ways of placing n particles on the N sites such
that no two particles are together or adjacent. To
each lattice site j, assign a spin or occupation

number �j; if the site is empty, �j = 0; if the site is
full, �j = 1. The partition function can then be
written in terms of spins as

ZN ¼
X

spins �

Y
hiji

zð�iþ�jÞ=6ð1� �i�jÞ ½11�

where the product is over all bonds hiji of the
triangular lattice and the sum is over all configurations
of the N spins or occupation numbers �j = 0, 1. The
exponent of z arises because the activity is shared out
between the six bonds incident at each site. The
remaining term, (1� �i�j) = 0, 1, ensures that neigh-
boring sites are not occupied simultaneously by
excluding such terms from the sum.

The activity z gives the a priori probability of
finding a particle at a given site and can be written
as z = e��	, where 	 is the chemical potential. The
density of particles increases monotonically as the
activity increases but only a third of the total lattice
sites can be occupied. At low activities, there are
only a few particles scattered randomly so the S3

sublattice symmetry of the triangular lattice is
preserved. However, at higher activities approaching
the close-packing limit, there is a sudden change and
one of the three sublattices is preferentially occupied
so the S3 sublattice symmetry is spontaneously
broken. This dramatic change signals an order–
disorder phase transition at some critical value zc of
the activity. The system is disordered below the
critical activity but is ordered above it. The funda-
mental problem is to obtain the statistical properties
of this model such as the bulk free energy and the
sublattice densities


k ¼ h�ki
¼ ffraction of spins sitting on

sublattice k ¼ 1; 2; 3g ½12�

in the thermodynamic limit N ! 1. The mean
density is


 ¼ ð
1 þ 
2 þ 
3Þ=3 � 1=3 ½13�

Assuming that sublattice k = 1 is preferentially
occupied, an order parameter is defined by

R ¼ 
1 � 
2 ½14�

The order parameter vanishes in the disordered regime
but is nonzero in an ordered regime. Notice that the
symmetry between sublattices k = 2 and 3 is not broken.

Unlike the eight-vertex model, the hard-hexagon
model can be realized by a physical system in the
laboratory, namely helium adsorbed on a graphite
surface. The graphite substrate is composed of
hexagonal cells formed by six carbon atoms with

Figure 2 The triangular lattice drawn as a square lattice with

one set of diagonals. The close-packed arrangement of particles

(solid circles) fills one of the three independent sublattices. One

of the nonoverlapping hard hexagons is shown shaded. At low

activities, the hard hexagons are sparsely scattered on the

lattice with no preferential occupation of a particular sublattice.
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an interatom distance of 2.46 Å. Energetically, the
adsorbed helium atoms prefer to sit in the potential
well at the center of the hexagonal cells. The
diameter of the helium atom, however, is 2.56 Å,
which precludes the simultaneous occupation of
neighboring cells by excluded volume effects. Some
beautiful experiments carried out by Bretz indicate
that this system undergoes a phase transition.
Indeed, Bretz took precise measurements of the
specific heat as the temperature or, equivalently, the
activity z, is varied, and obtained a symmetric
power-law divergence at the critical point

C � jz� zcj�; � � 0:36 ½15�

with critical exponent � close to 1/3. Of course, one
does not actually see divergences experimentally.
Rather, it is the presence of dramatic peaks in the
specific heat that are the hallmarks of a second-
order transition.

Yang–Baxter Equations and Commuting
Transfer Matrices

Yang–Baxter Equations

The eight-vertex and hard-hexagon models were
solved by Rodney Baxter at the beginning of the
1970s and 1980s, respectively. Although the two
models are quite different in nature, they are
quintessential of exactly solvable lattice models.
The seminal work of Baxter gives a precise criterion
to decide if a two-dimensional lattice model is
exactly solvable: it is exactly solvable if its local
face weights satisfy the celebrated Yang–Baxter
equation. We present a general formulation of the
Yang–Baxter equations and commuting transfer
matrices and then show how Baxter implemented
these for the eight-vertex and hard-hexagon models.

The first important step in the exact solution of a
two-dimensional lattice model is the parametrization
of the Boltzmann weights in terms of a distinguished
variable u called the spectral parameter. Typically,
critical models involve trigonometric or hyperbolic
functions and off-critical models involve elliptic
functions of the spectral parameter. In terms of u,
the local Boltzmann weights of a general two-
dimensional lattice model take the form

W
α

β βδ δ
γd

a b αa b

u u
c γd c

= ½16�

where the allowed values of the spins a, b, c, . . . and
arrows (or bond variables) �,�, �, . . . may be

restricted by certain constraints. The spins a, b, c, d
are absent for the eight-vertex model and the arrows
�, �, �, � are absent for the hard-hexagon model.

The general Yang–Baxter equations take the
following algebraic and graphical forms:

W W W

f g

ba
u

α
μ

ζ
η

e d

gf
υ

ζ
�

δ
ξ ξ

d c

bg
υ − u

η

γ
β

g,η,ξ,ζ

ba α ba α

μ

υ

υ

d

β μ β
c

u

u

δ
γ

f cf
� γ�

e dδe

υ − u υ − u=

g c

ba
υ

α
ξ

ζ

β uη
e dδ

ζ cg
γ

f
�

e g

a
υ − u

μ

η
ξW W W

g,η,ξ,ζ
=

[17]

Graphically, this equation can be interpreted as saying
that the diamond-shaped face with spectral parameter
v� u can be pushed through from the right to the left
with the effect of interchanging the spectral para-
meters u and v in the remaining two faces.

Commuting Transfer Matrices

A square lattice is built up row-by-row using the
row transfer matrix T(u) with matrix elements

β1,β2,...,βN = ±1 j = 1

N

W=

〈a, α⏐T(u)⏐c, γ〉
cj

aj

cj + 1

aj + 1

βj βj + 1

αj

γj

u ½18�

c1

a1 a2 a3 a4 a1

c2 c3 c4 c1cN

aN

γ1

α1

β1 β1

α2 α3 α1

γ2 γ3 γ1

u u u u u u u=
•  •   •

•  •    •

½19�

Here there are N columns, and periodic boundary
conditions are applied so that aNþ1 = a1, �Nþ1 = �1,
and so on. The significance of the Yang–Baxter
equations is that they imply a one-parameter family
of commuting transfer matrices

TðuÞTðvÞ ¼ TðvÞTðuÞ ½20�

Pictorially, the product on the left is represented by
two rows, one above the other, the lower row with
spectral parameter u and the upper row with
spectral parameter v. The matrix product implies
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that the spins and arrows on the intervening row are
summed out. Inserting a diamond-shaped face with
spectral parameter v� u and then using the local
Yang–Baxter equation to progressively push it from
right to left around the period interchanges all of the
spectral parameters u with the spectral parameter v.
At the end, the diamond-shaped face is removed
again. This heuristic argument was made rigorous
by Baxter, who showed quite generally, and for the
eight-vertex and hard-hexagon models in particular,
that the diamond faces are in fact invertible:

g,ε,μ

a c

b b

d d

u g −u
δ

α � � β

μ μ γ

= ρ(u) δ(a, c) δ(α, β) δ(γ, δ) ½21�

independent of b, d where the scalar function 
(u) is
model dependent. This equation is called the
inversion relation.

Invariably, the existence of commuting transfer
matrices leads to functional equations satisfied by
the transfer matrices. Typically, the transfer matrices
can be simultaneously diagonalized and so the
functional equations can be solved for the eigen-
values of the transfer matrices. Mathematically, this
is where Yang–Baxter techniques derive their power.
For example, building up the lattice row-by-row, we
see that the partition function of an M�N lattice is

ZMN ¼ tr TðuÞM ¼
X

n

TnðuÞM ½22�

where Tn(u) are the eigenvalues of T(u). Typically,
by the Perron–Frobenius theorem, the largest eigen-
value T0(u) is real, positive, and nondegenerate:

T0ðuÞ > jT1ðuÞj 	 jT2ðuÞj 	 
 
 
 ½23�

Consequently,

�� ¼ lim
N!1

lim
M!1

1

MN
log
X

n

TnðuÞM

¼ lim
N!1

1

N
log T0ðuÞ ½24�

Thus the calculation of the bulk free energy is
reduced to the problem of finding the largest
eigenvalue of the transfer matrix.

Parametrization of the Eight-Vertex Model

Using the spin formulation of the eight-vertex
model, Baxter showed that two transfer matrices
T(K, L, M), T(K0, L0, M0) commute whenever

�ðK;L;MÞ ¼ �ðK0;L0;M0Þ ½25�

where

�ðK;L;MÞ ¼ sinh 2K sinh 2L
þ tanh 2M cosh 2K cosh 2L ½26�

If M and � are regarded as fixed, this is seen to be a
symmetric biquadratic relation between e2K and e2L

and is naturally parametrized in terms of elliptic
functions. Unfortunately, many different notations
and conventions for these elliptic functions appear
in the literature which can be confusing to the
uninitiated. Let

s ¼ #1ðuÞ
#1ð�Þ

; s� ¼
#1ð�� uÞ
#1ð�Þ

; � ¼ #
2
1ð�Þ
#2

4ð�Þ
½27�

c ¼ #4ðuÞ
#4ð�Þ

; c� ¼
#4ð�� uÞ
#4ð�Þ

; 	 ¼ #4ð0Þ
#4ð�Þ

½28�

where #1(u) =#1(u, q) and #4(u) =#4(u, q) are stan-
dard elliptic theta functions of nome q. Then the
vertex weights can be parametrized as

!1 ¼ R	�1cc�; !2 ¼ R�	�1ss�

!3 ¼ R	�1cs�; !4 ¼ R	�1c � s
½29�

In the ferromagnetic regime u, �, and � are all pure
imaginary with 0 < q < 1 and 0 < Im u < Im� <
(
=2)Im � . The critical line occurs in the limit q! 1.
In this sense, we are using a low-temperature elliptic
parametrization. Another elliptic parametrization,
which is useful to study the critical limit, is obtained
by transforming to the conjugate nome q0. If q = e�
�

then the conjugate nome is defined by q0= e�
=� so
that q0 ! 0 as q! 1.

We regard the crossing parameter � as constant, u
as a variable, and write the transfer matrix as T(u).
It follows from this parametrization that M and �
are constants, independent of u. Furthermore, any
two transfer matrices T(u) and T(v) commute and
hence T(u) is a one-parameter family of commuting
transfer matrices. For interest, we point out that the
integrable XYZ quantum spin chain belongs to this
family. Specifically, the logarithmic derivative of the
eight-vertex transfer matrix yields

d

du
log TðuÞ½ �u¼0¼ HXYZ ½30�

where

HXYZ

¼� 1

2

XN
j¼1

Jx�
x
j �

x
jþ1þ Jy�

y
j �

y
jþ1 þ Jz�

z
j�

z
jþ1

� �
½31�

and �x
j , � y

j , � z
j are the usual Pauli spin matrices.

Eight Vertex and Hard Hexagon Models 159



Parametrization of the Hard-Hexagon Model

Actually, Baxter did not solve the hard-hexagon
model directly. Instead, he solved a generalized
hard-hexagon model, which is a model of hard
squares with interactions along the diagonals of the
elementary squares as shown in Figure 3. This in
turn corresponds to the A4 case of the more general
solvable AL restricted solid-on-solid (RSOS) models
of Andrews, Baxter, and Forrester.

The face weights of the generalized hard-hexagon
model are

W
d c

a b

� �
¼ mzðaþbþcþdÞ=4t�aþb�cþdð1� abÞ

� ð1� bcÞð1� cdÞð1� daÞ
� expðLacþMbdÞ ½32�

Here the activity z has been shared out between
the four faces adjacent to a site, m is a trivial
normalization constant, and t is a gauge param-
eter that cancels out of the partition function and
transfer matrix. The anisotropy between L and M
introduces an additional parameter which will
play the role of the spectral parameter u. In fact,
using the Yang–Baxter equation, Baxter showed
that this model is exactly solvable on the
manifold

z ¼ ð1� e�LÞð1� e�MÞ=ðeLþM � eL � eMÞ ½33�

Specifically, two transfer matrices T(z, L, M) and
T(z0, L0, M0) commute whenever

�ðz;L;MÞ ¼ �ðz0;L0;M0Þ
�ðz;L;MÞ ¼ z�1=2ð1� zeLþMÞ

½34�

The hard-hexagon model is recovered in the limit
L = 0, M =�1 which forbids simultaneous occupa-
tion of sites joined by one set of diagonals. In this
special limit, the activity z is unconstrained. It is
curious to note that the pure hard-square model
with L = M = 0 is not solvable.

Eliminating z between the above relations gives a
symmetric biquadratic relation between eL and eM,

which is naturally parametrized in terms of elliptic
functions. Choosing m and t appropriately, the
Boltzmann weights are

W
0 0

0 0

� �
¼ �ð2�þ uÞ

�ð2�Þ

W
0 0

1 0

� �
¼W

0 1

0 0

� �
¼ �ðuÞ
½�ð�Þ�ð2�Þ�1=2

W
0 0

0 1

� �
¼W

1 0

0 0

� �
¼ �ð�� uÞ

�ð�Þ

W
0 1

1 0

� �
¼ �ð2�� uÞ

�ð2�Þ

W
1 0

0 1

� �
¼ �ð�þ uÞ

�ð�Þ

½35�

Here the crossing parameter is �= 
=5, �� < u <
2�, and

�ðuÞ ¼ �ðu; q2Þ

¼ sin u
Y1
n¼1

ð1� q2ne2iuÞ

� ð1� q2ne�2iuÞð1� q2nÞ ½36�

is a nonstandard elliptic theta function of nome q2.
Despite the deceiving notation, the nome q2 lies in the
range �1 < q2 < 1 and is determined by the relation

�2 ¼ �ð�Þ
�ð2�Þ

� �5

¼ zð1� zeLþMÞ2 ½37�

Regarding q2 as fixed and u as a variable, it follows
that T(u) is a one-parameter family of commuting
transfer matrices.

The regimes relevant to the hard-hexagon model
are:

Regime I (disordered) : �1< q2 < 0;

��< u< 0

Regime II (triangular ordered) : 0< q2 < 1;

��< u< 0

½38�

The borderline case q2 =0 corresponds to a line of
critical points. The original hard-hexagon model is
obtained in the limit u! ��= �
=5, so it follows
that the critical point occurs at

zc ¼
1þ

ffiffiffi
5
p

2

 !5
¼ 1

2
ð11þ 5

ffiffiffi
5
p
Þ ½39�

Away from criticality the activity is related to the
nome q2 by

z ¼ zc

Y1
n¼1

1� 2q2n cosð4
=5Þ þ q4n

1� 2q2n cosð2
=5Þ þ q4n

� �5

½40�

L M

Figure 3 Interacting hard squares showing the diagonal

interactions L and M. The hard-hexagon model corresponds to

the limit L = 0, M =�1..
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Functional Equations

Baxter’s T�Q Relation

In a tour de force Baxter showed that the transfer
matrix of the eight-vertex model satisfies the
functional equation

TðuÞQðuÞ ¼ �ðuÞQðu� �Þ þ �ðu� �ÞQðuþ �Þ ½41�

where �(u) = (cs)N = [#1(u)#4(u)=#1(�)#4(�)]N and
Q(u) is an auxiliary family of mutually commuting
transfer matrices satisfying [Q(u), Q(v)] = [Q(u),
T(v)] = 0. In principle, these equations, which are
intimately related to the Bethe ansatz, can be solved to
obtain all the eigenvalues of the transfer matrix.
Without entering into the intricacies of solving these
equations, we summarize the results for the partition
function per site �, correlation length �, and interfacial
tension �. As we have seen, the largest eigenvalue of
the transfer matrix yields �. The interfacial tension �
and correlation length � were obtained, respectively,
by Baxter and by Johnson, Krinsky, and McCoy by
integrating over (continuous) bands of eigenvalues. In
the ferromagnetic regime, their results are

logð�=!1Þ

¼
X1
n¼1

x�nðx2n � qnÞ2ðxn þ x�n � zn � z�nÞ
nð1� q2nÞð1þ x2nÞ

½42�

��1 ¼ � 1
2 log kðx2Þ; � ¼ kBT=� ½43�

where x = e
i�=2, z = x�1e
iu, and k is the elliptic
modulus of nome x2:

kðx2Þ ¼ 4x
Y1
n¼1

1þ x4n

1þ x4n�2

� �4
½44�

Detailed analysis shows that near Tc the free
energy  in general behaves as

 � cotð
2=2�	Þt
=�	 � t2��; t! 0 ½45�

where t = (T � Tc)=Tc,

tanð�	=2Þ ¼ ð!3!4=!1!2Þ1=2 ¼ e�2M ½46�

and �= 2� 
=�	 with 0 < �	 < 
. Exceptional cases
occur, however, if 
=�	 is an integer. This occurs, for
example, in the case of the rectangular Ising model
(M = 0, �	= 
=2), which exhibits a logarithmic sin-
gularity in the specific heat (�= 0log). Similarly,
using log k(x2) � (�t)
=2�	, the other associated crit-
ical exponents are

��1 � ð�tÞ�; � � ð�tÞ	; � ¼ 	 ¼ 
=2�	 ½47�

Notice that, due to the special symmetries of the
eight-vertex model, these critical exponents vary
continuously as the four-spin interaction is varied.
This violates the universality hypothesis, which
asserts that the exponents should only depend on
the dimensionality and symmetries and not on the
details of the interactions. Suzuki has suggested that
it is more natural to use the inverse correlation length
��1, rather than the temperature difference T � Tc, to
measure the departure from criticality with the effect
that it is the renormalized critical exponents

�̂ ¼ ð2� �Þ=�; �̂ ¼ �=�; 	̂ ¼ 	=� ½48�

that are independent of the details of the
interactions.

Hard-Hexagon Functional Equation

Baxter and Pearce showed that the normalized row
transfer matrix of the generalized hard-hexagon
model,

tðuÞ ¼ �ðuþ 2�Þ�ð�Þ
�ðuþ �Þ�ðu� 2�Þ

� �N

TðuÞ ½49�

satisfies the simple functional equation

tðuÞtðuþ �Þ ¼ I þ tðu� 2�Þ ½50�

where �= 
=5. Since T(u) is a commuting family of
matrices, this equation can be solved for the
eigenvalues T(u) to obtain the partition function
per site �, correlation length �, and interfacial
tension �. Let p = jq2j, s = jq2j5=6, then the results
are summarized as

� ¼

�c

Y1
n¼1

½1� 2q2n cosð4
=5Þ þ q4n�2ð1� q2nÞ2ð1� p5nÞð1� p10ð2n�1Þ=3Þ3
½1� 2q2n cosð2
=5Þ þ q4n�3ð1� p5n=3Þ3ð1� p10ð2n�1ÞÞ ; z � zc

�c

Y1
n¼1

½1� 2q2n cosð4
=5Þ þ q4n�2ð1� q2nÞ2ð1� p5nÞ
½1� 2q2n cosð2
=5Þ þ q4n�3ð1� p5n=3Þ3 ; z > zc

8>>>>><
>>>>>:

½51�
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�c ¼
27ð25þ 11

ffiffiffi
5
p
Þ

250

" #1=2

½52�

e��
�1 ¼

Y1
n¼1

1�
ffiffiffi
3
p

s2n�1þ s4n�2

1þ
ffiffiffi
3
p

s2n�1þ s4n�2
; z� zc

min
0<�<


Y1
n¼1

1�2s2n�1 cos 2

3 ��
	 


þ s4n�2

1�2s2n�1 cos 2

3 þ�
	 


þ s4n�2

" #2

; z> zc

8>>>><
>>>>:

½53�

� ¼
0; z � zc

1
2 kBT=�; z > zc

�
½54�

It follows that �(z), �(z), and �(z) are analytic
functions of z, except at the critical point z = zc.

The associated critical exponents

 � ðz� zcÞ2��; � � ðz� zcÞ��

� � ðz� zcÞ�	; � ¼ 1=3; � ¼ 	 ¼ 5=6
½55�

agree with experiments on helium adsorbed on
graphite.

Corner Transfer Matrices

The one-point functions and order parameters of the
eight-vertex and hard-hexagon models were
obtained by Baxter by using corner transfer matrices
(CTMs). The idea is to build up the square lattice
quadrant-by-quadrant as shown in Figure 4. The
partition function and one-point function are then

Z ¼ tr ABCD; h�1i ¼
tr SABCD

tr ABCD
½56�

where S is the diagonal matrix with entries S�,� = �0

and the entries A�,�0 are labeled by half-rows of
spins �= (�0, �1, �2, . . . ) and �0= (�0, �01, �02, . . . ).

The CTMs have some remarkable properties. If the
Boltzmann weights are invariant under reflections
about the diagonals, as is the case for the eight-vertex
model, Baxter argued that, in the limit of a large lattice,

AðuÞ ¼ CðuÞ ¼ Bð�� uÞ ¼ Dð�� uÞ ½57�

where A(u) is a commuting family of matrices. Since
these are block matrices in the center spin �0, they
also commute with S. Moreover, Baxter showed that
the eigenvalues of A(u) are exponentials of the form

AðuÞ� ¼ m� expðuE�Þ ½58�

where the constants m� and E� can be evaluated in
the low-temperature limit. It follows that

h�0i¼
P

� �0m4
�e

2�E�P
� m4

�e
2�E�

½59�

When the Boltzmann weights do not exhibit symme-
try about the diagonals, which is the case for hard
hexagons, the above arguments need to be modified.

One-Point Functions of the Eight-Vertex Model

For the eight-vertex model, Baxter showed that

m� ¼ 1; E� ¼
1

2

i
XN
j¼1

jHð�j�1; �j; �jþ1Þ

Hð�j�1; �j; �jþ1Þ ¼ 1� �j�1�jþ1 ½60�

subject to the boundary condition �N = �Nþ1 =þ1.
Introducing a new set of spins

	j ¼ �j�1�jþ1; j ¼ 1; 2; . . . ;N ½61�

we have �0 =	1	3	5 . . . . Setting s = (xz)1=2 = e
iu=2,
t = (x=z)1=2 = e
i(��u)=2 and taking the limit of large
N, the diagonalized matrices are direct products of
2� 2 matrices:

S ¼ 1 0
0 �1

� �
� 1 0

0 1

� �
� 1 0

0 �1

� �
� 
 
 
 ½62�

AðuÞ ¼ CðuÞ

¼
1 0

0 s

� �
�

1 0

0 s2

� �
�

1 0

0 s3

� �
� 
 
 
 ½63�

BðuÞ ¼ DðuÞ

¼
1 0

0 t

� �
�

1 0

0 t2

� �
�

1 0

0 t3

� �
� 
 
 
 ½64�

It follows that the magnetization is

h�0i ¼
Y1
n¼1

1� x4n�2

1þ x4nþ2
¼ ðk0Þ1=4 ¼ ð1� k2Þ1=8 ½65�

A

C B

D

Figure 4 The square lattice divided into four quadrants

corresponding to the CTMs A, B, C, D. The spin at the center

is �0.. The spins on the boundaries are fixed by the boundary

conditions.
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where k0= k0(x2) is the conjugate elliptic modulus of
nome x2 and the associated critical exponent is

h�0i � ð�tÞ�; � ¼ 
=16�	 ½66�

The polarization of the eight-vertex model is

h�i ¼ h�0�1i ¼
Y1
n¼1

1� x2n

1þ x2n

1þ qn

1� qn

� �2

½67�

This cannot be obtained by a direct application of
CTMs but was conjectured by Baxter and Kelland
and subsequently derived by Jimbo, Miwa, and
Nakayashiki using difference equations.

One-Point Functions of the Hard-Hexagon Model

For hard hexagons, the working is more complicated
because one must keep track of the sublattice of the
central spin �0, but fascinating connections emerge
with the Rogers–Ramanujan functions:

GðxÞ ¼
Y1
n¼1

1

ð1� x5n�4Þð1� x5n�1Þ

HðxÞ ¼
Y1
n¼1

1

ð1� x5n�3Þð1� x5n�2Þ

½68�

For hard hexagons, Baxter showed that


k ¼
tr SðAkBkÞ2

tr ðAkBkÞ2
¼
P

� �0r2�0

0 w2E�

0P
� r2�0

0 w2E�

0

½69�

where k = 1, 2, 3 labels the sublattice of the trian-
gular lattice. Here the spin configurations
�= (�0, �1,�3, . . . ) with �j = 0, 1 are subject to the
constraint �j�jþ1 = 0 for all j. If jq2j= e�� and
g(x) = H(x)=G(x) then

x¼�e�

2=5�;

x¼ e�4
2=5�;

r2
0 ¼�x=gðxÞ;

r2
0 ¼ x�1gðxÞ;

w0 ¼�x3

w0 ¼ x�3=2

for z� zc

for z> zc

½70�

and

E� ¼

P1
j¼1

jð�j � sjÞ; z � zc

P1
j¼1

jð�j � �j�1�jþ1

�sj þ sj�1sjþ1Þ; z > zc

8>>>><
>>>>:

½71�

For large N, �j ! sj, where the ground-state values
sj determined by the boundary conditions are

z � zc : sj ¼ 0 ½72�

z > zc : s3jþk ¼ 1; s3jþk�1 ¼ 0; k ¼ 1; 2; 3 ½73�

After applying some Rogers–Ramanujan identities
and introducing the elliptic functions

QðxÞ ¼
Y1
n¼1

ð1� xnÞ

PðxÞ ¼ QðxÞ
Qðx2Þ ¼

Y1
n¼1

ð1� x2n�1Þ
½74�

the expressions for the sublattice densities simplify
in the limit of large N giving


¼ 
1¼ 
2¼ 
3¼�
xGðxÞHðx6ÞPðx3Þ

Pðx2Þ ; z� zc ½75�

in the disordered fluid phase and


1 ¼
HðxÞQðxÞ½GðxÞQðxÞ þ x2Hðx9ÞQðx9Þ�

Qðx3Þ2


2 ¼ 
3 ¼
x2HðxÞHðx9ÞQðxÞQðx9Þ

Qðx3Þ2

½76�

R ¼ 
1 � 
2 ¼
QðxÞQðx5Þ

Qðx3Þ2

¼
Y1
n¼1

ð1� xnÞð1� x5nÞ
ð1� x3nÞ2 ; z > zc

½77�

in the triangular ordered phase. In principle, the
dependence on x can be eliminated by observing that

z ¼ �x½HðxÞ=GðxÞ�5; z � zc

x�1½GðxÞ=HðxÞ�5; z > zc

(
½78�

In practice, this is quite nontrivial. Although it is far
from obvious, because x! 1 is a subtle limit, the critical
exponent associated with the order parameter R is

R � ðz� zcÞ� � ðq2Þ�; � ¼ 1=9 ½79�

Summary

Baxter’s exact solutions of the eight-vertex and
hard-hexagon models have been reviewed. These
prototypical examples clearly illustrate the mathe-
matical power and elegance of commuting transfer
matrices and Yang–Baxter techniques. The results
for the principal thermodynamic quantities, includ-
ing free energies, correlation lengths, interfacial
tensions, and one-point functions, have been sum-
marized. For convenience in comparison, the asso-
ciated critical exponents are collected in Table 1. All
these exponents confirm the hyperscaling relation
2� �= d� for lattice dimensionality d = 2.

More recently, Yang–Baxter techniques have been
applied to solve an infinite variety of lattice models in
two dimensions. Commuting transfer methods have
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also been adapted to study integrable boundaries and
associated boundary critical behavior. Lastly, it
should be mentioned that, in the continuum scaling
limit, there are deep connections with conformal field
theory and integrable quantum field theory. On the
one hand, the lattice can often provide a convenient
way to regularize the infinities that occur in these
continuous field theories. On the other hand, the field
theories can predict and explain the universal proper-
ties of lattice models such as critical exponents.

See also: Bethe Ansatz; Boundary Conformal Field
Theory; Hopf Algebras and q-Deformation Quantum
Groups; Integrability and Quantum Field Theory;
q-Special Functions; Quantum Spin Systems;
Two-Dimensional Ising Model; Yang–Baxter Equations.
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nents of the rectangular Ising, eight-vertex and hard-hexagon

models. The rectangular Ising model corresponds to the special

case �	=
=2 of the eight-vertex model. The eight-vertex

exponents vary continuously with 0 < �	 < 
.. The critical

exponents of the hard-hexagon model, with its S3 symmetry,

lie in the universality class of the three-state Potts model.

Model � � � 	

Rectangular Ising 0log 1/8 1 1

Eight vertex 2� 
=�	 
=16�	 
=2�	 
=2�	

Hard hexagons 1/3 1/9 5/6 5/6
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Introduction

Even in a linear theory like Maxwell’s electrody-
namics, in which sufficiently general solutions of the
field equations can be obtained, one needs a good
sample, a useful kit, of explicit exact fields like the
homogeneous field, the Coulomb monopole field, the
dipole, and other simple solutions, in order to gain a
physical intuition and understanding of the theory. In
Einstein’s general relativity, with its nonlinear field
equations, the discoveries and analyses of various
specific explicit solutions revealed most of the
unforeseen features of the theory. Studies of special
solutions stimulated questions relevant to more
general situations, and even after the formulation of
a conjecture about a general situation, newly dis-
covered solutions can play a significant role in
verifying or modifying the conjecture. The cosmic
censorship conjecture assuming that ‘‘singularities
forming in a realistic gravitational collapse are hidden
inside horizons’’ is a good illustration.

Albert Einstein presented the final version of his
gravitational field equations (or the Einstein’s
equations, EEs) to the Prussian Academy in Berlin
on 18 November 1915:

R�� �
1

2
g��R ¼

8�G

c4
T�� ½1�

Here, the spacetime metric tensor g��(x
�),�, �,

�, . . . = 0, 1, 2, 3, determines the invariant line element
g = g�� dx� dx�, and acts also as a dynamical variable
describing the gravitational field; the Ricci tensor
R�� = g��R����, where g��g�� = ��� , is formed from the
Riemann curvature tensor R���� ; both depend non-
linearly on g�	 and @�g�	, and linearly on @�@�g�	; the
scalar curvature R = g��R��. T��(x

�) is the energy–
momentum tensor of matter (‘‘sources’’); and Newton’s
gravitational constant G and the velocity of light c are
fundamental constants. If not stated otherwise, we use
the geometrized units in which G = c = 1, and the same
conventions as in Misner et al. (1973) and Wald (1984).
For example, in the case of perfect fluid with density �,
pressure p, and 4-velocity U�, the energy–momentum
tensor reads T�� = (�þ p) U�U� þ pg��. To obtain a
(local) solution of [1] in coordinate patch {x�}
means to find ‘‘physically plausible’’ (i.e., complying
with one of the positive-energy conditions) functions

�(x�), p(x�), U�(x�), and metric g��(x
�) satisfying [1].

In vacuum T�� = 0 and [1] implies R�� = 0.
In 1917, Einstein generalized [1] by adding a

cosmological term �g�� (� = const.):

R�� � 1
2 g��Rþ �g�� ¼ 8�T�� ½2�

A homogeneous and isotropic static solution of [2]
(with metric [8], k =þ1, a = const.), in which the
‘‘repulsive effect’’ of � > 0 compensates the gravita-
tional attraction of incoherent dust (‘‘uniformly
distributed galaxies’’) – the Einstein static universe –
marked the birth of modern cosmology. Although it is
unstable and lost its observational relevance after the
discovery of the expansion of the universe in the late
1920s, in 2004 a ‘‘fine-tuned’’ cosmological scenario
was suggested according to which our universe starts
asymptotically from an initial Einstein static state and
later enters an inflationary era, followed by a
standard expansion epoch (see Cosmology: Mathe-
matical Aspects). There are many other examples of
‘‘old’’ solutions which turned out to act as asymptotic
states of more general classes of models.

Invariant Characterization
and Classification of the Solutions

Algebraic Classification

The Riemann tensor can be decomposed as

R�	
� ¼ C�	
� þ E�	
� þG�	
� ½3�

where E and G are constructed from R�	, R, and
g�	 (see, e.g., Stephani et al. (2003)); the Weyl
conformal tensor C�	
� can be considered as the
‘‘characteristic of the pure gravitational field’’ since,
at a given point, it cannot be determined in terms of
the matter energy–momentum tensor T�	 (as E and
G can using EEs). Algebraic classification is based
on a classification of the Weyl tensor. This is best
formulated using two-component spinors
�A(A = 1, 2), in terms of which any Weyl spinor
�ABCD determining C�	
� can be factorized:

�ABCD ¼ �ðA	B
C�DÞ ½4�

brackets denote symmetrization; each of the spinors
determines a principal null direction, say,
k� =�A ��A0 (see Spinors and Spin Coefficients). The
Petrov–Penrose classification is based on coin-
cidences among these directions. A solution is of
type I (general case), II, III, and N (‘‘null’’) if all null
directions are different, or two, three, and all four
coincide, respectively. It is of type D (‘‘degenerate’’)
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if there are two double null directions. The
equivalent tensor equations are simplest for type N:

C�	
�k
� ¼ 0; C�	
�C

�	
� ¼ 0;

C�	
�C
��	
� ¼ 0

½5�

where C��	
� = (1=2)��	��C
��

�, � is the Levi-Civita

pseudotensor.

Classification According to Symmetries

Most of the available solutions have some exact
continuous symmetries which preserve the metric.
The corresponding group of motions is characterized
by the number and properties of its Killing vectors ��

satisfying the Killing equation (£�g)�	 = ��;	 þ �	;� = 0
(£ is the Lie derivative) and by the nature (spacelike,
timelike, or null) of the group orbits. For example,
axisymmetric, stationary fields possess two commuting
Killing vectors, of which one is timelike. Orbits of the
axial Killing vector are closed spacelike curves of finite
length, which vanishes at the axis of symmetry. In
cylindrical symmetry, there exist two spacelike com-
muting Killing vectors. In both cases, the vectors
generate a two-dimensional abelian group. The two-
dimensional group orbits are timelike in the stationary
case and spacelike in the cylindrical symmetry.

If a timelike �� is hypersurface orthogonal,
�� =
�,� for some scalar functions 
, �, the spacetime
is ‘‘static.’’ In coordinates with �= @t, the metric is

g ¼ �e2Udt2 þ e�2U
ikdxidxk ½6�

where U, 
ik do not depend on t. In vacuum, U satisfies
the potential equation U:a

:a = 0, the covariant derivatives
(denoted by :) are with respect to the three-dimensional
metric 
ik. A classical result of Lichnerowicz states that
if the vacuum metric is smooth everywhere and U! 0
at infinity, the spacetime is flat (for refinements, see
Anderson (2000)).

In cosmology, we are interested in groups whose
regions of transitivity (points can be carried into
one another by symmetry operations) are three-
dimensional spacelike hypersurfaces (homogeneous
but anisotropic models of the universe). The three-
dimensional simply transitive groups G3 were
classified by Bianchi in 1897 according to the
possible distinct sets of structure constants but
their importance in cosmology was discovered only
in the 1950s. There are nine types: Bianchi I to
Bianchi IX models. The line element of the Bianchi
universes can be expressed in the form

g ¼ �dt2 þ gabðtÞ!a!b ½7�

where the time-independent 1-forms !a = Ea
�dx�

satisfy the relations d!a =�(1=2)Ca
bc!

b ^ !c, d is

the exterior derivative and Ca
bc are the structure

constants (see Cosmology: Mathematical Aspects for
more details).

The standard Friedmann–Lemaı̂tre–Robertson–
Walker (FLRW) models admit in addition an
isotropy group SO(3) at each point. They can be
represented by the metric

g¼�dt2þ½aðtÞ�2
�

dr2

1�kr2
þ r2ðd�2þ sin2 �d’2Þ

�
½8�

in which a(t), the ‘‘expansion factor,’’ is determined by
matter via EEs, the curvature index k=�1,0, þ1, the
three-dimensional spaces t=const. have a constant
curvature K=k=a2;r2 [0,1] for closed (k= þ1) uni-
verse, r2 [0,1) in open (k=0, �1) universes (for
another description (see Cosmology: Mathematical
Aspects).

There are four-dimensional spacetimes of constant
curvature solving EEs [2] with T�� = 0: the Minkowski,
de Sitter, and anti-de Sitter spacetimes. They admit the
same number [10] of independent Killing vectors, but
interpretations of the corresponding symmetries differ
for each spacetime.

If �� satisfies £�g�	 = 2�g�	, � = const., it is called a
homothetic (Killing) vector. Solutions with proper
homothetic motions, � 6¼ 0, are ‘‘self-similar.’’ They
cannot in general be asymptotically flat or spatially
compact but can represent asymptotic states of more
general solutions. In Stephani et al. (2003), a summary
of solutions with proper homotheties is given; their
role in cosmology is analyzed by Wainwright and Ellis
(eds.) (1997); for mathematical aspects of symmetries
in general relativity, see Hall (2004).

There are other schemes for invariant classifica-
tion of exact solutions (reviewed in Stephani et al.
(2003)): the algebraic classification of the Ricci
tensor and energy–momentum tensor of matter; the
existence and properties of preferred vector fields
and corresponding congruences; local isometric
embeddings into flat pseudo-Euclidean spaces, etc.

Minkowski (M), de Sitter (dS),
and Anti-de Sitter (AdS) Spacetimes

These metrics of constant (zero, positive, negative)
curvature are the simplest solutions of [2] with T�� = 0
and � = 0, � > 0, � < 0, respectively. The standard
topology of M is R4. The dS has the topology R1 � S3

and is best represented as a four-dimensional hyper-
boloid �v2 þw2 þ x2 þ y2 þ z2 = (3=�) in a five-
dimensional flat space with metric g =�dv2 þ dw2 þ
dx2 þ dy2 þ dz2. The AdS has the topology S1 � R3; it
is a four-dimensional hyperboloid �v2�w2þ x2þ y2

þ z2 =�(3=�), � < 0, in flat five-dimensional space
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with signature (� , � , þ , þ, þ). By unwrapping the
circle S1 and considering the universal covering space,
one gets rid of closed timelike lines.

These spacetimes are all conformally flat and can
be conformally mapped into portions of the Einstein
universe (see Asymptotic Structure and Conformal
Infinity). However, their conformal structure is
globally different. In M, one can go to infinity
along timelike/null/spacelike geodesics and reach
five qualitatively different sets of points: future/past
timelike infinity i�, future/past null infinity I�, and
spacelike infinity i0. In dS, there are only past and
future conformal infinities I�, Iþ, both being space-
like (on the Einstein cylinder, the dS spacetime is a
‘‘horizontal strip’’ with Iþ=I� as the ‘‘upper/lower
circle’’). The conformal infinity in AdS is timelike.

As a consequence of spacelike I� in dS, there
exist both particle (cosmological) and event horizons
for geodesic observers (Hawking and Ellis 1973). dS
plays a (doubly) fundamental role in the present-day
cosmology: it is an approximate model for infla-
tionary paradigm near the big bang and it is also the
asymptotic state (at t!1) of cosmological models
with a positive cosmological constant. Since recent
observations indicate that � > 0, it appears to
describe the future state of our universe. AdS has
come recently to the fore due to the ‘‘holographic’’
conjecture (see AdS/CFT Correspondence).

Christodoulou and Klainermann, and Friedrich
proved that M, dS, and AdS are stable with respect
to general, nonlinear (though ‘‘weak’’) vacuum
perturbations – result not known for any other
solution of EEs (see Stability of Minkowski Space).

Schwarzschild and Reissner–Nordström
Metrics

These are spherically symmetric spacetimes – the
SO3 rotation group acts on them as an isometry
group with spacelike, two-dimensional orbits. The
metric can be brought into the form

g ¼ �e2�dt2 þ e2
dr2 þ r2ðd�2 þ sin2 �d’2Þ ½9�

�(t, r),
(t, r) must be determined from EEs. In vacuum,
we are led uniquely to the Schwarzschild metric

g ¼� 1� 2M

r

� �
dt2 þ 1� 2M

r

� ��1

dr2

þ r2ðd�2 þ sin2 �d’2Þ ½10�

where M = const. has to be interpreted as mass, as
test particle orbits show. The spacetime is static at
r > 2M, that is, outside the Schwarzschild radius at
r = 2M, and asymptotically (r!1) flat.

Metric [10] describes the exterior gravitational field
of an arbitrary (static, oscillating, collapsing, or
expanding) spherically symmetric body (spherically
symmetric gravitational waves do not exist). It is the
most influential solution of EEs. The essential tests of
general relativity – perihelion advance of Mercury,
deflection of both optical and radio waves by the Sun,
and signal retardation – are based on [10] or rather on
its expansion in M=r. Space missions have been
proposed that could lead to measurements of ‘‘post-
post-Newtonian’’ effects (see General Relativity:
Experimental Tests, and Misner et al. (1973)). The full
Schwarzschild metric is of importance in astrophysical
processes involving compact stars and black holes.

Metric [10] describes the spacetime outside
a spherical body collapsing through r = 2M into
a spherical black hole. In Figure 1, the formation
of an event horizon and trapped surfaces is indicated
in ingoing Eddington–Finkelstein coordinates
(v, r, �,’) where v = t þ rþ 2M log (r=2M� 1) so
that (v, �,’) = const. are ingoing radial null geodesics.
The interior of the star is described by another metric
(e.g., the Oppenheimer–Snyder collapsing dust solu-
tion – see below). The Kruskal extension of the
Schwarzschild solution, its compactification, the con-
cept of the bifurcate Killing horizon, etc., are analyzed

Event horizon

Trapped surfaces

Surface of star

Singularity r = 0

O

P

Q

Outgoing
photon

Infalling
photon

ν = const.

r = 2M

Figure 1 Gravitational collapse of a spherical star (the interior of

the star is shaded). The light cones of three events, O, P, Q, at the

center of the star, and of three events outside the star are illustrated.

The event horizon, the trapped surfaces, and the singularity formed

during the collapse are also shown. Although the singularity appears

to lie along the direction of time, from the character of the light cone

outside the star but inside the event horizon we can see that it has a

spacelike character. Reproduced from Bičák J (2000) Selected

solutions of Einstein’s field equations: their role in general relativity

and astrophysics. In: Schmidt BG (ed.) Einstein’s Field Equations

and their physical Implications, Lecture Notes in Physics, vol. 540, pp.

1–126. Heildelberg: Springer, with permission from Springer-Verlag.
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in Stationary Black Holes and in Misner et al. (1973),
Hawking and Ellis (1973), and Bičák (2000).

The Reissner–Nordström solution describes the
exterior gravitational and electromagnetic fields of a
spherical body with mass M and charge Q. The
energy-momentum tensor on the right-hand side of
EE [2] is that of the electromagnetic field produced
by the charge; the field satisfies the curved-space
Maxwell equations. The metric reads

g ¼� 1� 2M

r
þQ2

r2

� �
dt2 þ 1� 2M

r
þQ2

r2

� ��1

dr2

þ r2ðd�2 þ sin2 �d’2Þ ½11�

The analytic extension of the electrovacuum metric
[11] is qualitatively different from the Kruskal exten-
sion of the Schwarzschild metric. In the case Q2 > M2

there is a ‘‘naked singularity’’ (visible from r!1) at
r = 0 where curvature invariants diverge. If Q2 < M2,
the metric describes a (generic) static charged black

hole with two event horizons at r = r�= M� (M2 �
Q2)1=2. The Killing vector @=@t is null at the horizons,
timelike at r > rþ and r < r�, but spacelike between
the horizons. The character of the extended spacetime
is best seen in the compactified form, Figure 2, in
which world-lines of radial light rays are 45� lines.
Again, two infinities (right and left, in regions I and III)
arise (as in the Kruskal–Schwarzschild diagram, see
Stationary Black Holes), however, the maximally
extended geometry consists of an infinite chain of
asymptotically flat regions connected by ‘‘wormholes’’
between the singularities at r = 0. In contrast to
the Schwarzschild singularity, the singularities are
timelike – they do not block the way to the future.
The inner horizon r = r� represents a Cauchy horizon
for a typical initial hypersurface like � (Figure 2): what
is happening in regions V is in general influenced not
only by data on � but also at the singularities. The
Cauchy horizon is unstable (for references, see Bičák
(2000) and recent work by Dafermos (2005)).
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Figure 2 The compactified Reissner–Nordström spacetime representing a non-extreme black hole consists of an infinite chain of

asymptotic regions (‘‘universes’’) connected by ‘‘wormholes’’ between timelike singularities. The world-line of a shell collapsing from

‘‘universe’’ I and re-emerging in ‘‘universe’’ I 0 is indicated. The inner horizon at r = r� is the Cauchy horizon for a spacelike hypersurface

�: It is unstable and thus it will very likely prevent such a process. Reproduced from Bičák J (2000) Selected solutions of Einstein’s

field equations: their role in general relativity and astrophysics. In: Schmidt BG (ed.) Einstein’s Field Equations and their Physical

Implications, Lecture Notes in Physics, vol. 540, pp. 1–126. Heildelberg: Springer, with permission from Springer-Verlag.
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For M2 = Q2 the two horizons coincide at rþ=
r�= M. Metric [11] describes extreme Reissner–
Nordström black holes. The horizon becomes
degenerate and its surface gravity vanishes (see
Stationary Black Holes). Extreme black holes play
a significant role in string theory (Ortı́n 2004).

Stationary Axisymmetric Solutions

Assume the existence of two commuting Killing
vectors – timelike �� and axial �� (���� <0,����>0),
�� normalized at (asymptotically flat) infinity, �� at
the rotation axis. They generate two-dimensional orbits
of the group G2. Assume there exist 2-spaces orthogo-
nal to these orbits. This is true in vacuum and also in
case of electromagnetic fields or perfect fluids whose
4-current or 4-velocity lies in the surfaces of transitivity
of G2 (e.g., toroidal magnetic fields are excluded). The
metric can then be written in Weyl’s coordinates
(t,�,’,z)

g ¼ �e2Uðdt þ Ad’Þ2

þ e�2U½e2kðd�2 þ dz2Þ þ �2d’2� ½12�

U, k, and A are functions of �, z.
The most celebrated vacuum solution of the form

[12] is the Kerr metric for which U, k, A are ratios
of simple polynomials in spheroidal coordinates
(simply related to (�, z)). The Kerr solution is
characterized by mass M and specific angular
momentum a. For a2 > M2, it describes an asymp-
totically flat spacetime with a naked singularity. For
a2 �M2, it represents a rotating black hole that has
two horizons which coalesce into a degenerate
horizon for a2 = M2 – an extreme Kerr black hole.
The two horizons are located at r�= M� (M2�
a2)1=2 (r being the Boyer–Lindquist coordinate (see
Stationary Black Holes)). As with the Reissner–
Nordström black hole, the singularity inside is
timelike and the inner horizon is an (unstable)
Cauchy horizon. The analytic extension of the Kerr
metric resembles Figure 2 (see Frolov and Novikov
(1998), Hawking and Ellis (1973), Misner et al.
(1973), Ortı́n (2004), Semerák et al. (2002),
Stephani et al. (2003), and Wald (1984) for details).

Thanks to the black hole uniqueness theorems (see
Stationary Black Holes), the Kerr metric is the unique
solution describing all rotating black holes in vacuum.
If the cosmic censorship conjecture holds, Kerr black
holes represent the end states of gravitational collapse
of astronomical objects with supercritical masses.
According to prevalent views, they reside in the nuclei
of most galaxies. Unlike with a spherical collapse,
there are no exact solutions available which would
represent the formation of a Kerr black hole. However,

starting from metric [12] and identifying, for example,
z = b = const. and z =�b (with the region�b < z < b
being cut off), one can construct thin material disks
which are physically plausible and can be the sources
of the Kerr metric even for a2 > M2 (see Bičák (2000)
for details).

In a general case of metric [12], EEs in vacuum
imply the ‘‘Ernst equation’’ for a complex function f
of � and z:

ð<f Þ f;�� þ f;zz þ
1

�
f;�

� �
¼ f 2

;� þ f 2
;z ½13�

or, equivalently, (<f )4f = (rf )2, where f = e2U þ ib,
U enters [12], and b(�, z) is a ‘‘potential’’ for A(�, z):
A,� = �e�4Ub,z, A,z =��e�4Ub,�; k(�, z) in [12] can
be determined from U and b by quadratures.
Tomimatsu and Sato (TS) exploited symmetries of
[13] to construct metrics generalizing the Kerr metric.
Replacing f by �= (1� f )=(1þ f ), one finds that in
case of the Kerr metric ��1 is a linear function in the
prolate spheroidal coordinates, whereas for TS
solutions � is a quotient of higher-order polynomials.
A number of other solutions of eqn [13] were found
but they are of lower significance than the Kerr
solution (cf. Stephani et al. (2003), Chapter 20).

These solutions inspired ‘‘solution-generating meth-
ods’’ in general relativity. The Ernst equation can be
regarded as the integrability condition of a system of
linear differential equations. The problem of solving
such a system can be reformulated as the Riemann–
Hilbert problem in complex function theory (see
Riemann–Hilbert Problem and Integrable Systems:
Overview). We refer to Stephani et al. (2003) and
Belinski and Verdaguer (2001) where these techniques
using Bäcklund transformations, inverse-scattering
method, etc., are also applied in the nonstationary
context of two spacelike Killing vectors (waves,
cosmology). In the stationary case, all asymptotically
flat, stationary, axisymmetric vacuum solutions can, in
principle, be generated. It is known how to generate
fields with given values of multipole moments, though
the required calculations are staggering. By solving the
Riemann–Hilbert problem with appropriate boundary
data, Neugebauer and Meinel constructed the exact
solution representing a rigidly rotating thin disk of
dust (cf. Stephani et al. (2003) and Bičák (2000)).

A subclass of metrics [12] is formed by static Weyl
solutions with A = b = 0. Equation [13] then
becomes the Laplace equation �U = 0. The non-
linearity of EEs enters only the equations for k: k,� =
�(U2

,� �U2
,z), k,z = 2�U,�U,z. The class contains some

explicit solutions of interest: the ‘‘linear super-
position’’ of collinear particles with string-like
singularities between them which keep the system
in static equilibrium; solutions representing external

Einstein Equations: Exact Solutions 169



fields of counter-rotating disks, for example, those
which are ‘‘inspired’’ by galactic Newtonian potentials;
disks around black holes and some other special
solutions (Stephani et al. 2003, Bonnor 1992, Bičák
2000, Semerák et al. 2002).

There are solutions of the Einstein–Maxwell equa-
tions representing external fields of masses endowed
with electric charges, magnetic dipole moments, etc.
(Stephani et al. 2003). Best known is the Kerr–
Newman metric characterized by parameters M, a,
and charge Q. For M2 	 a2 þQ2 it describes a
charged, rotating black hole. Owing to the rotation,
the charged black hole produces also a magnetic field
of a dipole type. All the black hole solutions can be
generalized to include a nonvanishing � (for various
applications, see Semerák et al. 2002)). Other general-
izations incorporate the so-called Newman–Unti–
Tamburino (NUT) parameter (corresponding to a
‘‘gravomagnetic monopole’’) or an ‘‘external’’ mag-
netic/electric field or a parameter leading to ‘‘uniform’’
acceleration (see Stephani et al. (2003) and Bičák
(2000)). Much interest has recently been paid to black
hole (and other) solutions with various types of gauge
fields and to multidimensional solutions. References
Frolov and Novikov (1998) and Ortı́n (2004) are two
examples of good reviews.

Radiative Solutions

Plane Waves and Their Collisions

The best-known class are ‘‘plane-fronted gravita-
tional waves with parallel rays’’ (pp-waves) which
are defined by the condition that the spacetime
admits a covariantly constant null vector field
k�: k�;	 = 0. In suitable null coordinates u, v such
that k� = u,�, k� = (@=@v)�, and complex coordinate �
which spans the wave 2-surfaces u = const., v =
const. with Euclidean geometry, the metric reads

g ¼ 2d�d�� � 2dudv� 2Hðu; �; ��Þdu2 ½14�

H(u, �, ��) is a real function. The vacuum EEs imply
H,� �� = 0 so that 2H = f (u, �)þ �f (u, ��), f is an arbitrary
function of u, analytic in �. The Weyl tensor satisfies
eqns [5] – the field is of type N as is the field of plane
electromagnetic waves. In the null tetrad
{k�, l�, m�(complex)} with l�k� =�1, m� �m� = 1, all
other products vanishing, the only nonzero projection
of the Weyl tensor, � = C�	
�l

� �m	l
m� = H,����,
describes the transverse component of a wave propa-
gating in the k� direction. Writing � =Aei�, the real
A > 0 is the amplitude of the wave, � describes
polarization. Waves with � = const. are called linearly
polarized. Considering their effect on test particles,
one finds that plane waves are transverse.

The simplest waves are homogeneous in the sense
that � is constant along the wave surfaces. One gets
f (u, �) = (1=2)A(u)ei�(u)�2. Instructive are ‘‘sandwich
waves,’’ for example, waves with a ‘‘square
profile’’: A= 0 for u < 0 and u > a2,A= a�2 = const.
for 0 � u � a2. This example demonstrates, within
exact theory, that the waves travel with the speed of
light, produce relative accelerations of test particles,
focus astigmatically generally propagating parallel rays,
etc. The focusing effects have a remarkable conse-
quence: there exists no global spacelike hypersurface on
which initial data could be specified – plane wave
spacetimes contain no global Cauchy hypersurface.

‘‘Impulsive’’ plane waves can be generated by
boosting a ‘‘particle’’ at rest to the velocity of light by
an appropriate limiting procedure. The ultrarelativistic
limit of, for example, the Schwarzschild metric (the so-
called Aichelburg–Sexl solution) can be employed as a
‘‘limiting incoming state’’ in black hole encounters (cf.
monograph by d’Eath (1996)). Plane-fronted waves
have been used in quantum field theory. For a review
of exact impulsive waves, see Semerák et al. (2002).

A collision of plane waves represents an exceptional
situation of nonlinear wave interactions which can be
analyzed exactly. Figure 3 illustrates a typical case in
which the collision produces a spacelike singularity. The
initial-value problem with data given at v = 0 and u = 0
can be formulated in terms of the equivalent matrix
Riemann–Hilbert problem (see Riemann–Hilbert
Problem); it is related to the hyperbolic counterpart of
the Ernst equation [13]. For reviews, see Griffiths
(1991), Stephani et al. (2003), and Bičák (2000).

Cylindrical Waves

Discovered by G Beck in 1925 and known today as the
Einstein–Rosen waves (1937), these vacuum solutions
helped to clarify a number of issues, such as energy loss
due to the waves, asymptotic structure of radiative
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uν

u
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 1v = 1

v = 0 u
 =

 0

Figure 3 A spacetime diagram indicating a collision of two plane-

fronted gravitational waves which come from regions II and III, collide

in region I, and produce a spacelike singularity. Region IV is flat.

Reproduced from Bičák J (2000) Selected solutions of Einstein’s

field equations: their role in general relativity and astrophysics. In:

Schmidt BG (ed.) Einstein’s Field Equations and their Physical

Implications, Lecture Notes in Physics, vol. 540, pp. 1–126.

Heildelberg: Springer, with permission from Springer-Verlag.
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spacetimes, dispersion of waves, quasilocal mass–
energy, cosmic censorship conjecture, or quantum
gravity in the context of midisuperspaces (see Bičák
(2000) and Belinski and Verdaguer (2001)).

In the metric

g ¼ e2ð
� Þð�dt2 þ d�2Þ þ e2 dz2 þ �2e�2 d’2 ½15�

 (t, �) satisfies the flat-space wave equation and 
(�, t)
is given in terms of  by quadratures. Admitting a
‘‘cross term’’
 !(t, �) dz d�, one acquires a second
degree of freedom (a second polarization) which
makes all field equations nonlinear.

Boost-Rotation Symmetric Spacetimes

These are the only explicit solutions available which
are radiative and represent the fields of finite sources.
Figure 4 shows two particles uniformly accelerated in
opposite directions. In the space diagram (left), the
‘‘string’’ connecting the particles is the ‘‘cause’’ of the
acceleration. In ‘‘Cartesian-type’’ coordinates and the
z-axis chosen as the symmetry axis, the boost Killing
vector has a flat-space form, �= z(@=@t)þ t(@=@z), the
same is true for the axial Killing vector. The metric
contains two functions of variables �2 � x2 þ y2 and
	2 � z2 � t2. One satisfies the flat-space wave equa-
tion, the other is determined by quadratures.

The unique role of these solutions is exhibited by the
theorem which states that in axially symmetric, locally
asymptotically flat spacetimes, in the sense that a null
infinity (see Asymptotic Structure and Conformal
Infinity) exists but not necessarily globally, the only
additional symmetry that does not exclude gravitational

radiation is the boost symmetry. Various radiation
characteristics can be expressed explicitly in these
spacetimes. They have been used as tests in numerical
relativity and approximation methods. The best-known
example is the C-metric (representing accelerating black
holes, in general charged and rotating, and admitting �),
see Bonnor et al. (1994), Bičák (2000), Stephani et al.
(2003), and Semerák et al. (2002).

Robinson–Trautman Solutions

These solutions are algebraically special but in general
they do not possess any symmetry. They are governed
by a function P(u, �, ��) (u is the retarded time, � a
complex spatial coordinate) which satisfies a fourth-
order nonlinear parabolic differential equation. Stud-
ies by Chruściel and others have shown that RT
solutions of Petrov type II exist globally for all positive
‘‘times’’ u and converge asymptotically to a Schwarzs-
child metric, though the extension across the
‘‘Schwarzschild-like’’ horizon can only be made with
a finite degree of smoothness. Generalization to the
cases with � > 0 gives explicit models supporting the
cosmic no-hair conjecture (an exponentially fast
approach to the dS spacetime) under the presence of
gravitational waves. See Bonnor et al. (1994), Bičák
(2000), and Stephani et al. (2003).

Material Sources

Finding physically sound material sources in an
analytic form even for some simple vacuum metrics
remains an open problem. Nevertheless, there are
solutions representing regions of spacetimes filled
with matter which are of considerable interest.

One of the simplest solutions, the spherically
symmetric Schwarzschild interior solution with
incompressible fluid as its source, represents ‘‘a
star’’ of uniform density, �= �0 = const.:

g ¼� 3

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� AR2
p

� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Ar2
p� �2

dt2

þ dr2

1� Ar2
þ r2ðd�2 þ sin2 �d’2Þ ½16�

A = 8��0=3 = const., R is the radius of the star.
The equation of hydrostatic equilibrium yields

pressure inside the star:

8�p ¼ 2A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Ar2
p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� AR2
p

3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� AR2
p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Ar2
p ½17�

Solution [16] can be matched at r = R, where p = 0,
to the exterior vacuum Schwarzschild solution [10]
if the Schwarzschild mass M = (1=2)AR3. Although
‘‘incompressible fluid’’ implies an infinite speed of
sound, the above solution provides an instructive
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Figure 4 Two particles uniformly accelerated in opposite

directions. Orbits of the boost Killing vector (thinner hyperbolas)

are spacelike in the region t2 > z2: Reproduced from Bičák J

(2000) Selected solutions of Einstein’s field equations: their role

in general relativity and astrophysics. In: Schmidt BG (ed.)

Einstein’s Field Equations and their Physical Implications,

Lecture Notes in Physics, vol. 540, pp. 1–126. Heildelberg:

Springer, with permission from Springer-Verlag.
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model of relativistic hydrostatics. A Newtonian star of
uniform density can have an arbitrarily large radius

R =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3pc=2��2

0

q
and mass M = (pc=�

2
0)

ffiffiffiffiffiffiffiffiffiffiffiffiffi
6pc=�

p
, pc is

the central pressure. However, [17] implies that (1) M
and R satisfy the inequality 2M=R � 8=9, (2) equality
is reached as pc-becomes infinite and R and M attain
their limiting values Rlim = (3��0)�1=2 = (9=4)Mlim. For
a density typical in neutron stars, �0 = 1015 g cm�3, we
get Mlim¼

:
3.96M� (M� solar mass) – even this simple

model shows that in Einstein’s theory neutron stars can
only be a few solar masses. In addition, one can prove
that the ‘‘Buchdahl’s inequality’’ 2M=R � 8=9 is valid
for an arbitrary equation of state p = p(�). Only a
limited mass can thus be contained within a given
radius in general relativity. The gravitational redshift
z = (1� 2M=R)�1=2 � 1 from the surface of a static
star cannot be higher than 2.

Many other explicit static perfect fluid solutions
are known (we refer to Stephani et al. (2003) for a
list), however, none of them can be considered as
really ‘‘physical.’’ Recently, the dynamical systems
approach to relativistic spherically symmetric static
perfect fluid models was developed by Uggla and
others which gives qualititative characteristics of
masses and radii.

The most significant nonstatic spacetime describing
a bounded region of matter and its external field is
undoubtedly the Oppenheimer–Snyder model of
‘‘gravitational collapse of a spherical star’’ of uniform
density and zero pressure (a ‘‘ball of dust’’). The model
does not represent any new (local) solution: the interior
of the star is described by a part of a dust-filled FLRW
universe (cf. [8]), the external region by the Schwarzs-
child vacuum metric (cf. eqn [10], Figure 1).

Since Vaidya’s discovery of a ‘‘radiating Schwarzs-
child metric,’’ null dust (‘‘pure radiation field’’) has
been widely used as a simple matter source. Its
energy–momentum tensor, T�	 = %k�k	, where
k�k� = 0, may be interpreted as an incoherent
superposition of waves with random phases and
polarizations moving in a single direction, or as
‘‘lightlike particles’’ (photons, neutrinos, gravitons)
that move along k�. The ‘‘Vaidya metric’’ describing
spherical implosion of null dust implies that in case
of a ‘‘gentle’’ inflow of the dust, a naked singularity
forms. This is relevant in the context of the cosmic
censorship conjecture (cf., e.g., Joshi (1993)).

Cosmological Models

There exist important generalizations of the stan-
dard FLRW models other than the above-mentioned
Bianchi models, particularly those that maintain
spherical symmetry but do not require homogeneity.
The best known are the Lemaı̂tre–Tolman–Bondi

models of inhomogeneous universes of pure dust,
the density of which may vary (Krasiński 1997).

Other explicit cosmological models of principal
interest involve, for example, the Gödel universe – a
homogeneous, stationary spacetime with � < 0 and
incoherent rotating matter in which there exist
closed timelike curves through every point; the
Kantowski–Sachs solutions – possessing homo-
geneous spacelike hypersurfaces but (in contrast to
the Bianchi models) admitting no simply transitive
G3; and vacuum Gowdy models (‘‘generalized
Einstein–Rosen waves’’) admitting G2 with compact
2-tori as its group orbits and representing cosmolo-
gical models closed by gravitational waves. See
Cosmology: Mathematical Aspects and references
Stephani et al. (2003), Belinski and Verdaguer
(2001), Bičák (2000), Hawking and Ellis (1973),
Krasiński (1997) and Wainwright and Ellis (1997).

See also: AdS/CFT Correspondence; Asymptotic
Structure and Conformal Infinity; Cosmology:
Mathematical Aspects; Dirac Fields in Gravitation and
Nonabelian Gauge Theory; Einstein Manifolds; Einstein’s
Equations with Matter; General Relativity: Experimental
Tests; General Relativity: Overview; Hamiltonian
Reduction of Einstein’s Equations; Integrable Systems:
Overview; Newtonian Limit of General Relativity;
Pseudo-Riemannian Nilpotent Lie Groups;
Reimann–Hilbert Problem; Spacetime Topology, Causal
Structure and Singularities; Spinors and Spin
Coefficients; Stability of Minkowski Space; Stationary
Black Holes; Twistor Theory: Some Applications.
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Introduction

Einstein’s theory of gravity models a gravitating
physical system S using a spacetime (M4, g, ) which
satisfies the Einstein field equations

G��ðgÞ¼�T��ðg;  Þ ½1�

Fðg;  Þ¼ 0 ½2�

Here, M4 is a four-dimensional spacetime manifold, g
is a Lorentz signature metric on M,  represents the
nongravitational (‘‘matter’’) fields of interest, G�� :=
R�� � (1=2)g��R is the Einstein curvature tensor, � is a
constant, T�� is the stress–energy tensor for the field  ,
and F = 0 represents the nongravitational field equa-
tions (e.g.,r�F�� = 0 for the Einstein–Maxwell theory).

By far the most widely used way to obtain and to
study spacetime solutions (M4, g, ) of equations
[1]–[2] is via the initial-value (or Cauchy) formula-
tion. The idea is as follows:

1. One chooses a set of initial dataD which consists of
geometric as well as matter information on a
spacelike slice of M4. This data must satisfy a system
of constraint equations, which comprise a portion of
the field equations [1]–[2], and are analogous to the
Maxwell constraint equation r 
 E = 0.

2. One fixes a time and coordinate choice to be used in
evolving the fields into the spacetime (e.g., maximal
time slicing and zero shift). This choice should result
in a fixed set of evolution equations for the data.

3. Using the evolution equations, one evolves the data
into the future and the past. From the evolved data,
one constructs the spacetime solution (M4, g, ).

Why is this procedure so popular? First, because
we have known for over 50 years that at least for
a short time, it works. That is, as shown by
Choquet-Bruhat (Foures-Bruhat 1952), the Cauchy

formulation is well posed. Second, because it fits with
the way we like to model physical systems. That is,
we first specify what the system is like now, and we
then use the equations to determine the behavior of
the system as it evolves into the future (or the past).
Third, because the formulation is eminently amenable
to numerical treatment. Indeed, virtually all numer-
ical simulations of colliding black hole systems as
well as of most other relativistic astrophysical systems
are done using some version of the initial-value
formulation. Finally, because the initial-value formu-
lation casts the Einstein equations into a form which
is readily accessible to many of the tools of geometric
analysis. Questions such as cosmic censorship are
turned into conjectures which can be analyzed and
proved mathematically, and the proofs of both the
positivity of mass and the Penrose mass inequality
rely on an initial-value interpretation.

There are of course drawbacks to the Cauchy
formulation. Foremost, Einstein’s theory of general
relativity is inherently a spacetime-covariant theory;
why break spacetime apart into space plus time when
covariance has played such a key role in the theory’s
success? As well, we have learned over and over again
that null cones and null hypersurfaces play a major
role in general relativity; the initial-value formulation
is not especially good at handling them. These draw-
backs show that there are analyses in general relativity
for which the initial-value formulation may not be well
suited. However, there is a preponderance of applica-
tions for which this formulation is an invaluable tool,
as evidenced by its ubiquitous use.

A complete treatment of the initial-value formula-
tion for Einstein’s equations would include discus-
sion of each of the following topics:

1. A statement and proof of well-posedness theo-
rems, including a discussion of the regularity of
the data needed for such results.

2. A space þ time decomposition of the fields, and a
formal derivation of the Einstein constraint
equations and the Einstein evolution equations.
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3. An outline of the Hamiltonian version of the
initial-value formulation.

4. A listing of those choices of field variables and
gauge choices for which the system is manifestly
hyperbolic.

5. A description of the known methods for finding
and parametrizing solutions of the Einstein
constraint equations.

6. A comparison of the virtues and drawbacks of
various choices of time foliation and coordinate
threading.

7. A compendium of results concerning long-time
behavior of solutions.

8. An account of the difficulties which arise in
attempts to construct solutions numerically
using the Cauchy formulation.

9. A recounting of cases in which the initial-value
formulation has been used to model physically
interesting systems.

10. A note regarding the extent to which the initial-
value formulation (and the various aspects of it
just enumerated) generalize to dimensions other
than 3þ 1 (three space and one time).

11. A determination of which nongravitational
fields may be coupled to Einstein’s theory in
such a way that the resulting coupled theory
admits an initial-value formulation.

We do not have the space here for such a
complete treatment. So we choose to focus on
those topics directly related to the Einstein con-
straint equations. Generalizing a bit to the Einstein–
Maxwell theory (thereby including representative
nongravitational fields), we first carry out the space
plus time ‘‘3þ 1’’ decomposition of the gravitational
and electromagnetic fields. Then, applying the
Gauss–Codazzi–Mainardi equations to the space-
time curvature, we turn the spacetime-covariant
Einstein–Maxwell equations into a set of constraint
equations restricting the choice of initial data
together with a set of evolution equations develop-
ing the data in time. Next, we discuss the most
widely used approach for obtaining sets of initial
data which satisfy the constraint equations: the
conformal method. We include in this discussion
an account of some of what is known about the
extent to which the equations which are produced
by the conformal method admit solutions in various
situations (e.g., working on a closed manifold, or
working with asymptotically Euclidean data). We
then discuss alternate procedures which have been
used to obtain and analyze solutions of the
constraints, including the conformal thin sandwich
approach, the quasispherical method, and various
gluing procedures. Finally, we make concluding

remarks. For more details on some of the topics
discussed here, and for treatment of some of the
other topics listed above, see the recent review paper
of Bartnik and Isenberg (2004).

Space þ Time Field Decomposition
and Derivation of the Constraint
Equations

To understand what sort of initial data one needs to
choose in order to construct a spacetime via the initial-
value formulation, it is useful to consider a spacetime
(M4, g) which satisfies the Einstein (–Maxwell) field
equations and contains a Cauchy surface i0 : �3!M4.
We note that the existence of a Cauchy surface in
(M4, g, A) is not automatic; if one exists, the spacetime
is said to be (by definition) ‘‘globally hyperbolic.’’1

Among its other properties, a Cauchy surface is a
spacelike embedded submanifold of a Lorentz
geometry. It immediately follows that the spacetime
(M4, g, A) induces on �3 a Riemannian metric �,
a timelike normal vector field e?, an intrinsic
(�-compatible) covariant derivative r, and a sym-
metric ‘‘extrinsic curvature’’ tensor field K (second
fundamental form). It also follows that certain
components of the spacetime curvature tensor can
be written in terms of these Cauchy surface
quantities (�, e?,r, K) along with other geometric
quantities related to them, such as the spatial
curvature R corresponding to the induced covariant
derivative r (Gauss–Codazzi equations).

To complete the curvature 3þ 1 decomposition (i.e.,
to carry it out for all components of the spacetime
curvature), we need not just one Cauchy surface, but
rather a full local foliation it : �3 !M4 of the spacetime
by such submanifolds. This foliation allows one to
define e? as a smooth vector field on an open
neighborhood of the Cauchy surface i0(�3) in M4. It
also results in a threading of spacetime by a congruence
of timelike paths (see Figure 1). This threading may be
viewed as a spacetime-filling family of observers. It also
defines for the spacetime a set of coordinates relative to
which one can measure and calculate the dynamics of
the spacetime geometry.

It is useful for later purposes to note that at each
spacetime point p 2 �t �M4 (Here �t := it(�

3).) the
vector @=@t tangent to the threading path through p
may be decomposed as

@

@t
¼Ne? þX ½3�

1The Taub–NUT spacetime is an example of a spacetime which is

not globally hyperbolic.
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with the ‘‘shift vector’’ X tangent to the surface (X 2
Tp�t), and with the ‘‘lapse’’ N a scalar (see Figure 2).
Using these quantities, we can write the spacetime
metric in the form

g¼ �� �? � �?

¼ �abðdxaþXadtÞðdxbþXbdtÞ�N2dt2 ½4�

where �? is the unit length timelike 1-form which
annihilates all vectors tangent to the hypersurfaces
of the foliation.

Relying on the following 3þ 1 decomposition of
the spacetime-covariant derivative 4r (Here {@a} is a
coordinate basis for the vectors tangent to the
hypersurfaces of the foliation; {@a, e?} constitutes a
basis for the full set of spacetime vectors at p.):

4r@a
@b¼r@a

@b�Kabe? ½5�
4r@a

e? ¼ �Km
a @m ½6�

4re?@b¼ �Km
b @m þ ½e?; @b� þ

@bN

N
e? ½7�

4re?e? ¼ �mn @mN

N
@n ½8�

one readily derives the (Gauss–Codazzi–Mainardi)
3þ 1 decomposition of the curvature: 2

4Re
abc¼Re

abc þ KacK
e
b�KabKe

c ½9�
4R?abc¼r@c

Kab�r@b
Kac ½10�

4R?a?b¼ �Le?Kab�KamKm
b þ
r@a
r@b

N

N
½11�

where L denotes the surface-projected Lie derivative.
Since we are interested here in the 3þ 1 formula-

tion of the Einstein–Maxwell system, we need a 3þ 1
decomposition for the electromagnetic as well as the
gravitational field. The spacetime 1-form ‘‘vector
potential’’ 4A pulls back on each Cauchy surface �t

to a spatial 1-form A. One may then write

4A ¼ Aþ��? ¼ AbdxbþðN�þAbXbÞ dt ½12�

for a scalar �. Based on this decomposition, one has
the following 3þ 1 decomposition for the electro-
magnetic 2-form F:

4F?a¼ �acE
c ½13�

4Fab¼r@a
Ab�r@b

Aa ½14�

where Ec is the electric vector field.
We may now use all of these decomposition

formulas to write out the 14 field equations for the
Einstein–Maxwell theory

4G�� ¼ F��F��� 1
4g��F��F�� ½15�

4r�
4F��
� �

¼ 0 ½16�

in terms of the spatial fields (�, K, N, X; A, E,�) and
their derivatives. We obtain

R� KmnKmnþðtr KÞ2¼ 1
2E

mEmþ 1
2B

mBm ½17�

rmKm
a �r@a

ðtr KÞ¼ 	amnEmBn ½18�

Le?Kab¼Rab � 2Km
a Kmbþðtr KÞKab

þEaEbþBaBb�
r@a
r@b

N

N
½19�

r@m
Em¼ 0 ½20�

Le?Ea¼ 	amnr@m
Bn ½21�

where 	abc is the alternating Levi-Civita symbol
(component representation of the Hodge dual), and
where we have used Ba := 	mn

a (r@m
An �r@n

Am) as a
convenient shorthand.

∂
∂t

Ne⊥
e⊥

X

Figure 2 Decomposition of the time evolution vector field @=@t .

2Here and throughout this article, we use the Misner–Thorne–
Wheeler (MTW) (Misner et al. 1973) conventions for the

definition of the Riemann curvature, for the signature �þþþ
of the metric, for the index labels (Greek indices run over

{0, 1, 2, 3} while Latin indices run over {1, 2, 3}), etc.

it 
2

it 1

M 
4

Σ3

Figure 1 3þ 1 Foliation and threading of spacetime.

Einstein Equations: Initial Value Formulation 175



It is immediately evident that nine of these equations
([19] and [21]) involve time derivatives of the spatial
fields, while five of them ([17], [18], and [20]) do not.
Thus, we may split the field equations of the Einstein–
Maxwell theory into two sets: (1) the constraint
equations [17], [18], and [20], which restrict our
choice of the Einstein–Maxwell initial data
(�, K, A, E); and (2) the evolution equations, which
describe how to evolve the data (�, K, A, E) in time,
presuming that one has also prescribed (freely!) the
‘‘atlas fields’’ (N, X,�).3 We note that the complete
system of evolution equations for the Einstein–
Maxwell field equations includes equations which are
based on the definitions of K and E. Written in terms
of (surface-projected) Lie derivatives along @=@t, the
full system takes the form

L @
@t
�ab¼ �2NKabþLX�ab ½22�

L @
@t
Kab ¼N Rab� 2Km

a Kmb þ Km
mKabþEaEbþBaBb

� �
�r@a

r@b
NþLXKab ½23�

L @
@t
Aa¼NðEaþr@a

�ÞþLXAa ½24�

L @
@t
Ea¼N	amnr@m

BnþLXEa ½25�

As noted earlier, well-posedness theorems4 guar-
antee that initial data satisfying the constraint
equations [17], [18], and [20] on a manifold �3

can always at least locally be evolved into a
spacetime solution (�3 � I, g, 4A) (for I some inter-
val in R1) of the Einstein–Maxwell equations. We
now turn our attention to the issue of finding sets of
data which do satisfy the constraints.

The Conformal Method

We seek to find sets of data (�, K, A, E) on a
manifold �3 which satisfy the constraint equations

R� KmnKmn þ ðtr KÞ2¼ 1
2 EmEmþ 1

2 BmBm ½26�

rmKm
a �raðtr KÞ¼ 	amnEmBn ½27�

rmEm¼ 0 ½28�

(Here and below, for convenience, we replace r@a

by ra.) This is an underdetermined problem, with
five equations to be solved for 18 functions.

The idea of the conformal method is to divide the
initial data on �3 into two sets – the ‘‘free (conformal)
data,’’ and the ‘‘determined data’’ – in such a way that,
for a given choice of the free data, the constraint
equations become a determined elliptic partial differ-
ential equation (PDE) system, to be solved for the
determined data. There are a number of ways to do this;
we focus here on one of them – the ‘‘semidecoupling
split’’ or ‘‘method A.’’ After describing this version of
the conformal method, and discussing what one can do
with it, we note some of its drawbacks and then later (in
the next section) consider some alternatives. (See
Choquet-Bruhat and York (1980) and Bartnik and
Isenberg (2004) for a more complete discussion of these
alternatives.)

For the Einstein–Maxwell theory, the split of the
initial data is as follows:

Free (‘‘conformal’’) data

ij – a Riemannian metric, specified up to

conformal factor;
�ij – a divergence-free5(ri�ij = 0), tracefree

(
ij�ij = 0); symmetric tensor;
� – a scalar field;
�a – a 1-form;
Eb – a divergence-free vector field;

Determined data

 – a positive-definite scalar field;
Wi – a vector field;
� – a scalar field.

For a given choice of the free data, the five
equations to be solved for the five functions of the
determined data take the form

��¼ 0 ½29�

rmðLWÞma ¼ 2
3


6r@a
� þ 	amnEm�n ½30�

�
¼ 1
8 R
� 1

8 ð�
mnþLWmnÞð�mnþLWmnÞ
�7

þ 1
16 ðE

mEmþ �m�mÞ
�3þ 1
12 �

2ð
5Þ ½31�

where the Laplacian � and the scalar curvature R
are based on the 
ab-compatible covariant derivative
ri, where L is the corresponding conformal Killing
operator, defined by

ðLWÞab :¼ raWbþrbWa� 2
3
abrmWm ½32�

3The collective name ‘‘atlas field’’ for the lapse N, the shift X, the

electric potential �, and other such fields which are neither

constrained by the constraint equations nor evolved by the
evolution equations, derives from their role in controlling the

evolution of coordinate charts and bundle atlases in the course of

the construction of spacetime solutions of relativistic field
equations like the Einstein Maxwell system.
4While the work cited earlier (Foures-Bruhat 1952) proves well

posedness for the vacuum Einstein equations only, the extension

to the Einstein–Maxwell system is straightforward

5In the free data, the divergence-free condition is defined using the

Levi-Civita-covariant derivative compatible with the conformal

metric 
ij.
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and where �a := 	mn
a (r@m

�n �r@n
�m). Presuming

that for the chosen free data one can indeed solve
equations [29]–[31] for �,
, and W, then the initial
data (�, K, A, E) constructed via the formulas

�ab¼
4
ab ½33�

Kab¼
�2ð�ab þ LWabÞþ 1
3


4
ab� ½34�

Ab¼�b ½35�

Ea¼
�6ðEa þr@a�Þ ½36�

satisfy the Einstein–Maxwell constraint equations
[26]–[28].

Before discussing the extent to which one can
solve equations [29]–[31] and consequently use the
conformal method to generate solutions, we wish to
comment on how these equations are derived. Three
formulas are key to this derivation. The first is the
formula for the scalar curvature of the metric
�ab =
4
ab, expressed in terms of the scalar curva-
ture for 
ab and derivatives of 
:

Rð�Þ¼
�4Rð
Þ� 8�

 ½37�

We note that if we were to use a different power of 
 as
the conformal factor multiplying 
ab, then this formula
would involve squares of first derivatives of 
 as well.
The second key formula relates the divergence of a
traceless symmetric tensor �ab with respect to the
covariant derivatives r(�) and r(
) compatible with
conformally related metrics. One obtains

rm
ð�Þ�mb¼
�2rm

ð
Þð
2�mbÞ ½38�

The third key formula does the same thing for a
vector field �a:

rð�Þm�m¼
�6rm
ð
Þð
6�mÞ ½39�

In addition to helping us derive equations [29]–[31]
from the substitution of formulas [33]–[36] into
[26]–[28], these key formulas indicate to some
extent how the choice of the explicit decomposition
of the initial data into free and determined data is
made (see Isenberg, Maxwell, and Pollack for
further elaboration).

It is easy to see that there are some choices of the
free data for which [29]–[31] do not admit any
solutions. Let us choose, for example, �3 to be the
3-sphere, and let us set 
 to be the round sphere
metric, � to be zero everywhere, � to be unity
everywhere, and both � and E to vanish everywhere.
We then readily determine that eqn [29] requires
that � be constant and that eqn [30] requires that
LWab be zero. The remaining equation [31] now
takes the form �
= (1=8)R
þ (1=12)
5. Since the
right-hand side of this equation is positive definite

(recall the requirement that 
 > 0), it follows from
the maximum principle on closed (compact without
boundary) manifolds that there is no solution.

In light of this example, one would like to know
exactly for which sets of free data eqns [29]–[31] can
be solved, and for which sets they cannot. Since one
readily determines that every set of initial data which
satisfies the Einstein–Maxwell constraints [26]–[28]
can be obtained via the conformal method, such a
classification effectively provides a parametrization
of the space of solutions of the constraints.6

What we know and do not know about classifying
free data for the solubility of eqns [29]–[31] is
largely determined by whether or not the function �
is chosen to be constant on �3. If � is chosen to be
constant, then eqns [29]–[31] effectively decouple,
and the classification is essentially completely
known. Sets of initial data generated from free
data with constant � are called ‘‘constant mean
curvature’’ (CMC) sets, since the mean curvature of
the initial slice embedded in its spacetime develop-
ment is given by � . We also know a considerable
amount about the classification if jr� j is sufficiently
small (‘‘near CMC’’), while virtually nothing is
known for the general non-CMC case.

A full account of the classification results known
to date is beyond the scope of this article. Indeed,
such an account must separately deal with a number
of alternatives regarding manifold and asymptotic
conditions (data on a closed manifold; asymptoti-
cally Euclidean data; asymptotically hyperbolic
data; data on an incomplete manifold with bound-
aries) and regularity (analytic data, smooth data,
Ck data, or data contained in various Hölder or
Sobolev spaces), among other things. We will,
however, now summarize some of the results; see,
for example, Bartnik and Isenberg (2004) or
Choquet-Bruhat for more complete surveys.

CMC Data on Closed Manifolds

Generalizing the S3 example given above, we note
that for any set of free data (�3,
ab, �ab, � ,�a, Eb)
with constant � and with no conformal Killing
fields, eqn [29] is easily solved for �, and then eqn
[30] takes the form

rmðLWÞma ¼ 	amnEm�n ½40�

6Of course, in claiming that appropriate sets of the free data

parametrize the space of solutions of the constraints, one needs to

determine if inequivalent sets of free data are mapped to the same

set of solutions. We discuss this below.
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which is a linear elliptic PDE for Wm with
invertible operator.7 This equation admits a unique
solution, and then the problem of solving the
constraints reduces to the analysis of the ‘‘Lichner-
owicz equation’’ [31].

To determine if this equation admits a solution for
the given set of free data, we use the following
classification criteria: (1) The metric is labeled
positive Yþ(�3), zero Y0(�3), or negative Y�(�3)
Yamabe class depending upon whether the metric

ab on �3 can be conformally deformed so that its
scalar curvature is everywhere positive, everywhere
zero, or everywhere negative.8 (2) The (�ab,�a, Eb)
portion of the data is labeled either � or 6� ,
depending upon whether the quantity �mn�

mn þ
EmEm þ �m�m is identically zero, or not. (3) The
mean curvature � is labeled ‘‘max’’ or ‘‘nonmax’’
depending upon whether the constant � is zero or
not. In terms of these criteria, we have 12 classes of
free data, and one can prove (Choquet-Bruhat and
York 1980, Isenberg 1995) the following:

	 Solutions exist for the classes (Yþ, 6� , max), (Yþ, 6� ,
nonmax), (Y0, � , max), (Y0, 6� , max), (Y�, � ,
nonmax), (Y�, 6� , nonmax) and
	 Solutions do not exist for the classes (Yþ, � ,

max), (Yþ, � , nonmax), (Y0, � , nonmax), (Y0, 6�
max), (Y�, � , max), (Y�, 6� , max).

This classification is exhaustive, in the sense that
every set of CMC data on a closed manifold fits
neatly into exactly one of the classes. We note that
the proofs of existence of solutions can generally be
done using the sub–super solution technique, while
the nonexistence results follow from application of
the maximum principle.

Maximal Asymptotically Euclidean Data

Just as is the case for data on a closed manifold,
the constraint equations [29] and [30] decouple
from the Lichnerowicz equation [31] for asympto-
tically Euclidean data with constant � . We note
that � 6¼ 0 is inconsistent with the data being

asymptotically Euclidean, so we restrict to the
maximal case, � = 0.

The criterion for solubility of the constraints in
conformal form for maximal asymptotically Eucli-
dean free data is quite a bit simpler to state than
that for CMC data on a closed manifold. It
involves the metric 
 only; the rest of the free
data is irrelevant. Specifically, as shown by Brill
and Cantor (with a correction by Maxwell (2005)),
a solution exists if and only if for every nonvanish-
ing, compactly supported, smooth function f on �3,
we have

inf
ff 6�0g

R
Mðjrf j2 þ Rf 2Þ

ffiffiffiffiffiffiffiffiffiffi
det

p

kfk2
L2

> 0 ½41�

Alternative Methods for Finding Solutions
to the Constraint Equations

While the conformal method has proved to be a
very useful tool for generating and analyzing
solutions of the Einstein constraint equations, it
does have some minor drawbacks: (1) The free data
is remote from the physical data, since the
conformal factor can vastly change the physical
scale on different regions of space. (2) While
casting the constraints into a determined PDE
form has the advantage of producing PDEs of a
relatively familiar (elliptic) form, one does give up
certain flexibilities inherent in an underdetermined
set of PDEs. (We expand upon this point below in
the course of discussing gluing.). (3) In choosing a
set of free data, one does have to first project out a
divergence-free vector field (E) and a divergence-
free tracefree tensor field (�). (4) While the choice
of CMC free data for the conformal method is
conformally covariant in the sense that conformally
related sets of CMC free data (�3,
ab, �ab, � ,�a, Eb)
and (�3, �4
ab, ��2�ab, � ,�a, ��6Eb) produce the
same physical solution to the constraints, this is
not the case for non-CMC free data.

Conformal Thin Sandwich

The last two of these problems can be removed by
modifying the conformal method in a way which
York (1999) has called the ‘‘conformal thin sand-
wich’’ (CTS) approach. The basic idea of the CTS
approach is the same as that of the conformal
method. However, CTS free data sets are larger –
the divergence-free tracefree symmetric tensor field
� is replaced by a tracefree symmetric tensor field U,

7A metric 
 has a conformal Killing field if the equation LY = 0
has a nontrivial solution Y. Geometrically, the existence of a

conformal Killing field Y indicates that the flow of (�3,
ab) along

Y is a conformal isometry. While free data with nonvanishing

conformal Killing fields can be handled, for convenience we shall
stick to data without them here.
8Work on the Yamabe problem (Aubin 1998) shows that every

Riemannian metric on a closed manifold is contained in one and
only one of these classes. In fact, the Yamabe theorem (Schoen

1984) shows that every metric can be conformally deformed so

that its scalar curvature is þ1, 0, or �1, but this result is not

needed for the analysis of the constraint equations.
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and an extra scalar field � is added – and after
solving the CTS constraint equations

��¼ 0 ½42�

rmðð2�Þ�1ðLXÞÞma ¼ 2
3 �6ra� þ 	amnEm�n

þrm ð2�Þ�1Um
a

� �
½43�

��¼ 1
8 R�� 1

8 ðU
mn þ LYmnÞðUmn þ LYmnÞ��7

þ 1
16 ðE

mEm þ �m�mÞ��3þ 1
12 �

2�5 ½44�

for the vector field Y and the conformal factor �,
one obtains not just the full set of physical initial
data satisfying the constraint equations [26]–[28]

�ab¼
4
ab ½45�

Kab¼��2ð�Uab þ LYabÞþ 1
3 �4
ab� ½46�

Ab¼�b ½47�

Ea¼��6ðEaþra�Þ ½48�

but also the lapse N and shift X

N¼�6� ½49�

Xa¼Ya ½50�

Clearly, in using the CTS approach, one need not
project out a divergence-free part of a symmetric
tracefree tensor. One also readily checks that the
CTS method is conformally covariant in the sense
discussed above: the physical data generated from
CTS free data (
ab, Uab, � , �,�a, Eb) and from data
(�4
ab, ��2Uab, � , �6�,�a, �

�6Eb) are the same.
Furthermore, since the mathematical form of eqns
[42]–[44] is very similar to that of [29]–[31], the
solvability results for the conformal method can be
essentially carried over to the CTS approach.

There is, however, one troubling feature of the
CTS approach. The problem arises if we seek CMC
initial data with the lapse function chosen so that the
evolving data continue to have CMC (such a gauge
choice is often used in numerical relativity). In the
case of the conformal method, after solving [29]–[31]
to obtain initial data (�ab, Kab, Aa, Eb) which satisfies
the constraints, one achieves this by proceeding to
solve a linear homogeneous elliptic PDE for the lapse
function. One easily verifies that solutions to this
extra equation always exist. By contrast, in the CTS
approach, the extra equation takes the form

�ð�7�Þ¼ 1
8 �7�Rþ 5

2 ð��Þ
�1ðU�LXÞ2

þ 1
16 ð��Þ

�1ðE2 þ �2Þ

þ�5Ymr@m
� ��5 ½51�

which is coupled to the system [42]–[44]. The
coupling is fairly intricate; hence little is known
about the existence of solutions to the system, and it
has been seen that there are problems with unique-
ness. Such problems of course do not arise if one
makes no attempt to preserve CMC.

The Quasispherical Ansatz and Parabolic Methods

Applying either the conformal method or the CTS
approach to the constraint equations results in
systems of elliptic equations. Another approach,
pioneered by Bartnik (1993), produces instead
parabolic equations. In the simplest version of this
approach, known as the ‘‘quasispherical ansatz,’’
one works on a manifold �3 = R3nB3, where B3 is a
3-ball; one presumes that there exist coordinates
(r, �,
) on �3 in terms of which the metric takes the
‘‘quasispherical’’ form

�QS¼ u2dr2þðrd�þ ��drÞ2

þðr sin � d
þ �
drÞ2 ½52�

for functions u(r, �,
), ��(r, �,
), �
(r, �,
), and
then one attempts to satisfy the time-symmetric
constraint R(�QS) = 0 on �3.9 Calculating the scalar
curvature for the metric in this form, one finds that
the equation R(�QS) = 0 can be written as

ðr@r� ��@� � �
@
Þu� u2�u

¼Qðu; ��; �
; r; �; 
Þ ½53�

where Q is a polynomial in the positive function u.
One can now show that if one specifies �� and �


everywhere on �3 (subject to an upper bound on the
divergence of the vector field (��, �
)), and if one
specifies regular initial data for u on the inner
boundary of �3, then one has a well-posed initial-
value problem (in terms of the ‘‘evolution’’ coordi-
nate r) for the parabolic PDE [53]. Ideally, one can
use this approach to extend solutions of the time-
symmetric constraints from an isolated region
(corresponding to B3) out to spatial infinity.

The basic quasispherical ansatz approach just
outlined can be generalized significantly (Sharples
2001, Bartnik and Isenberg 2004) to allow for more
general spatial metrics, and to allow nonzero
Kab, Ac, and Eb. It has been an especially valuable
tool for the study of mass in asymptotically
Euclidean data sets. It does not, however, purport
to construct general solutions of the constraint
equations.

9This version of the constraints is called ‘‘time symmetric’’ since

one is solving the full set of constraints with Kab assumed to be

zero. Data with Kab = 0 is time symmetric.
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Gluing Solutions of the Constraint Equations

Starting around the year 2000, a number of new
‘‘gluing’’ procedures have been developed for con-
structing and studying solutions of the constraint
equations. Unlike the conformal method, the CTS
method, and the quasispherical ansatz, all of which
construct solutions from scratch, the gluing proce-
dures construct new solutions from given ones. This
feature, and the considerable flexibility of the
procedures, has resulted in a wealth of applications
already in the short five-year history of gluing in
general relativity.

One of the gluing approaches, developed by
Corvino (2000) and Corvino and Schoen (preprint)
(see also Chruściel and Delay (2002)), allows one to
choose a compact region � in almost any smooth,
asymptotically Euclidean vacuum solution of the
constraints, and from this produce a new smooth
solution which is completely unchanged in the
region � and is identical to Schwarzschild or Kerr
outside some larger region. In proving this result,
one exploits the underdetermined character of the
constraint equations: such a construction could not
be carried out if the constraints were a determined
PDE system.10

The other main gluing approach, developed first by
Isenberg et al. (2001), and then further developed with
Chruściel (Chruściel et al. 2005) and with Maxwell
(Isenberg et al. 2005), starts with a pair of solutions of
the (vacuum) constraints (�3

1, �1, K1) and (�3
2, �2, K2)

together with a choice of a pair of points p1 2 �3
1, p2 2

�3
2, one from each solution. From these solutions, this

gluing procedure produces a new set of initial data
(�3

(1�2), �(1�2), K(1�2)) with the following properties:
(1) �(1�2) is diffeomorphic to the connected sum
�3

1#�3
2; (2) (�3

(1�2), �(1�2), K(1�2)) is a solution of the
constraints everywhere on �3

(1�2); (3) On that portion
of �3

(1�2) which corresponds to �3
1n{ball around p1},

the data (�(1�2), K(1�2)) is isomorphic to (�1, K1), with
a corresponding property holding on that portion of
�3

2 which corresponds to �3
2n{ball around p2} (see

Figure 3).11

This connected sum gluing can be carried out for
very general sets of initial data. The sets can be
asymptotically Euclidean, asymptotically hyperbolic,
specified on a closed manifold, or indeed anything

else. The only condition that the data sets must
satisfy is that, in sufficiently small neighborhoods of
each of the points at which the gluing is to be done,
there do not exist nontrivial solutions � to the
equation D�
(�, K)�= 0, where D�
(�, K) is the opera-
tor obtained by taking the adjoint of the linearized
constraint operator.12 In work by Beig, Chruściel,
and Schoen, it is shown that this condition (some-
times referred to as ‘‘No KIDs,’’ meaning ‘‘no
(localized) Killing initial data)’’ is indeed generically
satisfied.

While a discussion of the proof that connected
sum gluing can be carried out to this degree of
generality is beyond the scope of this paper (see
Chruściel et al. (2005), along with references cited
therein for details of the proof), we note three
features of it: first, the proof is constructive in the
sense that it outlines a systematic, step-by-step
mathematical procedure for doing the gluing. In
principle, one should be able to carry out the gluing
procedure numerically. Second, connected sum glu-
ing relies primarily on the conformal method, but it
also uses a nonconformal deformation at the end
(dependent on the techniques of Corvino and
Schoen, and of Chruściel and Delay), so as to
guarantee that the glued data is not just very close to
the given data on regions away from the bridge, but
is indeed identical to it. Third, while Corvino–
Schoen gluing has not yet been proved to work for
solutions of the constraints with source fields,
connected sum gluing (up to the last step, which
relies on Corvino–Schoen) has been shown to work
for most matter source fields of interest (Isenberg
et al.). It has also been shown to work for general
dimensions greater than or equal to three.

10Hence if one tries to do Corvino Schoen-type gluing using a
fixed conformal geometry, the gluing fails because the determined

elliptic system satisfies the unique continuation property.
11The connected sum of the two manifolds (see property (1)) is
constructed as follows: first we remove a ball from each of the

manifolds �3
1 and �3

2. We then use a cylindrical bridge S2 � I
(where I is an interval in R1) to connect the resulting S2

boundaries on each manifold

{Σ(1 – 2), γ(1 – 2), K(1 – 2)}
3

p2p1

{Σ2, γ2, K2}3{Σ 1, γ1, K1}3

Figure 3 Connected sum gluing.

12When a solution to this equation does exist on some region

� 2 �3, it follows from the work of Moncrief that the spacetime

development of the data on � admits a nontrivial isometry.
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While gluing is not an efficient tool for studying
the complete set of solutions to the constraints, it
has proved to be very valuable for a number of
applications. We note a few here.

1. Spacetimes with regular asymptotic structure.
Until recently, it was not known whether there
is a large class of solutions which admit the
conformal compactification and consequent
asymptotically simple structure at null and space-
like infinity characteristic of the Minkowski and
Schwarzschild spacetimes. Using Corvino–Schoen
gluing, together with Friedrich’s analyses of
spacetime asymptotic structures and an argument
of Chruściel and Delay (2002), one produces
such a class of solutions.

2. Multi-black hole data sets. Given an asymptoti-
cally Euclidean solution of the constraints, con-
nected sum gluing allows a sequence of (almost) flat
space initial data sets to be glued to it. The bridges
that result from this gluing each contain a minimal
surface, and consequently an apparent horizon.
With a bit of care, one can do this in such a way
that indeed the event horizons which appear in the
development of this glued data are disjoint, and
therefore indicative of independent black holes.

3. Adding a black hole to a cosmological space-
time. Although there is no clear established
definition for a black hole in a spatially compact
solution of Einstein’s equations, one can glue an
asymptotically Euclidean solution of the constraints
to a solution on a compact manifold, in such a way
that there is an apparent horizon on the bridge.
Studying the nature of these solutions of the
constraints, and their evolution, could be useful in
trying to understand what one might mean by a
black hole in a cosmological spacetime.

4. Adding a wormhole to your spacetime. While
we have discussed connected sum gluing as a
procedure which builds solutions of the con-
straints with a bridge connecting two points on
different manifolds, it can also be used to build a
solution with a bridge connecting a pair of points
on the same manifold. This allows one to do the
following: if one has a globally hyperbolic
spacetime solution of Einstein’s equations, one
can choose a Cauchy surface for that solution,
choose a pair of points on that Cauchy surface,
and glue the solution to itself via a bridge from
one of these points to the other. If one now
evolves this glued-together initial data into a
spacetime, it will likely become singular very
quickly because of the collapse of the bridge.
Until the singularity develops, however, the
solution is essentially as it was before the gluing,

with the addition of an effective wormhole.
Hence, this procedure can be used to glue a
wormhole onto a generic spacetime solution.

5. Removing topological obstructions for constraint
solutions. We know that every closed three-
dimensional manifold M3 admits a solution of
the vacuum constraint equations. To show this,
we use the fact that M3 always admits a metric �
of constant negative scalar curvature. One easily
verifies that the data (�= �, K = �) is a CMC
solution. Combining this result with connected
sum gluing, one can show that for every closed
�3, the manifold �3 n {p} admits both an asymp-
totically Euclidean and an asymptotically hyper-
bolic solution of the vacuum constraint equations.

6. Proving the existence of vacuum solutions
on closed manifolds with no CMC Cauchy
surface. Based on the work of Bartnik (1988)
one can show that if one has a set of initial data
on the manifold T3#T3 with the metric compo-
nents symmetric across a central sphere and the
components of K skew symmetric across that
same central sphere, then the spacetime develop-
ment of that data does not admit a CMC Cauchy
surface. Using connected sum gluing, one can
show that indeed initial data sets of this sort exist
(Chruściel et al. 2005).

Conclusion

Much is known about the Einstein constraint
equations and those sets of initial data which satisfy
them. We know how to use the conformal method
or the CTS approach to construct (and parametrize
in terms of free data) the CMC and near CMC sets
of data which solve the constraints, with or without
matter fields present. We know how to use the
quasispherical approach to explore extensions of
solutions of the constraint equations from compact
regions. We know how to use gluing techniques to
produce new solutions of both physical and math-
ematical interest from old ones, and we know how
to use gluing as a tool for proving such results as the
existence of vacuum spacetimes with no CMC
Cauchy surfaces.

There is much that is not yet known as well. Very
little is known about solutions of the constraint
equations which have neither CMC nor near CMC. It
is not known how to systematically extend solutions of
the constraints from a compact region to all of R3 in
such a way that the extension is asymptotically
Euclidean (unless we know a priori that such an
extension exists). Very little is known regarding how
to control the constraints during the course of
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numerical evolution of solutions.13 Most importantly,
we do not yet know how to systematically find
solutions of the constraint equations which serve as
physically realistic model initial data sets for studying
astrophysical and cosmological systems of interest.

Many of these questions concerning the Einstein
constraints and their solutions are fairly daunting.
However, in view of the rapid progress in our
understanding during the last few years, and in view
of the pressing need to further develop the initial-
value formulation as a tool for studying general
relativity and gravitational physics, we are optimis-
tic that this progress will continue, and we will soon
have answers to a number of these questions.
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Introduction

The Einstein condition on a manifold M with metric
g says that the Ricci curvature should be propor-
tional to the metric. Of course, this condition

originally appeared in relativity, but it is of
tremendous interest from the point of view of pure
mathematics. Demanding a metric of constant
sectional curvature is a very strong condition,
while metrics of constant scalar curvature always
occur. The Einstein property, which is essentially a
constant-Ricci-curvature condition, occupies an
intermediate position between these conditions, and
it is still not clear exactly how strong it is. In

13If the constraints are satisfied by an initial data set and if this

data set is evolved completely accurately, then the constraints
remain satisfied for all time. However, during the course of a

numerical evolution, there are inevitable numerical inaccuracies

which result in the constraints not being exactly zero. In practice,

during the majority of such numerical simulations to date, the
constraints have been seen to increase very rapidly in time, calling

into question the reliability of the simulation.
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dimensions higher than four, it is still unknown
whether there are obstructions to a manifold
admitting an Einstein metric.

The study of Einstein manifolds is a vast and
rapidly expanding area, and this article can merely
touch on some points of particular interest. The
focus of the article is very much on the Riemannian
rather than Lorentzian case (see, e.g., Hawking and
Ellis (1973) or the articles by Christodoulou and
Tod in LeBrun and Wang (1999) for a discussion of
the Lorentzian case in general relativity). For further
reading, the books of Besse (1987) and LeBrun and
Wang (1999) are strongly recommended.

Basic Properties

Let (M, g) be a (pseudo)-Riemannian manifold.
There is a unique connection r, the Levi-Civita
connection of g, with the following properties:

1. the torsion T(X, Y) =rX Y �rY X� [X, Y]
vanishes and

2. rg = 0

We can now form the Riemann curvature tensor
of g:

RðX;YÞZ ¼ rXrYZ �rYrXZ �r½X;Y�Z

This is a type (3,1) tensor. There is one nontrivial
contraction we can perform to obtain a (2, 0) tensor,
that is, the Ricci curvature

RicðX;YÞ ¼ trðZ 7!RðX;ZÞYÞ

We may perform a further contraction and obtain
the scalar curvature s = trg Ric.

The Ricci curvature is a symmetric tensor of the
same type as the metric, so we can make the
following definition:

Definition 1 A metric g is Einstein if

Ric ¼ �g ½1�

for some constant �.

In this article, we shall take g to be a Riemannian
(positive-definite) metric.

Remark 1 In dimension higher than 2, we do not
have to put in the assumption that � is constant by
hand. For, taking the divergence of [1] gives
(1=2)ds = d�, while taking instead the trace gives
s = n�, so if n 6¼ 2, we see d� = 0.

Remark 2 In dimension 2 and 3, the Einstein
condition is equivalent to constant curvature. The
only complete Einstein manifolds in these dimen-
sions are therefore the model spaces Sn, Rn and

hyperbolic space, and quotients of these by discrete
groups of isometries.

Remark 3 As noticed by Hilbert, the Einstein
equations admit a variational interpretation. They
are the variational equations for the total scalar
curvature functional

g 7!
Z

M

sg d�g

restricted to the space of volume 1 metrics (here d�g

denotes the volume form defined by g).

Obstructions

The most fundamental question, we can ask is:
Given a smooth manifold M does it support an
Einstein metric?

One is also interested in the question of unique-
ness of such a metric, or more generally of
describing the moduli space of such metrics.

In this section we discuss obstructions to existence.
In dimension 2 Remark 2 shows that any compact
manifold admits an Einstein metric, while in dimen-
sion 3 the only possibilities are space forms. In
particular, there is no Einstein metric on S1 � S2.

The picture is much less clear in higher dimen-
sions. If � � 0, one obtains some elementary
obstructions just by considering the sign of the
Ricci curvature:

1. If M supports a complete Einstein metric with
� > 0, then by Myers’s theorem M is compact
and �1(M) is finite. Also there are obstructions
coming from the positivity of the scalar curvature
(e.g., if M is spin and 4m-dimensional, then the Â
genus vanishes).

2. If M supports a complete Ricci-flat metric, then
every finitely generated subgroup of �1(M) has
polynomial growth.

However, if dim M � 5, there is, at the time of
writing, no known obstruction to M supporting an
Einstein metric of negative Einstein constant.

In the borderline dimension 4, Hitchin and Thorpe
observed that the Einstein condition put topological
constraints on the manifold. for, we have the
following expressions for the Euler characteristic �
and signature � in terms of the curvature tensor:

� ¼ 1

12�2

Z
M

jWþj2 � jW�j2 d�g

� ¼ 1

8�2

Z
M

jWþj2 þ jW�j2 � jRic0j2 þ
s2

24
d�g
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where Wþ and W� are the self-dual and anti-
self-dual parts of the Weyl tensor, s is the scalar
curvature, and Ric0 is the trace-free part of the Ricci
tensor.

The Einstein condition is just Ric0 = 0, so we
immediately obtain the following inequality.

Theorem (Hitchin 1974). A compact four-
dimensional Einstein manifold satisfies the inequality

j � j� 2
3�

Note that equality is obtained if and only if g is
Ricci-flat and (anti)-self-dual, which is equivalent to
locally hyper-Kähler for some orientation. The only
examples are the flat torus, the K3 surface with the
Yau metric (now � = 16 and �= 24), and two
quotients of K3.

Since the mid-1990s, LeBrun (2003) has obtained
a series of results which sharpen the Hitchin–Thorpe
inequality by obtaining estimates on the Weyl and
scalar curvature terms. These estimates are obtained
by using Seiberg–Witten theory, the general theme
being that nonemptiness of the Seiberg–Witten
moduli space gives lower bounds on the curvature
terms. LeBrun shows there are infinitely many
compact smooth simply connected 4-manifolds
that satisfy the Hitchin–Thorpe inequality but
nonetheless do not admit Einstein metrics.

Uniqueness and Moduli

In Yang–Mills theory, there is a highly developed
theory of moduli spaces of instantons, including
formulas for the dimension. The situation for
Einstein metrics is far less well understood. The
relevant moduli space here is the set of Einstein
metrics modulo the action of the diffeomorphism
group, but there are very few manifolds for which
the moduli space has been determined. In dimension
2, of course, this is essentially the subject of the
Teichmuller theory.

One example where the moduli space is under-
stood is the K3 surface. As explained above, the
Hitchin–Thorpe argument shows that any Einstein
metric is hyper-Kähler, and the moduli space of such
structures on K3 is understood as an open set in a
certain noncompact symmetric space.

Some uniqueness results have been obtained in
four dimensions. LeBrun used Seiberg–Witten tech-
niques to show that the Einstein metric on a
compact quotient of the complex hyperbolic plane
CH2 is unique up to homotheties and diffeomorph-
isms. The analogous result for compact quotients of
real hyperbolic 4-space was obtained using entropy
methods by Besson, Courtois, and Gallot. It is still

unknown, however, whether nonstandard Einstein
metrics can exist on S4.

In higher dimensions, very little is known. One can,
by analogy with the theory of instantons, consider the
linearization of the Einstein equations together with a
further linear equation expressing orthogonality to
the orbits of the diffeomorphism group. This gives a
notion of formal tangent space to the Einstein moduli
space. However, Koiso has shown that formal
tangent vectors need not integrate to a curve of
Einstein metrics. The structure of the moduli space
(dimension, possible singularities) remains quite
mysterious in general. It is known from the Wang–
Ziller torus bundle examples that the moduli space
can have infinitely many components.

Special Holonomy

Berger classified the possible holonomy groups of
simply connected, irreducible, nonsymmetric n-
dimensional Riemannian manifolds. The generic
case is that of holonomy SO(n), and there are six
other possibilities, each of which corresponds to
some special geometry. Interestingly, four of these
are automatically Ricci-flat, while a fifth is Einstein
with � 6¼ 0. The remaining example, that of Kähler
geometry, is not automatically Einstein, but the
Einstein equations with the additional Kähler
assumption reduce to a scalar Monge–Ampere
equation and are therefore simpler than the general
Einstein system.

For further reading in this section, see the articles
by Boyer–Galicki, Joyce, Salamon, Tian, Yau and
the author in part I of LeBrun and Wang (1999),
and also the book of Joyce (2000). For the Kähler
case, see also Tian (2000).

Kähler Manifolds (Holonomy U(n/2), SU(n/2))

A Kähler manifold (M, g) admits a covariant
constant complex structure I, and associated
Kähler 2-form ! defined by !(X, Y) = g(IX, Y).
The Ricci form � is defined by �(X, Y) =
Ric(IX, Y), so the Einstein condition for a Kähler
manifold becomes

� ¼ �!

On a Kähler manifold, � is the curvature of the
canonical bundle, so [�=2�] is a representative for
the cohomology class c1(M).

We see that a necessary condition for a complex
manifold (M, I) to admit a Kähler–Einstein metric is
that c1 has a definite sign. We consider, in turn, the
three cases:
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c1 < 0
In this case, we have:

Theorem (Aubin, Yau). Let (M, I) be a compact
complex manifold with c1 < 0. Then (M, I) admits
a Kähler–Einstein metric with � < 0. The metric is
unique up to homothety.

c1 = 0
This is a special case of the Calabi conjecture,
proved by Yau.

Theorem (Yau). Let M be a compact Kähler
manifold with Kähler form !. For any closed real
form � of type (1, 1) with [�=2�] = c1(M), there
exists a unique Kähler metric with Kähler form
cohomologous to ! and Ricci form equal to �.

In particular, if M is a compact Kähler manifold
with c1 = 0, there exists a Ricci-flat Kähler metric
on M.

Ricci-flat Kähler metrics are called Calabi–Yau
metrics, and are exactly the metrics with holonomy
in SU(n=2). They admit two parallel spinors and are
of great interest to string theorists, because in some
string theories spacetime is expected to be a product
of the four-dimensional macroscopic factor with a
compact Calabi–Yau manifold of complex dimen-
sion 3.

Yau’s theorem provides many examples of
Calabi–Yau spaces. For example, we can take a
nonsingular complex submanifold defined as a
complete intersection by the vanishing of r poly-
nomials of degree d1, . . . , dr in CPn. Now, M has
complex dimension n � r and c1 = 0 if and only if
n þ 1 =

Pr
i = 1 di. We obtain examples of complex

dimension 2 by considering a quartic in CP3, the
intersection of a quadric and a cubic in CP4, or the
intersection of three quadrics in CP5; these all give
examples of K3 surfaces. A famous example of a
Calabi–Yau manifold of complex dimension 3 is
given by the quintic in CP4. This technique can be
extended, for example, by considering complete
intersections in weighted projective space or con-
structing Calabi–Yau desingularizations of singular
spaces.

c1 > 0
This case is the most complicated and, at the time of
writing, is not yet fully understood. It is known that
not every compact manifold with c1 > 0 supports a
Kähler–Einstein metric.

An early result of Matsushima was that the identity
component of the automorphism group of a Kähler–
Einstein space with c1 > 0 must be reductive.
This shows, for example, that the blow-up of CP2 at

one or two points does not admit a Kähler–Einstein
metric, despite having c1 > 0. (The one-point blow-up
does admit a Hermitian–Einstein metric due to
Page.) A second obstruction is the Futaki invariant, a
character of the Lie algebra of the automorphism
group. This character vanishes if there is a Kähler–
Einstein metric.

Both the above obstructions depend on having a
nontrivial algebra of holomorphic automorphisms of
M. More recently, Tian has discovered further
obstructions (in complex dimension 3 or higher)
which can be present even if the automorphism
algebra is trivial.

However, for compact complex surfaces with
c1 > 0, Tian has proved that vanishing of the
Futaki invariant is sufficient. In particular, the
blow-up of CP2 at k points in general position,
where 3 � k � 8, admits a Kähler–Einstein metric
(note that c2

1 = 9� k so if k > 8 then c1 is no longer
definite).

LeBrun–Catanese and Kotschick used these results
to give an example of a topological 4-manifold
carrying Einstein metrics of different signs. A
deformation of the Barlow surface (a surface of
general type) has c1 < 0 and hence carries an
Einstein metric with � < 0. But this space is home-
omorphic (though not diffeomorphic) to the blow-
up of CP2 at eight points, which carries an Einstein
metric with � > 0. One may use this example
to construct higher-dimensional examples of diffeo-
morphic manifolds carrying Einstein metrics of
opposite sign.

Hyper-Kähler Manifolds (Holonomy Sp(n/4))

These are always Ricci-flat. They have a triple
(I, J, K) of covariant constant complex structures,
satisfying the quaternionic multiplication relations
IJ = K = � JI, etc., and defining Kähler forms
!I,!J,!K. Hyper-Kähler manifolds of dimension
n = 4N have N þ 1 parallel spinors.

The most effective way of producing complete
hyper-Kähler metrics has been the hyper-Kähler
quotient construction (Hitchin et al. 1987), which
was motivated by the Marsden–Weinstein quotient
in symplectic geometry. Let G be a group acting
freely on a hyper-Kähler manifold (M, g, I, J, K)
preserving the hyper-Kähler structure. Subject to
mild assumptions, we obtain a G-equivariant
moment map � : M! g� � R3, satisfying

d�XðYÞ ¼ ð!IðX;YÞ; !JðX;YÞ; !KðX;YÞÞ

Now the quotient ��1(0)=G is a hyper-Kähler
manifold of dimension dim M� 4 dim G.
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The power of this construction comes from the
fact that even if M is just flat quaternionic space,
one can obtain highly nontrivial quotients by
suitable choice of group G (e.g., the asymptotically
locally Euclidean four-dimensional examples of
Kronheimer, which include as a subcase the multi-
instanton metrics of Gibbons and Hawking).

Many examples of interest in mathematical
physics may be obtained by taking hyper-Kähler
quotients of an infinite-dimensional space of con-
nections and Higgs fields (Hitchin 1987). Examples
include moduli spaces of instantons over a hyper-
Kähler base, moduli spaces of monopoles on R3,
and moduli spaces of Higgs pairs over a Riemann
surface.

The hyper-Kähler manifolds produced so far by
the quotient construction have all been noncompact.
Examples of compact hyper-Kähler manifolds are
rarer but some are known. Beauville has produced
examples in all dimensions as desingularizations of
symmetric products of the basic four-dimensional
compact examples (K3 and the 4-torus).

Further material for this section may be found, for
example, in Hitchin (1992) and in the chapter by the
author on hyper-Kähler manifolds in LeBrun and
Wang (1999).

Quaternionic Kähler Manifolds (Holonomy Sp(n/4))
Sp(1))

These are always Einstein with nonzero Einstein
constant. Instead of globally defined parallel com-
plex structures as in the hyper-Kähler case, we have
a sub-bundle G of End(TM) with fiber isomorphic to
the imaginary quaternions, parallel with respect to
the Levi-Civita connection. Thus, we have locally
defined almost-complex structures I, J, K, satisfying
the quaternionic multiplication relations, such that
covariant differentiation of one of I, J, K gives a
linear combination of the other two. In particular,
note that quaternionic Kähler manifolds are not
Kähler.

If the Einstein constant � is positive, the only
known complete examples are symmetric, the so-
called compact Wolf spaces, which are in one-to-one
correspondence with the compact simple Lie groups.
It is conjectured that these are the only examples
with � > 0, and some results in this direction have
been established (e.g., it is known if dim M � 12). It
is also known that for fixed dimension, there are
only finitely many types of compact quaternionic
Kähler manifold with � > 0.

Many orbifold examples, however, are known to
exist, for example, via the Galicki–Lawson quater-
nionic Kähler quotient construction.

If � < 0, more complete examples are known. In
addition to the noncompact duals of the Wolf
spaces, there are homogeneous, nonsymmetric
examples due to Alekseevski, and infinite-dimen-
sional families of inhomogeneous examples con-
structed via twistor methods by LeBrun (see also
Biquard (2000)).

Exceptional Holonomy (G2 or Spin(7))

Such metrics exist in dimension 7 or 8, respectively.
They are always Ricci-flat and admit a parallel
spinor. Local examples were constructed by Bryant
using Cartan–Kähler theory, and some explicit
complete noncompact examples were produced by
Salamon and Bryant using a cohomogeneity-1
construction. More complicated explicit noncom-
pact examples have recently been produced by
several authors (see Cvetič et al. (2003) for a
survey). Compact examples were produced using
analytical methods by Joyce, and later by Kovalev.
Joyce starts with a flat singular metric on quotients
of the seven- or eight-dimensional torus and con-
structs an approximate solution to the special
holonomy condition on a resolution of this singular
space. Then an analytic argument is used to show
that an exact nearby solution exists.

For further reading, consult Joyce (2000) as well
as the article by Joyce in LeBrun and Wang
(1999).

There are also some interesting examples of
Einstein metrics which, although not of special
holonomy themselves, are closely related to special
holonomy geometries. In recent years, these have
yielded many new examples of compact Einstein
manifolds in the work of Boyer, Mann, Galicki,
Kollar, Rees, Piccinni, and Nakamaye.

Einstein–Sasaki Structures

There are several different ways of defining these,
but the simplest is to say that (M, g) is Einstein–
Sasaki if the cone (R �M, dt2 þ t2g) is Ricci-flat
Kähler. Also, an Einstein–Sasaki manifold has a
circle action with quotient a Kähler–Einstein orbi-
fold. Existence theorems for such orbifold metrics
have led to many examples of Einstein–Sasaki
metrics, including families on odd-dimensional
spheres.

3-Sasakian Structures

Again, we can define these in terms of cones; (M, g)
has a 3-Sasakian structure if the cone over it is
hyper-Kähler. The basic example is S4nþ3 with
associated cone Hn � {0}. A 3-Sasakian manifold is
always Einstein with positive Einstein constant.

186 Einstein Manifolds



The hyper-Kähler quotient construction induces
a 3-Sasakian quotient, and many examples of
compact 3-Sasakian manifolds have been produced
as 3-Sasakian quotients of S4nþ3. In particular, there
are examples in dimension 7 with arbitrarily large
second Betti number, showing that one cannot, in
general, expect compactness/finiteness results for
Einstein moduli spaces without further assumptions.

Homogeneous Examples

Another strategy to study the Einstein equations is
to reduce the difficulty of the problem by imposing
symmetries. More precisely, we consider Einstein
manifolds (M, g) with an isometric action of a Lie
group G. In general, the Einstein equations with this
symmetry will now involve r independent variables
where r is the dimension of the stratified space
M=G. We call r the cohomogeneity of the manifold.

In this section, we consider the situation where
(M, g) is homogeneous, that is, when the action of G
is transitive so r = 0. The Einstein equations now
reduce to a system of algebraic equations.

We may now write M = G=K, where K is the
stabilizer of a point of M. We choose an AdK-
invariant vector space complement p to k in g, and
identify p with the tangent space to G=K at the
identity coset. The key point is that G-invariant
metrics on M = G=K may now be identified with
AdK-invariant inner products on p, which may, in
turn, be studied by looking at the decomposition of
p into irreducible representations of K.

In the special case when G=K is isotropy irredu-
cible (i.e., p is an irreducible representation of K),
both the metric g and its Ricci tensor are propor-
tional by Schur’s lemma, and hence g is automati-
cally Einstein. Isotropy-irreducible homogeneous
spaces have been classified by Kramer, Manturov,
Wolf, and Wang–Ziller.

In the general case, the Einstein equations become
a system of polynomial equations. Determining
whether this system has a real positive solution is,
in general, a highly nontrivial problem. However,
the situation of homogeneous metrics is one area in
which the variational formulation of the Einstein
equations has proved highly successful.

We are now considering the scalar curvature
functional on the finite-dimensional space of unit
G-invariant metrics on G=K. The behavior of the
scalar curvature functional is related to the structure
of the lattice of intermediate subalgebras between
the Lie algebras of K and G.

An early result along these lines (Wang and Ziller
1986) is that if K is maximal in G (compact), then
G=K admits a G-invariant Einstein metric. The idea

of the proof is to show that maximality of K forces
the scalar curvature functional on the space of
volume-1 homogeneous metrics to be both bounded
above and proper, and therefore to have a
maximum.

These ideas have been greatly extended by Böhm,
Wang, and Ziller. Given a compact connected
homogeneous space G=K, they define a graph
whose vertices are Ad(K)-invariant subalgebras
strictly intermediate between g and k. The edges
correspond to inclusions between subalgebras.
A component of the graph is called toral if all
subalgebras h in this component are such that the
identity component of H=K is abelian. They now
show that if the graph has at least two nontoral
components, then G=K admits a G-invariant Einstein
metric. The Einstein metrics in the theorem are
produced by a mountain pass argument and may
have co-index 1, contrasting with the maxima of the
earlier theorem.

Further advances in this direction have recently
been made by Böhm. He associates to G=K a
simplicial complex, and shows that nonzero homo-
logy groups of the complex imply the existence of
higher co-index Einstein metrics.

One can also study homogeneous noncompact
Einstein spaces with � < 0. It is conjectured by
Alekseevski that for all such examples K is a
maximal compact subgroup of G. The reader is
referred to Heber (1998) for further information on
the noncompact case.

The above results give some powerful existence
results for Einstein metrics. However, there are
examples known of homogeneous spaces G=K
which admit no G-invariant Einstein metric (Wang
and Ziller 1986). One such example is SU(4)=SU(2),
where SU(2) is a maximal subgroup of
Sp(2) 	 SU(4).

Techniques similar to those in the homogeneous
case have been used to construct Einstein metrics on
total spaces of certain bundles, via Riemannian
submersions. Some highlights are Jensen’s exotic
Einstein metrics on (4nþ 3)-dimensional spheres,
and the Wang–Ziller metrics on total spaces of torus
bundles over products of Kähler–Einstein manifolds.
The latter construction gives examples of spaces
admitting volume-1 Einstein metrics with infinitely
many Einstein constants �.

Examples of Higher Cohomogeneity

One can also look for Einstein metrics of higher
cohomogeneity. Most progress has been made in the
cohomogeneity-1 case, that is, where the principal
orbit G=K of the action has real codimension one in
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M (see Eschenburg and Wang (2000) for back-
ground on such metrics). On the open dense set in M
which is the union of the principal orbits, we may
write the metric as

dt2 þ gt

where gt is a t-dependent homogeneous metric on
G=K. The Einstein equations are now a system of
ordinary differential equations in t.

One may also add a special orbit G=H at one or
both ends of the interval over which t ranges. This
will impose boundary conditions on the ODEs. For
the manifold structure to extend smoothly over the
special orbit, H=K must be a sphere. Notice that if
� > 0, then to obtain a complete metric M must be
compact, so we must add two special orbits. If � � 0
and the metric is irreducible, then a Bochner
argument tells us that M is noncompact. In the Ricci-
flat case, the Cheeger–Gromoll theorem tells us that to
obtain a complete irreducible metric, we must have
exactly one special orbit, so M is topologically the
total space of a vector bundle over the special orbit.
In fact, most of the known examples even with � < 0
have a special orbit too.

The system of ODEs we obtain is still highly
nonlinear and difficult to analyze in general. How-
ever, there are certain situations in which the
equations, or a subsystem, can be solved in closed
form. If we take G=K to be a principal circle bundle
over a Hermitian symmetric space, Bérard Bergery
(1982) showed that the resulting Einstein equations
are solvable. (His work was inspired by the earlier
example of Page, which corresponds to the case
when G=K = U(2)=U(1), a circle bundle over CP1.)
In fact, Bérard Bergery’s construction works in
greater generality as we obtain the same equations
if G=K is replaced by any Riemannian submersion
with circle fibers over a positive Kähler–Einstein
space. This illustrates a general principle that
systems arising as cohomogeneity-1 Einstein equa-
tions also typically arise from certain bundle ansätze
without homogeneity assumptions.

Wang and Wang generalized this construction to
be the case when the hypersurface in M is a
Riemannian submersion with circle fibers over a
product of an arbitrary number of Kähler–Einstein
factors. Other solvable Einstein systems have been
studied by, for example, Wang and Dancer.

It may also be possible in certain situations to get
existence results without an explicit solution. This
observation underlies the important work of Böhm
(1998). He constructs cohomogeneity-1 Einstein
metrics on certain manifolds with dimension
between 5 and 9, including all the spheres in this

range of dimensions. The equations are not now
solved in closed form, but it is possible to get a
qualitative understanding of the flow and to show
that certain trajectories will give metrics on the
desired compact manifolds.

Böhm has also shown, in an analogous result to
the homogeneous case, that there are examples of
manifolds with a cohomogeneity-1 G-action which
do not support any G-invariant Einstein metric.

So far, not much is known about Einstein metrics
of higher cohomogeneity. An exception is the
situation of self-dual Einstein metrics in dimension
4, where the self-dual condition greatly simplifies
the resulting equations. Calderbank, Pedersen, and
Singer have achieved a good understanding of such
metrics with T2 symmetry, including construction of
such metrics on Hirzebruch–Jung resolutions of
cyclic quotient singularities.

Analytical Methods

So far there is no really general analytical method
for proving existence of global Riemannian Einstein
metrics (although, of course, such techniques do exist
in more restrictive situations of special holonomy).

Although the Einstein equations admit a variational
formulation, this has (except for homogeneous metrics)
not yielded general existence results. Note that the
Wang–Ziller torus bundle examples at the end of the
section ‘‘Homogeneous examples’’ show that the
Palais–Smale condition does not hold in full generality.

One early suggestion was to adopt a minimax
procedure. In each conformal class [g], one looks for
a minimizer of the volume-normalized scalar curva-
ture. Such a minimizer always exists. One then takes
the supremum over all conformal classes. The
resulting supremum of the functional is called the
Yamabe invariant Y(M) of the manifold M. If a
maximizer g exists, and Y(M) � 0, then g is Einstein.

However, striking work of Petean shows that this
procedure must fail to produce an Einstein metric in
many cases. He proves that if dim M � 5 and M is
simply connected, then the Yamabe invariant is non-
negative. So, for such an M, any Einstein metric
produced will have � � 0, and we know that this
puts constraints on the topology of M.

Another possible technique is to use the Hamilton
Ricci flow. If this converges as t!1, the limiting
metric is Einstein. However, it seems hard in higher
dimensions to get control over the flow. In parti-
cular, the Wang–Ziller example in the section
‘‘Homogeneous examples’’ of a homogeneous space
with no invariant Einstein metric shows that the
flow may fail to converge (the Hamilton flow
preserves the property of G-invariance).
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Graham–Lee and Biquard have used analytical
methods to produce Einstein deformations of hyper-
bolic space (real, complex, quaternionic, or Cayley).
The idea is to show that a sufficiently small deforma-
tion of the conformal infinity of hyperbolic space can
be extended to a deformation of the hyperbolic metric.

Recently, Anderson has shown the existence of
Einstein metrics with � < 0 on a large class of
manifolds obtained by Dehn filling from hyperbolic
manifolds with toral ends. The strategy is to glue on
to the hyperbolic metric copies of a simple explicit
asymptotically hyperbolic metric, and to show that
the resulting metric can be perturbed to an exact
solution of the Einstein equations.

See also: Einstein Equations: Exact Solutions; Einstein
Equations: Initial Value Formulation; Hamiltonian
Reduction of Einstein’s Equations; Several Complex
Variables: Compact Manifolds; Singularities of the Ricci
Flow.
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Introduction

Notation

Standard notation and terminology of differential
geometry and general relativity are used in this
article. All considerations are local, so that the four-
dimensional spacetime M is assumed to be a smooth
manifold diffeomorphic to R4. It is endowed with
a metric tensor g of signature (1, 3) and a linear
connection defining the covariant differentiation of
tensor fields. Greek indices range from 0 to 3 and
refer to spacetime. Given a field of frames (e�) on M,
and the dual field of coframes (��), one can write the
metric tensor as g = g���

���, where g�� = g(e�, e�)

and Einstein’s summation convention is assumed to
hold. Tensor indices are lowered with g�� and raised
with its inverse g��. General-relativistic units are
used, so that both Newton’s constant of gravitation
and the speed of light are 1. This implies �h = l2,
where l 
 10�33 cm is the Planck length. Both mass
and energy are measured in centimeters.

Historical Remarks

The Einstein–Cartan theory (ECT) of gravity is a
modification of general relativity theory (GRT),
allowing spacetime to have torsion, in addition to
curvature, and relating torsion to the density of
intrinsic angular momentum. This modification
was put forward in 1922 by Élie Cartan,
before the discovery of spin. Cartan was influenced
by the work of the Cosserat brothers (1909), who
considered besides an (asymmetric) force stress
tensor also a moments stress tensor in a suitably
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generalized continuous medium. Work done in the
1950s by physicists (Kondo, Bilby, Kröner, and
other authors) established the role played by torsion
in the continuum theory of crystal dislocations. A
recent review (Ruggiero and Tartaglia 2003)
describes the links between ECT and the classical
theory of defects in an elastic medium.

Cartan assumed the linear connection to be metric
and derived, from a variational principle, a set of
gravitational field equations. He required, without
justification, that the covariant divergence of the
energy–momentum tensor be zero; this led to an
algebraic constraint equation, bilinear in curvature
and torsion, severely restricting the geometry. This
misguided observation has probably discouraged
Cartan from pursuing his theory. It is now known
that conservation laws in relativistic theories of
gravitation follow from the Bianchi identities and, in
the presence of torsion, the divergence of the
energy–momentum tensor need not vanish. Torsion
is implicit in the 1928 Einstein theory of gravitation
with teleparallelism. For a long time, Cartan’s
modified theory of gravity, presented in his rather
abstruse notation, unfamiliar to physicists, did not
attract any attention. In the late 1950s, the theory of
gravitation with spin and torsion was independently
rediscovered by Sciama and Kibble. The role of
Cartan was recognized soon afterward and ECT
became the subject of much research; see Hehl et al.
(1976) for a review and an extensive bibliography.
In the 1970s, it was recognized that ECT can be
incorporated within supergravity. In fact, simple
supergravity is equivalent to ECT with a massless,
anticommuting Rarita–Schwinger field as the source.
Choquet–Bruhat considered a generalization of ECT
to higher dimensions and showed that the Cauchy
problem for the coupled system of Einstein–Cartan
and Dirac equations is well posed. Penrose (1982)
has shown that torsion appears in a natural way
when spinors are allowed to be rescaled by a
complex conformal factor. ECT has been general-
ized by allowing nonmetric linear connections and
additional currents, associated with dilation and
shear, as sources of such a ‘‘metric-affine theory of
gravity’’ (Hehl et al. 1995).

Physical Motivation

Recall that, in special relativity theory (SRT), the
underlying Minkowski spacetime admits, as its
group of automorphisms, the full Poincaré group,
consisting of translations and Lorentz transforma-
tions. It follows from the first Noether theorem
that classical, special-relativistic field equations,
derived from a variational principle, give rise to

conservation laws of energy–momentum and angu-
lar momentum. Using Cartesian coordinates (x�),
abbreviating @’=@x� to ’,� and denoting by t�� and
s��� = �s��� the tensors of energy–momentum and
of intrinsic angular momentum (spin), respectively,
one can write the conservation laws in the form

t��;� ¼ 0 ½1�

and

ðx�t�� � x�t�� þ s���Þ;� ¼ 0 ½2�

In the presence of spin, the tensor t�� need not be
symmetric,

t�� � t�� ¼ s���;�

Belinfante and Rosenfeld have shown that the tensor

T�� ¼ t�� þ 1
2 ðs��� þ s��� þ s���Þ;�

is symmetric and its divergence vanishes.
In quantum theory, the irreducible, unitary repre-

sentations of the Poincaré group correspond to
elementary systems such as stable particles; these
representations are labeled by the mass and spin.

In Einstein’s GRT, the spacetime M is curved; the
Lorentz group – but not the Poincaré group – appears
as the structure group acting on orthonormal frames
in the tangent spaces of M. The energy–momentum
tensor T appearing on the right-hand side of the
Einstein equation is necessarily symmetric. In GRT
there is no room for translations and the tensors t
and s.

By introducing torsion and relating it to s, Cartan
restored the role of the Poincaré group in relativistic
gravity: this group acts on the affine frames in the
tangent spaces of M. Curvature and torsion are the
surface densities of Lorentz transformations and
translations, respectively. In a space with torsion,
the Ricci tensor need not be symmetric so that an
asymmetric energy–momentum tensor can appear
on the right-hand side of the Einstein equation.

Geometric Preliminaries

Tensor-Valued Differential Forms

It is convenient to follow Cartan in describing
geometric objects as tensor-valued differential
forms. To define them, consider a homomorphism
� : GL4(R)! GLN(R) and an element A = (A�

� )
of End R4, the Lie algebra of GL4(R). The derived
representation of Lie algebras is given by

d

dt
�ðexp AtÞjt¼0 ¼ ���A�

�
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If (ea) is a frame in RN, then ���(ea) = �b�
a�eb, where

a, b = 1, . . . ,N.
A map a = (a��) : M ! GL4(R) transforms fields

of frames so that

e0� ¼ e�a
�
� and �� ¼ a���

0� ½3�

A differential form ’ on M, with values in RN, is said
to be of type � if, under changes of frames, it
transforms so that ’0= �(a�1)’. For example, �= (��)
is a 1-form of type id. If now A = (A�

� ) : M ! End R4,
then one puts a(t) = exp tA : M ! GL4(R) and
defines the variations induced by an infinitesimal
change of frames,

�� ¼ d

dt
ðaðtÞ�1�Þjt¼0 ¼ �A�

�’ ¼ d

dt
ð�ðaðtÞ�1Þ’Þjt¼0 ¼ ����A�

�’

½4�

Hodge Duals

Since M is diffeomorphic to R4, one can choose an
orientation on M and restrict the frames to agree
with that orientation so that only transformations
with values in GLþ4 (R) are allowed. The metric then
defines the Hodge dual of differential forms. Put
�� = g���

�. The forms �, ��, ���, ����, and ����� are
defined to be the duals of 1, ��, �� ^ ��, �� ^ �� ^ ��,
and �� ^ �� ^ �� ^ ��, respectively. The 4-form � is
the volume element; for a holonomic coframe
�� = dx�, it is given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�det (g��)

p
dx0 ^ dx1 ^

dx2 ^ dx3. In SRT, in Cartesian coordinates, one
can define the tensor-valued 3-forms

t� ¼ t���� and s�� ¼ s����� ½5�

so that eqns [1] and [2] become

dt� ¼ 0 and dj�� ¼ 0

where

j�� ¼ x�t� � x�t� þ s�� ½6�

For an isolated system, the 3-forms t� and j��,
integrated over the 3-space x0 = const., give the
system’s total energy–momentum vector and angular
momentum bivector, respectively.

Linear Connection, Its Curvature and Torsion

A linear connection on M is represented, with
respect to the field of frames, by the field of 1-forms

!�� ¼ �����
�

so that the covariant derivative of e� in the direction
of e� is r�e� = ����e�. Under a change of frames [3],
the connection forms transform as follows:

a��!
0�
� ¼ !��a�� þ da��

If ’=’aea is a k-form of type �, then its covariant
exterior derivative

D’a ¼ d’a þ �a�
b�!

�
� ^ ’b

is a (kþ 1)-form of the same type. For a 0-form one
has D’a = ��r�’

a. The infinitesimal change of !,
defined similarly as in [4], is �!�� = DA�

� . The 2-form
of curvature � = (��

�), where

��
� ¼ d!�� þ !�� ^ !��

is of type ad: it transforms with the adjoint
representation of GL4(R) in End R4. The 2-form of
torsion � = (��), where

�� ¼ d�� þ !�� ^ ��

is of type id. These forms satisfy the Bianchi
identities

D��
� ¼ 0 and D�� ¼ ��

� ^ ��

For a differential form ’ of type �, the following
identity holds:

D2’a ¼ � a�
b���

� ^ ’b ½7�

The tensors of curvature and torsion are given by

��
� ¼ 1

2 R�
����

� ^ ��

and

�� ¼ 1
2 Q�

���
� ^ ��

respectively. With respect to a holonomic frame,
d�� = 0, one has

Q�
�� ¼ ���� � ����

In SRT, the Cartesian coordinates define a radius-vector
field X� = �x�, pointing towards the origin of the
coordinate system. The differential equation it satisfies
generalizes to a manifold with a linear connection:

DX� þ �� ¼ 0 ½8�

By virtue of [7], the integrability condition of [8] is

��
�X

� þ�� ¼ 0

Integration of [8] along a curve defines the Cartan
displacement of X; if this is done along a small
closed circuit spanned by the bivector �f , then the
radius vector changes by about

�X� ¼ 1
2 ðR�

���X
� þQ�

��Þ�f ��
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This holonomy theorem – rather imprecisely for-
mulated here – shows that torsion bears to transla-
tions a relation similar to that of curvature to linear
homogeneous transformations.

In a space with torsion, it matters whether one
considers the potential of the electromagnetic field to be
a scalar-valued 1-form ’ or a covector-valued 0-form
(’�). The first choice leads to a field d’ that is invariant
with respect to the gauge transformation ’ 7!’þ d	.
The second gives 1

2 (r�’� �r�’�)�� ^ �� = (D’�) ^
�� = d’� ’���, a gauge-dependent field.

Metric-Affine Geometry

A metric-affine space (M, g,!) is defined to have a
metric and a linear connection that need not depend on
each other. The metric alone determines the torsion-
free Levi-Civita connection !

�
characterized by

d�� þ !� �� ^ �� ¼ 0 and D
�

g�� ¼ 0

Its curvature is

�
�
�
� ¼ d!

� �
� þ !

� �
� ^ !

� �
�

The 1-form of type ad,


�� ¼ !�� � !
� �
� ½9�

determines the torsion of ! and the covariant
derivative of g,

�� ¼ 
�� ^ ��; Dg�� ¼ �
�� � 
��
The curvature of ! can be written as

��
� ¼ �

�
�
� þD

�

�� þ 
�� ^ 
�� ½10�

The transposed connection !̃ is defined by

~!�� ¼ !�� þQ�
���

�

so that, with respect to a holonomic frame, one has
�̃
�

�� = ����. The torsion of !̃ is opposed to that of !.

Riemann–Cartan Geometry

A Riemann–Cartan space is a metric-affine space
with a connection that is metric,

Dg�� ¼ 0 ½11�

The metricity condition implies that 
�� þ 
�� = 0
and ��� þ ��� = 0. In a Riemann–Cartan space, the
connection is determined by its torsion Q and the
metric tensor. Let Q��� = g��Q

�
�� ; then


�� ¼ 1
2 ðQ��� þQ��� þQ���Þ�� ½12�

The transposed connection of a Riemann–Cartan
space is metric if and only if the tensor Q��� is
completely antisymmetric. Let ~r denote the

covariant derivative with respect to !̃. By definition,
a symmetry of a Riemann–Cartan space is a
diffeomorphism of M preserving both g and !. The
one-parameter group of local transformations of M,
generated by the vector field v, consists of symme-
tries of (M, g,!) if and only if

~r�
v� þ ~r�

v� ¼ 0 ½13�

and

D ~r�v
� þ R�

���v
��� ¼ 0 ½14�

In a Riemannian space, the connections ! and !̃
coincide and [14] is a consequence of the Killing
equation [13]. The metricity condition implies

D���� ¼ ������� ½15�

The Einstein–Cartan Theory of
Gravitation

An Identity Resulting from Local Invariance

Let (M, g,!) be a metric-affine spacetime. Consider a
Lagrangian L which is an invariant 4-form on M; it
depends on g, �,!,’, and the first derivatives of
’=’aea. The general variation of the Lagrangian is

�L ¼La ^ �’a þ 1
2 �

���g�� þ ��� ^ t�

� 1
2 �!

�
� ^ s�� þ an exact form ½16�

so that La = 0 is the Euler–Lagrange equation for ’.
If the changes of the functions g, �,!, and ’ are
induced by an infinitesimal change of the frames [4],
then �L = 0 and [16] gives the identity

g���
�� � �� ^ t� þ 1

2 Ds�� � �b�
a�La ^ ’b ¼ 0

It follows from the identity that the two sets of
Euler–Lagrange equations obtained by varying L
with respect to the triples (’, �,!) and (’, g,!) are
equivalent. In the sequel, the first triple is chosen to
derive the field equations.

Projective Transformations and the Metricity
Condition

Still under the assumption that (M, g,!) is a metric-
affine spacetime, consider the 4-form

8�K ¼ 1
2 g ����� ^ ��

� ½17�

which is equal to �R, where R = g��R�� is the Ricci
scalar; the Ricci tensor R�� = R�

��� is, in general,
asymmetric. The form [17] is invariant with
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respect to projective transformations of the
connection,

!�� 7! !�� þ ���
 ½18�

where 
 is an arbitrary 1-form. Projectively related
connections have the same (unparametrized) geode-
sics. If the total Lagrangian for gravitation interact-
ing with the matter field ’ is Kþ L, then the field
equations, obtained by varying it with respect to
’, �, and ! are: La = 0,

1
2 g������ ^ ��

� ¼ �8�t� ½19�

and

Dðg�����Þ ¼ 8�s�� ½20�

respectively. Put s�� = g��s
�
�. If

s�� þ s�� ¼ 0 ½21�

then s�� = 0 and L is also invariant with respect to
[18]. One shows that, if [21] holds, then, among the
projectively related connections satisfying [20], there
is precisely one that is metric. To implement
properly the metricity condition in the variational
principle, one can use the Palatini approach with
constraints (Kopczyński 1975). Alternatively, fol-
lowing Hehl, one can use [9] and [12] to eliminate !
and obtain a Lagrangian depending on ’, �, and the
tensor of torsion.

The Sciama–Kibble Field Equations

From now on the metricity condition [11] is
assumed, so that [21] holds and the Cartan field
equation [20] is

���� ^�� ¼ 8�s�� ½22�

Introducing the asymmetric energy–momentum ten-
sor t�� and the spin density tensor s��� = g��s

�
��

similarly as in [5], one can write the Einstein–Cartan
equations [19] and [22] in the form given by Sciama
and Kibble,

R�� � 1
2 g��R ¼ 8�t�� ½23�

Q�
�� þ ���Q�

�� � ���Q�
�� ¼ 8�s��� ½24�

Equation [24] can be solved to give

Q�
�� ¼ 8�ðs��� þ 1

2 �
�
�s��� þ 1

2 �
�
�s
�
��Þ ½25�

Therefore, torsion vanishes in the absence of spin
and then [23] is the classical Einstein field
equation. In particular, there is no difference
between the Einstein and Einstein–Cartan theories
in empty space. Since practically all tests of

relativistic gravity are based on consideration of
Einstein’s equations in empty space, there is no
difference, in this respect, between the Einstein
and the Einstein–Cartan theories: the latter is as
viable as the former.

In any case, the consideration of torsion amounts
to a slight change of the energy–momentum tensor
that can be also obtained by the introduction of a new
term in the Lagrangian. This observation was made in
1950 by Weyl in the context of the Dirac equation.

In Einstein’s theory, one can also satisfactorily
describe spinning matter without introducing tor-
sion (Bailey and Israel 1975).

Consequences of the Bianchi Identities:
Conservation Laws

Computing the covariant exterior derivatives of
both sides of the Einstein–Cartan equations, using
[15] and the Bianchi identities, one obtains

8�Dt� ¼ 1
2 ������

� ^ ��� ½26�

and

8�Ds�� ¼ ��� ^ ��
� � ��� ^ ��

� ½27�

Cartan required the right-hand side of [26] to
vanish. If, instead, one uses the field equations [19]
and [22] to evaluate the right-hand sides of [26] and
[27], one obtains

Dt� ¼ Q�
���

� ^ t� � 1
2 R�

����
� ^ s�� ½28�

and

Ds�� ¼ �� ^ t� � �� ^ t� ½29�

Let v be a vector field generating a group of
symmetries of the Riemann–Cartan space (M, g,!)
so that eqns [13] and [14] hold. Equations [28] and
[29] then imply that the 3-form

j ¼ v�t� þ 1
2

~r�
v�s��

is closed, dj = 0. In particular, in the limit of SRT, in
Cartesian coordinates x�, to a constant vector field v
there corresponds the projection, onto v, of the
energy–momentum density. If A�� is a constant
bivector, then v� = A�

�x
� gives j = j��A��, where j��

is as in [6].

Spinning Fluid and the Generalized Mathisson–
Papapetrou Equation of Motion

As in classical general relativity, the right-hand sides
of the Einstein–Cartan equations need not necessa-
rily be derived from a variational principle; they
may be determined by phenomenological
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considerations. For example, following Weyssenh-
off, consider a spinning fluid characterized by

t�� ¼ P�u� and s��� ¼ S��u�

where S�� þ S�� = 0 and u is the unit, timelike
velocity field. Let U = u��� so that

t� ¼ P�U and s�� ¼ S��U

Define the particle derivative of a tensor field ’a in
the direction of u by

_’a� ¼ Dð’aUÞ

For a scalar field ’, the equation ’̇ = 0 is equivalent
to the conservation law d(’U) = 0. Define
�= g��P

�u�, then [29] gives an equation of motion
of spin

_S�� ¼ u�P� � u�P�

so that

P� ¼ �u� þ _S��u
�

From [28] one obtains the equation of translatory
motion,

_P� ¼ ðQ�
��P� � 1

2 R��
��S��Þu�

which is a generalization to the ECT of the
Mathisson–Papapetrou equation for point particles
with an intrinsic angular momentum.

From ECT to GRT: The Effective
Energy–Momentum Tensor

Inside spinning matter, one can use [12] and [25] to
eliminate torsion and replace the Sciama–Kibble
system by a single Einstein equation with an
effective energy–momentum tensor on the right-
hand side. Using the split [10], one can write [23] as

R
�
�� � 1

2 g��R
� ¼ 8�Teff

�� ½30�

Here R
�
�� and R

�
are, respectively, the Ricci tensor

and scalar formed from g. The term in [10] that is
quadratic in 
 contributes to Teff an expression
quadratic in the components of the tensor s��� so
that, neglecting indices, one can symbolically write

Teff ¼ T þ s2 ½31�

The symmetric tensor T is the sum of t and a term
coming from D

�

�� in [10]:

T�� ¼ t�� þ 1
2r
�
�ðs��� þ s��� þ s���Þ ½32�

It is remarkable that the Belinfante–Rosenfeld
symmetrization of the canonical energy–momentum
tensor appears as a natural consequence of ECT.

From the physical point of view, the second term on
the right-hand side of [31], can be thought of as
providing a spin–spin contact interaction, reminis-
cent of the one appearing in the Fermi theory of
weak interactions.

It is clear from eqns [30]–[32] that whenever
terms quadratic in spin can be neglected – in
particular, in the linear approximation – ECT is
equivalent to GRT. To obtain essentially new
effects, the density of spin squared should be
comparable to the density of mass. For example, to
achieve this, a nucleon of mass m should be
squeezed so that its radius rCart be such that

l2

r3
Cart

 !2

� m

r3
Cart

Introducing the Compton wavelength rCompt = l2=m �
10�13 cm, one can write

rCart � ðl2rComptÞ1=3

The ‘‘Cartan radius’’ of the nucleon, rCart �
10�26 cm, so small when compared to its physical
radius under normal conditions, is much larger than
the Planck length. Curiously enough, the energy
l2=rCart is of the order of the energy at which,
according to some estimates, the grand unification
of interactions is presumed to occur.

Cosmology with Spin and Torsion

In the presence of spinning matter, Teff need not
satisfy the positive-energy conditions, even if T does.
Therefore, the classical singularity theorems of
Penrose and Hawking can be overcome here.
In ECT, there are simple cosmological solutions
without singularities. The simplest such solution,
found in 1973 by Kopczyński, is as follows. Consider
a universe filled with a spinning dust such that
P� = �u�,u� = ��0,S23 = �, and S��=0 for � þ� 6¼ 5,
and both � and � are functions of t=x0 alone.
These assumptions are compatible with the
Robertson–Walker line element dt2�R(t)2(dx2þ
dy2þdz2), where (x,y,z)= (x1,x2,x3) and torsion is
determined from [25]. The Einstein equation [23]
reduces to the modified Friedmann equation,

1
2

_R2 �MR�1 þ 3
2 S2R�4 ¼ 0 ½33�

supplemented by the conservation laws of mass
and spin,

M ¼ 4
3��R

3 ¼ const:; S ¼ 4
3��R

3 ¼ const:

The last term on the left-hand side of [33] plays the
role of a repulsive potential, effective at small values of
R; it prevents the solution from vanishing. It should be
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noted, however, that even a very small amount of
shear in u results in a term counteracting the repulsive
potential due to spin. Neglecting shear and making the
(unrealistic) assumption that matter in the universe at
t = 0 consists of �1080 nucleons of mass m with
aligned spins, one obtains the estimate R(0) � 1 cm
and a density of the order of m2=l4, very large, but
much smaller than the Planck density 1=l2.

Tafel (1975) found large classes of cosmological
solutions with a spinning fluid, admitting a group of
symmetries transitive on the hypersurfaces of constant
time. The models corresponding to symmetries of
Bianchi types I, VII0, and V are nonsingular, provided
that the influence of spin exceeds that of shear.

Summary

ECT is a viable theory of gravitation that differs
very slightly from the Einstein theory; the effects of
spin and torsion can be significant only at densities
of matter that are very high, but nevertheless much
smaller than the Planck density at which quantum
gravitational effects are believed to dominate. It is
possible that ECT will prove to be a better classical
limit of a future quantum theory of gravitation than
the theory without torsion.

See also: Cosmology: Mathematical Aspects; General
Relativity: Overview.
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Introduction

Newton’s theory of gravity with absolute time and
Euclidean 3-space connects the gravitational poten-
tial U with its source, the density of matter r, by the
Poisson equation

�U ¼ �4�
r

where � is the Laplace operator and 
 is the
gravitational constant. The trajectories of massive
test particles are the flow lines of the gradient of U.

Newton’s theory has proven to be very accurate in
the laboratory as well as in the solar system (except for
a small discrepancy with the observed value of
Mercury perihelion). Newton’s theory together with
special relativity, the equivalence principle, and ideas
of Mach, have been an inspiration for Einstein to
uncover the equations which must be satisfied by the
geometry of spacetime. They link the curvature of the
spacetime metric with a phenomenological symmetric
2-tensor T, which must represent the energy, momen-
tum, and stresses of all the sources, by the equality:

SðgÞ � RicciðgÞ � 1
2gRðgÞ ¼ 8�
T

where Ricci(g) is the Ricci tensor of the spacetime
metric g and R(g) its scalar curvature. The sym-
metric 2-tensor S(g) is called the Einstein tensor. The
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Bianchi identities, due to the invariance of curvature
by isometries of g, imply that the divergence of the
Einstein tensor is identically zero: the Einstein
equations imply therefore the vanishing of the
divergence of the source tensor T. The equations so
obtained generalize in a relativistic context the
conservation laws of Newtonian mechanics. In
local spacetime coordinates x�, the Einstein equa-
tions and conservation laws read

S�� � R�� � 1
2g��R ¼ 8��T��; r�T�� � 0

where r denotes the covariant derivative in the
metric g.

The gravitational constant � is inspired by the
Newtonian equation relating the potential U with
the density of matter. This equation can be obtained
as an approximation of Einstein’s equations with
matter in the case of low velocities of matter and
weak gravitational fields. The Newton’s equation of
motion of test particles is also an approximation of
Einstein’s geodesic motion of such particles which
can be deduced from Einstein’s equations them-
selves. However, if one wants to remain in the
framework of the general relativity theory, it is these
Einstein’s equations which define the mass of a
body, there is no comparison possible with some
fixed given mass. As length had the dimension of
time already in special relativity, now mass is found
to have dimension of length. We write the equations
in geometrical units, where 8��= 1, keeping in mind
the corresponding change to usual laboratory
units only in specific applications. In geometrical
units the mass of the Earth is of the order of the
centimeter. The most precise measures of � are still
made using Newton type experiments, giving
�= 6.67259� 10�11 m3 kg�1 s�2.

In the case of electromagnetic (or classical Yang–
Mills) field sources, the stress energy tensor in
special relativity is the well-known Maxwell tensor
� (or its generalizations), whose divergence vanishes
when the field satisfies the Maxwell (or Yang–Mills)
equations in vacuum. The expression of this tensor
in a curved spacetime can be trivially deduced from
its Minkowskian form. Its expression can also be
deduced from the Lagrangian, and the vanishing of
its divergence results from the invariance of this
Lagrangian under isometries of the metric. It is the
natural source of Einstein equations coupled with
these fields. In the case of matter, the construction
of a stress energy tensor is already delicate even in
special relativity.

The simplest models of sources with well-
understood properties – kinetic matter and perfect
fluids – are reviewed in this article. Physical

situations difficult to model, even in special relativ-
ity, dissipative fluids and elasticity, are mentioned.
The extension to electrically, or classical Yang–
Mills–Higgs, charged matter, offers no conceptual
difficulty, but interesting new situations.

Fluid Sources

A fluid source in a domain of a spacetime (V, g) is
such that there exists, in this domain, a unit timelike
vector field u, satisfying g(u,u) � g��u�u� =�1,
whose trajectories are the flow lines of matter.
A moving Lorentzian orthonormal frame is called a
proper frame if its timelike vector is u. Since the
Einstein gravitational potentials reduce at a point in
a Lorentzian orthonormal frame to Minkowskian
values, one admits that the spacetime symmetric
2-tensor T, which embodies the density of stress,
energy, and momentum of a given type of matter, in
a proper frame takes the expression it would have in
special relativity and inertial coordinates. The
expression of T in a general frame results from its
tensorial character and the equivalence principle.
The problem is to find a good expression of T in
special relativity.

Case of Dust (Incoherent Matter)

In a proper frame there is neither momentum nor
stresses. Therefore, the stress energy tensor reads in
a general frame, with r a scalar function represent-
ing the matter density:

T ¼ ru� u; i:e:, T�� ¼ ru�u�

Using the property g(u,u) =�1, the conservation
laws imply the vanishing of the divergence of the
matter flow ru, that is, the continuity equation
(conservation of matter)

r�ðru�Þ ¼ 0

and the motion of the particles along geodesics of
the metric:

u�r�u� ¼ 0

Similar equations are obtained for a null dust
model where g(u,u) = 0.

Perfect Fluid

Euler equations In Newtonian mechanics, a con-
tinuous matter flow is characterized by its mass
density and flow velocity. The equations are a
continuity equation (conservation of matter) and
equations of motion resulting from Newton’s law,
which link the acceleration vector and the space
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divergence of the stress symmetric 2-tensor whose
contraction with the normal to a small 2-surface
gives the force applied to it. A fluid is called perfect
if the pressure it applies to a small surface element
with normal n is independent of n. Its stress tensor t,
symmetric 2-tensor on Euclidean space, is then
invariant by rotations. By generalization, a relativis-
tic fluid is called perfect if its stress energy tensor
has the following form:

T�� ¼ �u�u� þ pðg�� þ u�u�Þ

Then in a proper frame, where g takes the
Minkowskian values and the only nonvanishing
component of u is along the time axis and equal to 1,
the projection of T on space is the Newtonian
stress tensor with pressure p, while �, the projection
of T on the time axis, is the fluid energy density.
There is no momentum density in the proper frame.
The conservation laws, also called Euler equations,
are shown to split, as in the case of dust, into a
continuity equation

r�½ð�þ pÞu�� � u�@�p ¼ 0

and equations of motion

ð�þ pÞu�r�u� þ ðg�� þ u�u�Þ@�p ¼ 0

In relativity, where mass and energy are equivalent, the
continuity equation is no more a conservation law.

Equations of state As in Newtonian mechanics, the
Euler equations must be completed by a relation,
called equation of state, depending on the physical
properties of the fluid. In general in addition to
mechanics, thermodynamic properties must be con-
sidered. In relativity, they are borrowed from
classical thermodynamics formulated in a spacetime
context.

In the simplest cases one introduces a conserved
rest mass density r (or particle number density for
particles with rest mass zero), satisfying the equation

r�P� ¼ 0 with P� � ru�

This r differs from the density of energy �. One sets
�= r(1þ ") and calls " the internal specific energy.
The first law of (reversible) thermodynamics is
extended to relativistic perfect fluids by the identity

� dS � d"þ pdðr�1Þ

which defines both the absolute temperature �
and the differential of the specific entropy
S. Modulo the continuity equation and the
thermodynamic identity, the matter conservation

is equivalent to the conservation of entropy along
the flow lines:

r�ðrSu�Þ ¼ 0 hence u�@�S ¼ 0

The scalars p, �,S, r are not independent. Simple
situations can be modeled by an ‘‘equation of state’’
linking these quantities. In astrophysics, one is inspired
by what is known from classical fluids, with additional
relativistic considerations. General relativity plays a
role in the case of strong gravitational field.

Very cold matter and nuclear matter are baro-
tropic fluids; they obey an equation of state of the
form p = p(�).

When the energy � is largely dominated by the
radiation energy, the fluid is called ultrarelativistic.
The Stefan–Boltzmann laws give �= KT4 and
p = (1=3)KT4, hence p = (1=3)�; the stress energy
tensor is traceless.

In white dwarves, the fluid is considered as
polytropic: it obeys an equation of state of the
form p = f (S)r�. If only the internal energy " and
pressure p are dominated by radiation, then
"= Kr�1T4 and p = (1=3)KT4, hence p = (1=3)r".
The use of the thermodynamic identity leads to
�= 4=3, p = (K=3)(3S=4K)4=3r4=3, with �= 3pþ r.

For most other stars, the physical situation is too
complex to be modeled by a simple equation; only
tables of numerical values may be available.

In cosmology, there is little physical informa-
tion about the fluid which is to represent the
energy content of the universe. It is assumed that
in the early universe of the big-bang models, at
very high temperature, the fluid was ultrarelati-
vistic. At later times, it is generally assumed, for
simplicity, that there is an equation of state linear
and independent of entropy, p = (� � 1)�. In order
that the speed of sound waves be not greater than
the speed of light, one assumes that 1 	 � 	 2;
�= 1 corresponds to dust, �= 2 to a stiff (see
below) fluid.

Recent confrontations of theory and observations
seem to imply the existence of a new, not directly
seen, type of matter, called ‘‘dark matter.’’

Wave fronts and propagation speeds The wave
fronts of a differential system are the submani-
folds of spacetime whose normals n annul the
characteristic determinant. Discontinuities propa-
gate along wave fronts. For a hyperbolic system,
the wave fronts determine the domain of depen-
dence of a solution. For a perfect fluid, they are
found to be

1. the matter wave fronts, generated by the flow
lines, such that u�n� = 0 and
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2. the sound wave fronts, whose normals satisfy the
equation

D � ðp0� � 1Þðu�n�Þ2 þ p0�n�n� ¼ 0

in a proper frame at a point of spacetime
u� = 	�0 , g�� = 
��; this equation states that the
slope of the spacetime normal to the wave front
can be written as

�ðniÞ2

n2
0

 !1=2

¼ 1ffiffiffiffiffi
p0�

p
The sound propagation speed is the inverse of this

slope, that is, v =
ffiffiffiffiffi
p0�

p
. It is less than the speed of

light, as expected from a relativistic theory, if p0� 	 1.
The limiting case where these speeds are equal is
called incompressible or stiff fluid.

Hyperbolicity, existence, and uniqueness theorem
The characteristics of the perfect fluid equations are
real, but the apparent multiplicity of the matter
wave fronts poses a problem for the hyperbolicity of
the relativistic Euler equations, even in a given
background metric. However, Choquet-Bruhat has
proven that this system is a hyperbolic Leray system
as well as its coupling with the Einstein equations,
for instance, in wave gauge. The following theorem
can then be proved using the general theorem on
hyperbolic systems and an extension of the method
used for Einstein’s equations in vacuum.

Theorem Let (M,ḡ,K) be an initial data set for the
Einstein equations and (ū,��,S̄) be Cauchy data in a
local Sobolev space Hloc

s , s 
 3, on the 3-manifold M
for a perfect fluid with a smooth equation of state.
Suppose �� > 0 and p0�� 	 1. There exists a globally
hyperbolic spacetime of maximal extension solution of
the Einstein equations with source such as perfect fluid
taking these Cauchy data. Such a spacetime and fluid
flow are smooth for smooth initial data. They are
unique, up to spacetime isometries.

The Euler equations have also been written as a
first-order symmetric hyperbolic system by Boillat,
Ruggeri, and Strumia using general methods relying
on the existence of a convex functional, and directly
by Rendall, who pointed out the difficulty of
modeling the general motion of isolated fluid bodies,
because of the assumption �� > 0. He constructed
some solutions without this assumption where the
boundaries are freely falling. The general problem of
determining the evolution of boundaries appears
everywhere in general relativity, and in classical
mechanics.

Global problems The spacetimes obtained above
are, in general, incomplete: even in Minkowski space-
time, the Euler equations do not in general have
solutions that are global in time. Shocks appear in
relativistic perfect fluids as in classical ones. Global
existence results have been obtained for four-
dimensional ultrarelativistic fluids (limited data), and
in the case of 1-space dimension. A detailed study of the
global behavior of spherically symmetric solutions of
the Einstein–Euler equations with equation of state
admitting a phase transition from zero pressure to stiff
fluid has been done by Christodoulou.

Dissipative Fluids

A general fluid stress energy tensor is with u, a unit
vector whose trajectories are the flow lines:

T�� ¼ �u�u� þ q�u� þ q�u� þQ��

with q�u� ¼ 0; Q��u� ¼ 0

�= T��u�u� is the energy density, which must satisfy
� 
 0, Q is a space tensor representing the stresses,
orthogonal to u and q is a space vector considered as
a heat flow. The fundamental equations are still
r�T�� = 0, but they must be implemented by
constitutive equations for q and Q which do not
have simple satisfactory answer in a relativistic
context. The transfer of results from classical
mechanics on viscous fluids or on heat transfer
leads to propagation speeds greater than the speed
of light. It should be remarked that these classical
equations are obtained as governing asymptotic
states; thus, the parabolic character of their relativis-
tic version does not contradict relativistic causality.
However, it would be interesting to obtain, for
dissipative relativistic fluids, hyperbolic dissipative
equations. Various systems have been proposed, in
particular, by Marle by using an approximation near
equilibrium of a solution of the relativistic Boltzmann
equation. A promising system, also inspired from
kinetic theory, is the ‘‘extended thermodynamics’’ of
Müller and Ruggeri which takes as 14 fundamental
unknowns, the vector P = ru and the tensor T,
satisfying the conservation laws. These equations are
supplemented by equations linking a totally sym-
metric 3-tensor A with a symmetric 2-tensor I by
equations of the form

r�A��� ¼ I�� ½1�

A and I are functions of P and T depending on the
model and called constitutive equations. The system
is shown to be symmetric hyperbolic under the
existence of a convex entropy function, property
which holds under appropriate physical
assumptions.
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Reasonable equations have been proposed and
studied for several constituent fluids and
superfluids.

Charged Fluids

The stress energy tensor of a charged fluid with
electric (or Yang–Mills) charge is generally the sum
of the stress energy tensor of the fluid and of the
Maxwell (or Yang–Mills) field. This tensor is
conserved modulo the Maxwell (or Yang–Mills)
equations with source the electric current, and the
Euler equations completed by the Lorentz force. The
corresponding Einstein–Maxwell perfect fluid sys-
tem is well posed in the case of zero or infinite
conductivity (magnetohydrodynamics). A subtlety
appears in the case of finite conductivity: the system
is still well posed, but for a restricted (Gevrey) class
of C1 fields.

Kinetic Models

Distribution Function and Moments

A general relativistic kinetic theory can be formu-
lated without appeal to classical mechanics or
special relativity. The matter is composed of
particles whose size is negligible in the considered
scale: rarefied gases in the laboratory, galaxies or
even clusters of galaxies at the cosmological scale.
The number of particles is so great and their motion
so chaotic that the state of the matter can be
described by a ‘‘one-particle distribution function,’’
a positive scalar function on the tangent bundle to
the spacetime (x, p) 7! f (x, p), which gives the mean
number of particles with momentum p present at the
point x of spacetime.

The first moment of f is a causal vector field P
defined by the integral over the space Px of
momenta at x, with !p a volume element in that
space:

PðxÞ ¼:

Z
Px

pf ðx; pÞ!p

Out of the first moment, one extracts a scalar r 
 0,
interpreted as the square of a proper mass density
given by r 2 =:� g(P, P) and, if r > 0, a unit vector
u = r�1P interpreted as the macroscopic flow
velocity.

The second moment of the distribution function f
is the symmetric 2-tensor on spacetime given by

TðxÞ ¼:

Z
Px

f ðx; pÞp� p!p

It is interpreted as the stress energy tensor of the
distribution f. Higher moments are defined similarly.

Liouville–Vlasov Equation

When the gas is so rarefied that the particle
trajectories do not cross, then in the absence of
nongravitational forces, these trajectories are geode-
sics of g, orbits in TV of the vector field
X = (p�, Q� � �����p�pm) with ����, the Christoffel
symbols of g.

In a collisionless model, the physical law of
conservation of particles imposes the conservation
of f along the trajectories of X, that is, the Liouville–
Vlasov equation

LXf � p�
@f

@x�
þQ� @f

@p�
¼ 0

Conservation laws If f satisfies the Vlasov equa-
tion, then all moments satisfy a conservation law, in
particular,

r�P� ¼ 0 and r�T�� ¼ 0

equations which make the Einstein–Vlasov system
consistent.

The theory extends without problem to particles
having the same rest mass m, because the scalar
g(p, p) = �m2 is constant on a geodesic.

Cauchy problem The Einstein–Vlasov system is an
integro-differential system for g and f on a manifold
V = M� R. The Cauchy data for the spacetime
metric g on M0 = M� {0} is, as usual, a pair (ḡ, K),
implemented with gauge initial data which complete
the definition of Cauchy data for a well-posed
hyperbolic system in the chosen gauge. The Cauchy
data for f are a function f̄ on the bundle PM0

. It has
been proved long ago that there exists a solution,
geometrically unique, in a neighborhood of M0 if
the data are in Sobolev spaces, weighted by a power
of p0 in the case of f̄.

Since the Vlasov matter model, solution of a
linear equation for given g, has no singularity by
itself, the Einstein–Vlasov system is a good candi-
date for solutions that are global in time. This global
existence has been proved by Rein and Rendall in
the case of small data, asymptotically flat with
spherical symmetry or plane symmetry, or with
hyperbolic symmetry and compact space. Global
existence without these symmetries is an open
problem.

Boltzmann Equation

When the particles undergo collisions, their trajec-
tories in phase space are no more connected integral
curves of the vector field X, that is, their moment

Einstein’s Equations with Matter 199



undergoes a jump with the crossing of another
trajectory. In the Boltzmann model, the derivative
LXf is equal to the so-called collision operator, I f :

ðLXf Þðx; pÞ ¼ ðI f Þðx; pÞ

where I f is an integral operator linked with the
probability that two particles of momentum, respec-
tively, p0 and q0, collide at x and give, after the shock,
two particles of momentum p and q. For ‘‘elastic’’
shocks, the total momentum is conserved, that is,
p0 and q0 lie in the submanifold �pq =: {p0 þ q0=
pþ q}, with volume element �0 and

ðI f Þðx; pÞ �
Z
Px

Z
�pq

½f ðx; p0Þf ðx; q0Þ

� f ðx; pÞf ðx; qÞ�Aðx; p; q; p0; q0Þ�0 ^ !q

The function A(x, p, q, p0, q0) is called the shock
cross section; it is a phenomenological quantity. No
explicit expression is known for it in relativity.
A generally admitted property is the reversibility of
elastic shocks, A(x, p, q, p0, q0) = A(x, p0, q0, p, q).
It can be proved that under this hypothesis, the
first and second moment of f are conserved as in the
collisionless case, making the Einstein–Boltzmann
system consistent. Existence of solutions (that are
local in time) of the Cauchy problem for this system
has long been known. No global existence for the
coupled system is known yet.

One defines, in a relativistic context, an entropy
flux vector H which is proved to satisfy an
H-theorem, that is, r�H� 
 0. In an expanding
universe, for instance, Robertson Walker, where H
depends only on time and an entropy density is
defined by H0, one finds that a decrease in entropy
is linked with the expansion of the universe, thus
permitting its ever-increasing organization from an
initial anisotropy of f in momentum space.

Other Matter Sources

Elastic Media

There are no solids in general relativity; in special
relativity rigid motions are already very restricted.
A theory of elastic deformations can only be defined
relatively to some a priori given state of matter
whose perturbations will satisfy laws analogous to
the classical laws. Various such theories have been
proposed through geometric considerations, extend-
ing methods of classical elasticity; they have been
used to predict the possible signals from bar
detectors of gravitational waves, or the motions in
the crust of neutron stars. A general theory
constructed by Lagrangian formalism has recently
been developed.

Spinor Sources

A symmetric stress energy tensor can be associated
to classical spinors of spin 1/2, leading to a well-
posed Einstein–Dirac system. The theories of super-
gravity couple the Einstein–Cartan equations with
anticommuting spin 3/2 sources.

See also: Boltzmann Equation (Classical and Quantum);
Einstein Equations: Exact Solutions; Einstein Equations:
Initial Value Formulation; General Relativity: Overview;
Geometric Analysis and General Relativity; Kinetic
Equations; Spinors and Spin Coefficients.
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Introduction

Classical electromagnetism is described by Max-
well’s equations, which, in 3-vector notation and
corresponding respectively to the laws of Coulomb,
Ampère, Gauss, and Faraday, are given by eqns
[1a]–[1d]:

div E ¼ � ½1a�

curl B� @E

@t
¼ J ½1b�

div B ¼ 0 ½1c�

curl Eþ @B

@t
¼ 0 ½1d�

Equivalently, in covariant 4-vector notation, these
correspond to eqns [2a] and [2b]:

@�F
�� ¼ �j� ½2a�

@��F
�� ¼ 0 ½2b�

In eqns [1], E and B are the electric and magnetic
fields, respectively, � is the electric charge density,
and J is the electric current. In eqns [2], F�� is the
field tensor, �F�� the dual field tensor, and j� is the
4-current, related to the previous vector quantities
by the following relations:

F�� ¼

0 E1 E2 E3

�E1 0 �B3 B2

�E2 B3 0 �B1

�E3 �B2 B1 0

0
BBB@

1
CCCA

�F�� ¼

0 B1 B2 B3

�B1 0 E3 �E2

�B2 �E3 0 E1

�B3 E2 �E1 0

0
BBB@

1
CCCA

j� ¼ ð�; JÞ

Throughout this article, we shall denote the three
spatial indices by lower-case Latin letters such as i, j,
while Greek indices such as �, � denote spacetime
indices running through 0, 1, 2, 3. The Einstein
summation convention is used, whereby repeated
indices are summed. Spacetime indices are raised

and lowered by the (flat) Minkowski metric
g�� = diag(1,� 1,� 1,� 1). We also use units con-
ventional in particle physics, in which the reduced
Planck constant �h and the speed of light c are both
set to 1.

In terms of the totally skew symmetric symbol
"���� (with "0123 = 1), the two field tensors are
related by eqn [3]:

�F�� ¼ �1
2"����F

�� ½3�

We say that �F�� is the dual of F��, and eqn [3] is
indeed a duality relation because eqn [4] holds,
which means that up to a sign, F�� and �F�� are
duals of each other:

�ð�FÞ ¼ �F ½4�

This duality is in fact the Hodge duality between
p-forms and (n� p)-forms in an n-dimensional
space. In our particular case, p = 2 and n = 4, so
that both F and its dual are 2-forms. The minus sign
in eqn [4] comes about because of the Lorentzian (or
pseudo-Riemannian) signature of Minkowski
spacetime.

The physical significance of this duality is that
such a symmetry interchanges electric and magnetic
fields (again up to sign) (eqn [5]), as can be seen
from the matrix representation of F�� and �F��
above:

�: E 7!B; B 7!�E ½5�

Now in the absence of electric charges and
currents, one sees immediately that Maxwell’s
equations [1] or [2] are dual symmetric. This
means that, in vacuo, whether we call an electro-
magnetic field electric or magnetic is a matter of
convention. As far as the dynamics is concerned,
there is no distinction.

On the other hand, eqns [1] and [2] as presented,
that is, in the presence of matter, are manifestly not
dual symmetric. The underlying reason for this
asymmetry has been much studied both in physics
and in mathematics. One of the two questions that
this article addresses is precisely this. Following on
this, we shall see what happens if we try somehow
to restore this dual symmetry even in the presence of
matter.

The second question that we wish to discuss is a
generalization of this duality. Electromagnetism is a
gauge theory, in which the gauge group is the
abelian circle group U(1), representing the phase of
wave-functions in quantum mechanics. A physically
relevant generalization, in which the abelian U(1) is
replaced by a nonabelian group (e.g., SU(2), SU(3))
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is called Yang–Mills theory (Yang and Mills 1954),
which is the theoretical basis of all modern particle
physics. We shall show in this article how the
concept of electric–magnetic duality can be general-
ized in the context of Yang–Mills theory.

Gauge Invariance, Sources,
and Monopoles

Electric–magnetic duality, whether in the well-known
abelian case or in the still somewhat open nonabelian
case, is intimately connected with gauge invariance,
sources, and monopoles, and also the dynamics as
embodied in the gauge action. These questions in
turn find their natural setting in differential geometry,
particularly the geometry of fibre bundles.

Although classical electrodynamics can be fully
described by the field tensor F��, one needs to
introduce the electromagnetic (or gauge) potential
A� if one considers quantum mechanics, as has
been beautifully demonstrated by the Bohm–
Aharonov experiment. The two quantities are
related by eqn [6]:

F��ðxÞ ¼ @�A�ðxÞ � @�A�ðxÞ ½6�

The fact that the phase of a wave function  (x) (e.g.,
of the electron) is not a measurable quantity
(although relative phases of course are) implies that
we are free to make the following transformation:

 ðxÞ 7! eie�ðxÞ ðxÞ ½7�

This in turn implies an unobservable transformation
[8] on the gauge potential, where �(x) is a real-
valued function on spacetime:

A�ðxÞ 7!A�ðxÞ þ @��ðxÞ ½8�

This invariance is called gauge invariance. Since in
this abelian case F�� is gauge invariant, so are the
Maxwell equations, for which we shall take from
now on the covariant form [2]. Inasmuch as the
Maxwell equations dictate the dynamics of electro-
magnetism, gauge invariance is an intrinsic ingredi-
ent even in the classical theory.

In Yang–Mills theory, the U(1) phase eie�(x) is
replaced by an element S(x) of a nonabelian group
G, so that eqns [7], [8], and [6] become, respec-
tively, eqns [9], [10], and [11]:

 ðxÞ 7! SðxÞ ðxÞ ½9�

A�ðxÞ 7! SðxÞA�ðxÞS�1ðxÞ � i

g

� �
@�SðxÞS�1ðxÞ ½10�

F��ðxÞ ¼ @�A�ðxÞ � @�A�ðxÞ þ ig½A�ðxÞ;A�ðxÞ� ½11�

Here the electric coupling e is replaced by a general
gauge coupling g. The quantities A� and F�� now take
values in the Lie algebra of the Lie group G and the
bracket is the Lie bracket. The wave function  (x)
takes values in a vector space on which an appropriate
representation of G acts. Notice that now the field
tensor F�� is no longer invariant, but only covariant:

F��ðxÞ 7! SðxÞF��ðxÞS�1ðxÞ ½12�

Next we consider the charges of gauge theory. For
the moment, we wish to distinguish between two
types of charges: sources and monopoles. These are
defined with respect to the gauge field, which in turn
is derivable from the gauge potential.

Source charges are those charges that give rise to a
nonvanishing divergence of the field. For example, the
electric current j due to the presence of the electric charge
e occurs on the right-hand side of the first Maxwell
equation, and is given in the quantum case by eqn [13],
where �� is a Dirac gamma matrix, identifiable as a basis
element of the Clifford algebra over spacetime:

j� ¼ e � �� ½13�

In the Yang–Mills case, the first Maxwell equation
is replaced by the Yang–Mills equation

D�F
�� ¼ �j�; j� ¼ g � �� ½14�

We define the covariant derivative D as in

D�F�� ¼ @�F�� � ig½A�; F
�� � ½15�

Monopole charges, on the other hand, are
topological obstructions specified geometrically by
nontrivial G-bundles over every 2-sphere S2 sur-
rounding the charge. They are classified by elements
of �1(G), the fundamental group of G. They are
typified by the (abelian) magnetic monopole as first
discussed by Dirac in 1931.

Let us go into a little more detail about the Dirac
magnetic monopole. If the field tensor F�� does come
from a gauge potential A� as in eqn [6], then simple
algebra will tell us that this implies @�

�F�� = 0 as in
eqn [2]. Hence, we conclude the following:

9 monopole ¼) A� cannot be well defined
everywhere

The result is actually stronger. Suppose there exists a
magnetic monopole at a certain point in spacetime,
and, without loss of generality, we shall consider a
static monopole. If we surround this point by a
(spatial) 2-sphere �, then the magnetic flux out of
the sphere is given byZZ

�

B � ds ¼
ZZ

�N

B � dsþ
ZZ

�S

B � ds ½16�
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Here �N and �S are the northern and southern
hemispheres overlapping on the equator S. By
Stokes’ theorem, since F�� has no components
F0i = Ei, we haveZZ

�N

B � ds ¼
I

S

A � ds ½17a�

ZZ
�S

B � ds ¼
I
�S

A � ds ½17b�

In eqn [17b], �S means the equator with
the opposite orientation. Hence,

H
Sþ
H
�S = 0.

But this contradicts the assumption that there
exists a magnetic monopole at the center of
the sphere. Hence, we see that if a monopole
exists, then A� will have at least a string of
singularities leading out of it. This is the famous
Dirac string.

The more mathematically elegant way to describe
this is that the principal bundle corresponding to
electromagnetism with a magnetic monopole is
nontrivial, so that the gauge potential A� has to be
patched (i.e., related by transition functions in the
overlap). Consider the example of a static monopole
of magnetic charge ẽ. For any (spatial) sphere Sr of
radius r surrounding the monopole, we cover it with
two patches N, S as follows:

ðNÞ: 0 � � < �; 0 � 	 � 2�

ðSÞ: 0 < � � �; 0 � 	 � 2�

In each patch we define the following:

A
ðNÞ
1 ¼ ~ey

4�rðrþ zÞ

A
ðNÞ
2 ¼ � ~ex

4�rðrþ zÞ
A
ðNÞ
3 ¼ 0

A
ðSÞ
1 ¼ �

~ey

4�rðr� zÞ

A
ðSÞ
2 ¼

~ex

4�rðr� zÞ
A
ðSÞ
3 ¼ 0

In the overlap (containing the equator), A(N)

and A(S) are related by a gauge transformation:

A
ðNÞ
i � A

ðSÞ
i ¼ @i�

� ¼ ~e

2�

� �
tan�1 y

x

� �
¼ ~e	

2�

½18�

Notice that A(N)
i has a line of singularity along

the negative z-axis (which is the Dirac string

in this case); similarly for A(S)
i along the positive

z-axis.
Furthermore, the corresponding field strength is

given by

E ¼ 0 ½19a�

B ¼ ~er

4�r3
½19b�

If we now evaluate the ‘‘magnetic flux’’ out of Sr, we
haveZZ

Sr

B � ds ¼
I

Equator

AðNÞ� � AðSÞ�

� �
dx� ¼ ~e ½20�

In other words, in the presence of a magnetic
monopole, the second half of Maxwell’s equations
is modified according to eqn [21], with j̃� given by
eqn [22].

div B ¼ ~�

curl Eþ @B

@t
¼ ~J

9=
;; @�

�F�� ¼ �~j� ½21�

~j� ¼ ~e � �� ½22�

Furthermore, the form of eqn [21] tells us that a
monopole of the F�� field can also be considered as a
source of the �F�� field. The two descriptions are
equivalent.

How are the charges e and ẽ related? The gauge
transformation S = eie� relating A(N)

� and A(S)
� must

be well defined; that is, if one goes round the
equator once, 	= 0! 2�, one should get the same
S. This gives

e~e ¼ 2�n; n 2 Z ½23�

In particular, the unit electric and magnetic charges
are related by eqn [24], which is Dirac’s quantiza-
tion condition,

e~e ¼ 2� ½24�

So, in principle, just as in the electric case, where we
could have charges e, 2e, . . . , here we could also
have magnetic charges of ẽ, 2ẽ, . . . : In other words,
both charges are quantized.

Another way to look at this is to consider the
classification of principal bundles over S2. The
reason for these topological 2-spheres is that we
are interested in enclosing a point charge. For a
nontrivial bundle, the patching is given by a function
S defined in the overlap (the equator), in other words, a
map S1 ! U(1). What this amounts to is a closed
curve in the circle group U(1). Now, curves that can be
continuously deformed into one another cannot give
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distinct fibre bundles, so that one sees easily that there
exists a one-to-one correspondence:

fprincipal U(1) bundles over S2g
l

fhomotopy classes of closed curves in U(1)g

This last is �1(U(1)) ffi Z. Hence, we recover Dirac’s
quantization condition.

So, for electromagnetism, there are two equivalent
ways of defining the magnetic charge, as a source or
as a monopole:

1. @�
�F�� =�~j� / nẽ 6¼ 0.

2. An element of �1(U(1)) ffi Z.

The same goes for the electric charge. We also note
that both definitions give us the fact that these
charges are discrete (quantized) and conserved
(invariant under continuous deformations).

We now want to apply similar considerations
to the magnetic charges in the nonabelian case.
For several (subtle) reasons the obvious expression
D�
�F�� ?

= �~j� as a source (see Table 1) does not
work. The quickest way to say this is that �F�� in
general has no corresponding potential Ã� and so is
not a gauge field. Moreover, in contrast to the
abelian case, the field tensor does not fully
specify the physical field configuration, as demon-
strated by Wu and Yang. We shall come back to
this later.

But we have just seen that in the abelian case
there is another equivalent definition, which is
that a magnetic monopole is given by the gauge
configuration corresponding to a nontrivial U(1)
bundle over S2. This can be generalized to the
nonabelian case without any problem. Moreover,
this definition automatically guarantees that a
nonabelian monopole charge is quantized and
conserved. This is the way monopoles are defined
above.

Arguments similar to the abelian case easily yield
the nonabelian analog of the Dirac quantization
condition, eqn [25], the difference between the two
cases being only a matter of conventional
normalization.

g~g ¼ 4� ½25�

Abelian Duality and the Wu–Yang
Criterion

We saw above the well-known fact that classical
Maxwell theory is invariant under the duality opera-
tor. By this we mean that at any point in spacetime
free of electric and magnetic charges we have the two
dual symmetric Maxwell equations:

@�
�F�� ¼ 0 ½dF ¼ 0� ½26�

@�F
�� ¼ 0 ½d�F ¼ 0� ½27�

Displayed in square brackets are the equivalent
equations in the language of differential forms. Then
by the Poincaré lemma we deduce immediately the
existence of potentials A and Ã such that eqns [28]
and [29] hold:

F��ðxÞ ¼ @�A�ðxÞ � @�A�ðxÞ ½F ¼ dA� ½28�

�F��ðxÞ ¼ @� ~A�ðxÞ � @� ~A�ðxÞ ½�F ¼ d~A� ½29�

The two potentials transform independently under
independent gauge transformations � and �̃:

A�ðxÞ 7!A�ðxÞ þ @��ðxÞ ½30�

~A�ðxÞ 7! ~A�ðxÞ þ @�~�ðxÞ ½31�

This means that the full symmetry of this theory is
doubled to U(1)� ~U(1), where the tilde on the
second circle group indicates that it is the symmetry
of the dual potential Ã. It is important to note that
the physical degrees of freedom remain the same.
This is clear because F and �F are related by an
algebraic equation [3]. As a consequence, the
physical theory is the same: the doubled gauge
symmetry is there all the time but is just not so
readily detected.

As mentioned in the Introduction, this dual
symmetry means that what we call ‘‘electric’’ or
‘‘magnetic’’ is entirely a matter of choice.

In the presence of electric charges, the Maxwell
equations usually appear as

@�
�F�� ¼ 0 ½32�

@�F
�� ¼ �j� ½33�

The apparent asymmetry in these equations comes
from the experimental fact that there is only one
type of charges observed in nature, which we choose
to regard as a source of the field F (or, equivalently
but unconventionally, as a monopole of the field �F).
But as we see by dualizing eqns [32] and [33],
that is, by interchanging the role of electricity and
magnetism in relation to F, we could equally have
thought of these instead as source charges of

Table 1 Definitions of charges

Sources Monopoles

Abelian @�F
�� =�j� @�

�F �� =�j̃
�

Nonabelian D�F
�� =�j� ?
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the field �F (or, similarly to the above, as monopoles
of F):

@�
�F�� ¼ �~j� ½34�

@�F
�� ¼ 0 ½35�

If both electric and magnetic charges existed in
nature, then we would have the dual symmetric pair:

@�
�F�� ¼ �~j� ½36�

@�F
�� ¼ �j� ½37�

This duality in fact goes much deeper, as can be
seen if we use the Wu–Yang criterion to derive the
Maxwell equations, although we should note that
what we present here is not the textbook derivation
of the Maxwell equations from an action, but we
conisder this method to be much more intrinsic and
geometric. Consider first pure electromagnetism.
The free Maxwell action is given by

A0
F ¼ �

1

4

Z
F��F

�� ½38�

The true variables of the (quantum) theory are the
A�, so in eqn [38] we should put in a constraint to
say that F�� is the curl of A� [28]. This can be
viewed as a topological constraint, because it is
precisely equivalent to [26]. Using the method of
Lagrange multipliers, we form the constrained
action

A ¼ A0
F þ

Z

�ð@��F��Þ ½39�

We can now vary this with respect to F�� , obtaining
eqn [40], which implies [27]:

F�� ¼ 2"����@�
� ½40�

Moreover, the Lagrange multiplier 
 is exactly the
dual potential Ã.

This derivation is entirely dual symmetric, since
we can equally well use [27] as constraint for the
action A0

F, now considered as a functional of �F��

(eqn [41]), and obtain [26] as the equation of motion:

A0
F ¼

1

4

Z
�F��

�F�� ½41�

This method applies to the interaction of charges
and fields as well. In this case we start with the free
field plus free particle action (eqn [42]), where we
assume the free particle m to satisfy the Dirac
equation,

A0 ¼ A0
F þ

Z
� ði@��� �mÞ ½42�

To fix ideas, let us regard this particle carrying an
electric charge e as a monopole of the potential Ã�.
Then the constraint we put in is [33], giving

A0 ¼ A0 þ
Z

~
�ð@�F�� þ j�Þ ½43�

Variation with respect to �F gives eqn [32], and
varying with respect to � gives

ði@��� �mÞ ¼ �eA��
� ½44�

So, the complete set of equations for a Dirac particle
carrying an electric charge e in an electromagnetic
field is [32], [33], and [44]. The duals of these
equations will describe the dynamics of a Dirac
magnetic monopole in an electromagnetic field.

We see from this that the Wu–Yang criterion
actually gives us an intuitively clear picture of
interactions. The assertion that there is a monopole
at a certain spacetime point x means that the gauge
field on a 2-sphere surrounding x has to have a
certain topological configuration (e.g., giving a
nontrivial bundle of a particular class), and if the
monopole moves to another point then the gauge
field will have to rearrange itself so as to maintain
the same topological configuration around the new
point. There is thus naturally a coupling between the
gauge field and the position of the monopole, or, in
physical language, a topologically induced interac-
tion between the field and the charge (Wu and
Yang, 1976). Furthermore, this treatment of inter-
action between field and matter is entirely dual
symmetric.

As a side remark, consider that although the
action A0

F is not immediately identifiable as geo-
metric in nature, the Wu–Yang criterion, by putting
the topological constraint and the equation of
motion on equal (or dual) footing, suggests that in
fact it is geometric in a subtle manner not yet fully
understood. Moreover, as pointed out, eqn [40] says
that the dual potential is given by the Lagrange
multiplier of the constrained action.

Nonabelian Duality Using Loop Variables

The next natural step is to generalize this duality to
the nonabelian Yang–Mills case. Although there is
no difficulty in defining �F��, which is again given
by [3], we immediately come to difficulties in the
relation between field and potential; for example, as
in eqn [11],

F��ðxÞ ¼ @�A�ðxÞ � @�A�ðxÞ þ ig½A�ðxÞ;A�ðxÞ�

First of all, despite appearances the Yang–Mills
equation [45] (in the free-field case) and the Bianchi
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identity [46] are not dual-symmetric, because the
correct dual of the Yang–Mills equation ought to be
given by eqn [47], where D̃� is the covariant
derivative corresponding to a dual potential:

D�F
�� ¼ 0 ½45�

D�
�F�� ¼ 0 ½46�

~D�
�F�� ¼ 0 ½47�

Secondly, the Yang–Mills equation, unlike its
abelian counterpart [27], says nothing about
whether the 2-form �F is closed or not. Nor is the
relation [11] about exactness at all. In other words,
the Yang–Mills equation does not guarantee the
existence of a dual potential, in contrast to the
Maxwell case. In fact, Gu and Yang have con-
structed a counterexample. Because the true vari-
ables of a gauge theory are the potentials and not
the fields, this means that Yang–Mills theory is not
symmetric under the Hodge star operation [3].

Nevertheless, electric–magnetic duality is a very
useful physical concept, so one may wish to seek a
more general duality transform (~), satisfying the
following properties:

1. ( )~~=	( ).
2. Electric field F�� !
 magnetic field F̃�� .
3. Both A� and Ã� exist as potentials (away from

charges).
4. Magnetic charges are monopoles of A�, and

electric charges are monopoles of Ã�.
5. ~ reduces to � in the abelian case.

One way to do this is to study the Wu–Yang
criterion more closely. This reveals the concept of
charges as topological constraints to be crucial
even in the pure field case, as can be seen in
Figure 1. The point to stress is that, in the above
abelian case, the condition for the absence of a
topological charge (a monopole) exactly removes
the redundancy of the variables F��, and hence
recovers the potential A�.

Now the nonabelian monopole charge was defined
topologically as an element of �1(G), and this
definition also holds in the abelian case of U(1), with
�1(U(1)) = Z. So the first task is to write down a
condition for the absence of a nonabelian monopole.

To fix ideas, let us consider the group SO(3),
whose monopole charges are elements of Z2, which
can be denoted by a sign 	. The vacuum, charge (þ)
(that is, no monopole) is represented by a closed
curve in the group manifold of even winding
number, and the monopole charge (�) by a closed
curve of odd winding number. It is more convenient,
however, to work in SU(2), which is the double
cover of SO(3) and which has the topology of S3, as
sometimes it is useful to identify the fundamental
group of SO(3) with the center of SU(2) and hence
consider the monopole charge as an element of this
center. There the charge (þ) is represented by a
closed curve, and the charge (�) by a curve that
winds an odd number of ‘‘half-times’’ round the
sphere S3. Since these charges are defined by closed
curves, it is reasonable to try to write the constraint
in terms of loop variables. The treatment presented
below is not as rigorous as some others, but the
latter are not so well adapted to the problem in
hand. Furthermore, it is important to emphasize that
this approach aims to generalize electric–magnetic
duality to Yang–Mills theory in direct and close
analogy to duality in electromagnetism, without any
further symmetries with which it may be expedient
to enrich the theory. Other approaches are referred
to in the next section.

Consider the gauge-invariant Dirac phase factor
(or holonomy) �(C) of a loop C, which can be
written symbollically as a path-ordered exponential:

�½�� ¼ Ps exp ig

Z 2�

0

ds A�ð�ðsÞÞ _��ðsÞ ½48�

In eqn [48], we parametrize the loop C as is eqn [49]
and a dot denotes differentiation with respect to the
parameter s.

C : f��ðsÞ : s ¼ 0! 2�; �ð0Þ ¼ �ð2�Þ ¼ �0g ½49�

We thus regard loop variables in general as
functionals of continuous piecewise smooth func-
tions � of s. In this way, loop derivatives and loop
integrals are just functional derivatives
and functional integrals. This means that loop
derivatives ��(s) are defined by a regularization
procedure approximating delta functions with
finite bump functions and then taking limits in a
definite order. For functional integrals, there exist
various regularization procedures, which are treated
elsewhere in this Encyclopedia.

Geometry Physics

Gauss

Poincaré
Defining constraint 

∂µF 
µv = 0 

[dF = 0]
*

Aµ exists as
potential for Fµv

[F = dA]

Principal Aµ
bundle trivial

No magnetic
monopole e~

Figure 1
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Polyakov (1980) introduces the logarithmic loop
derivative of �[�]:

F�½�js� ¼
i

g
��1½����ðsÞ�½�� ½50�

This acts as a kind of ‘‘connection’’ in loop space
since it tells us how the phase of �[�] changes from
one loop to a neighbouring loop. One can go a step
further and define its ‘‘curvature’’ in direct analogy
with F��(x) by

G��½�js� ¼ ��ðsÞF�½�js� � ��ðsÞF�½�js�
þ ig½F�½�js�; F�½�js�� ½51�

It can be shown that by using the F�[�js] we can
rewrite the Yang–Mills action as eqn [52], where the
normalization factor N̄ is an infinite constant:

A0
F ¼ �

1

4� �N

Z
��

Z 2�

0

ds trfF�½�js�F�½�js�gj _�ðsÞj�2

½52�

However, the true variables of the theory are still
the A�. They represent 4 functions of a real variable,
whereas the loop connections represent 4 functionals
of the real function �(s). Just as in the case of the F��,
these F�[�js] have to be constrained so as to recover
A�, but this time much more severely.

It turns out that, in pure Yang–Mills theory, the
constraint that says there are no monopoles ([53])
also removes the redundancy of the loop variables,
exactly as in the abelian case,

G��½�js� ¼ 0 ½53�

That this condition is necessary is easy to see by
simple algebra. The proof of the converse of this
‘‘extended Poincaré lemma’’ is fairly lengthy. Granted
this, we can now apply the Wu–Yang criterion to the
action [52] and derive the Polyakov equation [54],
which is the loop version of the Yang–Mills equation:

��ðsÞF�½�js� ¼ 0 ½54�

In the presence of a monopole charge (�), the
constraint [53] will have a nonzero right-hand side,

G��½�js� ¼ �J�� ½�js� ½55�

The loop current J��[�js] can be written down
explicitly. However, its global form is much easier
to understand. Recall that F�[�js] can be thought of
as a loop connection, for which we can form its
‘‘holonomy.’’ This is defined for a closed (spatial)
surface � (enclosing the monopole), parametrized by
a family of closed curves �t(s), t = 0! 2�. The
‘‘holonomy’’ �� is then the total change in phase
of �[�t] as t! 2�, and thus equals the charge (�).

To formulate an electric–magnetic duality that is
applicable to nonabelian theory, one defines yet
another set of loop variables. Instead of the Dirac
phase factor �[�] for a complete curve [48], we
consider the parallel phase transport for part of a
curve from s1 to s2:

��ðs2; s1Þ ¼ Ps exp ig

Z s2

s1

dsA�ð�ðsÞÞ _��ðsÞ ½56�

Then the new variables are defined by [57].

E�½�js� ¼ ��ðs; 0ÞF�½�js���1
� ðs; 0Þ ½57�

These are not gauge invariant like F�[�js] and may
not be as useful in general, but seem more
convenient for dealing with duality.

Using these variables, we now define their dual
Ẽ�[
jt] according to

!�1ð
ðtÞÞ~E�½
jt�!ð
ðtÞÞ

¼ � 2
�N
"���� _
�ðtÞ

Z
�� dsE�½�js� _��ðsÞ _��2ðsÞ

� �ð�ðsÞ � 
ðtÞÞ ½58�

In eqn [58], !(x) is a (local) rotation matrix
transforming from the frame in which the orientation
in internal symmetry space of the fields E�[�js] are
measured to the frame in which the dual fields Ẽ�[
jt]
are measured. It can be shown that this dual transform
satisfies all five of the required conditions listed earlier.

Electric–magnetic duality in Yang–Mills theory is
now fully reestablished using this generalized dua-
lity. We have the dual pairs of equations [59]–[60]
and [61]–[62]:

��E� � ��E� ¼ 0 ½59�
��E� ¼ 0 ½60�

��~E� ¼ 0 ½61�

�� ~E� � ��~E� ¼ 0 ½62�

Equation [59] guarantees that the potential A
exists, and so is equivalent to [53], and hence is the
nonabelian analog of [26]; while equation [60] is
equivalent to the Polyakov version of Yang–Mills
equation [54], and hence is the nonabelian analog of
[27]. Equation [61] is equivalent by duality to [59]
and is the dual Yang–Mills equation. Similarly
equation [62] is equivalent to [60], and guarantees
the existence of the dual potential Ã.

The treatment of charges using the Wu–Yang
criterion also follows the abelian case, and will not
be further elaborated here. For this and further
details, the reader is referred to the orginal papers
(Chan and Tsou 1993, 1999).
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Also, just as in the abelian case, the gauge
symmetry is doubled: from the group G we deduce
that the full gauge symmetry is in fact G� G̃, but that
the physical degrees of freedom remain the same.

The above exposition establishes electric–magnetic
duality in Yang–Mills theory only for classical fields.
A hint that this duality persists at the quantum level
comes from the work of ’t Hooft (1978) on confine-
ment. There he introduces two loop quantities A(C)
and B(C) that are operators in the Hilbert space of
quantum states satisfying the commutation relation
[63] for an SU(N) gauge theory, where n is the linking
number between the two (spatial) loops C and C0:

AðCÞBðC0Þ ¼ BðC0ÞAðCÞ expð2�in=NÞ ½63�

The order or Wilson operator is given explicitly by
A(C) = tr �(C). These two operators play dual roles
in the sense of electric–magnetic duality:

� A(C) measures the magnetic flux through C and
creates electric flux along C.
� B(C) measures the electric flux through C and

creates magnetic flux along C.

By defining the disorder operator B(C) as the
Wilson operator corresponding to the dual potential
Ã obtained above, one can prove the commutation
relation [63], thus showing that these classical fields,
when promoted to operators, retain their duality
relation. Furthermore, there is a remarkable relation
between the two (abstractly identical) gauge groups,
in that if one is confined then the dual must be
broken (that is, in the Higgs phase). This result is
known as ’t Hooft’s theorem.

The doubling of gauge symmetry, together with
’t Hooft’s theorem, has been applied to the confined
colour group SU(3) of quantum chromodynamics
(QCD), in the Dualized Standard Model, to solve the
puzzle of the existence of exactly three generations of
fermions, with good observational support, by
identifying the (necessarily broken) dual SU(3) with
the generation symmetry (Chan and Tsou, 2002).

Other Treatments of Nonabelian Duality

Since Yang–Mills theory is not symmetric under the
Hodge �-operation, there are several routes one can
take to generalize the concept of electric–magnetic
duality to the nonabelian case. What was presented
in the last section is a modification of the
�-operation so as to restore this symmetry for
Yang–Mills theory, keeping to the original gauge
structure as much as possible. However, Yang–Mills
theory as used today in particle and field theories are
usually embedded in theories with more structures.

In the simplest case we have the Standard Model of
Particle Physics, which describes all of particle
interactions (except gravity) and which has the
gauge group usually written as SU(3)� SU(2)�
U(1), corresponding to the SU(3) of strong interac-
tion and SU(2)� U(1) of electroweak interaction.
[Strictly speaking, it is (SU(3) � SU(2)� U(1))=Z6, if
we have the standard particle spectrum.] However,
the former group is confined and the latter broken.
The breaking is usually effected by introducing
scalar fields called Higgs fields into the theory.

Besides the experimentally well-tested Standard
Model, there are many theoretically popular models
of gauge theory in which supersymmetry is postu-
lated, thereby introducing extra symmetries into the
theory. Many of these are remnants of string theory,
and are usually envisaged as gauge theories in a
spacetime dimension higher than 4.

Because of the extra structures and increased
symmetries in these theories, there is quite a
proliferation of concepts of duality, which could all
be thought of as generalizations of abelian electric–
magnetic duality (Schwarz, 1997). They come under
the names of Seiberg–Witten duality, S-duality,
T-duality, mirror symmetry, and so on. All these
other aspects of duality have their own entries in this
Encyclopedia.

See also: AdS/CFT Correspondence; Duality in
Topological Quantum Field Theory; Four-Manifold
Invariants and Physics; Large-N Dualities; Measure on
Loop Spaces; Mirror Symmetry: a Geometric Survey;
Nonperturbative and Topological Aspects of Gauge
Theory; Seiberg–Witten theory; Standard Model of
Particle Physics.
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Introduction

The discovery of the electroweak theory crowned
long years of investigation on weak interactions.
The key earlier developments included Fermi’s
phenomenological four-fermion interactions for the
�-decay, discovery of parity violation and establish-
ment of V � A structure of the weak currents, the
Feynman–Gell–Mann conserved vector current (CVC)
hypothesis, current algebra and its beautiful applica-
tions in the 1960s, Cabibbo mixing and lepton–hadron
universality, and finally, the proposal of intermediate
vector bosons (IVBs) to mitigate the high-energy
behavior of the pointlike Fermi’s interaction theory.

It turned out that the scattering amplitudes in IVB
theory still generally violated unitarity, due to the
massive vector boson propagator,

�g�� þ q�q�=M2

q2 �M2 þ i�

The electroweak theory, known as Glashow–
Weinberg–Salam (GWS) theory (Weinberg 1967,
Salam 1968, Taylor 1976), was born through the
attempts to make the hypothesis of IVBs for the
weak interactions such that it is consistent with
unitarity.

The GWS theory contains, and is in a sense a
generalization of, quantum electrodynamics (QED)
which was earlier successfully established as the
quantum theory of electromagnetism in interaction
with matter. GWS theory describes the weak and
electromagnetic interactions in a single, unified
gauge theory with gauge group

SULð2Þ � Uð1Þ ½1�

Part of this gauge symmetry is realized in the
so-called ‘‘spontaneously broken’’ mode; only a
UEM(1) � SUL(2)� U(1) subgroup, corresponding
to the usual local gauge symmetry of the electro-
magnetism, remains manifest at low energies, with a
massless gauge boson (photon). The other three
gauge bosons W�, Z, are massive, with masses
�80.4 and 91.2 GeV, respectively.

The theory is renormalizable, as conjectured by
S Weinberg and by A Salam, and subsequently
proved by G ’t Hooft (1971), and makes well-
defined predictions order by order in perturbation
theory.

Since the experimental observation of neutral
currents (a characteristic feature of the Weinberg–
Salam theory which predicts an extra, neutral
massive vector boson, Z, as compared to the naive
IVB hypothesis) at Gargamelle bubble chamber at
CERN (1973), the theory has passed a large number
of experimental tests. The first basic confirmation
also included the discovery of various new particles
required by the theory: the charm quark (SLAC,
BNL, 1974), the bottom quark (Fermilab, 1977),
and the tau (�) lepton (SLAC, 1975). The heaviest
top quark, having mass about two hundred times
that of the proton, was found later (Fermilab, 1995).
The direct observation of W and Z vector bosons
was first made by UA1 and UA2 experiments at
CERN (1983).

The GWS theory is today one of the most precise
and successful theories in physics. Even more
important, perhaps, together with quantum chro-
modynamics (QCD), which is a SU(3) (color) gauge
theory describing the strong interactions (which
bind quarks into protons and neutrons, and the
latter two into atomic nuclei), it describes correctly –
within the present experimental and theoretical
uncertainties – all the presently known fundamental
forces in Nature, except gravity. The SU(3)QCD �
(SUL(2)� U(1))GWS theory is known as the standard
model (SM).

Both the electroweak (GSW) theory and QCD
are gauge theories with a nonabelian (noncom-
mutative) gauge group. This type of theories,
known as Yang–Mills theories, can be constructed
by generalizing the well-known gauge principle
of QED to more general group transformations.
It is a truly remarkable fact that all of the
fundamental forces known today (apart from
gravity) are described by Yang–Mills theories,
and in this sense a very nontrivial unification
can be said to underlie the basic laws of Nature
(G ’t Hooft).

There are further deep and remarkable conditions
(anomaly cancellations), satisfied by the structure of
the theory and by the charges of experimentally
known spin-1/2 elementary particles (see Tables 1
and 2), which guarantees the consistency of the
theory as a quantum theory.

It should be mentioned, however, that the recent
discovery of neutrino oscillations (SuperKamio-
kande (1998), SNO, KamLAND, K2K experi-
ments), which proved the neutrinos to possess
nonvanishing masses, clearly indicates that the
standard GWS theory must be extended, in an as
yet unknown way.
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The following is a brief summary of the GWS
theory, its characteristic features, its implications to
the symmetries of Nature, the status of the precision
tests, and its possible extensions.

GWS Theory

All the presently known elementary particles (except
for the gauge bosons W�, Z, �, the gluons, the
graviton, possibly right-handed neutrinos) are listed
in Tables 1–3 together with their charges with
respect to the SUL(2)� U(1) gauge group.

A doublet of Higgs scalar particles is included
even though the physical component (which should
appear as an ordinary scalar particle) has not yet
been experimentally observed.

The Lagrangian is given by

L ¼Lgauge þ Lquarks þ Lleptons þ LHiggs þ LYukawa

þ Lg:f: þ Lghosts

The gauge kinetic terms are

Lgauge ¼ �
1

4

X3

a¼1

Fa
��F

a�� � 1

4
G��G

��

where

Fa
�� ¼ @�Aa

� � @�Aa
� þ g�abcAb

�Ac
�

G�� ¼ @�B� � @�B�

are SUL(2)� U(1) gauge field tensors; Lg.f. and LFP

are the so-called gauge-fixing term and Faddeev–
Popov ghost term, needed to define the gauge-boson
propagators appropriately and to eliminate certain
unphysical contributions. The gauge invariance of the
theory is ensured by a set of identities (A Slavnov,
J C Taylor). The quark kinetic terms have the form

Lquarks ¼
X

quarks

� i��D� 

where D� are appropriate covariant derivatives,

D�qL ¼ @� �
ig

2
� � A� �

ig0

6
B�

� �
qL

for the left-handed quark doublets,

D�uR ¼ @� �
2ig0

3
B�

� �
uR

D�dR ¼ @� þ
ig0

3
B�

� �
dR

and similarly for other ‘‘up’’ quarks cR (charm) and
tR (top), and ‘‘down’’ quarks, sR (strange), and bR

(bottom). Analogously, the lepton kinetic terms are
given by

Lleptons ¼
X3

i¼1

� ii��D� i

¼
X3

i¼1

� i
Li�� @� � ig

�aAa
�

2
þ ig0

2
B�

� �
 i

L

þ
X3

i¼1

� i
Ri�� @� þ ig0B�

� �
 i

R

where  i(i = 1, 2, 3) indicate the e,�, � lepton families;
finally, the parts involving the Higgs fields are

LHiggs ¼ D�� 	 D��þ Vð�; �yÞ
Vð�; �yÞ ¼ ��2�y�� 	ð�y�Þ2

and

LYukawa ¼
X3

i; j¼1

gij
d

�qi
L

�þ

�0

� �
dj

R

�

þ g ij
u �qi

L

�0	

���

 !
uj

R

#
þ h:c:

þ
X3

i;j¼1

gi
e

� i
L

�þ

�0

� �
 i

R

� �
þ h:c: ½2�

Table 1 Quarks and their charges

Quarks SUL(2) UY (1) UEM(1)

uL

d 0L

� �
,

cL

s0L

� �
,

t L

b 0L

� �
2 1

3

� 2
3

� 1
3

�
uR, cR, tR 1 4

3
2
3

dR, sR, bR 1 �2
3 �1

3

The primes indicate that the mass eigenstates are different from

the states transforming as multiplets of SUL(2)� UY (1): They

are linearly related by CKM mixing matrix.

Table 2 Leptons and their charges

Leptons SUL(2) UY(1) UEM(1)

�0eL

eL

� �
,

�0�L

�L

� �
,

�0�L

�L

� �
2 �1

0
�1

� �

eR,�R, �R 1 �2 �1

The primes indicate again that the mass eigenstates are in

different from the states transforming as multiplets of SUL(2)�
UY (1), as required by the observed neutrino oscillations.

Table 3 Higgs doublet scalars and their charges

Higgs doublet SUL(2) UY (1) UEM(1)

�þ

�0

� �
2 1

1
0

� �
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For �2 < 0, the Higgs potential has a minimum at

h�y�i ¼ hj�þj2 þ j�0j2i ¼ � �
2

2	

 v2

2
6¼ 0

By choosing conveniently the direction of the Higgs
field, its vacuum expectation value (VEV) is expressed as

�þ

�0

� �� 	
¼ 0

v=
ffiffiffi
2
p

� �
; v 


ffiffiffiffiffiffiffiffiffiffi
��

2

	

r
½3�

The physical properties of Higgs and gauge
bosons are best seen by choosing the so-called
unitary gauge,

�ðxÞ ¼
�þ

�0

� �
¼ ei
aðxÞ�2=v 0

ðvþ �ðxÞÞ=
ffiffiffi
2
p

� �

 Uð
Þ�0ðxÞ

 L ¼ Uð
Þ 0L;  R ¼  0R

A� ¼ Uð
Þ A0� þ
i

g
@�

� �
U�1ð
Þ; A� 


�aAa
�

2

and expressing everything in terms of primed
variables. It is easy to see that

1. There is one physical scalar (Higgs) particle
with mass,

m� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
�2�2

p
½4�

2. The Higgs kinetic term (D�0y)(D�0) produces the
gauge-boson masses

M2
W� ¼

g2v2

4
; M2

Z ¼
v2

4
ðg2 þ g 02Þ ½5�

3. The physical gauge bosons are the charged W�, and
two neutral vector bosons described by the fields

Z� ¼ cos �WA3� � sin �WB�;
A� ¼ sin �WA3� þ cos �WB�

where the mixing angle

�W ¼ tan�1 g0

g
sin �W ¼

g0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ g02

p
 !

is known as the Weinberg angle. The massless A�

field describes the photon.

Fermi Interactions and Neutral Currents

The fermions interact with gauge bosons through
the charge and neutral currents

L ¼ g

2
J��W�

þ þ Jþ�W�
�

� �
þ Ln:c: ½6�

Ln:c: ¼ gJ3
�A3� þ g0

2
JY
�B�

¼ eJ�emA� þ
g

cos �W
J0
�Z� ½7�

where

Jþ� ¼
X

� L���
þ L

¼ 1

2

X
� ���

þð1� �5Þ 


 1

2
JV�A
þ� ½8�

corresponds to the standard charged current, and

J0
� ¼ J3

� � sin2 �WJem
� ½9�

is the neutral current to which the Z boson is
coupled ( J3

� = (1=2)
P � L���

3 L and Jem
� is the

electromagnetic current). The model thus predicts
the existence of neutral current processes, mediated
by the Z boson, such as ��e! ��e or ���e! ���e, with
cross section of the same order of that for the
charged current process, ��ee! ��ee, but with a
characteristic L–R asymmetric couplings depending
on the Weinberg angle. By eqn [9] appropriate ratios
of cross sections, such as 
(��e! ��e)=
(���e! ���e),
can be used to measure sin2 �W.

The exchange of heavy W bosons generates an
effective current–current interaction at low energies:

Lc:c
eff ¼ �

g2

2M2
W

J�� J�þ

the well-known Fermi–Feynman–Gell-Mann Lagran-
gian �GFffiffi

2
p JyV�A� J�V�A, with

GFffiffiffi
2
p ¼ g2

8M2
W

This means that the Higgs VEV must be taken to be

v ¼ 2�1=4G
�1=2
F ’ 246 GeV ½10�

Masses

It is remarkable that ‘‘all’’ known masses of the
elementary particles – except perhaps those of the
neutrino masses – are generated in GWS theory
through the spontaneous breakdown of SUL(2)�
U(1) symmetry, through the Higgs VEV (eqns [3]
and [10]). The boson masses are given by [4] and
[5]. Note that the relation

� ¼ M2
W

M2
Z cos2 �W

¼ 1þOð�Þ

reflects an accidental SO(3) symmetry present (note the
SO(4) symmetry of the Higgs potential in the limit
�! 0, before the spontaneous breaking) in the model,
called custodial symmetry. This is a characteristic,
model-dependent feature of the minimal model, not

Electroweak Theory 211



necessarily required by the gauge symmetry. This
relation is well met experimentally, although a quanti-
tative discussion requires the choice of the renormaliza-
tion scheme (including the definition of sin �W itself)
and check of consistency with various other data.

The fermions get mass through the Yukawa
interactions (eqn [2]); the fermion masses are
arbitrary parameters of the model and cannot be
predicted within the GWS theory. An important
feature of this mechanism is that the coupling of the
physical Higgs particle to each fermion is propor-
tional to the mass of the latter. This should give a
clear, unambiguous experimental signature for the
Higgs scalar of the minimal GWS model.

The recent discovery of nonvanishing neutrino
masses requires the theory to be extended. Actually,
there is a natural way to incorporate such masses in the
standard GWS model, by a minimal extension. As the
right-handed neutrinos, if they exist, are entirely
neutral with respect to the SUL(2)� U(1) gauge
symmetry, they do not need its breaking to have
mass. In other words, �R may get Majorana masses,
�MR�R�R, by some yet unknown mechanism, much
larger than those of other fermions (such a mechanism
is quite naturally present in some grand unified
models). If now the Yukawa couplings are introduced
as for the quarks and for the down leptons, then the
Dirac mass terms result upon condensation of the
Higgs field, and the neutrino mass matrix would take
the form, for one flavor (in the space of (�L, ��R)):

0 mD

mD MR

� �
½11�

If the Dirac masses are assumed to be of the same
order of those of the quarks and if the right-handed
Majorana masses MR are far larger, for example,
of the order of the grand unified scale, O(1016 GeV),
then diagonalization of the mass matrix would
give, for the physical masses of the left-handed
neutrinos, �m2

D=MR � mD, much smaller than other
fermion masses, quite naturally (‘‘see-saw’’ mechanism).

CKM Quark Mixing As there is a priori no reason
why the weak-interaction eigenstates should be
equal to the mass eigenstates, the Yukawa couplings
in eqn [2] are in general nondiagonal matrices in the
flavor. Suppose that the the weak base for the
quarks is given in terms of the mass eigenstates (in
which quark masses are made diagonal), by unitary
transformations

uLi ¼
X

j

Vup
ij ~uLj; dLi ¼

X
j

Vdown
ij

~dLj

then the interaction terms with W� bosons [6] can
be cast in the form (Kobayashi and Maskawa 1972)

LW-exc ¼ �ui
L�

�Wþ
� U

ðCKMÞ
ij dj

L

þ �dk
L�

�W�
� U

ðCKMÞy
k‘ u‘L ½12�

where UCKM
ij 
 (Vupy � Vdown)ij is called Cabibbo–

Kobayashi–Maskawa (CKM) matrix. It can be
parametrized in terms of three Euler angles and
one phase

U ¼
Uud Uus Uub

Ucd Ucs Ucb

Utd Uts Utb

0
B@

1
CA

¼
c12c13 s12c13 s13e�i�13

�s12c23 � c12s23s13ei�13 c12c23 � s12s23s13ei�13 s23c13

s12s23 � c12c23s13ei�13 c12s23 � s12c23s13ei�13 c23c13

0
B@

1
CA

½13�

where c12 = cos �12, s23 = sin �23, etc. The require-
ment that charge–current weak processes are all
described by these matrix elements, satisfying the
unitarity relation,X

‘

UCKM
i‘ UCKMy

‘k ¼ �ik ½14�

gives a very stringent test for the validity of the model.

CP Violation

CP (product of charge conjugation and parity
transformation) invariance is an approximate sym-
metry of Nature. Although it is known to be broken
by very tiny amounts only, the exact extent and the
nature of CP violation can have far-reaching
consequences.

Table 4 Quark masses

u (MeV) c (GeV) t (GeV) d (MeV) s (MeV) b (GeV)

1.5–4 1.15–1.35 174:3� 5:1 4–8 80–130 4.1–4.4

Table 5 Leptons masses

�e (eV) ��(MeV) �� (MeV)

<3 <0:19 <18:2

e (MeV) � (MeV) � (MeV)

0:510 998 92�
4� 10�8

105:658369�
9� 10�6

1776:99� 0:26

Table 6 Gauge-boson masses

Photon Gluons W�(GeV) Z (GeV)

0 0 80:425� 0:038 91:1876� 0:0021
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CP violation has first been discovered by Cronin
and Fitch (BNL, 1964) in the K-meson system; more
precise information on the nature of CP violation
from the neutral kaon decays has been obtained
more recently (2000) in NA48 (CERN) and KTeV
(Fermilab) experiments. CP violation has been
established in the B-meson systems as well, very
recently (2002), by Babar experiments at SLAC and
Belle experiments at KEK.

Through the so-called CPT theorem, CP invariance
(or violation) is closely related to the T (time-reversal
invariance) symmetry. Also, CP noninvariance is one
of the conditions needed in the cosmological baryon
number generation (baryogenesis).

In the GWS theory, with three families of quark
flavors (six quarks), there is just one source of CP
violation: the phase �13 appearing in the CKM
matrix (eqn [13]). For � 6¼ 0, �, W-exchange inter-
actions [12] induce CP violation. The earlier and
more recent experimental data on K0� �K

0
mixing

and KL, S decay data appear to be compatible with
the CKM mechanism for CP violation, but a
quantitative comparison with the SM remains
somewhat hindered by the difficulty of estimating
certain strong interaction effects. The recent con-
firmation of CP violation in B systems is made in
the context of a global fit with the SM predictions
such as the ‘‘unitarity triangle’’ relations, for
example,

1þ
Uud U	ub

Ucd U	cb

þ
UtdU	tb
UcdU	cb

¼ 0 ½15�

(eqn [14]), and by combining data from kaon deays,
charmed meson decays, B meson decay and mixings,
etc., and is a part of direct tests of the GWS
model, with nonvanishing CP violation CKM

phase (eqn [16] and Figure 1). Recent evidence for
nonzero neutrino masses and mixings opens the
way to possible CP violation in the leptonic
processes as well.

Finally, within the SM including strong interac-
tions, there is one more source of CP violation: the
so-called � (vacuum) parameter of QCD.

B and L Nonconservation

Another set of approximate symmetries in Nature are
the baryon and lepton number conservations. In the
electroweak theory, these global symmetries are exact
to all orders of perturbation theory. Nonperturbative
effects (a sort of barrier penetration in gauge field
space) however violate both B and L; the combina-
tion B–L is conserved even nonperturbatively though.
The nonperturbative electroweak baryon number
violation is an extremely tiny effect, the amplitude
being proportional to the typical tunneling factor
e�2�=�, but the process is unsuppressed at finite
temperatures as might have been experienced by the
universe at some early stage after big bang.

B or L nonconservation can also arise naturally at
high energy scales, if the electroweak theory is
embedded as the low-energy approximation in a
grand unified model. The experimental lower limit
of proton lifetime, � P � 1032 years, from Kamio-
kande experiments, however severely restricts accep-
table models of this type (the simplest SU(5) model
is already ruled out).

On the other hand, cosmological baryogenesis
requires sufficient amount of baryon number viola-
tion, at least in some stage of cosmological expan-
sion. Detailed analyses suggest that the standard
electroweak transition might not in itself explain the
baryon number nP=n� � 10�10 observed in the
present universe. Recent observations of neutrino
oscillations suggest the right-handed Majorana-type
neutrino masses to be present, which violate the
lepton number L. In such a case it might be possible
that the correct amount of baryon number excess
would be generated, through the leptogenesis.

Global Fit

Various relations exist at the tree level among the
masses, scattering cross sections, decay rates,
various asymmetries, etc., which can be read off
or calculated from the formulas given earlier.
These quantities receive corrections at higher
orders, and the experimental checks of these
modified relations provide precision tests of the
model on the one hand, and possibly a hint for new
physics, if there is any discrepancy with the
prediction. Very often the amplitudes of interest
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Figure 1 Unitarity triangle test (Eq. (15)). The small ellipses

represent 68% and 95% probability zones for the apex

corresponding to Uud U	ub /Ucd U	cb . Reproduced from M. Bona et

al. (2005) The 2004 UTfit collaboration report on the status of the

unitarity triangle in the standard model. Journal of High Energy

Physics. 0507: 028–059 (hep-ph/0501199), with permission from

IoP Publishing Ltd and the UTfit collaboration.
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receive important contributions due to strong
interactions, which are difficult to estimate.

The basic parameters of the model, apart from the
Higgs mass, and fermion masses and mixing
parameters, can be taken to be (1) the fine structure
constant, �= 1=137.035 999 11(46); (2) the Fermi
constant GF = 1.166 37� 10�5 GeV�2 (which can be
determined from the muon lifetime), and the Z-boson
mass, MZ = 91.1876� 0.0021 GeV (observed directly
at LEP). MW and sin2 �W are then calculable
numbers, in terms of these quantities, and depending
on mt (measured independently by CDF and D;
experiments at Fermilab) and on the unknown MH.

Such precision tests of the GWS model are being
made, combining the analyses of various decay rates
and asymmetries in B-meson systems at B factories
and in colliders, production and decays of Z and W
bosons, elastic � e or �� e scatterings, elastic � p or �� p
scatterings, deep inelastic lepton nucleon (or deu-
teron) scatterings, the muon anomalous magnetic
moment, atomic parity violation experiments, etc.

An overall fit to the data gives an excellent
agreement, with the input parameters

MH ¼ 113þ56
�40 GeV; mt ¼ 176:9� 4:0 GeV;

�sðMZÞ ¼ 0:1213� 0:0018

For instance (in GeV),

MW ¼ 80:390� 0:018 vs: 80:412� 0:042

(exp. value (LEP))

�Z ¼ 2:4972��0:0012 vs: 2:4952� 0:0023

(exp. value)

For sin2 �W (defined in the so-called MS scheme) all
data give consistently the value

sin2 �W ¼ 0:231 20� 0:000 15

(a slightly larger value is reported by an �N
experiment at Fermilab).

The unitarity-triangle tests of the SM and deter-
mination of CKM matrix have already been men-
tioned. The results of global fit can be summarized
in Figure 1, and by the angles

s12 ¼ 0:2243� 0:0016

s23 ¼ 0:0413� 0:0015

s13 ¼ 0:037� 0:0005

�13 ¼ 60
 � 14


½16�

For the muon anomalous gyromagnetic ratio (g� 2),
the experimental data

aexp
� ¼ g� � 2

2
¼ ð1:116 5920ð37Þ � 0:78Þ � 10�9

is to be compared with the theoretical prediction

ath
� ¼ ð1:1165918ð83Þ � 0:49Þ � 10�9

which is slightly smaller (1.9
), where the largest
theoretical uncertainty comes from the two-loop
hadronic contribution ahad

� ’ (69.63� 0.72)� 10�9

(the QED corrections to O(�5) are included).
For further details of the analyses and the present

status of experimental tests of the electroweak theory,
see the reviews by J Erler and P Langacker, and by F
J Gilman et al., cited in ‘‘Further reading’’ (most of
numbers cited here come from these two reviews).

Need for Extension of the Model

In spite of such an impressive experimental con-
firmation, there are reasons to believe that the
electroweak theory, in its standard minimal form,
is not a complete story. As already mentioned,
neutrino oscillations, predicted earlier by Ponte-
corvo, have recently been experimentally confirmed,
giving uncontroversial evidence for nonvanishing
neutrino masses and their mixing. This is a clear
signal that the theory must be extended. If the mass
is instead taken in the form of eqn [11] but with
three neutrinos families, the diagonalization in
general yields a mixing for the light neutrinos, as
for the quarks. Some of the experimental data on the
neutrinos are summarized in Table 7.

In addition, the Higgs sector of the theory (the
part of the interactions responsible for spontaneous
breaking SUL(2)� U(1)! UEM(1)) is still largely
untested. The theory predicts a physical scalar
particle, the Higgs particle, of unknown mass. The
present-day expectation for its mass, which com-
bines the experimental lower limit and an indirect
upper limit following from the analysis of various
radiative corrections, is

114 ðGeVÞ < mH < 250 ðGeVÞ

This particle should be observable either in the
Tevatron at Fermilab or in the coming LHC

Table 7 Neutrino mass square differences and mixing

�e �� ��

�12m2 = (6� 9) � 10�5 eV2

�23m2 = (1� 3) � 10�3 eV2

Solar neutrinos and reactor (SNO, SuperKamiokande,

KamLAND) experiments give the first results. Atmospheric neutrino

data and the long baseline experiment (SuperKamiokande, K2K)

provide the second. The mixing angle relevant to the solar and

reactor neutrino oscillation is large, tan2 �12 � 0:40þ0:10
�0:07, while the

one related to the atmospheric neutrino data is maximal,

sin2 2�23 � 1: Cosmological considerations give
P

m�i
< O(1 eV):
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experiments at CERN; negative results would force
upon us a substantial modification of the electro-
weak theory.

Last, but not least, there are a few theoretical
motivations for an extension of the model to be
considered necessary. First, the structure of the GWS
theory is not entirely determined by the gauge
principle. The form of the Higgs self-interactions,
as well as their number and the Yukawa couplings
of the Higgs scalar to the fermions, are uncon-
strained by any principle, and the particular,
minimal form assumed by Weinberg and Salam is
yet to be confirmed experimentally.

In addition, the theory is not really a unified
gauge theory: SUL(2) and U(1) gauge couplings are
distinct. One possibility is that the SU(3)QCD �
SUL(2)� U(1) theory of the SM is actually a low-
energy manifestation of a truly unified gauge theory –
grand unified theory (GUT) – defined at some
higher mass scale. The simplest version of GUT
models based on SU(5) or SO(10) gauge groups has
however a difficulty with the proton decay rates,
and with the coupling-constant unification itself.
Supersymmetric GUTs appear to be more accepta-
ble both from the coupling-constant unification and
from the proton lifetime constraints.

A more subtle, but perhaps more severe theore-
tical problem, is the so-called naturalness problem.
At the quantum level, due to the quadratic diver-
gences in the scalar mass, the structure of the theory
turns out to be quite peculiar. If the ultraviolet
cutoff of the theory is taken to be the Planck mass
scale, �UV � mPl � 1019 GeV, at which gravity
becomes strongly coupled, the theory at �UV would
have to possess parameters which are fine-tuned
with an excessive precision. The problem is known
also as a ‘‘hierarchy’’ problem.

A way to avoid having such a difficulty is to
introduce supersymmetry. In a supersymmetric
version of the standard theory – in fact, there are
phenomenologically well-acceptable models such
as the minimal supersymmetric standard model
(MSSM) – this problems is absent due to the
cancellation of bosonic and fermionic loop con-
tributions typical of supersymmetric theories. As a
result, the properties of the theory at low energies
are much less sensitive to those of the theory at the
Planck mass scale. Experiments at LHC (expected
to be performed after 2008, CERN) should be able
to produce a whole set of new particles associated
with supersymmetry, if this is a part of the physical
law beyond TeV energies.

At a deeper level, however, the hierarchy problem
in a more general sense persists, even in super-
symmetric models: why the masses of the order of

O(100 GeV) should appear at all in a theory with a
natural cutoff of the order of the Planck mass?
Furthermore, if the masses of the neutrinos turn out
to be of the order of O(10�3–100) eV, we are left
with the problem of understanding the large
disparities among the quark and lepton masses,
spanning the range of more than 13 orders of
magnitudes: another ‘‘hierarchy’’ problem.

It is also possible that the spacetime the physical
world lives in is actually higher dimensional: the usual
four-dimensional Minkowski spacetime times either
compactified or uncompactified ‘‘extra dimensions.’’
In theories of this type, some of the difficulties
mentioned above might find a natural solution. It is
yet to be seen whether a consistent theory of this type
can be constructed that correctly account for the
properties of the universe we inhabit.
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Introduction

Motivation: A Model Problem

Many physical problems can be modeled by partial
differential equations. Let us consider, for example,
the case of an elastic membrane �, with fixed
boundary �, subject to pressure forces f. The vertical
membrane displacement is represented by a real-
valued function u, which solves the equation

��uðxÞ ¼ f ðxÞ; x ¼ ðx1; x2Þ 2 � ½1�

where the Laplace operator � is defined, in two
dimensions, by

�u ¼ @
2u

@x2
1

þ @
2u

@x2
2

As the membrane is glued to the curve �, u satisfies
the condition

uðxÞ ¼ 0; x 2 � ½2�

The system [1]–[2] is the homogeneous Dirichlet
problem for the Laplace operator. It enters the more
general framework of (linear) elliptic boundary

value problems, which consist of a (linear) partial
differential equation (in the example above, of order
two: the highest order in the derivatives) inside an
open set � of the whole space RN, satisfying some
‘‘elliptic’’ property, completed by (linear) conditions
on the boundary � of �, called ‘‘boundary condi-
tions.’’ In the sequel, we only consider the linear
case.

Our aim is to answer the following questions: does
this problem admit a solution? in which space? is this
solution unique? does it depend continuously on the
given data f ? In case of positive answers, we say that
the problem is ‘‘well posed’’ in the Hadamard sense.
But other questions can also be raised, such as the sign
of the solution, for example, or its regularity. We give a
full survey of linear elliptic problems in a bounded or in
an exterior domain with a sufficiently smooth bound-
ary and in the whole space. In the general theory of the
elliptic problem, we consider only smooth coefficients.
We survey the standard theory, which can be found in
the several well-known monographs of the 1960s. The
new trends in the investigation of the elliptic problems
is to consider more general domains with nonsmooth
boundaries and nonsmooth coefficients. On the other
hand, the regularity results for elliptic systems have not
been improved during last 30 years. New trends also
require employment of more general function spaces
and more general functional background.

The number of references (see ‘‘Further reading’’
section) is strictly limited here; we list only some of
the most important publications. The basic facts can
usually be found in more places and sometimes we
do not mention the particular reference. Among the
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very basic references are Friedman (1969), Gilbarg
and Trudinger (1977), Dautray and Lions (1988),
Hörmander (1964), Ladyzhenskaya and Uraltseva
(1968), Lions and Magenes (1968), Renardy and
Rogers (1992), and Weinberger (1965); of course,
there are many others.

The Method

To answer the above questions, we generally use, for
such elliptic problems, an approach based on what is
called a ‘‘variational formulation’’ (see the section
‘‘Variational approach’’): the boundary-value problem
is first transformed into a variational problem of lower
order, which is solved in a Hilbertian frame with help of
the Lax–Milgram theorem (based on the representation
theorem). All questions are then solved (e.g., existence,
uniqueness, continuity in terms of the data, regularity).
But this variational formalism does not necessary allow
to treat all the situations and it is limited to the
Hilbertian case. Other strategies can then be developed,
based on a priori estimates and duality arguments for
the existence problem, or maximum principle for the
question of unicity. Without forgetting the particular
cases where an explicit Green kernel is computable
(e.g., the Laplacian operator in the whole space case).

Moreover, the study of linear elliptic equations is
directly linked to the background of function spaces. It is
the reason why we first deal with Sobolev spaces – both
of the integer and fractional order and we survey their
basic properties, imbedding and trace theorems. We pay
attention to the Riesz and Bessel potentials and we
define weighted Sobolev spaces important in the context
of unbounded opens. Second, we present the variational
approach and the Lax–Milgram theorem as a key point
to solve a large class of boundary-value problems. We
give examples: the Dirichlet and Neumann problems for
the Poisson equation, the Newton problem for more
general second-order operators; we also investigate
mixed boundary conditions and present an example of
a problem of fourth order. Then, we briefly present the
arguments for studying general elliptic problems and
concentrate on second-order elliptic problems; we recall
the weak and strong maximum principle, formulate the
Fredholm alternative and tackle the regularity questions.
Moreover, we are interested in the existence and
uniqueness of solution of the Laplace equation in the
whole space and in exterior opens. Finally, we present
some particular examples arising from physical pro-
blems, either in fluid mechanics (the Stokes system) or in
elasticity.

Sobolev and Other Types of Spaces

Throughout, � � RN will generally be an open
subset of the N-dimensional Euclidean space RN.

A domain will be an open and connected subset of
RN. We shall use standard notations for the spaces
Lp(�), C1(�), etc., and their norms. Let us agree
that Ck,r(�), k 2 N, r 2 (0, 1), denote the space of
functions f in Ck(�), whose derivatives D�f , �=
(�1, . . . ,�N) 2 NN, of order j�j=

PN
i = 1 �i = k are

all r-Hölder continuous. In the notations for some of
these spaces, by �� we mean that the functions have
the corresponding property on � and that they can be
continuously extended to ��.

Let us recall several fundamental concepts. The
space D(�) of the test functions in � consists of
all infinitely differentiable ’ with a compact
support in �. A locally convex topology can be
introduced here. The elements of the dual space
D0(�) are called the distributions. If f 2 L1

loc(�)
(i.e., f 2 L1(K) for all compact subsets K of �),
then f is a regular distribution; the duality is
represented by

R
� f (x)’(x) dx. If f 2 D0(�), we

define the distributional or the weak derivative
D� of f as the distribution ’ 7! (�1)j�jhf , D�’i.
Plainly, if f 2 L1

loc has ‘‘classical’’ partial deriva-
tives in L1

loc, then it coincides with the correspond-
ing weak derivative.

If � = RN, it is sometimes more suitable to work
with the tempered distributions. The role of D(�) is
played by the space S(RN) of C1-functions
with finite pseudonorms sup jD�f (x)j(1þ jxj)k, j�j,
k = 0, 1, 2, . . . . Recall that the Fourier transform F
maps S(RN) into itself and the same is true for the
space of the tempered distributions S0(RN).

Sobolev Spaces of Positive Order

The Sobolev space Wk, p(�), 1 � p � 1, k 2 N, is
the space of all f 2 Lp(�) whose weak derivatives up
to order k are regular distributions belonging to
Lp(�); in Wk, p(�) we introduce the norm

kfkWk;pð�Þ ¼
X
j�j�k

Z
�

jD�f ðxÞjp dx

0
@

1
A1=p

½3�

when p <1 and maxj�j�k sup essx2�jD�f (x)j if
p =1. The space Wk,p(�) is a Banach space,
separable for p <1 and reflexive for 1 < p <1;
it is a Hilbert space for p = 2, more simply denoted
Hm(�). In the following, we shall consider only the
range p 2 (1,1).

The link with the classical derivatives is given by
this well-known fact: a function f belongs to
W1,p(�) if and only if it is a.e. equal to a function
~u, absolutely continuous on almost all line segments
in � parallel to the coordinate axes, whose
(classical) derivatives belong to Lp(�) (the Beppo–
Levi theorem).
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For 1 < p <1 and noninteger s > 0 the Sobolev
space Ws,p(�) of order s is defined as the space of all
f with the finite norm

kfkWs;pð�Þ ¼
 
kfkp

W
½s�
p ð�Þ

þ
X
j�j¼½s�

Z
�

Z
�

jD�f ðxÞ �D�f ðyÞjp

jx� yjNþpðs�½s�Þ

!1=p

where [s] is the integer part of s (for details, see, e.g.,
Adams and Fournier (2003) and Ziemer (1989)).

Imbedding Theorems

One of the most useful and important features of the
functions in Sobolev spaces is an improvement of
their integrability properties and the compactness of
various imbeddings. Theorems of this type were first
proved by Sobolev and Kondrashev. Let us agree that
the symbols ,! and ,!,! stand for an imbedding and
for a compact imbedding, respectively.

Theorem 1 Let � be a Lipschitz open. Then

(i) If sp < N, then Ws,p(�) ,!Lp� (�) with
p�= Np=(N � ps) (the Sobolev exponent). If
j�j <1, then the target space is any Lr(�)
with 0 < r � p�.
If � is bounded, then Ws,p(�) ,!,!Lq(�) for all
1 � q < p�.

(ii) If sp > N, then Wjþs,p(�) ,!Cj(�) for j=0,1, . . . .
If � has the Lipschitz boundary, then Wjþs, p

(�) ,!Cj,�(��) for j ¼ 0,1, . . . and � ¼ s�N=p:
If sp > N, then Wjþs,p(�) ,!,!C j(�), j = 0,1, . . .
and Wjþs,p(�) ,!,!W j

q(�) for all 1 � q � 1. If,
moreover, � has the Lipschitz boundary, then the
target space can be replaced by C j,�(��) provided
sp>N> (s�1)p and 0< �< s�N=p.

Note that if the imbedding Ws,p(�) ,!Lq(�) is
compact for some q � p, then j�j <1. Moreover,
if lim supr!1 j{x 2 �; r � jxj < rþ 1}j > 0, then
Ws,p(�) ,!Lq(�) cannot be compact.

Traces and Sobolev Spaces of Negative Order

Let s > 0 and let � be, for simplicity, a bounded open
subset of RN with boundary � of class C[s],1. Then
with the help of local coordinates, we can define
Sobolev spaces Ws,p(�) (also denoted Hs(�) for p = 2)
on � = @� (see, e.g., Nečas (1967) and Adams and
Fournier (2003) for details). If f 2 C(��), then fj� has
sense. Introducing the space D(��) of restrictions in �
of functions in D(RN), one can show that if f 2 D(��),
we have kfj�kW1�1=p, p(�) � CkfkW1, p(�) so that, in view
of the density of D(��) in W1, p(�), the restriction

of f to � can be uniquely extended to the whole
W1, p(�). The result is the bounded trace operator
�0 : W1,p(�)!W1�1=p,p(�). Moreover, every g 2
W1�1=p,p(�) can be extended to a (nonunique) function
f 2W1,p(�) and this extension operator is bounded
with respect to the corresponding norms.

More generally, let us suppose � is of class C k�1,1

and define the operator Trn for any f 2 D(��) by
Trnf = (�0f , �1f , . . . , �k�1f ), where

�jf ðxÞ ¼
@jf

@nj
ðxÞ

¼
X
j�j¼j

j!

�!
ð@�f ðxÞ=@x�Þn�; x 2 �

is the jth-order derivative of f with respect to the
outer normal n at x 2 �; by density, this operator
can be uniquely extended to a continuous linear
mapping defined on the space Wk,p(�); moreover,
�0(Wk,p(�)) = Wk�1=p,p(�).

The kernel of this mapping is the space
�

Wk,p(�)
(denoted by Hk

0(�) for p = 2), where
�

Ws,p(�) is
defined as the closure of D(�) in Ws,p(�) (s > 0). For
1 < p <1, the following holds:

�
Ws,p(RN) =

Ws,p(RN),
�

Ws,p(�) = Ws,p(�) provided 0 < s � 1 p.
If s < 0, then the space Ws,p(�) is defined as the dual
to W̊�s,p0(�), where p0= p=(p� 1) (see, e.g., Triebel
(1978, 2001)). Observe that, for an arbitrary �, a
function f 2W1,p(�) has the zero trace if and only if
f (x)=dist(x, �) belongs to Lp(�).

For p = 2, we simply denote by H�k(�) the dual
space of Hk

0(�). In the case of bounded opens, we recall
the following useful Poincaré–Friedrichs inequality (for
simplicity, we state it here in the Hilbert frame):

Theorem 2 Let � be bounded (at least in one
direction of the space). Then there exists a positive
constant CP(�) such that

kvkL2ð�Þ � CPð�Þkrvk½L2ð�Þ�N

for all v 2 H1
0ð�Þ ½4�

The Whole-Space Case: Riesz and
Bessel Potentials

The Riesz potentials I� naturally occur when one
defines the formal powers of the Laplace operator �.
Namely, if f 2 S(RN) and � > 0, then

F ð��Þ�=2f
h i

ð�Þ= j�j�F f ð�Þ:

This can be taken formally as a definition of the
Riesz potential I� on S0(RN),

I�f ð:Þ ¼ F�1 j�j��F f ð�Þ½ �ð:Þ
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for any � 2 R. If 0 < � < N, then I�f (x) = (I� � f )(x),
where I� is the inverse Fourier transform of j�j��,

I�ðxÞ ¼ C�jxj��N

C� ¼ � ðN � �Þ=2ð Þ �N=22��ð�=2Þ
� ��1

where � is the Gamma function and I� is the Riesz
kernel. The following formula is also true:

I�ðxÞ ¼ C�

Z 1
0

tð��NÞ=2e��jxj
2=t dt

t

Recall that every f 2 S(RN) can be represented as
the Riesz potential I�g of a suitable function g 2
S(RN), namely g = (��)�=2f ; we get the representa-
tion formula

f ðxÞ ¼ I�gðxÞ

¼ C�

Z
RN

gðyÞ
jx� yjN��

dy

The standard density argument implies then an
appropriate statement for functions in Wk,p(RN)
with an integer k and for the Bessel potential spaces
H�,p(RN) – see below for their definition. The
original Sobolev imbedding theorem comes from
the combination of this representation and the basic
continuity property of I�,�p < N,

I�: LpðRNÞ ! LqðRNÞ; 1

q
¼ 1

p
� �

N

To get an isomorphic representation of a Bessel
potential space (of a Sobolev space with positive
integer smoothness in particular) it is more convenient
to consider the Bessel potentials (of order � 2 R),

G�f ðxÞ ¼ ðG� � f ÞðxÞ

¼ F�1 ½1þ j�j2���=2F f ð�Þ
� �

ðxÞ

(with a slight abuse of the notations); the following
formula for the Bessel kernel G� is well known:

G�ðxÞ ¼ c�1
�

Z 1
0

tð��NÞ=2e�ð�jxj
2=tÞ�ðt=4�Þ dt

t

(cf. the analogous formula for I�), where c� =
(4�)�=2�(�=2). The kernels G� can alternatively be
expressed with help of Bessel or Macdonald functions.

Now we can define the Bessel potential spaces.
For s 2 R and 1 < p <1, let Hs,p(RN) be the space
of all f 2 S0(RN) with the finite norm

kfkHs;pðRNÞ

¼
Z

RN
F�1 ð1þ j�j2Þs=2F f ð�Þ

� �p
d�

� �1=p

In other words, the spaces Hs,p(RN) are isomorphic
copies of Lp(RN).

For k = 0, 1, 2, . . . , plainly Hk,2(RN) = Wk,2(RN)
by virtue of the Plancherel theorem. But it is true
also for integer s and general 1 < p <1 (see, e.g.,
Triebel (1978)).

Remark 3 Much more comprehensive theory of
general Besov and Lizorkin–Triebel spaces in RN has
been established in the last decades, relying on the the
Littlewood–Paley theory. Spaces on opens can be
defined as restrictions of functions in the corresponding
space on the whole RN, allowing to derive their
properties from those valid for functions on RN. The
justification for that are extension theorems. In parti-
cular, there exists a universal extension operator for the
Lipschitz open, working for all the spaces mentioned up
to now. We refer to Triebel (1978, 2001).

Unbounded Opens and Weighted Spaces

The study of the elliptic problems in unbounded
opens is usually carried out with use of suitable
Sobolev weighted space. The Poisson equation

��u ¼ f in RN; N � 2 ½5�

is the typical example; the Poincaré inequality [4] is
not true here and it is suitable to introduce Sobolev
spaces with weights.

Let m 2 N, 1 < p <1, � 2 R, k = m�N=p� �
if N=pþ � 2 {1, . . . , m} and k =�1 elsewhere. For
an open � � RN, we define

Wm;p
� ð�Þ ¼

n
v 2 D0ð�Þ; 0 � j�j � k;

���m�j�jðlog �Þ�1D�u 2 Lpð�Þ;
kþ 1 � j�j � m;

���mþj�jD�u 2 Lpð�Þ
o

where �(x) = (1þ jxj2)1=2: Note that Wm,p
� is a

reflexive Banach space for the norm k.kWm,p
�

defined by

kukp

Wm;p
�
¼
X

0�j�j�k

k���mþj�jðlog �Þ�1D�ukp
Lpð�Þ

þ
X

kþ1�j�j�m

k���mþj�jD�ukp
Lpð�Þ

We also introduce the following seminorm:

jujWm;p
�
¼

X
j�j¼m

k��D�ukp
Lpð�Þ

0
@

1
A1=p

Let

�
Wm;p

� ð�Þ ¼ v 2Wm;p
�

�
; �0ðvÞ ¼ 	 	 	 �m�1ðvÞ ¼ 0g
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If � is a Lipschitz domain, then
�

Wm,p
� (�) is

the closure of D(�) in Wm,p
� (�), while D(��) is

dense in Wm,p
� (�). We denote by W�m,p0

�� (�) the dual
of

�
Wm,p

� (�) (p0= p=(p� 1)). We note that these
spaces also contain polynomials,

Pj �Wm;p
� ð�Þ

,
j ¼

�
m�N

p
� �

�
if

N

p
þ � =2Z

j ¼ m�N

p
� � elsewhere

8>><
>>:

where [s] is the integer part of s and P[s] = {0} if
[s] < 0. The fundamental property of functions
belonging to these spaces is that they satisfy the
Poincaré weighted inequality. An open � is an
exterior domain if it is the complement of a closure
of a bounded domain in RN.

Theorem 4 Suppose that � is an exterior domain
or � = RN

þ or � = RN. Then

(i) the seminorm j	jWm,p
� (�) is a norm on Wm,p

� (�)=Pj,
equivalent to the quotient norm with
j0= min (m� 1, j);

(ii) the seminorm j	jWm,p
� (�) is equivalent to the full

norm on
�

Wm, p
� (�).

Variational Approach

Let us first describe the method on the model problem
[1]–[2], supposing f 2 L2(�) and � bounded. We first
suppose that this problem admits a sufficiently smooth
function u. Let v be any arbitrary (smooth) function;
we multiply eqn [1] by v(x) and integrate with respect
to x over �; this givesZ

�

�ð�uvÞðxÞdx ¼
Z

�

ðfvÞðxÞdx

Using the following Green’s formula (d	(x) denotes
the measure on � = @� and @u(x)=@n =ru(x) 	 n(x),
where n(x) is the unit normal at point x of �
oriented towards the exterior of �):Z

�

ð�uvÞðxÞdx ¼�
Z

�

ðru 	 rvÞðxÞdx

þ
Z

�

@u

@n
v

� �
ð	Þd	 ½6�

we get, since vj� = 0:A(u, v) = L(v), where we
have set

Aðu; vÞ ¼
Z

�

ruðxÞ 	 rvðxÞdx

LðvÞ ¼
Z

�

f ðxÞvðxÞdx

½7�

The idea is to study in fact this new problem
(showing first its equivalence with the boundary-
value problem), noting that it makes sense for far
less regular functions u, v (and also f ), in fact u, v 2
H1

0(�) (and f 2 H�1(�)).

The Lax–Milgram Theorem

The general form of a variational problem is

to find u 2 V such that

Aðu; vÞ ¼ LðvÞ for all v 2 V ½8�

where V is a Hilbert space, A a bilinear continuous
form defined on V 
 V and L a linear continuous form
defined on V. We say, moreover, that A is V-elliptic if
there exists a positive constant � such that

Aðu; uÞ � �kuk2
V for all u 2 V ½9�

The following theorem is due to Lax and Milgram.

Theorem 5 Let V be a Hilbert space. We suppose
that A is a bilinear continuous form on V 
 V which
is V-elliptic and that L is a linear continuous form
on V. Then the variational problem [8] has a unique
solution u on V. Moreover, if A is symmetric, u is
characterized as the minimum value on V of the
quadratic functional E defined by

for all v 2 V; EðvÞ ¼ 1
2Aðv; vÞ � LðvÞ ½10�

Remark 6

(i) We have the following ‘‘energy estimate’’:
kukV � 1

� kLkV 0 where V 0 is the dual space to V. In
the particular case of our model problem, this
inequality shows the continuity of the solution u 2
H1

0(�) with respect to the data f 2 L2(�) (that can
be weakened by choosing f 2 H�1(�)).

(ii) Theorem 5 can be extended to sesquilinear
continuous forms A defined on V 
 V; such a form
is called V-elliptic if there exists a positive constant
� such that

ReAðu; uÞ � �kuk2
V for all u 2 V ½11�

(iii) Denoting by A the linear operator defined on
the space V by A(u, v) = hAu, viV 0, V , for all v 2 V, the
Lax–Milgram theorem shows that A is an isomorph-
ism from V onto its dual space V 0, and the problem [8]
is equivalent to solving the equation Au = L.

(iv) Let us make some remarks concerning the
numerical aspects. First, this variational formulation is
the starting point of the well-known finite element
method: the idea is to compute a solution of an
approximate variational problem stated on a finite
subspace of V (leading to the resolution of a linear
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system), with a precise control of the error with the exact
solution u. Second, the equivalence with a minimization
problem allows the use of other numerical algorithms.

Let us now present some classical examples of
second-order elliptic problems than can be solved
with help of the variational theory.

The Dirichlet Problem for the Poisson Equation

We consider the problem on a bounded Lipschitz
open � � RN,

��u ¼ f

u ¼ u0 on � ¼ @�
½12�

with u0 2 H1=2(�), so that there exists U0 2 H1(�)
satisfying �0(U0) = u0. The variational formulation
of problem [12] is

to find u 2 U0 þH1
0ð�Þ such that

for all v 2 H1
0ð�Þ; Aðu; vÞ ¼ LðvÞ ½13�

with A given by [7] and a more general L with f 2
H�1(�), defined by

LðvÞ ¼ hf ; viH�1ð�Þ;H1
0
ð�Þ ½14�

The existence and uniqueness of a solution of [13]
follows from Theorem 5 (and Poincaré inequality [4]).
Conversely, thanks to the density ofD(�) in H1

0(�), we
can show that u satisfies [12]. More precisely, we get:

Theorem 7 Let us suppose f 2 H�1(�) and u0 2
H1=2(�); let U0 2 H1(�) satisfy �0(U0) = u0. Then the
boundary-value problem [12] has a unique solution u
such that u�U0 2 H1

0(�). This is also the unique
solution of the variational problem [13]. Moreover,
there exists a positive constant C = C(�) such that

kukH1ð�Þ � C kfkH�1ð�Þ þ ku0kH1=2ð�Þ

� �
½15�

which shows that u depends continuously on the
data f and u0.

Moreover, using techniques of Nirenberg’s differ-
ential quotients, we have the following regularity
result (see, e.g., Grisvard (1980)):

Theorem 8 Let us suppose that � is a bounded
open subset of RN with a boundary of class C1, 1 and
let f 2 L2(�), u0 2 H3=2(�). Then u 2 H2(�) and
each equation in [12] is satisfied almost everywhere
(on � for the first one and on � for the boundary
condition). Moreover, there exists a positive con-
stant C = C(�) such that

kukH2ð�Þ � C½kfkL2ð�Þ þ kgkH3=2ð�Þ� ½16�

By induction, if the data are more regular, that is,
f 2 Hk(�) and u0 2 Hkþ3=2(�) (with k 2 N), and if �
is of class Ckþ1, 1, we get u 2 Hkþ2(�).

Remark 9 Let us point out the importance of the
open geometry. For example, if � is a bounded
plane polygon, one can find u 2 H1

0(�) with �u 2
C1(��), such that u =2H1þ�=w(�), where w is the
biggest value of the interior angles of the polygon. In
particular, if the polygon is not convex, the solution
of the Dirichlet problem [12] cannot be in H2(�).

The Neumann Problem for the Poisson Equation

We consider the problem (n is the unit outer normal
on �)

��u ¼ f in �

@u

@n
¼ h on �

½17�

Setting E(�) = {v 2 H1(�); �v 2 L2(�)}, the space
D(��) is a dense subspace, and we have the following
Green formula for all u 2 E(�) and v 2 H1(�):Z

�

�uðxÞvðxÞdx

¼�
Z

�

ruðxÞ 	rvðxÞdxþ @u

@n
;�0v

	 

H�1=2ð�Þ;H1=2ð�Þ

If u 2 H1(�) satisfies [17] with f 2 L2(�) and h 2
H�1=2(�), then for any function v 2 H1(�), we have,
by virtue of the above Green formula,

Aðu; vÞ ¼ ~LðvÞ

~Lv ¼
Z

�

ðfvÞðxÞdxþ hh; �0viH�1=2ð�Þ;H1=2ð�Þ

But, here the form A is not H1(�)-elliptic; in fact,
one can check that, if problem [17] has a solution,
then we have necessarily (take v = 1 above)Z

�

f ðxÞ dxþ hh; 1iH�1=2ð�Þ;H1=2ð�Þ ¼ 0 ½18�

Moreover, we note that if u is a solution, then
uþ C, where C is an arbitrary constant, is also a
solution. So the variational problem is not well
posed on H1(�). It can, however, be solved in the
quotient space H1(�)=R, which is a Hilbert space
for the quotient norm

k _vkH1ð�Þ=R ¼ inf
k2R
kvþ kkH1ð�Þ ½19�

but also for the seminorm v 7! jvjH1(�) =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A(v, v)
p

,
which is an equivalent norm on this quotient space
(see Nečas (1967)).
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Then, supposing that the data f and h satisfy the
‘‘compatibility condition’’ [18], we can apply the
Lax–Milgram theorem to the variational problem

to find _u 2 V such that

Að _u; _vÞ ¼ ~Lð _vÞ for all _v 2 V ½20�

with V = H1(�)=R. We get the following result (see,
e.g., Nečas (1967):

Theorem 10 Let us suppose that � is connected
and that the data f 2 L2(�) and h 2 H�1=2(�) satisfy
[18]. Then the variational problem [20] has a unique
solution _u in the space H1(�)=R and this solution is
continuous with respect to the data, that is, there
exists a positive constant C = C(�) such that

jujH1ð�Þ � C kfkL2ð�Þ þ khkH�1=2ð�Þ

� �
for all u 2 _u

Moreover, if � is of class C1,1 and if the data
satisfy f 2 L2(�), g 2 H1=2(�), then every u 2 _u is
such that u 2 H2(�) and it satisfies each equation in
[17] almost everywhere.

Problem with Mixed Boundary Conditions

Here we consider more general boundary condi-
tions: the Dirichlet conditions on a closed subset �1

of � = @�, and the Neumann, or more generally the
‘‘Robin’’, conditions on the other part �2 = �� �1.
We seek u such that (f 2 L2(�), h 2 L2(�2),
a 2 L1(�2))

��u ¼ f in �

u ¼ 0 on �1

auþ @u

@n
¼ h on �2

½21�

Let V = {v 2 H1(�); �0v = 0 on �1}. Then [8] is the
variational formulation of this problem with

1. A(u,v)=
R

�ru(x) 	rv(x)dxþ
R

�2
(a�0u�0v)(	)d	;

2. L(v) =
R

� f (x)v(x)dxþ
R

�2
(h�0v)(	)d	.

Supposing, for example, a � 0, we get a unique
solution u 2 V for this variational problem by virtue
of the Lax–Milgram theorem. Moreover, if u 2
H2(�), then u is the unique solution in H2(�) \ V
of the problem [21].

The Newton Problem for More General Operators

Let � be a bounded open subset of Rn. We now
consider more general second-order operators of the
form v 7! �r.(Mrv)þ b 	 rvþ cv, where b 2

[W1,1(�)]N, c 2 L1(�), M is an N 
N square
matrix with entries Mij, and r 	 (Mrv) stands for

XN
i;j¼1

@

@xi
Mij

@u

@xj

� �

We also assume that there is a positive constant �M

such that

XN
i;j¼1

MijðxÞ�i�j � �M

XN
i¼1

�2
i

for a.e. x 2 � and � ¼ ð�1; . . . ; �NÞ 2 RN

For given data f 2 L2(�), h 2 L2(�), we look for a
solution u of the problem

�r 	 ðMruÞ þ b 	 ruþ cu ¼ f in �

auþ n 	 ðMruÞ ¼ h on �
½22�

We assume that a 2 L1(�). The variational formu-
lation of this problem is still [8], with V = H1(�)
and

Aðu;vÞ ¼
Z

�

Mru 	 rvdx

þ
Z

�

½b 	 ruþ cu�vdxþ
Z

�

a�0u�0vd	 ½23�

LðvÞ ¼
Z

�

f ðxÞvðxÞdxþ
Z

�

ðh�0vÞð	Þ d	 ½24�

If the conditions

c� 1
2r 	 b � C0 � 0 a.e. on �

aþ 1
2 b 	 
 � C1 � 0 a.e. on �

are fulfilled, with (C0, C1) 6¼ (0, 0), then the bilinear
form A is V-elliptic and the Lax–Milgram theorem
applies.

A Biharmonic Problem

We consider the Dirichlet problem for the operator
of fourth order: (c 2 L1(�)):

�2uþ cu ¼ f in � ½25�

u ¼ u0 on �;
@u

@n
¼ h on � ½26�

Theorem 11 Let us suppose that � has a boundary
of class C1,1 and that the data satisfy f 2 H�2(�), u0 2
H3=2(�), h 2 H1=2(�). Let U0 2 H2(�) be such that
�0(U0) = u0, �1(U0) = h. Then, if c � 0 a.e. in �, the
boundary value problem [25]–[26] has a unique
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solution u such that u�U0 2 H2
0(�), and u is also the

unique solution of the variational problem

to find u 2 U0 þH2
0ð�Þ such that

Aðu; vÞ ¼ lðvÞ for all v 2 H2
0ð�Þ ½27�

where l(v) = hf , viH�2(�), H2
0
(�) and

Aðu; vÞ ¼
Z

�

�uðxÞ�vðxÞdxþ
Z

�

ðcuvÞðxÞdx ½28�

Moreover, there exists a positive constant C = C(�)
such that

kukH2ð�Þ �C ½kfkH�2ð�Þ þ ku0kH3=2ð�Þ

þ khkH1=2ð�Þ� ½29�

which shows that u depends continuously upon the
data f, u0, and h.

Remark 12 The Hilbert space choice V is of crucial
importance for the V-ellipticity. In fact, let us
consider for example the problem [25], with

�u ¼ 0 on �;
@�u

@n
¼ 0 on � ½30�

In fact, the associated bilinear form is not V-elliptic
for V = H2(�) but it is V-elliptic for V = {v 2 L2 (�);
�v 2 L2�)}.

General Elliptic Problems

Here � will be a bounded and sufficiently regular
open subset of RN. Let us consider a general linear
differential operator of the form

Aðx;DÞu ¼
X
j�j�l

a�ðxÞD�u; a�ðxÞ 2C ½31�

Setting A0(x, �) =
P
j�j= l a�(x)��, we say that the

operator A is elliptic at a point x if A0(x, �) 6¼ 0 for
all � 2 RN � {0}. One can show that, if N � 3, l is
even, that is, l = 2m; the same result holds for N = 2
if the coefficients a� are real. Moreover, for N � 3,
every elliptic operator is properly elliptic, in the
following sense: for any independent vectors �, �0 in
RN, the polynomial � 7!A0(., � þ ��0) has m roots
with positive imaginary part.

The aim here is to study boundary-value problems
of the following type:

Au ¼ f in � ½32�

Bju ¼ gj on �; j ¼ 0; . . . ;m� 1; ½33�

where A is properly elliptic on ��, with sufficiently
regular coefficients, and the operators Bj are bound-
ary operators, of order mj � 2m� 1, that must

satisfy some compatibility conditions with respect to
the operator A (see Renardy and Rogers (1992) for
details; these conditions were introduced by Agmon,
Douglis, and Nirenberg). For example, A = (�1)m�m

and Bj = @j=@nj is a convenient choice.
In order to show that problem [32]–[33] has a

solution u 2 H2mþr(�) (r 2 N), the idea is to show
that the operator P defined by u 7!P(u) =
(Au, B0u, . . . , Bm�1u) is an index operator from
H2mþr(�) into G = Hr(�)
 �m�1

j = 0 H2mþr�mj�1=2(�)
and to express the compatibility conditions through
the adjoint problem.

We recall that a linear continuous operator P is
an index operator if

(1) dim KerP <1, and ImP closed;
(2) codim ImP <1.

Then the index �(P) is given by �(P) =
dim KerP – codim ImP. We recall the following
Peetre’s theorem:

Theorem 13 Let E, F, and G be three reflexive
Banach spaces such that E ,!,! F, and P a linear
continuous operator from E to G. Then condition
(1) is equivalent to: ‘‘there exists C � 0, such that
for all u 2 E, we have kukE � C (kPukG þ kukF).’’

Applying this theorem to our problem [32]–[33],
condition (1) results from a priori estimates of the
following type:

kukH2mþrð�Þ � C kPukG þ kukH2mþr�1ð�Þ

� �
and condition (2) by similar a priori estimates for
the dual problem.

Second-Order Elliptic Problems

We consider a second-order differential operator of
the ‘‘divergence form’’

Au ¼�
XN
i;j¼1

ðaijðxÞuxi
Þxj
þ
XN
i¼1

biðxÞuxi
þ cðxÞu ½34�

with given coefficient functions aij, bi, c (i, j =
1, . . . , N), and where we have used the notation
uxi

= @u
@xi

. Such operators are said uniformly strongly
elliptic in � if there exists � > 0 such thatX
jij¼jjj¼1

aijðxÞ�i�j � �j�j2 for all x 2 �; � 2 RN

Remark 14 There exist elliptic problems for which
the associated variational problem does not necessa-
rily satisfy the ellipticity condition. Let us consider
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the following example, due to Seeley: let � = {(r, 
) 2
(�, 2�)
 [0, 2�]} and

A ¼ � ei
 @

@


� �2

� e2i
 1þ @2

@r2

� �
One can check that, for all � 2 C, the problem Auþ
�u = f in � and u = 0 on � admits nonzero solutions u
which are given by (with � such that �2 =�)
u = sin r cos (�e�i
) and u = sin r sin (�e�i
) for � 6¼ 0;
u = sin r and u = sin 
 e�i
 for �= 0.

Most of the results concerning existence, unicity,
and regularity for second-order elliptic problems can
be established thanks to a maximum principle.
There exist different types of maximum principles,
which we now present.

Maximum Principle

Theorem 15 (Weak maximum principle). Let A be
a uniformly strongly elliptic operator of the form
[34] in a bounded open � � RN, with aij, bi, c 2
L1(�) and c � 0. Let u 2 C2(�) \ C(��) and

Au � 0 ½resp: Au � 0� in �

Then

inf
�

u � inf
@�

u� ½resp: sup
�

u � sup
@�

uþ�

where uþ= max (u, 0) and u�=�min (u, 0). If c = 0
in �, one can replace u� [resp. uþ] by u.

Theorem 16 (Strong principle maximum). Under
the assumptions of the above theorem, if u is not a
constant function in C2(�) \ C(��) such that Au � 0
[resp. Au � 0], then inf� u < u (x) [resp. sup� u >
u(x)], for all x 2 �.

Remark 17 These two maximum principles can be
adapted to elliptic operators in nondivergence form,
that is,

Au ¼ �
XN
i;j¼1

aijðxÞuxixj
þ
XN
i¼1

biðxÞuxi
þ cðxÞu ½35�

Fredholm Alternative

We now present some existence results which are
based on the Fredholm alternative rather than on the
variational method.

Let us consider two Hilbert spaces V and H,
where V is a dense subspace of H and V ,!,!H.
Denoting by V 0 the dual space of V, and identifying
H with its dual space, we have the following
imbeddings: V ,!H ,!V 0. Let A be a sesquilinear

form on V 
 V, V-coercive with respect to H, that
is, there exist �0 2 R and � > 0 such that

ReðAðv; vÞÞ þ �0kvk2
H � �kvk

2
V for all v 2 V

Denoting by A the operator associated with the
bilinear form A (see Remark 6(iii)), the equation
Au = f is equivalent to u� �0Tu = g, with T = (Aþ
�0Id)�1 and g = Tf . Note that T is an isomorphism
from H onto D(A) = {u 2 H; Au 2 H}).

The operator T : H!H is compact and, thanks to
the Fredholm alternative, there are two situations:

1. either Ker A = 0 and A is an isomorphism from
D(A) onto H;

2. or Ker A 6¼ 0; then Ker A is of finite dimension,
and the problem Au = f with f 2 H admits a
solution if and only if f 2 Im A = [Ker(A�)]?.

We now give another example in a non-Hilbertian
frame. Let us consider the problem (Grisvard 1980):
Au = f in � and Bu = g on �, where � is of class
C1, 1, A, which is defined by [34], is uniformly
strongly elliptic with aij = aji 2 C0, 1(��), bi, c 2 L1(�),
and Bu = �0(u) or Bu = �1(u). One can show that
the operator u 7! (Au, Bu) is a Fredholm operator of
index zero from W2,p(�) in Lp(�)
W2�d�1=p, p(�)
(with d = 0 if Bu = �0(u) and d = 1 if Bu = �1(u)).

Regularity

Assume that � is a bounded open. Suppose that u 2
H1

0(�) is a weak solution of the equation

Au ¼ f in �

u ¼ 0 on �
½36�

where A has the divergence form [34]. We now
address the question whether u is in fact smooth:
this is the regularity problem for weak solutions.

Theorem 18 (H2-regularity). Let � be open, of
class C1,1, aij 2 C1(��), bi, c 2 L1(�), f 2 L2(�). Sup-
pose, furthermore, that u 2 H1(�) is a weak solution
of [36]. Then u 2 H2(�) and we have the estimate

kukH2ð�Þ � CðkfkL2ð�Þ þ kukL2ð�ÞÞ

where the constant C depends only on � and on the
coefficients of A.

Theorem 19 (Higher regularity). Let m be a non-
negative integer, � be open, of class Cmþ1, 1 and assume
that aij 2 Cmþ1(��), bi, c 2 Cmþ1(��), f 2 Hm(�). Sup-
pose, furthermore, that u 2 H1(�) is a weak solution of
[36]. Then u 2 Hmþ2(�) and

kukHmþ2ð�Þ � CðkfkHmð�Þ þ kukL2ð�ÞÞ
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where the constant C depends only on � and on
the coefficients of A. In particular, if m > N=2, then
u 2 C2(��). Moreover, if � is of C1 class and f 2
C1(��), aij 2 C1(��), bi, c 2 C1(��), then u 2 C1(��).

Remark 20

(i) If u 2 H1
0(�) is the unique solution of [36], one

can omit the L2-norm of u in the right-hand side
of the above estimate.

(ii) Moreover, let us suppose the coefficients aij, bi

and c are all C1 and f 2 C1(�); then, if u 2
H1(�) satisfies Au = f , u 2 C1(�); this is due to
the ‘‘hypoellipticity’’ property satisfied by the
operator A.

We have a similar result in the Lp frame (Grisvard
1980):

Theorem 21 (W2, p-regularity). Let � be open, of
class C1,1, aij 2 C1(��), bi, c 2 L1(�). Suppose,
furthermore, that bi = 0, 1 � i � N and c � 0 a.e.
Then for every f 2 Lp(�) there exists a unique
solution u 2W2,p(�) of [36].

Unbounded Open

The Whole Space

Note in passing that we shall work with the weighted
Sobolev spaces Wm,p

� (�) defined in the subsection
‘‘Unbounded opens and weighted spaces.’’

Theorem 22 The following claims hold true:

(i) Let f 2W�1, p
0 (RN) satisfy the compatibility

condition

hf ;1i
W�1;p

0
ðRNÞ
W1;p0

0
ðRNÞ ¼ 0 if p0 � N

Then the problem [5] has a solution u 2
W1,p

0 (RN), which is unique up to an element in
P[1�N=p] and satisfies the estimate

kuk
W1;p

0
ðRNÞ=P½1�N=p�

� Ckfk
W�1;p

0
ðRNÞ

Moreover, if 1 < p < N, then u = E � f .
(ii) If f 2 Lp(RN), then the problem [5] has a

solution u 2W2,p
0 (RN), which is unique up to

an element in P[2�N=p] and if 1 < p < N=2, then
u = E � f .

The Calderón–Zygmund inequality

@2’

@xi@xj

����
����

LpðRNÞ
� CðN; pÞk�’kLpðRNÞ

’ 2 DðRNÞ

and Theorem 4 are crucial for establishing Theorem 22.

Further, point (i) means that the Riesz potential of
second order satisfies

I2: W�1;p
0 ðRNÞ?P½1�N=p0� !W1;p

0 ðR
NÞ=P½1�N

p0 �

(where the initial space is the orthogonal comple-
ment of P[1�N=p0] in W�1, p

0 (RN)) and it is an
isomorphism.

Note that here

W1;p
0 ðR

NÞ ¼ fv 2 Lp� ðRNÞ;rv 2 LpðRNÞg

for 1 < p < N and 1=p�= 1=p� 1=N. And for
1 < r < N=2, we also have the continuity property

I2: LrðRNÞ ! LqðRNÞ; for
1

q
¼ 1

r
� 2

N

Remark 23 The problem

u��u ¼ f in RN ½37�

is of a completely different nature than the problem
[5]. The class of function spaces appropriate for the
problem [37] are the classical Sobolev spaces. With
the help of the Calderón–Zygmund theory, one can
prove that if f 2 Lp(RN), then the unique solution of
[37] belongs to W2,p(RN) and can be represented as
the Bessel potential of second order (see Stein
(1970)): u = G � f , where G is the appropriate Bessel
kernel, that is, G, for which bG(�) � (1þ j�j2)�1=2.
Recall that in particular G(x) � jxj�1e�jxj for N = 3.
In the Hilbert case, f 2 L2(RN), we get

ð1þ j�j2Þbu 2 L2ðRNÞ

which, by Plancherel’s theorem, implies that u 2
H2(RN). For f 2W�1, p(RN), the problem [37] has a
unique solution u 2W1, p(RN) satisfying the
estimate

kukW1;pðRNÞ � Cðp; nÞkfkW�1;pðRNÞ

Exterior Domain

We consider the problem in an exterior domain with
the Dirichlet boundary condition

��u ¼ f in �

u ¼ g on � ¼ @�
½38�

where f 2W�1, p
0 (�) and g 2W1�1=p, p(@�). Invoking

the results for RN and bounded domains, one can
prove the existence of a solution u 2W1, p

0 (�) which
is unique up to an element of the kernel Ap

0(�) = {z 2
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W1, p
0 (�); �z = 0} provided that f satisfies the com-

patibility condition

hf ; ’i ¼ g;
@’

@n

	 

for all ’ 2 Ap0

0 ð�Þ

The kernel can be characterized in the following way:
it is reduced to {0} if p = 2 or p < N and if not, then

Ap
0ð�Þ ¼ fCð�� 1Þ; C 2 Rg if p � N � 3

where � is (unique) solution in W1,2
0 (�) \W1,p

0 (�) of
the problem ��= 0 in � and �= 1 on @�, and

Ap
0ð�Þ ¼ fCð�� u0Þ; C 2 Rg if p > N ¼ 2

where u0(x) = (2�j�j)�1
R

� log jy� xjd	y and � is the

only solution in W1, 2
0 (�) \W1, p

0 (�) of the problem
��= 0 in � and �= u0 on �.

Remark 24 Similar results exist for the Neumann
problem in an exterior domain (see Amrouche et al.
(1997)). The framework of the spaces Wm, p

� (RN
þ ) for

the Dirichlet problem in RN
þ was also considered in

the literature. For a more general theory see Kozlov
and Maz’ya (1999).

Elliptic Systems

The Stokes System

The Stokes problem is a classical example in the
fluid mechanics. This system models the slow
motion with the field of the velocity u and the
pressure �, satisfying

ðSÞ
�
�uþr� ¼ f in �

div u ¼ h in �

u ¼ g on � ¼ @�

where 
 > 0 denotes the viscosity, f is an exterior force,
g is the velocity of the fluid on the domain boundary,
and h measures the compressibility of the fluids (if
h = 0, it is an incompressible fluid). The functions h and
g must satisfy the compatibility conditionZ

�

hðxÞ dx ¼
Z

�

g 	 n d	 ½39�

Theorem 25 Let � be a Lipschitz bounded domain
in RN, N � 2. Let f 2 H�1(�)N, h 2 L2(�), and g 2
H1=2(�)N satisfy [39]. Then the problem (S) has a
unique solution (u,�) 2 H1(�)N 
 L2(�)=R satisfy-
ing the a priori estimate

kukH1ð�Þ þ k�kL2ð�Þ=R

� C


kf kH�1ð�Þ þ khkL2ð�Þ þ kgkH1=2ð�Þ

�

In order to prove Theorem 25, one can start with a
homogeneous problem. The procedure of finding u is a
simple application of the Lax–Milgram theorem.
Application of de Rham’s theorem gives the pressure �.
We introduce the space

V ¼ fv 2 D ð�ÞN; div v ¼ 0g

and define F 2 H�1(�)N by

hF; vi
H�1


�
H1 ¼ 0 for all v 2 V

Moreover, there exists � 2 L2(�), unique up to an
additive constant, and such that F =r�. The
problem (S), which we transform to the homoge-
neous case (h = 0, g = 0), can be formulated on an
abstract level. Let X and M be two real Hilbert
spaces and consider the following variational pro-
blem: Given L 2 X 0 and X 2M0, find (u, �) 2 X
M
such that

Aðu; vÞ þ B½v; �� ¼ LðvÞ; v 2 X

B½u; q� ¼ XðqÞ; q 2M
½40�

where the bilinear forms A, B and the linear form L
are defined by

Aðu; vÞ ¼
Z

�

ru 	 rv

B½v; q� ¼ �
Z

�

½qr 	 v�

LðvÞ ¼
Z

�

f 	 v

Theorem 26 If the bilinear form A is coercive in
the space

V ¼ fv 2 X; B½v; q� ¼ 0g for all q 2M

that is, if there exists � > 0 such that

Aðv; vÞ � �kvk2
X; v 2 V

then the problem [40] has a unique solution (u, �)
if and only if the bilinear form B satisfies the
‘‘inf–sup’’ condition:

there exists � > 0 such that

inf
q2M

sup
v2X

Bðv; qÞ
kvkXkqkM

� �

As for the Dirichlet problem, the regularity result
is the following:

Theorem 27 Let � be a bounded domain in RN, of
the class Cmþ1,1 if m 2 N and C1,1 if m =�1. Let f 2
Wm,p(�)N, h 2Wmþ1,p(�) and g 2Wmþ2�1=p,p(�)N

satisfy condition [39]. Then the problem (S) has a
unique solution (u, �) 2Wmþ2,p(�)N
Wmþ1,p(�)=R.
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Remark 28 It is possible to solve (S) under weaker
assumption, for instance, if f 2W�1=p(�0), h = 0 and
g 2W�1=p,p(�)N. We can prove that then (u, �) 2
Lp(�)N 
W�1,p(�).

The Linearized Elasticity

The equations governing the displacement u =
(u1, u2, u3) of a three-dimensional structure
subjected to an external force field f are written as
(� is a bounded open subset of R3 and � = @�)

���u� ð�þ �Þrðr 	 uÞ ¼ f in �

u ¼ 0 on �0X3

j¼1

	ijðuÞ
j ¼ gi on �1 ¼ �� �0

where � > 0 and � > 0 are two material character-
istic constants, called the Lamé coefficients, and
(v = (v1, v2, v3))

	ijðvÞ ¼ 	jiðvÞ

¼ ��ij

X3

k¼1

"kkðvÞ þ 2�"ijðvÞ

with "ijðvÞ ¼ "jiðvÞ ¼ 1
2 ð@jvi þ @ivjÞ

½41�

where �ij denotes the Kronecker symbol, that is,
�ij = 1, for i = j and �ij = 0, for i 6¼ j. These equations
describe the equilibrium of an elastic homogeneous
isotropic body that cannot move along �0; along �1,
surface forces of density g = (g1, g2, g3) are given. The
case �1 = ; physically corresponds to clamped struc-
tures. The matrix with entries "ij(u) is the linearized
strain tensor while 	ij(u) represents the linearized
stress tensor; the relationship [41] between these
tensors is known as Hooke’s law. We refer for
example to Ciarlet and Lions (1991) and Nečas and
Hlaváček (1981) (and references therein) for most of
the results stated in this paragraph. The variational
formulation of this problem is

to find u 2 V such that

Aðu; vÞ ¼ LðvÞ for all v 2 V
½42�

where the bilinear form A and the linear form L are
given by

Aðu; vÞ ¼
Z

�

½�ðr 	 uÞðr 	 vÞ

þ 2�
X3

i;j¼1

"ijðuÞ"ijðvÞ�ðxÞdx; ½43a�

LðvÞ ¼
Z

�

f ðxÞ 	 vðxÞdxþ
Z

�1

gð	Þ 	 vð	Þd	 ½43b�

The functional space V is defined as

V ¼ fv ¼ ðv1; v2; v3Þ 2 ½H1ð�Þ�3;

�0vi ¼ 0 on �0; 1 � i � 3g

To prove the ellipticity of A, one needs the following
Korn inequality: There exists a positive constant C(�)
such that, for all v = (v1, v2, v3) 2 [H1(�)]3, we have

kvk1;��Cð�Þ
X3

i;j¼1

k"ijðvÞk2
L2ð�Þ þ

X3

i¼1

kvik2
L2ð�Þ

" #1=2

½44�

The following result holds true:

Theorem 29 Let � be a bounded open in R3 with a
Lipschitz boundary, and let �0 be a measurable
subset of �, whose measure (with respect to the
surface measure d�(x)) is positive. Then the mapping

v 7!
X3

i;j¼1

k"ijðvÞk2
L2ð�Þ

" #1=2

is a norm on V, equivalent to the usual norm k.k1, �.

As a consequence, we get:

Theorem 30 Under the above assumptions, there
exists a unique u 2 V solving the variational
problem [42]–[43]. This solution is also the unique
one which minimizes the energy functional

EðvÞ ¼ 1

2

Z
�

�
�ðr 	 vÞ2 þ 2�

X3

i;j¼1

"ijðvÞ
� �2�ðxÞ dx

�
Z

�

f ðxÞ 	 vðxÞ dxþ
Z

�1

gð	Þ 	 vð	Þ d	
� �

over the space V.
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Introduction

Entanglement is a type of correlation between
subsystems, which cannot be explained by the action
of a classical random generator. It is a key notion
of quantum information theory and corresponds
closely to the possibility of channels which transmit
quantum information, and cannot be simulated by
classical channels. In this article, we consider the
development of the concept, and its qualitative
aspects. The quantitative aspects are treated in a
separate article (see Entanglement Measures).

Historical Development

The first realization that quantum mechanics comes
with new, and perhaps rather strange, correlations
came in the famous 1935 paper by Einstein, Podolsky,
and Rosen (EPR) (Einstein et al. 1935), in which they
set up a paradox showing that the statistics of certain
quantum states could not be realized by assigning
wave functions to subsystems. It was in response to
this paper that Schrödinger (1935), in the same year,
coined the term ‘‘entanglement,’’ as well as its German
equivalent ‘‘Verschränkung.’’ The subject lay dormant
for a long time, since Bohr, in his reply, completely
ignored the entanglement theme, and there was a
widespread reluctance in the physics community to

consider problems of interpretation. The leaf turned
slowly with Bohm’s reduced model of the EPR
paradox using spins rather than continuous variables,
and decisively with Bell’s 1964 strengthening of the
paradox (Bell 1964). He showed that not only wave
functions assigned to individual systems failed to
describe the correlations predicted by quantum
mechanics, but any set of classical parameters assigned
to the subsystems. This eliminated all reference to a
possibly dubious quantum ontology and all reference
to the quantum formalism from the argument. Bell
derived a set of inequalities from the assumption that
each subsystem could be described in terms of classical
variables, and that these (possibly hidden) variables
would not be changed by the mere choice of a
measurement for the distant correlated system. The
only relation to quantum mechanics was then the
simple quantum calculation showing, in certain situa-
tions, such as the state described by EPR, quantum
mechanics predicted a violation of Bell’s inequalities.
This immediately suggested an experiment, and
although it was difficult at first to find an efficient
source of suitably quantum-correlated pairs of parti-
cles, the experiments that have been made since
then have supported the quantum-mechanical result
beyond reasonable doubt. This came too late for
Einstein, whose research program in quantum
mechanics had been precisely to build a ‘‘local
hidden-variable theory’’ of the type seen in contra-
diction with Bell’s inequality. But at least the EPR
paper had finally received the response it deserved.

In Schrödinger’s work, entanglement was a purely
qualitative term for the strange way the subsystems
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seemed to be intertwined as soon as one insisted on
discussing their individual properties. After Bell’s
work, the favored mathematical definition of entan-
glement would probably have been the existence of
measurements on the subsystems, such that Bell’s
inequality (or some generalization derived on the same
assumptions) is violated. However, around 1983
another notion of (the lack of) entanglement was
independently proposed by Primas (1983) and Werner
(1983). According to this definition, a quantum state �
is called unentangled if it can be written as

� ¼
X
�

p��
1
� � �2

� ½1�

where the �i
� are arbitrary states of the subsystems

(i = 1, 2), which depend on a ‘‘hidden variable’’ �,
drawn by a classical random generator with prob-
abilities p�. Such states are now called separable,
which is a bit awkward, since the notion is typically
applied to systems which are widely separated.
However, the term is so firmly established that it is
hopeless to try to improve on it.

In any case, it was shown by Werner (1989) that
there are nonseparable states, which nevertheless
satisfy Bell’s inequalities and all its generalizations.
The next step was the observation by Popescu
(1994) that entanglement could be distilled: this is
a process by which some number of moderately
entangled pair states is converted to a smaller
number of highly entangled states, using only local
quantum operations, and classical communication
between the parties. For some time it seemed that
this might close the gap, that is, that the failure of
separability might be equivalent to ‘‘distillability’’
(i.e., the existence of a distillation procedure produ-
cing arbitrarily highly entangled states from many
copies of the given one). However, this turned out to
be false, as shown by the Horodecki family in 1998
(Horodecki et al. 1998), by explicitly exhibiting
bound entangled, that is, nonseparable, but also not
distillable states. In 2003 Oppenheim and the
Horodeckis introduced a further distinction, namely
whether it is possible to extract a secret key from
copies of a given quantum state by local quantum
operations and public classical communication
(Horodecki et al. 2005). This task had hitherto
been viewed as an application of entanglement
distillation, but it turned out that secret key can be
distilled from some bound entangled (but never from
separable) states.

For the entanglement theory of multipartite states,
that is, states on systems composed of three or more
parts, between which no quantum interaction takes
place, one key observation is that new entanglement
properties must be expected with any increase of the

number of parties. As shown by Bennett et al.
(1999), there are states of three parties which cannot
be written in the three-party analog of [1], but are
nevertheless separable for all three splits of the
system into one vs. two subsystems.

The crucial advance of entanglement theory,
however, lies not so much in the distinctions
outlined above, but in the quantitative turn of the
theory. With the discovery of the teleportation and
dense coding processes (Bennett and Wiesner 1992,
Bennett et al. 1993), entanglement changed its role
from a property of counterintuitive contortedness to
a resource, which is used up in teleportation and
similar processes. Distillation is then seen as a
method to upgrade a given source to a new source
of highly entangled states suitable for this purpose,
and it is not just the possibility of doing this, but the
rate of this conversion, which becomes the focus of
the investigation. All the tasks in which entangle-
ment appears suggest quantitative measures of
entanglement. In addition, there are many entangle-
ment measures, which appear natural from a
mathematical point of view, or are introduced
simply because they can be estimated relatively
easily and in turn give bounds on other entangle-
ment measures of interest. The current situation is
that there is no shortage of entanglement measures
in the literature, but it is not yet clear which ones
will be of interest in the long run. Some of these
measures are described in Entanglement Measures.

The current state of entanglement theory is marked
firstly by some long-standing open problems in the
basic bipartite theory on the one hand (additivity of
the entanglement of formation, the existence of NPT
bound entangled states, and more recently the
existence of entangled states with vanishing key
rate). Secondly, there is significant effort to try to
compute some of the entanglement measures, at least
for simple subclasses of states. This is so difficult,
because many definitions involve an optimization
over operations on an asymptotically large system.
Thirdly, there is a new trend in multipartite entangle-
ment theory, namely looking specifically at entangle-
ment in lattice structures such as spin systems of
harmonic-oscillator lattices. Here one can expect very
fruitful interaction with the statistical mechanics and
solid-state physics in the near future.

Qualitative Entanglement Theory

Setup

Throughout this section, we will consider density
operators on a Hilbert space split in some fixed way
into a tensor product of a Hilbert space HA for
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Alice’s system and a Hilbert space HB for Bob’s
system, that is, H=HA �HB. For simplicity, we will
mostly consider finite-dimensional spaces, and if a
dimension parameter d <1 appears, it is under-
stood that d = dimHA = dimHB. By B(H) we will
denote the set of bounded operators on a Hilbert
space, and by B�(H) the set of trace-class operators.
We distinguish these even in the finite-dimensional
case, because of their different norms. By S we will
denote the state space of the combined system, that
is, the set of positive elements of B�(H) with trace 1.

For such a density operator �= �AB we denote by
�A and �B the restrictions to the subsystems, defined
by the partial trace over the other system, or by
tr(�AF) = tr(�AB(F � 1)). We denote by � the opera-
tion of matrix transposition, and by id�� the
partial transposition, applied only to the second
tensor factor. Since transposition is not completely
positive (see Channels in Quantum Information
Theory) partial transposition may take positive
operators to non-positive operators. The relative
entropy (see Entropy and Quantitative Transvers-
ality) of two density operators �,� will be used with
the convention S(�jj�) = tr �( log �� log �).

Witnesses and the Criterion of Positivity
of Partial Transpose

A state � is called separable iff it is of the form [1],
and entangled otherwise. The set of separable states
C is a convex subset of the set S of all states. Its
extreme points are obvious from the representation
[1], namely the pure product states �= j�A �
�Bih�A � �Bj. Since C , like S , is a convex set in
(d4 � 1) dimensions, Caratheodory’s theorem asserts
that the sum can be taken to be a decomposition
into d4 such terms. For a given �, deciding whether
it is separable or entangled, hence, involves a
nonlinear search problem in roughly 4d5 real
parameters, namely the vector components of the
�A,�B appearing in the sum.

Dually, the convex set C can be described by a set
of linear inequalities. Here is a simple way of
generating such inequalities: let T :B�(HB)!B(HA)
be a positive linear map, that is, a map taking
positive matrices to positive matrices. Then for
�A, �B � 0 the expression tr(�AT(�B)) is positive. It
is also bilinear, so we can find a Hermitian operator
T\ 2 B(HA �HB) such that

trð�ATð�BÞÞ ¼ trðð�A � �BÞT\Þ

Since the left-hand side is positive, we see by taking
convex combinations that tr(�T\) � 0 for all separ-
able states �. Hence, if we find a state with a negative
expectation of T\, we can be sure it is entangled.

Therefore, such operators T\ are called entanglement
witnesses. This is often a useful criterion, especially
when one has some additional information about the
state, allowing for an intelligent choice of witness. It
is known from the theory of ordered vector spaces
and their tensor products that the set of witnesses
constructed above is complete. Hence, in principle,
checking all such witnesses provides a necessary and
sufficient criterion for entanglement. However, in
practice this remains a difficult task, because the
extreme points of the set of positive maps are only
known for some low dimensions.

By restricting T to completely positive maps, we
get a useful necessary criterion. It can be seen that it
is equivalent to

ðid��Þð�Þ� 0

that is, to the positivity of the partial transpose
(PPT). States with this property are called ‘‘PPT
states’’ in current jargon.

Pure States, Purification

For pure states, that is, for the extreme points of S ,
separability is trivial to decide: since for pure states
the sum [1] can only be a single term, a pure state is
separable iff it factorizes.

A useful observation is that, for pure states
�= j�ih�j, all information about entanglement is
contained in the spectrum of the reduced states.
Consider a vector � 2 HA �HB of the form

� ¼
X
�

ffiffiffiffiffi
r�
p

�A
� � �B

� ½2�

where �A
� 2 HA and �B

� 2 HB are orthonormal
systems, r� > 0, and

P
� r� = 1. Then it is easy to

check that �A =
P

� r�j�A
�ih�A

� j is the spectral resolu-
tion of the restriction. Conversely, by diagonalizing
the restriction of a general unit vector �, we find a
biorthogonal decomposition of the from [2], also
known as the Schmidt decomposition. The Schmidt
spectrum {r1, . . . , rd} hence classifies vectors up to
local basis changes in HA and HB.

Since any �A can appear in this construction, we
see that any mixed state can be considered as the
restriction of a pure state, which is essentially
unique, namely up to the choice of basis in the
purifying system B, and up to perhaps adding or
deleting some irrelevant dimensions in HB. The
resulting vector � is known as the purification of �A.

The extreme cases of [2] are pure product states
on the one hand, and vectors, for which �A = 1=d is
the totally chaotic state. These are known as
maximally entangled and embody, in the most
extreme way, the observation that in quantum
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mechanics, as opposed to classical probability, the
restriction of a pure state may be mixed.

Let us fix a maximally entangled vector �, and
the matching Schmidt bases, so that

� ¼ 1ffiffiffi
d
p

X
k

jkki ½3�

where we have used the simplified ket notation, in
which only the basis label is written. Then, an
arbitrary vector can be written as � = (X� 1)
� = (1�XT)�, where XT denotes the matrix trans-
pose of X. Clearly, this vector is again maximally
entangled iff X is unitary. Hence, the set of maximally
entangled vectors is a single orbit under unilateral
unitary transformations, and we even have the choice
to which side we apply the unitaries.

Teleportation

Suppose we have an orthonormal basis of maximally
entangled vectors �� 2 HA �HB. By the remarks
above, this is equivalent to choosing unitaries
U�,�= 1, . . . , d2 such that �� = (U� � 1) �, and
tr(U��U�) = d���. For example, a finite Weyl system
constitutes such a system of unitaries, which shows
that we can find realizations in any dimension d.

Suppose that Alice and Bob each own part of a
system prepared in the state � then they can
transmit perfectly the state of a d-dimensional
system, using only classical communication. Classi-
cal communication by itself would never suffice to
transmit quantum information, and the entangled
resource � by itself does not allow the transmission
of any signal. But the combination of these resources
does the trick: Alice measures the observable
associated with the basis �� on the combined system
formed by the unknown input and her part of the
entangled pair. The result � is then transmitted to
Bob, who performs a U�-rotation on his part of the
entangled pair, producing the output state of the
teleportation. One can show by direct calculation
that this is exactly equal to the input state.

Note that the resource � is destroyed in this
process, so that for every transmission we need a
fresh entangled pair. Less than maximally entangled
states instead of � lead to less-than-perfect transmis-
sion, which can be extended to quantitative relations
between entanglement and channel capacity.

Special Systems

Qubits

For qubit pairs, there is a special basis of maximally
entangled vectors, which has some amazing

properties. It consists of the vectors �0 = �, and
�k = i(�k � 1)�, where �k, k = 1, 2, 3, denotes the
Pauli matrices. Then a vector is maximally entangled
iff its components are real in this basis, up to a
common phase. A unitary matrix of determinant 1
factorizes into U1 �U2 iff its matrix elements are
real, up to a common phase.

For qubit pairs, and also for dimensions 2� 3, the
partial transposition criterion for entanglement is
necessary and sufficient, as shown by Woronowicz
and the Horodecki family.

Orthogonally Invariant States

A state � on Cd �Cd is called orthogonally invariant
if, for any orthogonal matrix U (with respect to some
fixed product basis) [�, U �U] = 0. This leaves a
three-dimensional space of operators, spanned by the
identity, the permutation F =

P
i, j jijihjij, and its

partial transpose bF =
P

i, j jiiihjjj, which is d times the
projection onto the maximally entangled vector �.
Figure 1 shows the plane of Hermitian operators �
with the described symmetry and tr �= 1. Convenient
coordinates are tr �F and tr �bF. Note that these are
defined for any density operator, and are also invariant
under the ‘‘twirl’’ operation � 7!

R
dU(U �U)�(U �

U)�, using the Haar measure dU, which projects onto
the orthogonally invariant states. Hence, the diagram
provides a section as well as a projection of the state
space. The intersection of the positive operators with
those having positive partial transpose is the set of PPT
states, which in this case coincides with the separable
states. The thin lines correspond to states of higher
symmetry, namely on the one hand the ‘‘isotropic
states’’ commuting with U � �U, with �U the complex
conjugate of U, and the ‘‘Werner states’’ commuting
with all unitaries U �U. Their intersection point is the
normalized trace.

1

1

tr(ρF )ˆ

tr(ρF )

Figure 1 The plane of orthogonally invariant unit trace

Hermitian operators of a 3� 3-system. The upright triangle

gives the positive operators, and the dashed one those with

positive partial transpose. The shaded area gives the PPT

states.
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Gaussians

In general, the entanglement in systems with infinite-
dimensional Hilbert spaces is more difficult to
analyze. However, if the system is characterized by
variables satisfying canonical commutation rela-
tions, like positions and momenta, or the compo-
nents of the free quantum electromagnetic field,
there is a special class of states, which is again
characterized by low-dimensional matrices. This
allows the discussion of entanglement questions, in
a way largely parallel to the finite-dimensional
theory.

Let R1, . . . , R2f denote the canonical operators,
where f is the number of degrees of freedom. The
commutation relations can be summarized as
i[R�, R	] = ��	1, where � is the symplectic matrix.
Operators R� have a common set of analytic
vectors, and generate the unitary Weyl operators
W(a) = exp (ia�R�), which describe the phase space
displacements. Gaussian states are those making
a 7! tr �W(�) a Gaussian function or, equivalently,
those with Gaussian Wigner function. Up to a gloal
displacement, they are completely characterized by
the covariance matrix


�	 ¼ tr �ðR�R	 þ R	R�Þ ½4�

The only constraint for a real symmetric matrix to
be a covariance matrix of a quantum state is that

 þ i� is a positive semidefinite matrix, which is a
version of the uncertainty relations.

Now for entanglement theory, we take some of
the degrees of freedom as Alice’s and some as Bob’s.
Separability can be characterized in terms of 
,
namely by the condition that 
 � 
0, where 
0 is the
covariance matrix of a Gaussian product state.
Similarly, partial transposition can be implemented
as an operation on covariance matrices, which
allows a simple verification of the PPT condition.
It turns out that as long as one partner has only a
single degree of freedom, the PPT condition is
necessary and sufficient for separability, but this
fails for larger systems.

The pure Gaussian states allow a normal form
with respect to local symplectic transformations
analogous to the Schmidt decomposition. For the
minimal case of one degree of freedom on either
side, one obtains a one-parameter family of
‘‘two mode squeezed states.’’ Its limit for infinite
squeezing parameter is the state used by EPR
(Einstein et al. 1935), which, however, makes
rigorous mathematical sense only as a singular
state, that is, a linear functional on B(H), which
can no longer be represented as the trace with a
density operator.

Multipartite Stars

A key feature of entanglement in a multipartite
system is usually referred to as ‘‘monogamy’’: when
Alice shares a highly entangled state with Bob, her
system cannot also be highly entangled with Bill.
More formally, suppose that a multipartite state for
systems A, B1, . . . , Bn is given, such that the restric-
tion to each pair ABk is the same bipartite state �.
Then as n becomes larger, the existence of such a
star-shaped extension constrains � to become less
and less entangled. In fact, as n!1, this condition
is equivalent to the separability of �.

Open Problems

Recall from the introduction the following chain of
inclusions:

separable states � states with vanishing key rate

� PPT state

� undistillable states

� all states

The second and fourth inclusions are strict, but for
the first and third one might have equality, for all
we know. Especially for the third inclusion, this is a
long-standing problem.

Finally, we would like to point out that qualita-
tive and conceptual aspects of entanglement are
surveyed by Bub (2001), Popescu and Rohrlich
(1998), and Horodecki et al. (2001). For quantita-
tive aspects see Entanglement Measures.

See also: Capacities Enhanced by Entanglement;
Capacity for Quantum Information; Channels in Quantum
Information Theory; Entanglement Measures; Entropy
and Quantitative Transversality.
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Introduction

Entanglement, or quantum correlation, is one of
the central concepts in quantum information
theory. Its theory can be roughly separated into
three parts. The first is qualitative, that is, it
addresses the question ‘‘Is this state entangled or
not?’’ The second, comparative part asks ‘‘Is this
state more entangled than that state?,’’ and finally
the quantitative theory asks ‘‘How entangled is this
state?,’’ and gives its answers in the form of
entanglement measures assigning a number to
every state. Quantitative questions come up natu-
rally whenever entanglement is used as a resource
for tasks of quantum information processing. For
example, entangled states are in a way the fuel for
the processes of teleportation and dense coding: in
each transmission step a maximally entangled pair
system is required, and cannot be used for a further
transmission. The process also works with less than
maximally entangled states, but then it also
becomes less efficient. Since entangled states
created in the laboratory typically have imperfec-
tions, it becomes important to understand the rates
at which imperfectly entangled states may be
distilled to maximally entangled ones, and this
rate is a direct measure of the usefulness of the
given state for many purposes. The quantitative,
task related turn is a new development in the study
of the foundations of quantum mechanics. It has
been imported from classical information theory,
where this way of thinking has been standard for a
long time. The combination makes the particular
flavor of quantum information theory.

In this article we consider the comparative and
quantitative aspects of entanglement. The historical
aspects and qualitative theory are treated in a separate
article (see Entanglement), to which we refer for basic
notions and notations. The example of teleportation
suggests close links between quantitative entanglement
theory and the theory of capacity Bennett et al. (1996),
which is the transfer rate of quantum information
through a given channel. These connections are
described in Quantum Channels: Classical Capacity.

We follow the notations of the basic article on
entanglement (see Entanglement). In particular, �
denotes the transpose operation, and (id��) the
partial transpose. A state is called ‘‘PPT’’ if its
partial transpose is positive. The two physicists
operating the laboratories in which the two parts
of a bipartite system are kept are called Alice and
Bob, as usual. The restriction of a state � to Alice’s
subsystem is denoted by �A.

Comparative Entanglement
and Protocols

Protocols

In this section we introduce relations of the kind ‘‘state
�1 is more entangled than �2.’’ We take this to mean
that �2 can be obtained by applying to �1 some
operations which ‘‘cannot create entanglement.’’ The
definition of a class of operations of which this can be
claimed then defines the comparison. It turns out that
there are different choices for the class of such
operations, depending on the resources available for
the transformation steps. The class of operations is
usually referred to as a protocol.

Certainly local operations performed separately
by Alice and Bob cannot increase entanglement.
Alice and Bob might have to make some choices,
and even if they make these according to a
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prearranged scheme, by using a shared table of
random numbers, entanglement will not be gener-
ated. In this restrictive protocol, which we abbre-
viate by LO, for ‘‘local operations,’’ no
communication is allowed. It is clear that by just
discarding the initial state, and preparing a new one,
based on the random instruction allows Alice and
Bob to make any separable state, so these states
come out as the ‘‘least entangled’’ ones for this and
any richer protocol.

Next we might allow classical communication
from Alice to Bob. That is, Bob’s decision to
perform some operation in his laboratory is allowed
to depend on measuring results obtained by Alice in
an earlier stage. Of course, Alice is not allowed to
send quantum systems, since in this case she might
just send a particle entangled to one of her own, and
any state could be generated. This protocol is
referred to as ‘‘local operations and one-way
classical communication’’ (LOWC). Obviously, we
might also allow Bob to talk back, arriving at ‘‘local
operations and classical communication’’ (LOCC).
This is the protocol underlying most of the work in
entanglement theory.

The drawback of the LOCC protocol is that its
operations are extremely difficult to characterize: an
LOCC operation can take many rounds, and there is
no way to simplify a general operation to some kind
of standard form. This is the main reason why other
protocols have been considered. For example, it is
obvious that an LOCC operation can be written as a
sum of tensor products of local operations, in a form
reminiscent of the definition of separability. How-
ever, such ‘‘separable superoperators’’ may fall
outside LOCC. Another property easily checked for
all LOCC operations is that PPT states go into PPT
states. The protocol ‘‘PPT-preserving operations’’
(PPTP) can also be characterized as the set of
channels T for which (id��)T(id��) is positive
(although not necessarily completely positive). This
condition is relatively easy to handle mathemati-
cally, so that the best way to show that some �1

cannot be converted to �2 by LOCC is often to show
that this transition is impossible under PPTP. The
drawback of the PPTP protocol is that it may create
some entanglement after all, namely arbitrary PPT
states. So it properly belongs to a modified
entanglement theory in which separability is
replaced by the PPT condition.

Converting Pure States and Majorization

The entanglement ordering is exactly known for
pure states due to a famous theorem by Nielsen
(1999): a pure state �1 is more entangled than a pure

state �2 under the LOCC protocol iff the restriction
�A

1 is more mixed than the restriction �A
2 in the sense

of majorization of spectra (i.e., for every k the sum
of the k largest eigenvalues of �A

1 is less than the
corresponding sum for �A

2 ). Equivalently, there is a
doubly stochastic channel (completely positive linear
map preserving both the identity and the trace
functional) taking �A

2 to �A
1 .

An interesting aspect of this theory is the
phenomenon of catalysis: It may happen that
although �1 cannot be converted by LOCC to
�2, �1 � � can be converted to �2 � �. The ‘‘catalyst’’
� is a resource borrowed at the beginning of the
transformation, and is returned unchanged after-
wards. The order relation allowing such catalysts is
yet to be fully characterized.

Asymptotic Conversion

In many applications we are not interested in exact
conversion of one state to another, but are quite
satisfied if the transformation can be done with a
small controlled error. In particular, when we ask
for the achievable conversion rate between many
copies of the states involved, we allow small errors,
but require the errors to go to zero. Given any
protocol, and states �1, �2, we say that �1 can be
converted to �2 with rate r if, for all sufficiently
large n, there is a channel of the protocol, which
takes n copies of �1, that is, the state ��n

1 , to a
state �0 which approximates roughly m � rn copies
of �2, in the sense that m � rn, and the trace norm
k�0 � ��m

2 k goes to zero.
Of course, one is usually interested in the

supremum of the achievable conversion rates, which
we call simply the maximal conversion rate. In
particular, when �2 is the maximally entangled pure
state of a qubit pair (usually called the ‘‘singlet’’), the
maximal rate is called the distillable entanglement
ED(�1). In the other direction, when �1 is the singlet,
we call the inverse of the maximal conversion rate the
entanglement cost EC(�2). These are two of the key
entanglement measures to be discussed below.

In general, ED(�) < EC(�), so the asymptotic
conversion between different states is usually not
reversible. However, this is the case for pure states,
and one finds

EDð�Þ ¼ ECð�Þ ¼ Sð�AÞ ½1�

where S(�) = �tr � log2 (�) denotes the von Neu-
mann entropy (see Entropy and Quantitative Trans-
versality) based on the binary logarithm.

Since one can do the conversion between different
pure states via singlets, it is clear that the maximal
conversion rate from a pure state �1 to a pure state �2
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equals S(�A
1 )=S(�A

2 ). Hence, in contrast to the ordering
given by Nielsen’s theorem, all pure states are
interconvertible, and the ordering is described by a
single number. For this simplification, the allowance
of small errors is crucial. Without asymptotically
small but nonzero errors, it would also be impossible
to obtain singlets from any generic mixed state.

Entanglement Measures

Properties of Interest

We now consider more systematically functions
E : S! R defined on the states spaces of arbitrary
bipartite quantum systems. When can we regard this
as a measure of entanglement? The minimal require-
ments are that E(�) � 0 for all �, and E(�) = 0 for
separable states. Since the choice of local bases
should be irrelevant, we will require E((UA �
UB)�(UA �UB)�) = E(�) for unitaries UA, UB. We
also normalize all entanglement measures so that
E(�) = 1, when � is the maximally entangled state of
a pair of qubits. Beyond that, consider the following:

1. V (Convexity E(
P

� p���) �
P

� p�E(��)) Start-
ing from any E, possibly defined only on a subset
containing the pure states, we can enforce this
property by taking the convex hull (or ‘‘roof’’)
coE, defined as the largest convex function,
which is �E wherever it is defined.

2. M (Monotonicity) Suppose that some LOCC
protocol applied to � returns some classical
parameter � with probability p�, and in that
case a bipartite state ��. Then

P
� p�E(��) � E(�).

3. A� (Subadditivity E(�1 � �2) � E(�1)þ E(�2))
In this and the following, the tensor products of
bipartite states are to be reordered from
A1B1A2B2 to (A1A2)(B1B2), so the separation
into Alice’s and Bob’s subsystems is respected.

4. Aþ (Superadditivity E(�1 � �2) � E(�1)þ E(�2))
5. Aþþ (Strong superadditivity E(�12) � E(�1)þ

E(�2)) Here �i denotes the restriction of a general
state �12 to the ith subsystem.

6. A1 (Weak additivity E(��n) = nE(�)) This can
be enforced by regularization, going from E to

E1ð�Þ ¼ lim
n

1

n
Eð��nÞ

Note that this is implied by additivity, which is
the conjunction of Aþ and A�.

7. C (Continuity) Here it is crucial to postulate the
right kind of dimensional dependence. A good
choice is to demand that jE(�1)� E(�2)j �
log df (k�1 � �2k), where f is some function with
limt!0 f (t) = 0.

8. L (Lockability) A property related to, but not
equal to, discontinuity: a measure is called
lockable, if the loss (i.e., the tracing out) of a
single qubit by Alice or Bob can make E(�) drop
by an arbitrarily large amount.

The Collection of Entanglement Measures

The following are the main entanglement measures
discussed in the literature. Note that all measures
defined by conversion rates in principle depend on
the protocol used. Unless otherwise stated, we will
only consider LOCC. For every function we list in
brackets the properties which are known.

1. EF (Entanglement of formation [V , M, A�, C, L])
This is defined as the convex hull of the
entanglement of pure states given by eqn [1].
For qubit pairs, there is a closed formula due
to Wootters (1998), orthogonally invariant states
(Vollbrecht and Werner 2001) (see 00510), and
permutation symmetric 2-mode Gaussians. One
of the big open questions is whether EF is
additive. This is equivalent to EF satisfying Aþþ,
and also to the additivity of Holevo’s �-capacity
of quantum channels (see Quantum Channels:
Classical Capacity).

2. EC (Entanglement cost [V , M, A�, A1, C, L]) This
was already defined in the section ‘‘Asymptotic
conversion.’’ It has been shown to be equal to the
regularization of EF, that is, EC = E1F . If EF would
turn out to be additive, we would thus have EC = EF.

3. ED (Distillable entanglement [M, Aþþ, A1])
Again, see the section ‘‘Asymptotic conversion.’’
This is one of the important measures from the
practical point of view, but notoriously difficult
to compute explicitly. Convexity of ED is an open
problem related to the existence of bound
entangled, but not PPT states.

4. E! (One-way distillable entanglement [M, Aþþ,
A1]) Same as ED, but restricting to the LOWC
protocol. Obviously, E!(�) � ED(�). There are
examples of proper inequality ‘‘<’’ (Bennett et al.
1996). E! is more directly linked to quantum
capacity than ED, which in turn corresponds to the
quantum capacity, allowing classical backwards
communication as a resource.

5. EN (Logarithmic negativity [M, A�, Aþ, L]) This
is a quantitative companion of the PPT criterion: one
sets EN(�) = log2 k(id��)(�)k, where the norm is
the trace norm. For PPT states, � this is equal to the
trace, and EN(�) = 0. If the partial transpose has
negative eigenvalues, the sum of their absolute
values is >1, and EN(�) > 0. EN is an easily
computed upper bound to ED, but gives the wrong
value for nonmaximally entangled pure states.
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6. ER (Relative entropy of entanglement
[V , M, A�]) This measure (Vedral et al. 1997)
is motivated geometrically: it is simply the
relative entropy distance of � to the separable
subset: ER(�) = inf� S(�k�), where � ranges over
all separable states. ER is an upper bound to ED.
However, it can be improved by taking the
distance to the PPT states rather than the
separable states, and by combining with EN, in
the following way:

7. EB (The Rains bound [V , M, A�, C]) Following
Rains (2001), we set

EBð�Þ ¼ inf
�

Sð�k�Þ þ ENð�Þð Þ

where the infimum is over all states �. This is
still an upper bound to ED, although clearly
smaller than both ER (take only separable �)
and EN (take �= �). No example of ED(�) <
ER(�) is known, but any bound entangled non-
PPT state would be such an example.

8. ES (Squashed entanglement [V , M, A�, Aþþ,
C, L]) This measure, introduced by Christandl
and Winter (2004), amazingly has all the good
properties, but is as difficult to compute as any
of the other measures. ES(�AB) is the infimum
over the entropy combination

Sð�ACÞ þ Sð�BCÞ � Sð�ABCÞ � Sð�CÞ

over all extensions �ABC of the given state �AB to
a system enlarged by a part C, where the density
operators in the above expression are the
restrictions of �ABC to the subsystems indicated.

9. EK (Key rate [V , M, A�]) The bit rate at which
secret key can be generated is certainly larger
than ED, since distillation is one way to do it. It
is, in general, strictly larger, since there are
undistillable states with positive key rate.

10. EC (Concurrence [V]) This measure was
originally only defined for qubit pairs, as a
step in Wootter’s (1998) formula for EF in this
case. It has an extension to arbitrary dimensions
(Rungta et al. 2001), namely the convex hull of

the function c(j ih j) =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2(1� tr(�2))

p
, where

�= j ih jA is the reduced density operator.
Both upper and lower bounds exist in the
literature. The main interest in this measure
stems from the fact that it has interesting
extensions to the multipartite case.

To conclude, we would like to point out that
many of the themes discussed in this article were set
by Bennett et al. (1996); their article is worth
reading even today. Good review articles covering
entanglement measures, with more complete refer-
ences, are Plenio and Virmani (2005), Bruß (2002),
and Donald et al. (2002).

See also: Entanglement; Entropy and Quantitative
Transversality; Quantum Channels: Classical Capacity.
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Introduction

A mathematical law for a physical phenomenon,
describing the variation of a value y(2 R) in terms
of parameters xi 2 R, i 2 {1, . . . , n}, is usually
given:

1. in the simplest cases (and hence in exceptional
cases), by an explicit functional equation
y = F(x1, . . . , xn), or

2. by an implicit equation G(y, x1, . . . , xn) = 0, or
3. more generally, by a partial differentiable

equation,

H y;
@j�1jy

@xi1 � � � @xi�1

; . . . ;
@j�kjy

@xj1 � � � @xj�k

; x1; . . . ; xn

 !
¼ 0þ initial values

In the first case, the exact equation y = F(x1, . . . , xn)
fully describes the behavior of y as (x1, . . . , xn)
vary, but in practice this information is too
substantive: using the Taylor formula, knowledge
of the value y0 at some point (x0

1, . . . , x0
n) and of the

value of

rF x0
1
;...;x0

nð Þ¼
@F

@x1
; . . . ;

@F

@xn

� �
x0

1; . . . ; x0
n

� �
is enough to predict, with controlled accuracy, by
linear approximation, the behavior of y for para-
meters (x1, . . . , xn) close to (x0

1, . . . , x0
n).

In the case (2), both the parameters (x1, . . . , xn) and
the value y belong to the set M = {(y, x1, . . . , xn) 2
Rnþ1; G(y, x1, . . . , xn) = 0}, and we would like to
know whether or not this set may be (at least locally
around one of its point (y0, x0

1, . . . , x0
n)) a graph of

some function (x1, . . . , xn) 7! y = F(x1, . . . , xn), as in
the case (1). Using the implicit function theorem, we
may try to reduce our equation to the explicit
equation of (1), and then perform a linear approx-
imation involving rF(x0

1
,..., x0

n). Assuming that a priori
we know a value y0 such that for
(x0

1, . . . , x0
n), (y0, x0

1, . . . , x0
n) 2M, this reduction is

possible, locally around (y0, x0
1, . . . , x0

n), under the
condition that

@G

@y
y0; x0

1; . . . ; x0
n

� �
6¼ 0

In this situation

rF x0
1
;...; x0

nð Þ ¼ �
@G

@x1
; . . . ;

@G

@xn

� �

� y0; x0
1; . . . ; x0

n

� �. @G

@y
y0; x0

1; . . . ; x0
n

� �
Now, as it is normally the case, when they come
from observation, the variables x1, . . . , xn are known
with an estimate and one sees that the larger���� @G

@x1
; . . . ;

@G

@xn

� �
y0;x0

1; . . . ;x0
n

� �. @G

@y
y0;x0

1; . . . ;x0
n

� �����
is, the worse the estimate on y near y0.

Furthermore, assuming that M is locally a graph
of a function (x1, . . . , xn) 7! y = F(x1, . . . , xn), for a
given (x1, . . . , xn), the exact expression of
y = F(x1, . . . , xn) and consequently the exact value
of rF(x1,..., xn) is not possible to obtain; we have to
approach it using an algorithm (classically the
Newton algorithm), and closer

@G

@y
y0; x0

1; . . . ; x0
n

� �
is to 0, the more such an algorithm is unstable.

Finally, in the case (3), skipping technical details,
we encounter the same type of difficulties: we have
to avoid small values for some gradient functions at
a given point, in order to obtain, locally at some
point (x0

1, . . . , x0
n), in a stable way, reliable informa-

tion on y in terms of (x1, . . . , xn).
To sum up, the prediction of a physical phenom-

enon by a mathematical law greatly depends not
only on the noncancellation of some gradient
functions, but, as we deal with approximations and
algorithms, on how different those gradient func-
tions are from zero.

This principle, of course, extends directly to
applied problems (see the last of our examples in
the final section): being close to singular values
essentially means that the control (e.g., of the
positions of some device by a manipulator) is poor.

The geometric counterpart of this analytic phe-
nomenmon is called ‘‘transversality,’’ the condition
for some function G to have a nonzero partial
derivative

@G

@y
y0; x0

1; . . . ; x0
n

� �
is equivalent to the condition

rG y0; x0
1
;...;x0

nð Þ �Ox1 � � � xn ¼ Rnþ1
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or to the condition

T y0;x0
1
;...; x0

nð ÞM�Oy ¼ Rnþ1

where TaM is the tangent space of M at a 2M.
We say that rG(y0, x0

1
,..., x0

n) is transverse to the
space of parameters Ox1 � � � xn at (y0, x0

1, . . . , x0
n), or

that M is transverse to Oy at (y0, x0
1, . . . , x0

n).
For some quantity � > 0, the condition that���� @G

@x1
; . . . ;

@G

@xn

� �
y0; x0

1; . . . ; x0
n

� �.
@G

@y
y0; x0

1; . . . ; x0
n

� ����� � 1

�

means that the angle �= (rG(y0, x0
1
,..., x0

n),Ox1 � � � xn)
or the angle �= (T

(y0, x0
1
,d..., x0

n)
M, Oy) is smaller than �

(see Figure 1).
Our purpose in the sequel is to indicate how we

can quantify the situations described above (the
defect of transversality), in order to generically or
almost generically avoid them with quantified
accuracy.

Quantifying Transversality

Given two submanifolds M and N of the Euclidean
space Rn, we can measure the transversality defect
of (M, N) at x 2 Rn with a differential criterion,
both analytical and geometric.

Let us first introduce some notations. For a given
linear map L : Rn ! Rp, the image by L of the unit
ball of Rn is an r-dimensional ellipsoid in Rp with
semi-axes denoted as l1(L) � � � � � lr(L), where r is
the rank of L. For r < p, we denote lrþ1(L) =
0, . . . , lp(L) = 0.

Now, let x 2M \N; let � : Rn ! TxN? be the
projection onto the orthogonal space of TxN, p = n�
dim (N) and �jM the restriction of � to M.

Definitions

We say that (M, N) is transverse at x, and we denote
it by M\j x N, if and only if �jM is a submersion at x,
that is, D�jM(x) : TxM! TxN? is onto.

For a given � = (�1, . . . ,�p), �1 � � � � � �p, we say
that (M, N) is �-nontransverse at x, and we denote it
by M \j �

x N, if and only if li(D�jM(x)) �
�i,8 i 2 {1, . . . , p}.

With these notations, we have: M \j xN (i:e:, (M, N)
nontransverse at x) if and only if x 62M \N or M \j �

x N,
for some � with �p = 0, and the more (M, N) is �-
nontransverse, with � close to (�1, . . . , �p�1, 0), the less
the manifolds M and N seem transverse at x 2M \N
(see Figure 2).

The final step in our formalism to give a convenient
quantitative approach of transversality is the following:
let X, Y be two (real) Riemannian manifolds, f : X! Y
a (smooth) mapping, N � Y a submanifold of Y with
codimension p in N, y 2 N, and � :O ! Rp a
submersion, where O is an open neighborhood of x in
Y, such that ��1({0}) = N \ O. Then we say that (f , N)
is transverse at x, and we denote it by f\j xN, if and only
if f 	 � is submersive in x.

For a given � = (�1, . . . , �p), �1 � � � � � �p, we say
that (f , N) is (�, �)-nontransverse at x, and we
denote it by f\j (�,�)

x N, if and only if li(D[f 	 �](x))
� �i,8 i 2 {1, . . . , p}.

Clearly, we recognize the definition of transvers-
ality and of �-nontransversality of two submani-
folds M, N of Rn by letting f : M! Rn be the
inclusion and � = �jM (for more details on transvers-
ality and stability, see, e.g., Golubitski and Guille-
min (1973)).

With the definitions and notations above, our
general problem may be posed as follows:

For a Ck-regular (k 2 N [ {1}) mapping f : Rn ! Rp

and a given � = (�1, . . . , �p), how large is the set
�(f , Br, �) = f (�(f , Br, �)), where �(f , Br, �) = {x 2
Br � Rn; li(Df(x)) � �i, 8i 2 {1, . . . , p}} and Br is a ball
of radius r in Rn?

Oy

M 

TaM 

∇G(a)

Ox1 . . . xn
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β

Figure 1 Transversality of the manifold M and Oy.

⊥
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Figure 2 Almost-nontransversality of M and N.
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The ‘‘bad’’ set �(f , Br, �) is called the set of
�-almost critical values of f (restricted to Br). Our
purpose is to show that one can control its size in
terms of k and �. However, before explicitly stating
quantitative results, let us precise what we under-
stand by ‘‘big set’’ or by ‘‘size of a set.’’

Measure and Dimensions

We have a very natural way to measure a subset A
of a metric space. To do this, we consider � � 0 a
real number and we denote

A� ¼ ðDiÞi2N; A �
[
i2N

Di and jDij � �
( )

where jDij is the diameter of Di,

H�
� ðAÞ ¼ inf

X
i2N

jDij�; ðDiÞi2N 2 A�

( )

and

H�ðAÞ ¼ lim
�!0
H�
� ðAÞ 2 R \ f1g

H�(A) is called the �-dimensional Hausdorff
measure of A. It appears that when H�(A) 6¼ 1,
H�0(A) = 0 for �0 > �, and when H�(A) 6¼ 0,
H�0(A) =1 for �0 < �. This gives rise to the
following definition of the Hausdorff dimension
of A:

dimHðAÞ ¼ inff�;H�ðAÞ ¼ 0g
¼ supf�;H�ðAÞ ¼ 1g

The Hausdorff dimension generalizes the classical
notions of dimension, for instance, when A is a
subset of Rn, dimH (A) � n, a d-dimensional mani-
fold has Hausdorff dimension d, and Hn(A) is the
same as the Lebesgue measure Ln of A (for a very
large class of subset A, which we do not describe
here. For more details on geometric measure theory,
see Falconer (1986) and Federer (1969)).

Another convenient notion of dimension is the
(metric) entropy dimension. Let us briefly define it.
For a bounded subset A in some metric space and a
real number � > 0, we denote M(�, A) the minimal
number of closed balls of radius � �, covering A.
H�(A) = log2(M(�, A)) is called the �-entropy of the
set A. This terminology was introduced in
Kolmogorov and Tihomirov (1961) and reflects the
fact that H�(A) is the amount of information needed
to digitally memorize A with accuracy �. The

entropy dimension of A, dime (A), is the order of
M(�, A) as �! 0. Precisely,

dimeðAÞ ¼ lim sup
�!0

logðMð�;AÞÞ
logð1=�Þ

¼ inff�; Mð�;AÞ � ð1=�Þ�;
for sufficiently small �g

We clearly have

dimHðAÞ � dimeðAÞ

For any bounded set A in Rn, we can bound M(�, A)
from above by a polynomial in 1=� (see Ivanov
(1975) and Yomdin and Comte (2004)):

Mð�;AÞ � cðnÞ
Xn

i¼0

ViðAÞð1=�Þi

where c(n) only depends on n and Vi(A) (the ith
variation of the set A) is the mean value, with
respect to P (for a suitable measure), of the number
of connected components of A \ P, with P an affine
(n� i)-dimensional space of Rn.

Since for A contained in a d-dimensional mani-
fold, Vi(A) = 0 for i > d, we deduce from this
inequality that in this case M(�, A) is bounded
from above by a polynomial of degree � d in 1=�.

Our goal is to explain that we can be more precise
than this general inequality when A is a set of
critical or almost-critical values of a Ck mapping.

Transversality Is a Generic Situation

The results in this section concern critical values,
and not almost-critical values. They show that a
‘‘generic’’ point of the target space is not a critical
value, and the more regular, the mapping the
smaller the set of critical values. Such theorems
relating the regularity of a mapping and the size of
its critical values are called Morse–Sard type
theorems (see Sard (1942, 1958, 1965)). The
simplest theorem in this direction is the following:

Theorem 1 (C1 Morse–Sard theorem) (Morse
1939, Sard 1942, Holm 1987). Let f : Rn ! Rp

be a C1-regular mapping. Then Hp(�(f , Br)) = 0,
where �(f , Br) = f (�(f, Br)) and �(f , Br) is the set of
points x 2 Br where rank(Df(x)) < p.

The set �(f , Br) is the image, under f, of the points
of the ball Br in the source space at which f is not
submersive, that is, the set of critical values of f.
Consequently, the Morse–Sard theorem ensures that
for almost all points y in the target space, f�1({y}) is
either empty or a smooth submanifold of the source
space of dimension n� p.
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Note that �(f , Br) = �(f , Br, �) for some conve-
nient � = (�1, . . . , �p) with �p = 0, because
x 7! li(Df(x)) is bounded on Br, for all i 2 {1, . . . , p}.

Now, we can concentrate our attention on more
singular points than the critical ones, those at which
the rank � of f is prescribed. Let us denote such
points by ��(f , Br), for � < p. By definition,
��(f , Br) = f (��(f , Br)), where ��(f , Br) = {x 2 Br �
Rn; rank(Df(x)) � �}. With these notations, the result
for rank-r critical values is the following:

Theorem 2 (Ck Morse–Sard theorem for rank-r
critical values) (Federer 1969). Let f : Rn ! Rp be
a Ck-regular mapping. Then H�þ(n��)=k

(��(f , Br)) = 0. In particular,

dimHð��ðf ;BrÞÞ � �þ
n� �

k

One can produce examples showing that the
bound of Theorem 2 is the sharpest one (see
Comte (1996), Whitney (1935), Grinberg (1985),
and Yomdin and Comte (2004)).

We note that Theorem 1 is a corollary of Theorem 2
(just replace k by 1 and � by p� 1 in Theorem 2).
This result tells nothing about the entropy dimen-
sion of ��(f , Br); in the next section, we will
bound the growth of entropy of almost-critical
values.

Almost-Transversality Is Almost Generic

In this section, f : Rn ! Rp is a Ck mapping. We
denote by K a Lipschitz constant of Dk�1f on Br and
by Rk(f ) the quantity (K=(k� 1)!) � rk. We have:

Theorem 3 (Ck quantitative Morse–Sard theorem)
(Yomdin 1983 Yomdin and Comte 2004). Let
f : Rn ! Rp be a Ck mapping, � = (�1, . . . , �p),
�1 � � � � � �p, and let us denote �0 = 1. We have
(for � � Rk(f )):

Mð�;�ðf ;Br;�ÞÞ

� C �
Xp

i¼0

�0 � � � �i
r

�

� �i Rkðf Þ
�

� �ðn�iÞ=k

where C is a constant depending only on n, p, and k.

As a corollary, one can bound the entropy
dimension of ��(f , Br) by �þ (n� �)=k, and hence
its Hausdorff dimension, again finding Theorem 2:
we just have to put ��þ1 = 0 and �1, . . . , �� large
enough, that is, �i � 	i(Df(x)), for all x 2 Br, in
Theorem 3, to obtain:

Theorem 4 (Ck entropy Morse–Sard theorem)
(Yomdin 1983 Yomdin and Comte 2004). Let
f : Rn ! Rp be a Ck mapping, let us denote �0 = 1

and �i = sup {	i(Df(x)); x 2 Br}, for i 2 {1, . . . , �}. We
have (for � � Rk(f )):

Mð�;��ðf ;BrÞÞ � C �
X�
i¼0

�0 � � � �i
r

�

� �i Rkðf Þ
�

� �ðn�iÞ=k

where C is a constant depending only on n, p, and k.
In particular,

dimHð��ðf ;BrÞÞ � dimeð��ðf ;BrÞÞ � �þ
n� �

k

Again we have examples showing that this bound
is sharp (see Yomdin and Comte 2004).

Furthermore, the mapping f in Theorems 2–4 may
be of real differentiability class (Hölder smoothness
class Ck), with the same conclusions in these
theorems. That is, k may be a real number written
as k = pþ � with � 2 [0, 1], p 2 Nn{0}, and f is Ck

means that f is p times differentiable and there exists
a constant C > 0 such that for all x, y 2 Br,kDpf(x) �
Dpf(y)k � C � kx� yk� (see Yomdin and Comte
(2004)).

Examples

Let us denote by A the set of real polynomial
mappings of degree d and of the following type:

x 7!Qða; xÞ ¼ 1þ
Xd

j¼1

ajx
j

with a = (a1, . . . , ad) and kak � 1 (where kk is the
Euclidean norm of Rd). We identify the set A with
Bd(0, 1) = {a 2 Rd; kak � 1}.

We want to bound the �-entropy of the set of
such polynomials for which the real roots are
multiple or almost multiple.

We denote by V the set V = {(a, x) 2 Rdþ1;
Q(a, x) = 0}. At points (a, x) of V with rQ(a, x) 6¼ 0,
V is a C1 manifold of codimension 1 of Rdþ1.
We denote by Vreg = {(a, x) 2 V;rQ(a,x) 6¼ 0}
and by Vsing = {(a, x) 2 V;rQ(a, x) = 0} = V n Vreg.
By Whitney (1957), Vsing is a union of smooth
manifolds of dimension � d � 1.

A root x of a polynomial Q(a, � ) is multiple if and
only if

Qða; xÞ ¼ @Q

@x
ða; xÞ ¼ 0

Consequently, the set A� of polynomials of A
with multiple roots is �(Vsing) [�(�jVreg ), where
� : Rdþ1 ! Rd is the standard projection �(a, x) = a,
and �(�jVreg ) is the set {(a, x) 2 Vreg; Ox � T(a,x)V

reg}
of critical values of �jVreg . By Sard’s theorem
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(Theorem 2), dimH (�(�jVreg )) � d � 1. Since
dimH (�(Vsing)) � d � 1, we obtain: dimH (A�) � d �
1: thus, having distinct roots is a generic property.

Let, as above, � = (�1, . . . , �d) with �1 � � � � � �d
and �0 = 1. A root x of a polynomial Q(a, �) 2 A is
said to be �-almost multiple if and only if
Q(a, x) = 0 and V \j �

x Ox, that is, (a, x) 2 Vsing or
sin (T(a, x)V

reg,Ox) � �d. This condition only con-
cerns �d and we can take �1 = � � � = �d�1 = 1. We
denote A�,� to be the set of polynomials of A with
(at least) a �-almost multiple root. By Theorem 3,

Mð�;A�;�n�ðVsingÞÞ � C �
Xd�1

i¼0

1

�

� �i

þ �d �
1

�

� �d
" #

But �(Vsing) being a finite union of manifolds of
dimension at most d � 1, we finally obtain

Mð�;A�;�Þ � C0 �
Xd�1

i¼0

1

�

� �i

þ�d �
1

�

� �d
" #

Thus, having no �-almost multiple root is �-almost
a generic property. In Figure 3, we represent V for
d = 3 and a3 = 1,

W ¼ ða; xÞ 2 R
�

dþ1;
@Q

@x
ða; xÞ ¼ 0

	 


The next example comes from robotics: let us
consider a planar robotic manipulator consisting of
two jointed bars of length a and b, as presented in
Figure 4. We may parametrize the positions of the
endpoint P of this device by the angles 
 and  (see
Figure 4). Now the distance r from the origin to P is
r2 = kPk2 = a2 þ b2 þ 2ab cos ( ). The critical points
of r are given by

dr

d 
ð Þ ¼ �2ab sinð Þ ¼ 0

and correspond to the circle  = 0. The critical value
of r is aþ b. Near these critical positions, the control
of r with respect to  is poor; we would like to avoid
those near-critical values. Given � > 0, the condition

dr

d 
ð Þ

����
���� � �

implies j j � arcsin(�=2ab), and the �-near-critical
values of r are

r2
max � r2 � 2ab½1� cosðarcsinð�=2abÞÞ


where rmax is aþ b; thus, they are contained in an
interval of length � c � �2=(4ab � rmax), and
M(�,�(r, �)) � c � �2=(4ab � rmax � �) (Theorem 3
gives M(�, �(r, �)) � C(1þ �=�).

See also: Entanglement; Entanglement Measures;
Quantum Entropy; Singularity and Bifurcation Theory.
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Introduction

If a compact Lie group G acts on a manifold M, the
space M/G of orbits of the action is usually a singular
space. Nonetheless, it is often possible to develop a
‘‘differential geometry’’ of the orbit space in terms of
appropriately defined equivariant objects on M. This
article is mostly concerned with ‘‘differential forms
on M/G.’’ A first idea would be to work with the
complex of ‘‘basic’’ forms on M, but for many
purposes this complex turns out to be too small.
A much more useful complex of equivariant differ-
ential forms on M was introduced by Cartan (1950).
In retrospect, Cartan’s approach presented a differ-
ential form model for the equivariant cohomology of
M, as defined by A Borel (1960). Borel’s construction
replaces the quotient M/G by a better-behaved (but
usually infinite-dimensional) homotopy quotient MG,
and Cartan’s complex should be viewed as a model
for forms on MG.

One of the features of equivariant cohomology are
the localization formulas for the integrals of equivar-
iant cocycles. The first instance of such an integration
formula was the ‘‘exact stationary phase formula,’’
discovered by Duistermaat and Heckman. This
formula was quickly recognized by Berline and
Vergne (1983) and Atiyah and Bott (1984), as a
localization principle in equivariant cohomology.
Today, equivariant localization is a basic tool in
mathematical physics, with numerous applications.

This article begins with Borel’s topological defini-
tion of equivariant cohomology, then proceeds to
describe H Cartan’s more algebraic approach, and
concludes with a discussion of localization principles.

As additional references for the material covered
here, we particularly recommend books by Berline,
Getzler, and Vergne (1992) and Guillemin and
Sternberg (1999).

Borel’s Model of HG(M)

Let G be a topological group. A G-space is a
topological space M on which G acts by transforma-
tions g 7! ag, in such a way that the action map

a : G�M!M ½1


is continuous. An important special case of G-spaces
are principal G-bundles E! B, that is, G-spaces
locally isomorphic to products U �G.

Definition 1 A classifying bundle for G is a
principal G-bundle EG! BG, with the following
universal property: for any principal G-bundle
E! B, there is a map f : B! BG, unique up to
homotopy, such that E is isomorphic to the pullback
bundle f �EG. The map f is known as a ‘‘classifying
map’’ of the principal bundle.

To be precise, the base spaces of the principal
bundles considered here must satisfy some technical
condition. For a careful discussion, see Husemoller
(1994). Classifying bundles exist for all G (by a
construction due to Milnor (1956)), and are unique
up to G-homotopy equivalence.

It is a basic fact that principal G-bundles with
contractible total space are classifying bundles.
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Examples 2

(i) The bundle R ! R=Z = S1 is a classifying
bundle for G = Z.

(ii) Let H be a separable complex Hilbert space,
dim H=1. It is known that unit sphere S(H) is
contractible. It is thus a classifying U(1)-bundle,
with the projective space P(H) as base. More
generally, the Stiefel manifold St(k,H) of unitary
k-frames is a classifying U(k)-bundle, with base
the Grassmann manifold Gr(k,H) of k-planes.

(iii) Any compact Lie group G arises as a closed
subgroup of U(k), for k sufficiently large.
Hence, the Stiefel manifold St(k,H) also serves
as a model for EG.

(iv) The based loop group G = L0K of a connected Lie
group K acts by gauge transformations on the
space of connections A(S1) = �1(S1, k). This is a
classifying bundle for L0K, with base K. The
quotient map takes a connection to its holonomy.

For any commutative ring R (e.g., Z, R, Z2), let
H(� ; R) denote the (singular) cohomology with
coefficients in R. Recall that H(� ; R) is a graded
commutative ring under cup product.

Definition 3 The equivariant cohomology HG(M) =
HG(M; R) of a G-space M is the cohomology ring of
its homotopy quotient MG = EG�G M:

HGðM; RÞ ¼ HðMG; RÞ ½2�

Equivariant cohomology is a contravariant func-
tor from the category of G-spaces to the category of
R-modules. The G-map M! pt induces an algebra
homomorphism from HG(pt) = H(BG) to HG(M). In
this way, HG(M) is a module over the ring H(BG).

Example 4 (Principal G-bundles). Suppose E! B is
a principal G-bundle. The homotopy quotient EG may
be viewed as a bundle E�G EG over B. Since the fiber
is contractible, there is a homotopy equivalence

EG ’ B ½3�

and therefore HG(E) = H(B).

Example 5 (Homogeneous spaces). If K is a closed
subgroup of a Lie group G, the space EG may be
viewed as a model for EK, with BK = EG=K = EG�K

(G=K). Hence,

HGðG=KÞ ¼ HðBKÞ ½4�

Let us briefly describe two of the main techniques
for computing HG(M).

1. Leray spectral sequences. If R is a field, the
equivariant cohomology may be computed as the
E1 term of the spectral sequence for the fibration
MG ! BG. If BG is simply connected (as is the

case for all compact connected Lie groups), the
E2-term of the spectral sequence reads

Ep;q
2 ¼ HpðBGÞ �HqðMÞ ½5�

2. Mayer–Vietoris sequences. If M = U1 [U2 is a
union of two G-invariant open subsets, there is a
long exact sequence

� � � ! Hk
GðMÞ ! Hk

GðU1Þ �Hk
GðU2Þ !

! Hk
GðU1 \U2Þ ! Hkþ1

G ðMÞ ! � � �

More generally, associated to any G-invariant open
cover, there is a spectral sequence converging to
HG(M).

Example 6 Consider the standard U(1)-action on
S2 by rotations. Cover S2 by two open sets U�, given
as the complement of the south pole and north pole,
respectively. Since Uþ \U	 retracts onto the equa-
torial circle, on which U(1) acts freely, its equivar-
iant cohomology vanishes except in degree 0. On the
other hand, U� retract onto the poles p�. Hence, by
the Mayer–Vietoris sequence the map Hk

U(1)(S
2) ffi

Hk
U(1)(pþ)�Hk

U(1)(p	) given by pullback to the fixed
points is an isomorphism for k > 0. Since the
pullback map is a ring homomorphism, we conclude
that HU(1)(S

2; R) is the commutative ring generated
by two elements x� of degree 2, subject to a single
relation xþx	= 0.

g-Differential Algebras

Let G be a Lie group, with Lie algebra g. A
G-manifold is a manifold M together with a
G-action such that the action map [1] is smooth.
We would like to introduce the concept of equivar-
iant differential forms on M. This complex should
play the role of differential forms on the infinite-
dimensional space MG. In Cartan’s approach, the
starting point is an algebraic model for the differ-
ential forms on the classifying bundle EG.

The algebraic machinery will only depend on the
infinitesimal action of G. It is therefore convenient
to introduce the following concept.

Definition 7 Let g be a finite-dimensional Lie
algebra. A g-manifold is a manifold M, together with
a Lie algebra homomorphism a : g! X(M), � 7! a�
into the Lie algebra of vector fields on M, such that
the map g�M! TM, (�, m) 7! a�(m) is smooth.

Any G-manifold M becomes a g-manifold by
taking a� to be the generating vector field

a�ðmÞ :¼ d

dt

����
t¼0

aexpð	t�ÞðmÞ ½6�
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Conversely, if G is simply connected, and M is a
g-manifold for which all of the vector fields a� are
complete, the g-action integrates uniquely to an
action of the group G.

The de Rham algebra (�(M), d) of differential
forms on a g-manifold M carries graded derivations
L� = L(a�) (Lie derivatives, degree 0) and �� = �(a�)
(contractions, degree 	1). One has the following
graded commutation relations:

½d; d� ¼ 0; ½L�; d� ¼ 0; ½��; d� ¼ L� ½7�

½��; ��� ¼ 0; ½L�;L�� ¼ L½�;��g ; ½L�; ��� ¼ �½�;��g ½8�

More generally, the following definitions are
introduced.

Definition 8 A g-differential algebra (g-da) is a
commutative graded algebra A =

L1
n¼0 An, equipped

with graded derivations d, L�, �� of degrees 1, 0, 	1
(where L�, �� depend linearly on � 2 g), satisfying the
graded commutation relations [7] and [8].

Definition 9 For any g-da A, one defines the
horizontal subalgebra Ahor =

T
� ker(��), the invar-

iant subalgebra Ag =
T
� ker(L�), and the basic

subalgebra Abasic =Ahor \ Ag.

Note that the basic subalgebra is a differential
subcomplex of A.

Definition 10 A connection on a g-da is an
invariant element � 2 A1 � g, with the property
���= �. The curvature of a connection is the element
F� 2 A2 � g given as F� = d�þ (1/2)[�, �]g.

g-da’s A admitting connections are the algebraic
counterparts of (smooth) principal bundles, with
Abasic playing the role of the base of the principal
bundle.

Weil Algebra

The Weil algebra Wg is the algebraic analog to the
classifying bundle EG. Similar to EG, it may be
characterized by a universal property:

Theorem 11 There exists a g-da Wg with
connection �W , having the following universal
property: if A is a g-da with connection �, there
is a unique algebra homomorphism c : Wg! A
taking �W to �.

Clearly, the universal property characterizes Wg
up to a unique isomorphism. To get an explicit
construction, choose a basis {ea} of g, with dual
basis {ea} of g�. Let ya 2 ^1g� be the corresponding

generators of the exterior algebra, and va 2 S1g� the
generators of the symmetric algebra. Let

Wng ¼
M

2iþj¼n

Sig� � ^jg� ½9�

carry the differential

dya ¼ va þ 1
2f

a
bcy

byc ½10�

dva ¼ 	f a
bcv

byc ½11�

where f a
bc = hea, [eb, ec]gi are the structure constants

of g. Define the contractions �a = �ea
by

�ayb ¼ �b
a ; �avb ¼ 0 ½12�

and let La = [d, �a]. Then La are the generators for
the adjoint action on Wg. The element �W = ya �
ea 2W1g� g is a connection on Wg. Notice that
we could also use ya and dya as generators of Wg.
This identifies Wg with the Koszul algebra, and
implies:

Theorem 12 Wg is acyclic, that is, the inclusion
R !Wg is a homotopy equivalence.

Acyclicity of Wg corresponds to the contractibil-
ity of the total space of EG.

The basic subalgebra of Wg is equal to (Sg�)g, and
the differential restricts to zero on this subalgebra,
since d changes parity. Hence, if A is a g-da with
connection, the characteristic homomorphism
c : Wg! A induces an algebra homomorphism,
(Sg�)g ! H(Abasic). This homomorphism is indepen-
dent of �:

Theorem 13 Suppose �0, �1 are two connections on
a g-da A. Then their characteristic homomorphisms
c0, c1 : Wg! A are g-homotopic. That is, there is a
chain homotopy intertwining contractions and Lie
derivatives.

Remark 14 One obtains other interesting exam-
ples of g-da’s if one drops the commutativity
assumption from the definition. For instance,
suppose g carries an invariant scalar product. Let
Cl(g) be the corresponding Clifford algebra, and
U(g) the enveloping algebra. The noncommu-
tative Weil algebra (introduced by Alekseev and
Meinrenken 2002)

Wg ¼ Ug� ClðgÞ ½13�

is a (noncommutative) g-da, with the derivations d,
La, �a defined on generators by the same formulas as
for Wg.
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Equivariant Cohomology of g-da’s

In analogy to HG(M) := H(MG), we now declare:

Definition 15 The equivariant cohomology algebra
of a g-da A is the cohomology of the differential
algebra Ag:= (Wg�A)basic:

HgðAÞ :¼ HðAgÞ ½14�

The equivariant cohomology Hg(A) has functorial
properties parallel to those of HG(M). In particular,
Hg(A) is a module over

Hgðf0gÞ ¼ HððWgÞbasicÞ ¼ ðSg�Þg ½15�

Theorem 16 Suppose A is a g-da with connection
�, and let c : Wg! A be the characteristic homo-
morphism. Then

Wg�A ! A; w� x 7! cðwÞ x ½16�

is a g-homotopy equivalence, with g-homotopy
inverse the inclusion

A !Wg�A; x 7!1� x ½17�

In particular, there is a canonical isomorphism

HðAbasicÞ ffi HgðAÞ ½18�

Proof By Theorem 13, the automorphism w�
x 7! 1� c(w) x of Wg�A is g-homotopic to the
identity map.

&

The above definition of the complex Ag is often
referred to as the Weil model of equivariant
cohomology, while the term Cartan model is reserved
for a slightly different description of Ag. Identify
the space (Sg� � A)g with the algebra of equivariant
A-valued polynomial functions � : g! A. Define a
differential dg on this space by setting

ðdg�Þð�Þ ¼ dð�ð�ÞÞ 	 ���ð�Þ ½19�

Theorem 17 (H Cartan). The natural projection
Wg�A ! Sg� � A restricts to an isomorphism of
differential algebras, Ag ffi (Sg� � A)g.

Suppose A carries a connection �. The g-homotopy
equivalence [16] induces a homotopy equivalence
Ag ! Abasic of the basic subcomplexes. By explicit
calculation, the corresponding map for the Cartan
model is given by

ðSg� � AÞg ! Abasic; � 7! P�horð�ðF�ÞÞ ½20�

Here �(F�) 2 Ag is the result of substituting the
curvature of �, and Phor :A ! Ahor is horizontal
projection. On elements of (Sg�)g � (Sg� � A)g,

the map [20] specializes to the Chern–Weil
homomorphism.

There is an algebraic counterpart of the Leray
spectral sequence: introduce a filtration

FpApþq
g :¼

M
2i�p

ðSig� � AqÞg ½21�

Since second term in the equivariant differential
[19] raises the filtration degree by 2, it follows that

Ep;q
2 ¼ ðSp=2g�Þg �HqðAÞ ½22�

for p even, Ep, q
2 = 0 for p odd. In fortunate cases, the

spectral sequence collapses at the E2-stage (see
below).

Equivariant de Rham Theory

We will now restrict ourselves to the case that
A= �(M) is the algebra of differential forms on a
G-manifold, where G is compact and connected.

Theorem 18 (Equivariant de Rham theorem). Sup-
pose G is a compact, connected Lie group, and
that M is a G-manifold. Then there is a canonical
isomorphism

HGðM; RÞ ffi Hgð�ðMÞÞ ½23�

where the left-hand side is the equivariant cohomol-
ogy as defined by the Borel construction.

Motivated by this result, the notation can be
changed slightly; write

�GðMÞ ¼ ðSg� � �ðMÞÞG ½24�

for the Cartan complex of equivariant differential
forms, and dG for the equivariant differential [19].

Remark 19 Theorem 18 fails, in general, for
noncompact Lie groups G. A differential form
model for the noncompact case was developed by
Getzler (1990).

Example 20 Let (M,!) be a symplectic manifold,
and a : G! Diff(M) a Hamiltonian group action.
That is, a preserves the symplectic form, a�g!=!,
and there exists an equivariant moment map
� : M! g� such that ��!þ dh�, �i= 0. Then the
equivariant symplectic form !G(�) := !þ h�, �i is
equivariantly closed.

Example 21 Let G be a Lie group, and denote,
respectively, by

�L ¼ g	1dg and �R ¼ dgg	1 ½25�
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the left- and right-invariant Maurer–Cartan forms.
Suppose g = Lie(G) carries an invariant scalar
product ‘‘�’’, and consider the closed 3-form

� ¼ 1
12 �

L � ½�L; �L� ½26�

Then

�Gð�Þ ¼ �þ 1
2 ð�

L þ �RÞ � � ½27�

is a closed equivariant extension for the conjugation
action of G. More generally, transgression gives
explicit differential forms �j generating the coho-
mology ring H(G) = ( ^ g�)G. Closed equivariant
extensions of these forms were obtained by Jeffrey
(1995), using a construction of Bott–Shulman.

A G-manifold is called equivariantly formal if

HGðMÞ ¼ ðSg�ÞG �HðMÞ ½28�

as an (Sg�)G-module. Equivalently, this is the
condition that the spectral sequence [22] for
HG(M) collapses at the E2-term. M is equivariantly
formal under any of the following conditions: (1)
Hq(M) = 0 for q odd, (2) the map HG(M)! H(M) is
onto, (3) M admits a G-invariant Morse function
with only even indices, and (4) M is a symplectic
manifold and the G-action is Hamiltonian. (The last
fact is a theorem due to Ginzburg and Kirwan.

Example 22 The conjugation action of a compact
Lie group is equivariantly formal, by criterion [2]. In
this case, eqn [28] is an isomorphism of algebras.

It is important to note that eqn [28] is not an
algebra isomorphism, in general. Already the rota-
tion action of G = U(1) on M = S2, discussed in
Example 6, provides a counter-example.

Theorem 23 (Injectivity). Suppose T is a compact
torus, and M is T-equivariantly formal. Then the
pullback map HT(M)! HT(MT) to the fixed point
set is injective.

Since the pullback map to the fixed point set is an
algebra homomorphism, one can sometimes use this
result to determine the algebra structure on HT(M):
let �r 2 H(M) be generators of the ordinary coho-
mology algebra, and let (�r)T be equivariant exten-
sions. Denote by xr 2 HT(MT) the pullbacks of (�r)T

to the fixed point set, and let yi be a basis of t�,
viewed as elements of St� � HT(MT). Then HT(M)
is isomorphic to the subalgebra of HT(MT) gener-
ated by the xr and yj.

The case of nonabelian compact groups G may be
reduced to maximal torus T using the following result.
Observe that for any G-manifold M, there is a natural
action of the Weyl group W = N(T)=T on HT(M).

Theorem 24 The natural restriction map

HGðM; RÞ ! HTðM; RÞW ½29�

onto the Weyl group invariants is an algebra
isomorphism.

Remark 25 The Cartan complex [24] may be viewed
as a small model for the differential forms on the
infinite-dimensional space MG. In the noncommuta-
tive case, there exists an even ‘‘smaller’’ Cartan model,
with underlying complex (Sg�)G � �(M)G, involving
only invariant differential forms on M (see Alekseev
and Meinrenken (2005) and Goresky, Kottwitz, and
MacPherson (1998)).

Equivariant Characteristic Forms

Let G be a compact Lie group, and E! B a
principal G-bundle with connection � 2 �1(E)� g.
Suppose the principal G-action commutes with the
action of a compact Lie group K on E, and that � is
K-invariant. The K-equivariant curvature of � is
defined as follows:

F�K ¼ dK�þ 1
2½�; �� 2 �2

KðEÞ � g

By the equivariant version of eqn [20], there is a
canonical chain map

�K�GðEÞ ! �KðBÞ ½30�

defined by substituting the K-equivariant curvature
for the g-variable, followed by horizontal projection
with respect to �. The Cartan map [30] is homotopy
inverse to the pullback map from �K(B) to �K�G(B).

Example 26 The complex �K�G(E) contains a
subcomplex (Sg�)G. The restriction of eqn [30] is
the equivariant Chern–Weil map

ðSg�ÞG ! �KðBÞ ½31�

Forms in the image of eqn [31] are equivariantly
closed; they are called the K-equivariant character-
istic forms of E.

Example 27 Similarly, if V ! B is a K-equivariant
vector bundle with structure group G � GL(k), one
defines the K-equivariant characteristic forms of V
to be those of the corresponding bundle of G-frames
in V.

For instance, suppose V is an oriented K-equivar-
iant vector bundle of even rank k, with an invariant
metric and compatible connection. The Pfaffian
defines an invariant polynomial on so(k):

	 7! det1=2ð	=2
Þ ½32�
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(equal to 0 if k is odd). The K-equivariant
characteristic form of degree k on B determined by
eqn [32] is known as the equivariant Euler form

EulKðVÞ 2 �k
KðBÞ ½33�

Similarly, one defines equivariant Pontrjagin forms
of V, and (for Hermitian vector bundles) equivariant
Chern forms.

Example 28 Suppose G is a maximal rank sub-
group of the compact Lie group K. The bundle K!
K=G admits a unique K-invariant connection.
Hence, one obtains a canonical chain map (Sg�)G !
�K(K=G), realizing the isomorphism HK(K=G) ffi
(Sg�)G. In particular, any G-invariant element of g�

defines a closed K-equivariant 2-form on K/G. For
instance, symplectic forms on coadjoint orbits are
obtained in this way.

Suppose M is a G-manifold, and let Q = E�G M
be the associated bundle. For any K-invariant
connection on E, one obtains a chain map

�GðMÞ ! �K�GðE�MÞ ! �KðQÞ ½34�

by composing the pullback to E�M with the
Cartan map for the principal bundle E�M! Q.

Example 29 Suppose (M,!) is a Hamiltonian
G-manifold, with moment map � : M! g�. The
image of !G =!þ � under the map [34] defines a
closed K-equivariant 2-form on Q. This construction
is of importance in symplectic geometry, where it
arises in the context of Sternberg’s minimal
coupling.

Equivariant Thom Forms

Let 
 :V ! B be a G-equivariant oriented real vector
bundle of rank k over a compact base B. There is a
canonical chain map, called fiber integration


� : �
ðVÞcp!�
	kðBÞ ½35�

where the subscript indicates ‘‘compact support.’’ It
is characterized by the following properties:

(1) for a form of degree k, the value of its fiber
integral at x 2 B is equal to the integral over the
fiber Vx, and

(2)


�ð� ^ 
��Þ ¼ 
�� ^ � ½36�

for all � 2 �(V)cp and � 2 �(B). Fiber integration
extends to G-equivariant differential forms, and
commutes with the equivariant differential.

Theorem 30 (Equivariant Thom isomorphism). Fiber
integration defines an isomorphism,

H
þk
G ðVÞcp!H
GðBÞ ½37�

An equivariant Thom form for a G-vector bundle
is a cocycle ThG(V) 2 �k

G(V)cp, with the property,


�ThGðVÞ ¼ 1 ½38�

Given ThG(V), the inverse to eqn [37] is realized on
the level of differential forms as

�
GðBÞ ! �
þk
G ðEÞ; � 7! ThGðVÞ ^ 
�� ½39�

A beautiful ‘‘universal’’ construction of Thom
forms was obtained by Mathai and Quillen (1986).
Using eqn [34], it suffices to describe an SO(k)-
equivariant Thom form for the trivial bundle Rk !
{0}. Using multi-index notation for ordered subsets
I � {1, . . . , k},

ThSOðkÞðRkÞð	Þ ¼ e	kxk
2


k=2

X
I

�I det1=2 	I

2

� �
ðdxÞI

c

½40�

Here the sum is over all subsets I with jIj even, and
Ic is the complement of I. The matrix 	I is obtained
from 	 by deleting all rows and columns that are not
in I, and det1=2 is defined as a Pfaffian. Finally, �I is
the sign of the shuffle permutation defined by I, that
is, (dx)I(dx)Ic

= �I dx1 � � �dxk. As shown by Mathai
and Quillen, the form [40] is equivariantly closed,
and clearly eqn [38] holds since the top degree part
is just a Gaussian. If k is even, the Mathai–Quillen
formula can also be written, on the open dense
where 	 2 so(k) is invertible, as

ThSOðkÞðRkÞð	Þ ¼ det1=2 	

2


� �
e	kxk

2	hdx;		1ðdxÞi ½41�

The form ThSO(k)(R
k) given by these formulas does

not have compact support, but is rapidly decreasing
at infinity. One obtains a compactly supported
Thom form, by applying an SO(k)-equivariant
diffeomorphism from Rk onto some open ball of
finite radius.

Note that the pullback of eqn [40] to the origin is
equal to det1=2 (	=2
) (equal to 0 if k is odd). This
implies:

Theorem 31 Let � : B! V denote the inclusion of
the zero section. Then

��ThGðVÞ ¼ EulGðVÞ ½42�

where EulG(V) 2 �k
G(B) is the equivariant Euler

form.

Suppose, M is a G-manifold, and S a closed
G-invariant submanifold with oriented normal

Equivariant Cohomology and the Cartan Model 247



bundle 
S. Choose a G-equivariant tubular neigh-
borhood embedding


S ! U �M ½43�

and let PDG(S) 2 �G(M)cp be the image of ThG(V)
under this embedding. The form PDG(S) has the
property Z

M

PDGðSÞ ^ � ¼
Z

S

��S� ½44�

for all closed equivariant forms � 2 �G(M). It is called
an ‘‘equivariant Poincaré dual’’ of S. By construction,
the pullback to S is the equivariant Euler form:

��SPDGðSÞ ¼ EulGð
SÞ ½45�

Equivariant Poincaré duality takes transversal inter-
sections of G-manifolds to wedge products, similar
to the nonequivariant case.

Remark 32 In general, the (Sg�)G-submodule gen-
erated by Poincaré duals of G-invariant submani-
folds is strictly smaller than HG(M). In this sense,
the terminology ‘‘duality’’ is misleading.

Localization Theorem

In this section, T will denote a torus. Suppose M is a
compact oriented T-manifold. For any component F
of the fixed point set of T, the action of T on 
F

fixes only the zero section F. This implies that the
normal bundle 
F has even rank and is orientable.
Fix an orientation, and give F the induced
orientation.

Since T is compact, the list of stabilizer groups of
points in M is finite. Call � 2 t generic if it is not in the
Lie algebra of any of these stabilizers, other than T
itself. In this case, value EulT(
F, �) of the equivariant
Euler form is invertible as an element of �(F).

Theorem 33 (Integration formula). Suppose M is
a compact oriented T-manifold, where T is a torus.
Let � 2 �T(M) be a closed equivariant form, and let
� 2 t be generic. ThenZ

M

�ð�Þ ¼
X

F

Z
F

��F�ð�Þ
EulTð
F; �Þ

½46�

where the sum is over the connected components of
the fixed point set.

Rather than fixing �, one can also view eqn (46)
as an equality of rational functions of � 2 t.

Remark 34 The integration formula was obtained
by Berline and Vergne (1983), based on ideas of Bott
(1967). The topological counterpart, as a ‘‘localiza-
tion principle,’’ was proved independently by Atiyah

and Bott (1984). More abstract versions of the
localization theorem in equivariant cohomology had
been proved earlier by Borel, Chiang–Skjelbred and
others.

Remark 35 If �= PDT(F) ^ �, where � is equivar-
iantly closed, the integration formula is immediate
from the property [44] of Poincaré duals. The
essence of the proof is to reduce to this case.

Remark 36 The localization contributions are
particularly nice if F = {p} is isolated (which can
only happen if dim M is even). In this case, ��F�(�) is
simply the value of the function �[0](�) at p. For the
Euler form, one has

Eulð
F; �Þ ¼ ð	1Þdim M=2
Y
h�jðpÞ; �i ½47�

where �j(p) 2 t� are the (real) weights of the action
on the tangent space TpM. (Here we have chosen an
isomorphism TpM ffi Cl compatible with the orien-
tation.) Hence, if all fixed points are isolated,Z

M

�ð�Þ ¼ ð	1Þdim M=2
X

p

�½0�ð�ÞðpÞQ
jh�jðpÞ; �i

½48�

Example 37 Let M be a compact oriented mani-
fold, and e(M) =

R
M Eul(TM) its Euler characteristic.

Suppose a torus T acts on M. Then

eðMÞ ¼
X

F

eðFÞ ½49�

where the sum is over the fixed point set of T.
This follows from the integral of the equivariant
Euler form �(�) = EulT(M, �), by letting � ! 0 in
the localization formula. In particular, if M admits
a circle action with isolated fixed points, the
number of fixed points is equal to the Euler
characteristic.

In a similar fashion, the localization formula gives
interesting expressions for other characteristic num-
bers of manifolds and vector bundles, in the
presence of a circle action. Some of these formulas
were discovered prior to the localization formula,
see in particular Bott (1967).

Example 38 In this example, we show that for a
simply connected, simple Lie group G the 3-form
� 2 �3(G) defined in eqn [26] is integral, provided
‘‘�’’ is taken to be the basic inner product (for which
the length squared of the short coroots equals 2).
Since any such G is known to contain an SU(2)
subgroup, it suffices to prove this for G = SU(2).
Consider the conjugation action of the maximal
torus T ffi U(1), consisting of diagonal matrices. The
fixed point set for this action is T itself. The normal
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bundle 
F is trivial, with T acting on the fiber g=t by
the negative root 	�. Hence, Eul(
F, �) = h�, �i.
Let �� 2 t be the coroot, defined by h�, ��i= 2.
By definition, h�, ��i= 2. Let us integrate the T-
equivariant extension �T(�) (cf. [27]). Its pullback to
T is �T � �, where �T 2 �(T, t) is the Maurer–Cartan
form. The integral of �T is a generator of the integral
lattice, that is, it equals ��. Thus,Z

SUð2Þ
�Tð�Þ ¼

R
T �

T � �
h�; �i ¼

�� � �
h�; �i ¼ 1 ½50�

Duistermaat–Heckman Formulas

In this section, we discuss the Duistermaat–Heckman
formula, for the case of isolated fixed points. Let T
be a torus, and (M,!) a compact Hamiltonian
T-space, with moment map � : M! t�. Denote by
!T =!þ � the equivariant extension of !. Assum-
ing isolated fixed points, the localization formula
gives, for all integers k � 0,Z

M

ð!þ h�; �iÞk ¼ ð	1Þn
X

p

h�ðpÞ; �ikQ
jh�jðpÞ; �i

½51�

where n = (1=2) dim M. Note that both sides are
homogeneous of degree k	 n in �, but the terms on
the right-hand side are only rational functions while
the left-hand side is a polynomial. For k = n, both
sides are independent of �, and compute the integralR

M !n. For k < n, the integral [51] is zero, and the
cancellation of the terms on the right-hand side gives
identities among the weights �j(p). Equation [51]
also impliesZ

M

e!þh�;�i ¼ ð	1Þn
X

p

eh�ðpÞ;�iQ
jh�jðpÞ; �i

½52�

Assume, in particular, that T = U(1), and let �= t�0,
where �0 is the generator of the integral lattice in t.
Identify t ffi R in such a way that �0 corresponds to
1 2 R. Then H = h�, �0i is a Hamiltonian function
with periodic flow. Write aj(p) = h�j(p), �0i 2 Z.
Then eqn [52] readsZ

M

etH !
n

n!
¼ ð	1Þn

tn

X
p

etHðpÞQ
j ajðpÞ

½53�

The right-hand side of eqn [53] is the leading term
for the stationary phase approximation of the
integral on the left. For this reason, eqn [52] is
known as the Duistermaat–Heckman exact station-
ary phase theorem.

Formula [52] has the following consequence for
the push-forward of the Liouville measure under the

moment map, the so-called Duistermaat–Heckman
measure H�(!

n=n!). Let � be the Heaviside measure
(i.e., the characteristic measure of the positive real axis).

Theorem 39 (Duistermaat–Heckman). The push-
forward H�(!

n=n!) is piecewise polynomial measure
of degree n	 1, with singularities at the set of all H(p)
for fixed points p of the action. One has the formula

H�
!n

n!

� �
¼
X

p

ð�	HðpÞÞn	1Q
j ajðpÞ

�ð�	HðpÞÞ ½54�

Proof It is enough to show that the Laplace
transforms of the two sides are equal. Multiplying
by et� and integrating over � (take t < 0 to ensure
convergence of the integral), the resulting identity is
just eqn [53]. &

Remark 40 The theorem generalizes to Hamiltonian
actions of higher-rank tori, and also to nonisolated
fixed points. See the paper by Guillemin, Lerman, and
Sternberg (1988) for a detailed discussion of this
formula and of its ‘‘quantum analog.’’

Equivariant Index Theory

By definition, the Cartan model consists of equivar-
iant forms �(�) with polynomial dependence on the
equivariant parameter �. However, the integration
formula holds in much greater generality. For
instance, one may consider generalized Cartan
complexes (Kumar and Vergne 1993). Here the
parameter � varies in some invariant open subset of
g, and the polynomial dependence is replaced by
smooth dependence. The use of these more general
complexes in equivariant index theory was pio-
neered by Berline and Vergne (1992).

Assume that M is an even-dimensional, compact
oriented Riemannian manifold, equipped with a
Spin-c structure. According to the Atiyah–Singer
theorem, the index of the corresponding Dirac
operator D is given by the formula

indðDÞ ¼
Z

M

ÂðMÞec=2 ½55�

Here c is the curvature 2-form of the complex line
bundle associated to the Spin-c structure, and Â(M)
is the Â-form. Recall that Â(M) is obtained by
substituting the curvature form in the formal power
series expansion of the function Â(x) = det1=2((x=2)=
sinh(x=2)) on so(n).

Suppose now that a compact, connected Lie group
G acts on M by isometries, and that the action lifts to
the Spin-c bundle. Replacing curvatures with equiv-
ariant curvatures, one defines the equivariant form
Â(M)(�) and the form c(�). Note that Â(�) is only
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defined for � in a sufficiently small neighborhood of
0, since the function Â(x) is not analytic for all x.

The G-index of the equivariant Spin-c Dirac operator
is a virtual character g 7! ind(D)(g) of the group G. For
g = exp � sufficiently small, it is given by the formula

indðDÞðexp �Þ ¼
Z

M

ÂðMÞð�Þecð�Þ=2 ½56�

For � sufficiently small, the fixed point set of g
coincides with the set of zeroes of the vector field a�.
The localization formula reproduces the Atiyah–
Segal formula for ind(D)(g), as an integral over Mg.

Berline and Vergne (1996) gave similar formulas
for the equivariant index of any G-equivariant
elliptic operator, and more generally for operators
that are transversally elliptic in the sense of Atiyah.

See also: Cohomology Theories; Compact Groups and
Their Representations; Hamiltonian Group Actions;
K-theory; Lie Groups: General Theory; Mathai–Quillen
Formalism; Path-Integrals in Noncommutative Geometry;
Stationary Phase Approximation.
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Introduction

The ergodic theory was developed from the following
Poincaré’s work, which served as the starting point in
the measure theory of dynamical systems in the sense
of the study of the properties of motions that take
place at ‘‘almost all’’ initial states of a system: let
(X,B,�) be a probability space and a transformation
T : X! X preserve � (i.e., �(T	1A) =�(A) for any
A 2 B). If �(A) > 0, then for almost all points x 2 A
the orbit {Tnx}n�0 returns to A infinitely more often
(the Poincaré–Caratheodory recurrence theorem).

The main theme of the ergodic theory is to know
whether averages of quantities generated in a
stationary manner converge. In the classical situation
the stationary is described by a measure-preserving
transformation T, and one considers averages taken
along a sequence f , f T, f T2, . . . for integrable f. This
corresponds to the probabilistic concept of stationar-
ity. Hence, traditionally, the ergodic theory is the
qualitative study of iterates of an individual transfor-
mation, of one parameter flow of transformations
(such as that obtained from the solution of an
autonomous ordinary differential equation). We
should note that an important purpose behind this
theory is to verify significant facts from a statistical
point of view (e.g., the law of large numbers,
convergence to limit distributions). The oldest branch
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of this theory is the study of ergodic theorems. It was
started in 1931 by Birkhoff (1931) and von Neumann
(1932), having its origins in statistical mechanics.
More specifically, the central notion is that of
ergodicity, which is intended to capture the idea
that a flow is ‘‘random’’ or ‘‘chaotic.’’ In dealing with
the motion of molecules, Boltzmann and Gibbs made
such hypotheses from the beginning. One of the
earliest precise definitions of randomness of a
dynamical system was ‘‘minimality’’: the orbit of
almost every point is dense. In order to describe such
phenomena in measure-theoretical setting, von Neu-
mann and Birkhoff required the stronger assumption
of ergodicity as follows. Let (X,B,�) be a measure
space and Ft a measurable flow on X. We call Ft

ergodic if the only invariant measurable sets are ; or
all of X. Here, the invariance of the set A means that
Ft(A) = A for all t 2 R and we agree to write A = B if
A and B differ by a null set with respect to �. Note
that ergodicity implies minimality if we are on a
second countable Borel space. A function f : X! R
will be called a ‘‘constant of the motion’’ iff f � Ft = f
a.e. for each t 2 R. Then we see that a flow Ft on X is
ergodic iff the only constants of the motion are
constant a.e. In case of a measurable transformation
T on X, the invariance of the set A means that
T�1A = A, and the measurable function f is called
invariant if f � T = f a.e. Then we call T ergodic
provided if A is invariant then either �(A) = 0 or
�(A) = 1; equivalently, any invariant function is
constant a.e. (Cornfeld et al. 1982). The most basic
example where ergodicity can be verified is the
following: if M is a compact Riemannian and has
negative sectional curvatures at each point, then the
geodesic flow on each sphere bundle is ergodic
(Hopf–Hadamard). In general, verifying ergodicity
can still be very difficult. In the Hamiltonian case, the
first step is to pass to an energy surface. For example,
Sinai (1970) shows that one has ergodicity on an
energy surface of a classical model for molecular
motion, that is, a collection of hard spheres in a box.

Ergodic Theorems

Koopman (1931) published the following significant
observation: if T is an invertible measure-preserving
transformation of a measure space (X,B,�), then
the operator U, defined on L2(X,B,�) by
Uf (x) := f (Tx), is unitary. Thus, the association of
U with T replaces a nonlinear finite-dimensional
problem with a linear infinite-dimensional one.
Then von Neumann (1932) showed an intimate
connection between measure-preserving transforma-
tions and unitary operators (the mean ergodic
theorem): let U be a unitary operator on a Hilbert

space H. Denote by P the orthogonal projection
onto the subspace H0 := {f 2 HjUf = f }. For any
f 2 H, one has

lim
N!1

1

N

XN�1

n¼0

Unf � Pf

�����
�����
H

¼ 0

As a corollary, one can show that if T : X! X is
an ergodic measure-preserving transformation on a
probability space (X,B,�) then, for any
f 2 L1(X,B,�),

lim
N!1

1

N

XN�1

n¼0

f ðTnxÞ ¼ 1

�ðXÞ

Z
X

f d�

in L1-norm. We also know that T is ergodic if and
only if U has 1 as a simple eigenvalue. In the case of
a continuous invertible process, the setting is the
following. Let M be a manifold and � a volume on
M, with �� the corresponding measure. If Ft is a
volume-preserving flow on M, then Ft induces a linear
one-parameter group of isometries on H= L2(M,��)
by Ut(f ) = f � F�t. Then Ut has 1 as a simple
eigenvalue for all t if and only if Ft is ergodic.

On the other hand, Birkhoff (1931) proved the
following almost everywhere statement (the point-
wise ergodic theorem): for any f 2 L1(X,B,�), there
exists a function �f 2 L1(X,B,�) such that for �-a.e.
x, �fT(x) = �f (x) and

lim
N!1

1

N

XN�1

n¼0

f ðTnxÞ ¼ �f ðxÞ

In particular, if T is ergodic then �-a.e.
x, �f (x) =

R
X fd�. Thus, the Birkhoff theorem allows

one to prove the ergodic hypothesis by Boltzmann–
Gibbs, that is, the space average of an observable
function coincides with its time averages almost
everywhere, and guarantees the existence, for almost
everywhere, of the mean number of occurrences in
any measurable set. On the other hand, physical
meanings of the mean ergodic theorem can be
explained as follows. We now turn to one-parameter
flow of transformations. In order to study continu-
ous averages

1

t

Z t

0

f ðFsxÞds

fix some s0 2 R and consider the averages of the
form

1

N

XN�1

n¼0

f ðTnxÞ
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where T = Fs0
. In reality, the measurements can be

done only approximately at times t = 0, 1, . . . , N � 1,
and it is natural to consider the perturbed averages

1

N

XN�1

n¼0

f ðTnþ�nxÞ

where {�n}n2N is an independent random sequence in
a small interval (��, �). Assuming that T = Fs0

is
ergodic, we would like to know whether for large N,
the averages

1

N

XN�1

n¼0

f ðT nþ�nxÞ

are close to Z
X

f ðxÞd�ðxÞ

The answer to this question is satisfactory if one
is concerned with norm convergence (see, e.g.,
Bergelson et al. (1994)).

Induced Transformations and
Tower Constructions

Suppose T is a measure-preserving transformation
on a probability space (X,B,�) and A 2 B with
�(A) > 0. Let us transform A into a space with
normalized measure by choosing the �-algebra BA

consisting of all subsets E � A, E 2 B and setting
�A(E) =�(A \ E)=�(A). Let RA : A! N [ {1} be the
‘‘first return function,’’ that is, RA(x) := inf {n 2
N jT nx 2 A}. Then it follows from the Poincaré
reccurrence theorem that �A({x 2 A jRA(x) <
1} = 1. Define TA : {x 2 A jRA(x) <1}! A by
TAx := TRA(x)x, which is called the ‘‘induced trans-
formation’’ over A (constructed from T). For each
n 2 N we define An := {x 2 A jRA(x) = n}. Then for
every E 2 BA we see that TA

�1E =
S1

n = 1 T�n(An \
E). Hence, if T is invertible, then we have
immediately �A(TA

�1E) =�A(E); thus, �A is invari-
ant under TA. Even if T is noninvertible, since for
every k � 1 the equality,

�
[k�1

j¼0

T�jAc \ T�kðA \ EÞ
 !

¼ �ðAkþ1 \ T�ðkþ1ÞEÞ

þ �
[k
j¼0

T�jAc \ T�ðkþ1ÞðA \ EÞ
 !

holds, we have �(E) =
P1

k = 1 �(Ak \ T�kE) =
�(TA

�1E), which allows us to see that TA preserves
�A. We note that for every E 2 BA with �(E) > 0,

{n 2 N jT nx 2 E} = {n 2 N jTA
nx 2 E}. Therefore,

for a.e. x 2 E,
P1

n = 1 1ET n(x) =
P1

n = 1 1ETA
n(x).

This equality allows us to see that if (T,�) is ergodic
then (TA,�A) is ergodic. Indeed, suppose TA

�1E = E
and �(A \ Ec) > 0. Then for x 2 A \ Ec, we haveP1

n = 1 1ETA
n(x) = 0. On the other hand, as E �S1

n = 1 T�nE (mod�),
S1

n = 1 T�nE =
S1

n = 0 T�nE is a
T-invariant set. Hence, ergodicity of (T,�) allows us
to see that

S1
n = 1 T�nE = X (�mod 0), which impliesP1

n = 1 1ET n(x) =1. In the case when T is invertible,
we can write

R
A RA d�=�(

S
n�0 T nA), so that Kac’s

formula (Darling and Kac 1957):Z
A

RA d�A ¼ �ðAÞ
�1

is valid when
S

n�0 T nA = X (mod�). In particular,
�(
S

n�0 T nA) = 1 if T is ergodic. The key to
establish the Kac formula is to show that TiAk(0 �
i � k� 1, k � 1) are pairwise disjoint. This property
holds when T is invertible. On the other hand,
in the case when T is noninvertible, ifS1

n = 0 T�nA = X(�mod 0) then we can establish,
for every E 2 B,

�ðEÞ ¼ �ðAÞ
Z

A

XRAðxÞ�1

h¼0

1EThðxÞ d�AðxÞ ½1�

by noting that the following equality holds for all
n � 1:

�ðEÞ ¼
Xn

k¼1

�jA A \
\k
h¼1

T�hAc \ T�kA

 !

þ �jAðA \ EÞ þ �
[n
j¼0

T�jA

 !c

\T�nE

 !

Then choosing E = X allows one to establish the Kac
formula. As we have observed in the above, the
assumption that

S1
n = 0 T�nA = X(�mod 0) is auto-

matically satisfied if (T,�) is ergodic. Conversely, if
(TA,�A) is ergodic and

S1
n = 1 T�nA(mod�) holds,

then (T,�) is ergodic. We should remark that the
formula [1] allows one to obtain a T-invariant
measure when a TA-invariant measure �A is
obtained previously. Even if RA is nonintegrable,
we may have a �-finite infinite invariant measure.
Then if �A is ergodic, � obtained by [1] is still
ergodic (i.e., T�1E = E implies that �(E) = 0 or
�(Ec) = 0) under the assumption thatS1

n = 1 T�nA = X(mod�) (cf. Aaronson (1997)). In
particular, the recent progress in the study of
nonhyperbolic systems strongly depends on such
constructions of induced maps over hyperbolic
regions. More specifically, if one can find a subset
A over which the induced map possesses an
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invariant measure satisfying nice statistical proper-
ties, then the formula [1] may give a �-finite
invariant measure � for the original map T which
reflects the statistical properties of the induced
system. The fundamental problem in the study of
nonhyperbolic phenomena arising from complex
systems is to clarify how to predict statistical
properties of nonhyperbolic systems (T,�) by
using those of induced systems (TA,�A) over
hyperbolic regions. We should claim that induced
maps are well defined over positive-measure sets
with respect to a reference measure � that is
‘‘conservative.’’ Here conservativity of (T, �)
implies that there are no wandering sets of positive
measure with respect to �. In many cases, the
reference measures are physical measures (e.g.,
Lebesgue measures, conformal measures) which
satisfy nonsingularity with respect to T. Here
nonsingularity of � means that �T�1 � �. Then as
long as we obtain a TA-invariant measure �A which
is equivalent to � jA, the formula [1] may give us
a T-invariant �-finite measure which is equivalent
to �.

At the end of this section, we will explain that the
folmula [1] can be obtained via Rohlin tower
(Kakutani’s skyscraper) in the case when T is
invertible. This tower construction is a dual con-
struction to the construction of induced transforma-
tions. Assuming that we are given an invertible
transformation T of the measure space (X,B,�),
consider the measurable integer-valued positive
function f 2 L1(X,B,�). By using this function,
construct a new measure space Xf , whose points
are of the form (x, i), where x 2 X, 1 � i � f (x) and i
is an integer. The �-algebra Bf of measurable sets in
Xf is constructed in an obvious way. The measure
�f is defined as follows: for any subset of the form
(A, i), A 2 B we put

�f ððA; iÞÞ :¼ �ðAÞR
X f d�

Let

Tf ðx; iÞ ¼ ðx; iþ 1Þ if iþ 1 � f ðxÞ
ðTx; 1Þ if iþ 1 > f ðxÞ

�
It is easy to see that Tf preserves �f . The space can
naturally be visualized as a tower whose foundation
is the space X and which has f (x) floors over the
point x 2 X. The space X is identified with the set of
points (x, 1). We see that T = (Tf )X and the
construction of (Xf , Tf ) is called the Rohlin tower
over X. Let T be an invertible measure-preserving
transformation on a probability space (X,B,�)
and A 2 B with �(A) > 0. Suppose that

X =
S1

n = 0 TnA (mod�). Then T is represented as
the Rohlin tower (ARA ,BRA , (�A)RA ) over A as
follows. We define p : (ARA ,BRA , (�A)RA)! (X,B,�)
by p(x, i) := Tix. Then p is an isomorphism satisfy-
ing p(TRA )A = Tp (almost everywhere). Moreover,
we can verify that (�A)RAp�1 =� by assuming
ergodicity of �. This is because 8E 2 B we have

[1
n¼0

TnA

 !
\ E

¼
[1
n¼1

[n�1

i¼0

pððAn \ T�iEÞ 	 figÞ

so that

ð�AÞ
RAðp�1EÞ ¼

X1
n¼1

Xn�1

i¼0

�AðAn \ T�iEÞR
A RA d�A

¼ �ðAÞ
Z

A

XRAðxÞ�1

h¼0

1EThðxÞ d�AðxÞ

On the other hand, in the case when T is
noninvertible, the formula [1] is not necessarily
obtained by any tower construction, except in very
special cases. For example, even if T is not
invertible, the tower construction is valid if TjA
and TjAc are one-to-one and TA = X.

Convergence to Equilibrium States
and Mixing Properties

Let T : X! X be a measure-preserving transforma-
tion on a probability space (X,B,�). We call T to be
‘‘weak mixing’’ if for any A, B 2 B

lim
N!1

1

N

XN�1

n¼0

�����ðT�nA \ BÞ � �ðAÞ�ðBÞ
���� ¼ 0

The weak-mixing property of (T,�) can be repre-
sented by; 8f , g 2 L2(X,B,�)

lim
N!1

1

N

XN�1

n¼0

Z
X

ðf TnÞg d��
Z

X

f d�

Z
X

g d�

����
���� ¼ 0

and this is equivalent to the ergodicity of (T 	
T,�	 �). Moreover, (T,�) is weak mixing if and
only if the unitary operator U :H ! H defined by
Uf (x) = f (Tx) has no eigenfunctions that are not
constants (�mod 0). We say that the operator U has
continuous spectrum if there are no eigenvectors. If
H is the closure of the linear span of the
eigenvectors, then we say that the operator U has
pure point spectrum. The weak-mixing property of
(T,�) just implies that U restricted on the ortho-
normal subspace of the subspace consisting of
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constant functions has continuous spectrum. We
recall that if U has one as a simple eigenvalue then T
is ergodic. Additionally, if there are no other
eigenvalues, then T is weakly mixing. Hence, if T
is weak mixing, then it is necessarily ergodic. The
next property corresponds to the term ‘‘relaxation’’
in physics literature which is used to describe
processes under which the system passes to a certain
stationary state independently of its original state.
We call T (strong) mixing if for any A, B 2 B

lim
n!1

�ðT�nA \ BÞ ¼ �ðAÞ�ðBÞ

Then (T,�) is (strong) mixing if and only if for any
f , g 2 L2(X,B,�)

lim
n!1

Z
X

ðf TnÞg d� ¼
Z

X

f d�

Z
X

g d�

and mixing is necessarily weak mixing. Moreover, for
any probability measure � absolutely continuous with
respect to �, one can show that limn!1 �(T�nA) =
�(A) for every A 2 B. Thus, any nonequilibrium
distribution tends to an equilibrium one with time.
The mixing property has a significant meaning from
a physical point of view, as it implies decay of
correlation of observable functions; moreover, limit-
ing distributions of averaged observables are deter-
mined by the decay rates of correlation functions for
many cases (e.g., hyperbolic systems). For any f 2
L2(X,B,�) we consider the scalar products
sn = sn(f ) = (Unf , f ), n � 0 and define sn :=�s�n for
n < 0. The sequence {sn}n2Z is positive definite and
so by Bohner’s theorem, we can write
sn(f ) =

R 1
0 exp [2� in	] d�f (	), where �f is a finite

Borel measure on the unit circle S1 and satisfies the
condition that �f (S

1) = fk k2. Such a measure is called
a spectral measure of f. We see that T is mixing iff for
any f 2 L2(X,B,�) with

R
X f d�= 0 the Fourier

coefficients {sn} of the spectral measure �f tend to
zero as jnj ! 1. Let (X,B,�) be isomorphic to
([0, 1],B0,	), where B0 is the Borel �-algebra on
[0, 1] and 	 is the normalized Lebesgue measure of
[0, 1]. Then we call a measure-preserving transfor-
mation T on (X,B,�) an exact endomorphism ifT1

n = 0 T�nB= {X, ;}(�mod 0). We can verify that an
exact endomorphism is (strong) mixing (Rohlin 1964).
Moreover, � is exact if for any positive-measure set
A 2 B with TnA 2 B(8n � 0) limn!1 �(TnA) = 1
holds. Let T be a nonsingular transformation on
(X,B, �), that is, �T�1 � �. Then we can define the
transfer (Perron–Frobenius) operator L� : L1(X, �)!
L1(X, �) by L�f := d(f�)T�1=d�, which satisfiesZ

X

ðL�f Þg d� ¼
Z

X

f ðgTÞd� ð8g 2 L1ðX; �ÞÞ

We say that a nonsingular measure � is exact if
A 2

T1
n = 0 T�nB implies �(A)�(Ac) = 0. By Lin’s

theorem (Lin 1971) the exactness of � can be
described as follows; 8f 2 L1(X, �) with

R
X f d�= 0,

limn!1 kL�nfk1 = 0. Let �= h� be an exact
T-invariant probability measure equivalent to �.
Then the upper bounds of mixing rates of the exact
measure �= h� are determined by the speed of L1-
convergence of the iterated transfer operators {L�n}.
This is because L�h = h and for every f 2 L1(X, �)
with

R
X f d�= 1, limn!1 kL�nf � hk1 = 0. Hence, the

property L�f = h�1L�(hf ) allows one to see that for
every f , g 2 L1(X,�) the correlation function

Cf ; gðnÞ :¼
Z

X

ðf TnÞg d��
Z

X

f d�

Z
X

g d�

����
����

is bounded from above by

kfk1kLn
�g�

Z
X

g d�k1

¼ kfk1kh�1fL�nðghÞ � PðghÞgjj1

where P : L1(X, �)! L1(X, �) is a linear operator
defined by Pf := h

R
X f d�. The operator P is the one-

dimensional projection operator associated to the
eigenvalue 1 (which is maximal in many cases) of L�
satisfying P2 = P and PL� =L�P = P. Moreover, since
L�n � P = (L� � P)n, the exponential decay of mixing
rates follows from the spectral gap of L�, that is, 1 is
the simple isolated maximal eigenvalue of L�.

Entropy and Reversibility

We recall one of the fundamental problems of
ergodic theory, namely deciding when two auto-
morphisms T1, T2 of probability spaces (X1,B1,�1)
and (X2,B2,�2) are equivalent. The approach devel-
oped for this problem involved the study of spectral
properties of the associated isometric operators
Ui : L2(Xi,�i)! L2(Xi,�i)(i = 1, 2) and is based on
the concept of the entropy of automorphism T,
introduced by Kolmogorov (1958). The entropy is a
non-negative number, which is the same for equiva-
lent automorphisms. For example, the entropy of the
Bernoulli shift � : �n2Z{1, 2, . . . , d}! �n2Z{1, 2, . . . , d}
with probability vector (p1, p2, . . . , pd) is equal to
�
Pd

k = 1 pk log pk. A remarkable theorem of Ornstein
(1970) states that Bernoulli shifts with the same
entropy are equivalent. On the other hand, Shannon
(1948) introduced a notion of entropy in his work
information theory, which is essentially the same as
Kolmogorov’s. Let T : X! X be a measure-preserving
transformation on a probability space (X,B,�). We
define the entropy of a measurable partition 
 of X by
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H�(
) = �
P

A2A �(A) log�(A) and define the entropy
of T with respect to 
 by

h�ðT; 
Þ :¼ lim
n!1

1

n
H�

_n�1

i¼0

T�i


 !

Then the (measure-theoretic) entropy of T is defined by

h�ðTÞ ¼ sup

:H�ð
Þ<1

h�ðT; 
Þ

The next Abramov theorem gives an important
method of practical computation: let {
n}n�1 be an
increasing sequence of partitions with H�(
n) <
1(8n � 1) and such that

S
n�1 
n generates the

�-algebra B. Then h�(T) = limn!1 h�(T,
n). We
say that a partition 
 is called a generator for a
noninvertible measure-preserving transformation T on
a probability space (X,B,�) if

W1
i = 0 T�i
 generates B.

If T is invertible then a partition 
 is called a generator
if
W1

i =�1 T�i
 generates B. In the case when 
 is a
generator with H�(
) <1, by the Kolmogorov–Sinai
theorem we have h�(T) = h�(T,
). Let 
n(x) denote
an element of

Wn�1
i = 0 T�i
 containg x 2 X. By

the Shannon–McMillan–Breiman theorem, if T is a
measure-preserving transformation of the probability
space (X,B,�) and 
 is a partition of X with H�(
) <
1, then �(1=n)�(
n(x)) converges �-a.e. and in
L1(X,�) as n!1. If T is ergodic, then the limit
coincides with h�(T,
). Now we can apply these
results to piecewise expanding transitive (countable)
Markov transformations T of X � Rd. More specifi-
cally, let � be the normalized Lebesgue measure of X. It
is well known that under certain conditions there
exists the unique ergodic invariant probability measure
� equivalent to �. Then we can establish the Rohlin’s
entropy formula (Rohlin 1964):

h�ðTÞ ¼
Z

X

log jdet DTjd�

under the assumptions that H�(
) <1 and
log j det DTj 2 L1(X, �). In particular, if 
 is a finite
partition and �= �log jdet DTj is piecewise Hölder
continuous, then the entropy formula just implies
that � is an equilibrium state for the potential � in
the following sense:

h�ðTÞ þ
Z

X

� d� ¼ supfhmðTÞ þ
Z

X

� dmjm

is a T-invariant Borel probability measure on X},
where the right-hand side is called the pressure for �
(Walters 1981).

We now turn our attention to results which relate
entropy to Lyapunov exponent in the context of smooth
invertible systems. Let T be a diffeomorphism of a
compact manifold M. We say that x 2M is a regular

point of T if there exist numbers 	1(x) > 	2(x) > 
 
 
 >
	d(x) and a decomposition TxM = E1(x)þ E2(x)
þ 
 
 
 þ Ed(x) such that

lim
n!1

1

n
log kDTnðxÞuk ¼ 	jðxÞ

for every 0 6¼ u 2 Ej(x) and every 1 � j � d. Let � be
the set of regular points of T. Then we define a function

�ðxÞ :¼
X

	jðxÞ�0

	jðxÞ dim EjðxÞ

In the case when all Lyapunov exponents at x are
negative, we put �(x) = 0. Then for every T-invariant
Borel probability measure � on (X,B), it holds that
h�(T) �

R
X � d� (Ruelle 1978). Moreover, the equal-

ity holds whenever T is C1-Hölder and � is absolutely
continuous with respect to the Lebesgue measure of X
(Pesin 1977). Let T be a transitive C1-Hölder Anosov
diffeomorphism. Es, Eu denote the stable and unstable
fiber bundles of T. Suppose that �þ is the unique
T-invariant probability measure which satisfiesZ

M

f d�þ ¼ lim
n!1

1

n

Xn�1

k¼0

f TkðxÞ

for every continuous function f : M! R and almost
everywhere x 2M with respect to the Lebesgue
measure. The probability measure is the so-called
Sinai–Ruelle–Bowen (SRB) measure. Then we have

h�þðTÞ ¼
Z

M

log j det DTðxÞjEu
x
jd�þðxÞ

On the other hand, we have

h�þðTÞ ¼
Z

M

log j det DT�1ðxÞjEs
x
jd�þðxÞ

þ
Z

M

log j det DTðxÞjd�þðxÞ

We also define unti-SRB measure �� by replacing T by
T�1. Then the SRB measure �þ is absolutely continu-
ous with respect to the Lebesgue measure of M iff �þ
coincides with the unti-SRB measure �� (Bowen
1975). Hence, the SRB measure is absolutely continu-
ous iff

R
M log j det DT(x)jd�þ(x) = 0. This property is

sometimes explained as ‘‘zero entropy production’’
and also as ‘‘reversibility’’ in the context of non-
equilibrium statistical mechanics (Ruelle 1997).

See also: Chaos and Attractors; Determinantal Random
Fields; Dissipative Dynamical Systems of Infinite
Dimension; Dynamical Systems and Thermodynamics;
Finitely Correlated States; Fourier Law; Fractal
Dimensions in Dynamics; Homeomorphisms and
Diffeomorphisms of the Circle; Hyperbolic Billiards;
Hyperbolic dynamical Systems; Intermittency in
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Mechanics; Lyapunov Exponents and Strange Attractors;
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Polygonal Billiards; Regularization for Dynamical Zeta
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Introduction

In this article, we consider Euclidean field theory as
a formulation of quantum field theory which lives in
some Euclidean space, and is expressed in probabil-
istic terms. Methods arising from Euclidean field
theory have been introduced in a very successful
way in the study of concrete models of constructive
quantum field theory.

Euclidean field theory was initiated by Schwinger
(1958) and Nakano (1959), who proposed to study
the vacuum expectation values of field products
analytically continued into the Euclidean region
(Schwinger functions), where the first three (spatial)
coordinates of a world point are real and the last one
(time) is purely imaginary (Schwinger points). The

possibility of introducing Schwinger functions, and
their invariance under the Euclidean group are immedi-
ate consequences of the now classic formulation of
quantum field theory in terms of vacuum expectation
values given by Wightman (Streater and Wightman
1964). The convenience of dealing with the Euclidean
group, with its positive-definite scalar product, instead
of the Lorentz group, is evident, and has been exploited
by several authors, in different contexts.

The next step was made by Symanzik (1966), who
realized that Schwinger functions for boson fields
have a remarkable positivity property, allowing to
introduce Euclidean fields on their own sake.
Symanzik also pointed out an analogy between
Euclidean field theory and classical statistical
mechanics, at least for some interactions (Symanzik
1969).

This analogy was successfully extended, with a
different interpretation, to all boson interactions by
Guerra et al. (1975), with the purpose of using
rigorous results of modern statistical mechanics for
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the study of constructive quantum field theory,
within the program advocated by Wightman (1967),
and further pursued by Glimm and Jaffe (see Glimm
and Jaffe (1981) for an overall presentation).

The most dramatic advance of Euclidean theory
was due to Nelson (1973a, b). He was able to isolate
a crucial property of Euclidean fields (the Markov
property) and gave a set of conditions for these
fields, which allow us to derive all properties of
relativistic quantum fields satisfying Wightman
axioms. The Nelson theory is very deep and rich in
new ideas. Even after so many years since the basic
papers were published, we lack a complete under-
standing of the radical departure from the conven-
tional theory afforded by Nelson’s ideas, especially
about their possible further developments.

By using the Nelson scheme, in particular a very
peculiar symmetry property, it was very easy to prove
(Guerra 1972) the convergence of the ground-state
energy density, and the van Hove phenomenon in the
infinite-volume limit for two-dimensional boson
theories. A subsequent analysis (Guerra et al. 1972)
gave other properties of the infinite-volume limit of
the theory, and allowed a remarkable simplification
in the proof of a very important regularity property
for fields, previously established by Glimm and Jaffe.

Since then, all work on constructive quantum field
theory has exploited in different ways ideas coming
from Euclidean field theory. Moreover, a very
important reconstruction theorem has been estab-
lished by Osterwalder and Schrader (1973), allowing
a reconstruction of relativistic quantum fields from
the Euclidean Schwinger functions, and avoiding the
previously mentioned Nelson reconstruction theorem,
which is technically more difficult to handle.

This article is intended to be an introduction to the
general structure of Euclidean quantum field theory,
and to some of the applications to constructive
quantum field theory. Our purpose is to show that,
50 years after its introduction, the Euclidean theory is
still interesting, both from the point of view of
technical applications and physical interpretation.

The article is organized as follows. In the next
section, by considering simple systems made of a
single spinless relativistic particle, we introduce the
relevant structures in both Euclidean and Minkowski
worlds. In particular, a kind of (pre)Markov property
is introduced already at the one-particle level.

Next we present a description of the procedure of
second quantization on the one-particle structure.
The free Markov field is introduced, and its crucial
Markov property explained. Following Nelson, we
use probabilistic concepts and methods, whose
relevance for constructive quantum field theory
became immediately more and more apparent. The

very structure of classical statistical mechanics for
Euclidean fields is firmly based on these probabil-
istic methods. This is followed by an introduction of
interaction, and we show the connection between
the Markov theory and the Hamiltonian theory, for
two-dimensional space-cutoff interacting scalar
fields. In particular, we present the Feynman–Kac–
Nelson formula that gives an explicit expression of
the semigroup generated by the space-cutoff
Hamiltonian in �o� space. We also deal with some
applications to constructive quantum field theory.
This is followed by a short discussion about the
physical interpretation of the theory. In particular,
we discuss the Osterwalder–Schrader reconstruction
theorem on Euclidean Schwinger functions, and the
Nelson reconstruction theorem on Euclidean fields.
For the sake of completeness, we sketch the main
ideas of a proposal, advanced in Guerra and
Ruggiero (1973), according to which the Euclidean
field theory can be interpreted as a stochastic field
theory in the physical Minkowski spacetime.

Our treatment will be as simple as possible, by relying
on the basic structural properties, and by describing
methods of presumably very long lasting power. The
emphasis given to probabilistic methods, and to the
statistical mechanics analogy, is a result of the historical
development. Our opinion is that not all possibilities
of Euclidean field theory have been fully exploited
yet, both from technical and physical points of view.

One-Particle Systems

A system made of only one relativistic scalar
particle, of mass m > 0, has a quantum state space
represented by the positive-frequency solutions of
the Klein–Gordon equation. In momentum space,
with points p�,�= 0, 1, 2, 3, let us introduce the
upper mass hyperboloid, characterized by the con-
straints p2 � p2

0 �
P3

i = 1 p2
i = m2, p0 � m, and the

relativistic invariant measure on it, formally given
by d�(p) = �(p0)�(p2 �m2) dp, where � is the step
function �(x) = 1 if x � 0, and �(x) = 0 otherwise,
and dp is the four-dimensional Lebesgue measure.
The Hilbert space of quantum states F is given by
the square-integrable functions on the mass hyper-
boloid equipped with the invariant measure d�(p).
Since in some reference frame the mass hyperboloid
is uniquely characterized by the space values of the
momentum p, with the energy given by p0 �
!(p) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p
, the Hilbert space F of the states

is, in fact, made of those complex-valued tempered
distributions f in the configuration space R3 whose
Fourier transforms, ~f (p), are square-integrable func-
tions in momentum space with respect to the image
of the relativistic invariant measure dp=2!(p), where
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dp is the Lebesgue measure in momentum space.
The scalar product on F is defined by

f ; gh iF ¼ ð2�Þ
3

Z
~f �ðpÞ~gðpÞ dp

2!ðpÞ

where we have normalized the Fourier transform in
such a way that

f ðxÞ ¼
Z

expðip:xÞ~f ðpÞ dp

~f ðpÞ ¼ ð2�Þ�3

Z
expð�ip:xÞ~f ðxÞ dxZ

expðip:xÞ dp ¼ ð2�Þ3�ðxÞ

The scalar product on F can also be expressed in the
form

f ; gh iF¼
Z Z

f ðx0Þ�Wðx0 � xÞgðxÞ dx0 dx

where we have introduced the two-point Wightman
function at fixed time, defined by

Wðx0 � xÞ ¼ ð2�Þ�3

Z
expðip:ðx0 � xÞÞ dp

2!ðpÞ

A unitary irreducible representation of the Poincaré
group can be defined on F in the obvious way. In
particular, the generators of space translations are
given by multiplication by the components of p in
momentum space, and the generator of time transla-
tions (the energy of the particle) is given by !(p).

For the scalar product of time-evolved wave
functions, we can write

expð�it0Þf ; expð�itÞgh iF

¼
Z Z

f ðx0Þ�Wðt0 � t; x0 � xÞgðxÞ dx0dx

where we have introduced the two-point Wightman
function, defined by

Wðt0 � t; x0 � xÞ

¼ ð2�Þ�3

Z
expð�iðt � t0ÞÞ expðip:ðx0 � xÞÞ dp

2!ðpÞ

To the physical single-particle system living in
Minkowski spacetime, we associate a kind of
mathematical image, living in Euclidean space,
from which all properties of the physical system
can be easily derived. We start from the two-point
Schwinger function

SðxÞ ¼ 1

ð2�Þ4
Z

expðip � xÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p dp

which is the analytic continuation of the previously
given two-point Wightman function into the Schwinger

points. Here x, p 2 R4, and p � x =
P4

i = 1 xipi. Here dp
and dx are the Lebesgue measures in the R4 momentum
and configuration spaces, respectively. The function
S(x) is positive and analytic for x 6¼ 0, decreases as
exp (�mkxk) as x!1, and satisfies the equation

ð��þm2ÞSðxÞ ¼ �ðxÞ

where � =
P4

i = 1 @
2=@x2

i is the Laplacian in four
dimensions.

The mathematical image we are looking for is
described by the Hilbert space N of those tempered
distributions in four-dimensional configuration space
R4 whose Fourier transforms are square integrable

with respect to the measure dp=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p
. The scalar

product on N is defined by

f ; gh iN ¼ ð2�Þ
4

Z
~f �ðpÞ~gðpÞ dpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2 þm2
p

Four-dimensional Fourier transforms are normalized
as follows:

f ðxÞ ¼
Z

exp ðip:xÞ~f ðpÞ dp

~f ðpÞ ¼ ð2�Þ�4

Z
exp ð�ip:xÞ~f ðxÞ dxZ

exp ðip:xÞ dp ¼ ð2�Þ4�ðxÞ

We also write

f ; gh iN ¼
Z Z

f �ðxÞSðx� yÞgðyÞ dx dy

¼ f ; ð��þm2Þ�1g
D E

where ,h i is the ordinary Lebesgue product defined
on Fourier transforms and, in momentum space,
(��þm2)�1 amounts to a multiplication by
(p2 þm2)�1. The Schwinger function S(x� y) is
formally the kernel of the operator (��þm2)�1.
The Hilbert space N is the carrier space of a
unitary (nonirreducible) representation of the four-
dimensional Euclidean group E(4). In fact, let (a, R)
be an element of E(4)

ða;RÞ : R4 ! R4

x! Rxþ a

where a 2 R4, and R is an orthogonal matrix,
RRT = RTR = 14. Then the transformation u(a, R)
defined by

uða;RÞ : N ! N

f ðxÞ ! ðuða;RÞf ÞðxÞ ¼ f ðR�1ðx� aÞÞ

provides the representation. In particular, we con-
sider the reflection r0 with respect to the hyperplane
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x4 = 0, and the translations u(t) in the x4-direction.
Then we have r0u(t)r0 = u(�t), and analogously for
other hyperplanes.

Now we introduce a local structure on N by
considering, for any closed region A of R4, the
subspace NA of N made by distributions in N with
support on A. We call eA the orthogonal projection
on NA. It is obvious that if A 2 B then NA 2 NB and
eAeB = eBeA = eA. A kind of (pre)Markov property
for one-particle systems is introduced as follows.
Consider a closed three-dimensional piecewise
smooth manifold �, which divides R4 in two closed
regions A and B, having � in common. Therefore,
� 2 A, � 2 B, A \ B = �, A [ B = R4. Let NA, NB, N�,
and eA, eB, e� be the associated subspaces and
projections, respectively. Then N� � NA, N� � NB,
and e�eA = eAe� = e�, e�eB = eBe� = e�. It is very
simple to prove the following:

Theorem 1 Let eA, eB, e� be defined as above, then
eAeB = eBeA = e�.

Clearly, it is enough to show that for any f 2 N
we have eAeBf 2 N�. In that case, e�eAeBf = eAeBf ,
from which the theorem easily follows. Since eAeBf
has support on A, we must show that for any C10
function g with support on A� we have
g, eAeBfh i= 0. Then eAeBf has support on �, and

the proof is complete. Now we have

g; eAeBfh i ¼ ð��þm2Þg; eAeBf
� �

N

¼ eAð��þm2Þg; eBf
� �

N

¼ ð��þm2Þg; eBf
� �

N

¼ g; eBfh i ¼ 0

where we have used the definition of h iN in terms of
h i, the fact that eA(��þm2)g = (��þm2)g, since
(��þm2)g has support on A�, and the fact that eBf
has support on B. This ends the proof of the
(pre)Markov property for one-particle systems.

A very important role in the theory is played by
subspaces of N associated to hyperplanes in R4. To
fix ideas, consider the hyperplane x4 = 0 and the
associated subspace N0. A tempered distribution in
N with support on x4 = 0 has necessarily the form
(f � �0)(x) � f (x)�(x4), with f 2 F. By using the
basic magic formula, for x � 0 and M > 0,Z þ1

�1

expðipxÞ
p2 þM2

dp ¼ �

M
exp ð�MxÞ

it is immediate to verify that k f � �0kN = kfkF.
Therefore, we have an isomorphic and isometric
identification of the two Hilbert spaces F and N0.
Obviously, similar considerations hold for any
hyperplane. In particular, we consider the

hyperplanes x4 = t and the associated subspaces Nt.
Let us introduce injection operators jt defined by

jt : F ! N

f ! f � �t

where f is a generic element of F, with values f (x),
and (f � �t)(x) = f (x)�(x4 � t). It is immediate to
verify the following properties for jt and its adjoint
j�t : the range of jt is Nt; moreover, jt is an isometry,
so that j�t jt = 1F, jtj

�
t = et, where 1F is the identity on

F, and et is the projection on Nt. Moreover, etjt = jt
and j�t = j�t et.

If we introduce translations u(t) along the
x4-direction and the reflection r0 with respect to
x4 = 0, then we also have the covariance property
u(t)js = jtþs, and the reflexivity property r0j0 = j0,
j�0r0 = j�0. The reflexivity property is very important.
It tells us that r0 leaves N0 pointwise invariant, and
it is an immediate consequence of the fact that
�(x4) = �(�x4).

Therefore, if we start from N we can obtain F, by
taking the projection j� with respect to some
hyperplane �, in particular x4 = 0. It is also obvious
that we can induce on F a representation of E(3) by
taking those elements of E(4) that leave � invariant.

Let us now see how we can define the Hamiltonian
on F starting from the properties of N. Since we are
considering the simple case of the one-particle system,
we could just perform the following construction
explicitly by hand, through a simple application of
the basic magic formula given earlier. But we prefer
to follow a route that emphasizes Markov property
and can be immediately generalized to more
complicated cases.

Let us introduce the operator p(t) on F defined by
the dilation p(t) = j�0jt = j�0u(t)j0, t � 0. Then we
prove the following:

Theorem 2 The operator p(t) is bounded and self-
adjoint. The family {p(t)}, for t � 0, is a norm-
continuous semigroup.

Proof Boundedness and continuity are obvious. Self-
adjointness is a consequence of reflexivity. In fact,

p�ðtÞ ¼ j�0uð�tÞj0 ¼ j�0r0uðtÞr0j0 ¼ j�0uðtÞj0 ¼ pðtÞ

The semigroup property is a consequence of the
Markov property. In fact, let us introduce
Nþ, N0, N� as subspaces of N made by distributions
with support in the regions x4 � 0, x4 = 0, x4 	 0,
respectively, and call eþ, e0, e� the respective projec-
tions. By Markov property, we have e0 = e�eþ. Now
write, for s, t � 0,

pðtÞpðsÞ¼ j�0uðtÞj0j�0uðsÞj0¼ j�0uðtÞe0uðsÞj0
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If e0 could be cancelled, then the semigroup
property would follow from the group property of
the translations u(t)u(s) = u(t þ s) (a miracle of the
dilations!). For this, consider the matrix element

f ; pðtÞpðsÞgh iF ¼ uð�tÞj0f ; e0uðsÞj0 gh iN
recall e0 = e�eþ, and use u(s)j0g 2 Nþ and
u(�t)j0f 2 N�.

Let us call h the generator of p(t), so that
p(t) = exp (�th), for t � 0. By definition, h is the
Hamiltonian of the physical system. A simple
explicit calculation shows that h is just the energy
! introduced earlier. Starting from the representa-
tion of the Euclidean group E(3) already given and
from the Hamiltonian, we immediately get a
representation of the full Poincaré group on F.
Therefore, all physical properties of the one-particle
system have been reconstructed from its Euclidean
image on the Hilbert space N.

As a last remark of this section, let us note that we
can consider the real Hilbert spaces Nr and Fr, made of
real elements (in configuration space) in N and F. The
operators u(a, t), u(t), r0, j�, j��, eA are all reality preser-
ving, that is, they map real spaces into real spaces.

This completes our discussion about the one-
particle system. For more details we refer to Guerra
et al. (1975) and Simon (1974). We have introduced
the Euclidean image, discussed its main properties,
and shown how we can derive all properties of the
physical system from its Euclidean image. In the
next sections, we will show how this kind of
construction carries through the second-quantized
case and the interacting case.

Second Quantization and Free Fields

We begin this section with a short review about the
procedure of second quantization based on prob-
abilistic methods, by following mainly Nelson
(1973b); see also Guerra et al. (1975) and Simon
(1974). Probabilistic methods are particularly useful
in the framework of the Euclidean theory.

Let H be a real Hilbert space with symmetric
scalar product ,h i. Let �(u) be the elements of a
family of centered Gaussian random variables
indexed by u 2 H, uniquely defined by the expecta-
tion values E(�(u)) = 0, E(�(u)�(v)) = u, vh i. Since �
is Gaussian, we also have

Eðexpð	�ðuÞÞÞ ¼ exp 1
2	

2 u; uh i
� �

and

Eð�ðu1Þ�ðu2Þ � � ��ðunÞÞ ¼ ½u1u2 � � � un


Here [ . . . ] is the Hafnian of elements
[uiuj] = ui, uj

� �
, defined to be zero for odd n, and

for even n given by the recursive formula

½u1u2 � � � un
 ¼
Xn

i¼2

½u1ui
½u1u2 � � � un
0

where in [ . . . ]0 the terms u1 and ui are suppressed.
Hafnians, from the Latin name of Copenhagen, the
first seat of the theoretical group of CERN, were
introduced in quantum field theory by Caianiello
(1973), as a useful tool when dealing with Bose
statistics.

Let (Q, �,�) be the underlying probability space
where � are defined as random variables. Here Q is
a compact space, � a �-algebra of subsets of Q, and
� a regular, countable additive probability measure
on �, normalized to �(Q) =

R
Qd�= 1.

The fields �(u) are represented by measurable
functions on Q. The probability space is uniquely
defined, but for trivial isomorphisms, if we assume
that � is the smallest �-algebra with respect to
which all fields �(u), with u 2 H, are measurable.
Since �(u) are Gaussian, they are represented by
Lp(Q, �,�) functions, for any p with 1 	 p <1,
and the expectations will be given by

Eð�ðu1Þ�ðu2Þ � � ��ðunÞÞ

¼
Z

Q

�ðu1Þ�ðu2Þ � � ��ðunÞ d�

where, by a mild abuse of notation, �(ui) on the
right-hand side denote the Q space functions which
represent the random variables �(ui). We call the
complex Hilbert space F = �(H) = L2(Q, �,�) the
�ok space constructed on H, and the function �0 �
1 on Q the �ok vacuum.

In order to introduce the concept of second
quantization of operators, we must introduce sub-
spaces of F with a ‘‘fixed number of particles.’’ Call
F (0) = {	�0}, where 	 is any complex number.
Define F (	n) as the subspace of F generated by
complex linear combinations of monomials of the
type �(u1) � � ��(uj), with ui 2 H, and j 	 n. Then
F (	n�1) is a subspace of F (	n). We define F (n), the
n-particle subspace, as the orthogonal complement
of F (	n�1) in F (	n), so that

Fð	nÞ ¼ FðnÞ � Fð	n�1Þ

By construction, the F (n) are orthogonal, and it is
not difficult to verify that

F ¼
M1
n¼0

FðnÞ
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Let us now introduce the Wick normal products
by the definition

:�ðu1Þ�ðu2Þ � � ��ðunÞ :¼ EðnÞ�ðu1Þ�ðu2Þ � � ��ðunÞ

where E(n) is the projection on F (n). It is not difficult
to prove the usual Wick theorem (see, e.g., Guerra
et al. (1975), and its inversion given by Caianiello
(1973).

It is interesting to remark that, in the framework
of the second quantization performed with prob-
abilistic methods, it is not necessary to introduce
creation and destruction operators as in the usual
treatment. However, the two procedures are com-
pletely equivalent, as shown, for example, in Simon
(1974).

Given an operator A from the real Hilbert space
H1 to the real Hilbert space H2, we define its
second-quantized operator �(A) through the follow-
ing definitions:

�ðAÞ�01 ¼ �02

�ðAÞ :�1ðu1Þ�1ðu2Þ . . .�1ðunÞ:
¼ :�2ðAu1Þ�2ðAu2Þ � � ��2ðAunÞ:

where we have introduced the probability spaces Q1

and Q2, their vacua �01 and �02, and the random
variables �1 and �2, associated to H1 and H2,
respectively. The following remarkable theorem by
Nelson (1973b) gives a full characterization of �(A),
very useful in the applications.

Theorem 3 Let A be a contraction from the real
Hilbert space H1 to the real Hilbert space H2. Then
�(A) is an operator from L1

(1) to L1
(2) which is

positivity preserving, �(A)u � 0 if u � 0, and such
that E(�(A)u) = E(u). Moreover, �(A) is a contrac-
tion from Lp

(1) to Lp
(2) for any p, 1 	 p <1. Finally,

�(A) is also a contraction from Lp
(1) to Lq

(2), with
q � p, if kAk2 	 (p� 1)=(q� 1).

We have indicated with Lp
(1), Lp

(2) the Lp spaces
associated to H1 and H2, respectively. This is the
celebrated best hypercontractive estimate given by
Nelson. For the proof, we refer to the original paper
of Nelson (1973b); see also Simon (1974).

This completes our short review on the theory of
second quantization based on probabilistic methods.

The usual time-zero quantum field ��(u), u 2 Fr, in
the �ok representation, can be obtained through
second quantization starting from Fr. We call
( �Q, ��, ��) the underlying probability space, and
F = �(Fr) = L2( �Q, ��, ��) the Hilbert �ok space of
the free physical particles.

Now we introduce the free Markov field �(f ), f 2
Nr, by taking Nr as the starting point. We call
(Q, �,�) the associated probability space. We

introduce the Hilbert space N = �(Nr) =
L2(Q, �,�), and the operators U(a, R) = �(u(a, R)),
R0 = �(r0), U(t) = �(u(t)), EA = �(eA), and so on, for
which the previous Nelson theorem holds (take
H1 =H2 = Nr).

Since in general �(AB) = �(A)�(B), we have
immediately the following expression of the Markov
property E� = EAEB, where the closed regions
A, B, � of the Euclidean space have the same
properties as explained earlier in the proof of the
(pre)Markov property for one-particle systems.

It is obvious that EA can also be understood as
conditional expectation with respect to the sub-�-
algebra �A generated by the field �(f ) with f 2 Nr

and the support of f on A.
The relation, previously pointed out, between Nt

subspaces and F are also valid for their real parts
Nrt and Fr. Therefore, they carry out through the
second quantization procedure. We introduce
Jt = �(jt) and J�t = �(j�t ); then the following proper-
ties hold. Jt is an isometric injection of Lp( �Q,��, ��)
into Lp(Q, �,�); the range of Jt as an operator L2!L2

is obviouslyN t = �(Nrt); moreover, JtJ
�
t = Et. The free

Hamiltonian H0 is given for t � 0 by

J�0Jt ¼ expð�tH0Þ ¼ �ðexpð�t!ÞÞ

Moreover, we have the covariance property
U(t)J0 = Jt, and the reflexivity R0J0 = J0, J�0R0 = J�0.

These relations allow a very simple expression for
the matrix elements of the Hamiltonian semigroup
in terms of Markov quantities. In fact, for u, v 2 F
we have

u; expð�tH0Þvh i ¼
Z

Q

ð JtuÞ�J0v d�

In the next section, we will generalize this
representation to the interacting case.

Finally, let us derive the hypercontractive property
of the free Hamiltonian semigroup.

Since k exp (�t!)k 	 exp (�tm), where m is the
mass of the particle, we have immediately, by a
simple application of Nelson theorem,

k expð�tH0Þkp;q 	 1

provided q� 1 	 (p� 1) exp (2tm), where k . . . kp, q

denotes the norm of an operator from Lp to Lq

spaces.

Interacting Fields

The discussion of the previous sections was limited
to free fields both in Minkowski and Euclidean
spaces. Now we must introduce interaction in order
to get nontrivial theories.

Euclidean Field Theory 261



First, as a general motivation, we will proceed
quite formally and then we will resort to precise
statements.

Let us recall that in standard quantum field theory,
for scalar self-coupled fields, the time-ordered pro-
ducts of quantum fields in Minkowski spacetime can
be expressed formally through the formula

Tð�ðx1Þ � � ��ðxnÞ expði
R
L dxÞÞ

� �
T expði

R
L dxÞ

� �
where T denotes time ordering, � are free fields in
Minkowski spacetime,L is the interaction Lagrangian,
and . . .h i are vacuum averages. As is well known, this
expression can be put, for example, at the basis of
perturbative expansions, giving rise to terms expressed
through Feynman graphs. The appropriately chosen
normalization provides automatic cancelation of the
vacuum to vacuum graphs.

Now we can introduce a formal analytic continua-
tion to the Schwinger points, as previously done for
the one-particle system, and obtain the following
expression for the analytic continuation of the field
time-ordered products, now called Schwinger
functions,

Sðx1; . . . ; xnÞ ¼
�ðx1Þ � � ��ðxnÞ exp Uh i

exp Uh i
Here x1, . . . , xn denote points in Euclidean space, �
are the Euclidean fields introduced earlier. The
chronological time ordering disappears, because the
fields � are commutative, and there is no distin-
guished ‘‘time’’ direction in Euclidean space. Here
the symbol . . .h i denotes the expectation values
represented by

R
. . . d�, as explained earlier, and U

is the Euclidean ‘‘action’’ of the system formally
given by the integral on Euclidean space

U ¼ �
Z

Pð�ðxÞÞ dx

if the field self-interaction is produced by the
polynomial P.

Therefore, these formal considerations suggest
that the passage from the free Euclidean theory to
the fully interacting one is obtained through a
change of the free probability measure d� to the
interacting measure

exp U d�=

Z
Q

exp U d�

The analogy with classical statistical mechanics is
evident. The expression exp U acts as Boltzmannfaktor,
and Z =

R
Q exp U d� is the partition function.

Our task will be to make these statements precise
from a mathematical point of view. We will be

obliged to introduce cutoffs, and then be involved in
their careful removal.

For the sake of convenience, we make the
substantial simplification of considering only two-
dimensional theories (one space, one time dimension
in the Minkowski region) for which the well-known
ultraviolet problem of quantum field theory gives no
trouble. There is no difficulty in translating the
contents of the previous sections to the two-
dimensional case.

Let P be a real polynomial, bounded below and
normalized to P(0) = 0. We introduce approxima-
tions h to the Dirac � function at the origin of the
two-dimensional Euclidean space R2, with h 2 Nr.
Let hx be the translate of h by x, with x 2 R2. The
introduction of h, equivalent to some ultraviolet
cutoff, is necessary, because local fields, of the
formal type �(x), have no rigorous meaning, and
some smearing is necessary.

For some compact region � in R2, acting as space
cutoff (infrared cutoff), introduce the Q space
function

U
ðhÞ
� ¼ �

Z
�

:Pð�ðhxÞÞ: dx

where dx is the Lebesgue measure in R2. It is
immediate to verify that U(h)

� is well defined,
bounded below and belongs to Lp(Q, �,�), for any
p, 1 	 p <1. This is the infrared and ultraviolet
cutoff action. Notice the presence of the Wick
normal products in its definition. They provide a
kind of automatic introduction of counterterms, in
the framework of renormalization theory.

The following theorem allows us to remove the
ultraviolet cutoff.

Theorem 4 Let h! �, in the sense that the Fourier
transforms ~h are uniformly bounded and converge
pointwise in momentum space to the Fourier trans-
form of the �-function given by (2�)�2. Then U(h)

� is
Lp-convergent for any p, 1 	 p <1, as h! �. Call
U� the Lp-limit, then U�, exp U� 2 Lp(Q, ��,�), for
1 	 p <1.

The proof uses standard methods of probability
theory, and originates from pioneering work of
Nelson in (1966). It can be found for example in
Guerra et al. (1975), and Simon (1974).

Since U� is defined with normal products, and
the interaction polynomial P is normalized to
P(0) = 0, an elementary application of Jensen
inequality gives

Z
Q

exp U� d� � exp :

Z
Q

U� d� ¼ 1
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Therefore, we can rigorously define the new space
cutoff measure in Q space:

d�� ¼ exp U� d�=

Z
Q

exp U� d�

The space-cutoff interacting Euclidean theory is
defined by the same fields on Q space, but with a
change in the measure and, therefore, in the
expectation values. The correlations for the inter-
acting fields �� are the cutoff Schwinger functions

S�ðx1; . . . ; xnÞ ¼ ��ðx1Þ � � � ��ðxnÞ
� �

¼ Z�1
� �ðx1Þ � � ��ðxnÞ exp U�h i

where the partition function is

Z� ¼ exp U�h i

We see that the analogy with statistical mechanics
is complete here. Of course, the introduction of the
space cutoff � destroys translation invariance. The
full Euclidean covariant theory must be recovered by
taking the infinite-volume limit �!R2 on field
correlations. For the removal of the space cutoff, all
methods of statistical mechanics are available. In
particular, correlation inequalities of ferromagnetic
type can be easily exploited, as shown, for example,
in Guerra et al. (1975) and Simon (1974).

We would like to conclude this section by giving
the connection between the space-cutoff Euclidean
theory and the space-cutoff Hamiltonian theory in
the physical �ok space.

For ‘ � 0, t � 0, consider the rectangle in R2,

�ð‘; tÞ ¼ ðx1; x2Þ: �
‘

2
	 x1 	

‘

2
; 0 	 x2 	 t

� �
and define the operator in the physical �ok space

P‘ðtÞ ¼ J�0 exp U�ð‘; tÞJt

where J0 and Jt are injections relative to the lines
x2 = 0 and x2 = t, respectively. Then the following
theorem, largely due to Nelson, holds.

Theorem 5 The operator P‘(t) is bounded and self-
adjoint. The family {P‘(t)}, for ‘ fixed and t � 0,
is a strongly continuous semigroup. Let H‘ be
its lower bounded self-adjoint generator, so that
P‘(t) = exp (�tH‘). On the physical �ok space, there
is a core D for H‘ such that on D the equality
H‘ = H0 þ V‘ holds, where H0 is the free Hamiltonian
introduced earlier and V‘ is the volume-cutoff
interaction given by

V‘ ¼ lim

Z ‘=2

�‘=2
: Pð ��ðhx1

ÞÞ : dx1

where hx1
are the translates of approximations to

the �-function at the origin on the x1-space, and the
limit is taken in Lp, in analogy to what has been
explained for the two-dimensional case in the
definition of U�.

While we refer to Guerra et al. (1975) and Simon
(1974) for a full proof, we mention here that
boundedness is related to hypercontractivity of the
free Hamiltonian, self-adjointness is a consequence
of reflexivity, and the semigroup property follows
from Markov property. This theorem is remark-
able, because it expresses the cutoff interacting
Hamiltonian semigroup in an explicit form in the
Euclidean theory through probabilistic expectations.
In fact, we have

u; expð�tH‘Þvh i ¼
Z

Q

ð JtuÞ�J0v exp U�ð‘; tÞ d�

We could call this expression as the Feynman–Kac–
Nelson formula, in fact it is nothing but a path
integral expressed in stochastic terms, and adapted to
the Hamiltonian semigroup.

By comparison with the analogous formula given
for the free Hamiltonian semigroup, we see that
the introduction of the interaction inserts the
Boltzmannfaktor under the integral.

As an immediate consequence of the Feynman–
Kac–Nelson formula, together with Euclidean cov-
ariance, we have the following astonishing Nelson
symmetry:

�0; expð�tH‘Þ�0h i ¼ �0; expð�‘HtÞ�0h i

which was at the basis of Guerra (1972) and Guerra
et al. (1972), and played some role in showing the
effectiveness of Euclidean methods in constructive
quantum field theory.

It is easy to establish, through simple probabilistic
reasoning, that H‘ has a unique ground state �‘ of
lowest energy E‘. For a convenient choice of
normalization and phase factor, one has k�‘k2 = 1,
and �‘ > 0 almost everywhere on Q space (for
bosonic systems, ground states have no nodes in
configuration space!). Moreover, �‘ 2 Lp, for any
1 	 p <1. If ‘ > 0 and the interaction is not
trivial, then �‘ 6¼ �0, E‘ < 0, and k�‘k1 < 1.
Obviously, kexp (�tH‘)k2, 2 = exp (�tE‘).

The general structure of Euclidean field theory, as
explained in this section, has been at the basis of all
applications in constructive quantum field theory.
These applications include the proof of the existence
of the infinite-volume limit, with the establishment of
all Wightman axioms, for two- and three-dimensional
theories. Moreover, the existence of phase transitions
and symmetry breaking has been firmly established.
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Extensions have also been given to theories involving
Fermions, and to gauge field theory. Due to the scope
of this review, limited to a description of the general
structure of Euclidean field theory, we cannot give
a detailed treatment of these applications. Therefore,
we refer to recent general reviews on constructive
quantum field theory for a complete description of
all results (see, e.g., Jaffe (2000)). For recent applica-
tions of Euclidean field theory to quantum fields on
curved spacetime manifolds we refer, for example, to
Schlingemann (1999).

The Physical Interpretation of Euclidean
Field Theory

Euclidean field theory has been considered by most
researchers as a very useful tool for the study of
quantum field theory. In particular, it is quite easy,
for example, to obtain the fully interacting Schwin-
ger functions in the infinite-volume limit in two-
dimensional spacetime. At this point, there arises
the problem of connecting these Schwinger func-
tions with observable physical quantities in Min-
kowski spacetime. A very deep result of
Osterwalder and Schrader (1973) gives a very
natural interpretation of the resulting limiting
theory. In fact, the Euclidean theory, as has been
shown earlier, arises from an analytic continuation
from the physical Minkowski spacetime to the
Schwinger points, through a kind of analytic
continuation in time (also called Wick rotation,
because Wick exploited this trick in the study of
the Bethe–Salpeter equation). Therefore, having
obtained the Schwinger functions for the full
covariant theory, after all cutoff removal, it is
very natural to try to reproduce the inverse analytic
continuation in order to recover the Wightman
functions in Minkowski spacetime. Therefore,
Osterwalder and Schrader have been able to
identify a set of conditions, quite easy to verify,
wich allow us to recover Wightman functions from
Schwinger functions. A key role in this reconstruc-
tion theorem is played by the so-called reflection
positivity for Schwinger functions, a property quite
easy to verify. In this way, a fully satisfactory
solution for the physical interpretation of Euclidean
field theory is achieved.

From a historical point of view, an alternate route
is possible. In fact, at the beginning of the exploita-
tion of Euclidean methods in constructive quantum
field theory, Nelson was able to isolate a set of
axioms for the Euclidean fields (Nelson 1973a),
allowing the reconstruction of the physical theory.
Of course, Nelson axioms are more difficult to

verify, since they also involve properties of the
Euclidean fields and not only of the Schwinger
functions. However, it is still very interesting to
investigate whether the Euclidean fields play only an
auxiliary role in the construction of the physical
content of relativistic theories, or if they have a
more fundamental meaning.

From a physical point of view, the following
considerations could also lead to further developments
along this line. By its very structure, the Euclidean
theory contains the fixed-time quantum correlations in
the vacuum. In elementary quantum mechanics, it is
possible to derive all physical content of the theory
from the simple knowledge of the ground state wave
function, including scattering data. Therefore, at least
in principle, it should be possible to derive all physical
content of the theory directly from the Euclidean
theory, without any analytic continuation.

We conclude this short section on the physical
interpretation of the Euclidean theory with a mention
of a quite surprising result (Guerra and Ruggiero
1973) obtained by submitting classical field theory
to the procedure of stochastic quantization in the sense
of Nelson (1985). The procedure of stochastic
quantization associates a stochastic process to each
quantum state. In this case, in a fixed reference frame,
the procedure of stochastic quantization, applied to
interacting fields, produces, for the ground state, a
process in the physical spacetime that has the same
correlations as Euclidean field theory. This opens the
way to a possible interpretation of Euclidean field
theory directly in Minkowski spacetime. However, a
consistent development along this line requires a new
formulation of representations of the Poincaré group
in the form of measure-preserving transformations in
the probability space where the Euclidean fields are
defined. This difficult task has not been accomplished
as yet.
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Introduction

In this article we present the semigroup approach
to linear and nonlinear evolution equations in
general Banach spaces. In the first part we
introduce the general frame and we explain the
cornerstones of the widely developed theory of
linear evolution equations. Besides the classical
approach to linear evolution equations based on
C0-semigroups, we also give a brief introduction to
the more recent theory of maximal regularity. The
entire linear theory is not only important on its
own (which we prove by discussing applications to
the heat equation, Schrödinger equation, wave
equation, and Maxwell equations) but it is also
the indispensable basis for the theory of nonlinear
evolution equation, which we present in the second
part.

Linear Evolution Equations

Let E0 be a Banach space, T > 0, and assume that
A := {A(t); t 2 [0, T]} is a family of closed linear
operators in E0. By this we mean that, given t 2
[0, T], there is a linear subspace D(A(t)) of E0 and

linear mapping A(t) : D(A(t)) � E0 ! E0 such that the
graph {(x, A(t)x); x 2 D(A(t))} of A(t) is a closed
subspace of E0 � E0. Given a mapping f : [0, T]!
E0 and a vector u0 2 E0, we study the following initial-
value problem for (A, f , u0): find a function u 2
C1((0, T], E0) such that u(t) 2 D(A(t)) for
t 2 (0, T] and

u0ðtÞ ¼ AðtÞuðtÞ þ f ðtÞ; t 2 ð0;T
; uð0Þ ¼ u0 ½1


Sometimes we call [1] also the Cauchy problem of
the linear evolution equation u0(t) = A(t)u(t)þ f (t).
In the following, we will specify different conditions
on (A, f , u0) which guarantee the well-posedness of
[1], and we shall discuss several examples of
equations of type [1] which are relevant in mathe-
matical physics.

Autonomous Homogeneous Equations

As in the case of ordinary differential equations in
finite-dimensional spaces, it is convenient to con-
sider first the autonomous version of [1], that is, we
assume that A is trivial in the sense that T =1 and
that A(0) = A(t) for all t � 0. In order to simplify
our notation, we set A := A(0). We consider first the
homogeneous problem

u0ðtÞ ¼ AuðtÞ; t 2 ð0;1Þ; uð0Þ ¼ u0 ½2
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where u0 2 E0 is given. The question of the well-
posedness of [2] is closely tied to the notion of a
C0-semigroup in E0. Let L(E0) denote the Banach
space of all bounded linear operators on E0,
endowed with the usual operator norm. A one-
parameter family T = {T(t) 2 L(E0); t � 0} is called
‘‘C0-semigroup’’ in L(E0) iff

1. T(0) = idE0
(normalization),

2. T(sþ t) = T(s)T(t) for all s, t � 0 (semigroup
property), and

3. limt!0T(t)x = x for all x 2 E0 (strong continuity
at 0).

Given a C0-semigroup T , we define its (infinite-
simal) generator B by setting

domðBÞ :¼ x 2 E0; lim
t!0

TðtÞx� x

t
exists in E0

� �

and by defining

Bx :¼ lim
t!0

TðtÞx� x

t
for x 2 domðBÞ

This clearly defines a linear operator in E0 and it is
well known that B is closed and densely defined.
Moreover, we have

Theorem 1 Assume that A : D(A) � E0 ! E0 is the
generator of a C0-semigroup {T(t); t � 0}. Then, given
u0 2 D(A), problem [2] possesses a unique solution u
in C1([0,1), E0), which is given by u(t) = T(t)u0.

Under suitable additional assumptions it can be
shown that the converse of Theorem 1 also holds
true. However, we shall not go into these details but
we prefer to present the following characterization
of generators of C0-semigroups:

Theorem 2 (Hille–Yosida). The operator A : D(A)
� E0 ! E0 generates a C0-semigroup iff it is closed,
densely defined, and there exists !, M 2 R such that
the resolvent set �(A) of A contains the ray (!,1) and
such that k(�� !)n(�� A)�nk �M for all � > ! and
all n 2 N.

In applications, it is in general rather difficult to
derive a uniform estimate of powers of the resolvent
of an unbounded operator. Luckily, generators of
C0-semigroups of contractions (i.e., kT(t)kL(E0) � 1
for all t � 0) can be characterized in a rather useful
way. To formulate this result we call an operator
B : D(B) � E0 ! E0 ‘‘dissipative’’ iff for any x 2
D(B) there is an x0 2 E00 with hx0, xi= kxk2

E0
= kx0k2

E0
0

such that Rehx0, Bxi � 0. Here h� , �i denotes the
duality pairing between E00 and E0. The operator B
is called ‘‘m-dissipative’’ if it is dissipative and
im(�0 � A) = E0 for some �0 > 0.

Theorem 3 (Lumer–Phillips). Let A :D(A)� E0!
E0 be a closed and densely defined operator. Then
A generates a C0-semigroup of contractions in L(E0) iff
A is m-dissipative.

Before we shall discuss examples of C0-semigroups
and their infinitesimal generators, let us introduce the
following definition: given � 2 (0,�], let �� := {z 2 C;
jarg (z)j < �} denote the sector in C of angle 2�. A
family of operators T = {T(z) 2 L(E0); z 2 ��} is
called a ‘‘holomorphic C0-semigroup’’ in L(E0) iff

1. [z 7!T(z)] : �� ! L(E0) is holomorphic,
2. T(0) = idE0

and limz!0T(z)x = x for all x 2 E0, and
3. T(wþ z) = T(w)T(z) for all w, z 2 ��.

Generators of holomorphic C0-semigroups can be
characterized in the following way:

Theorem 4 A densely defined closed linear operator
A : D(A) � E0 ! E0 generates a holomorphic
C0-semigroup iff there exist M > 0 and !0 � 0 such
that � 2 �(A) and k�(�� A)�1k �M for all � 2 C
with Re� > !0.

Examples 5

(i) Self-adjoint generators. Let E0 be a Hilbert
space and assume that A is self-adjoint and that
there exists an �0 2 R such that A � �0. Then
A generates a holomorphic C0-semigroup {T(t); t �
0}. If {EA(�);� 2 R} denotes the spectral resolution
of A, then T(t) =

R
R exp (t�) dEA(�) for t � 0.

(ii) Dissipative operators in Hilbert spaces.
Assume again that E0 is a Hilbert space. Then,
by Riesz’ representation formula, an operator A is
dissipative iff Re(ujAu) � 0 for all u 2 D(A).

(iii) The heat semigroup. Let M be either a
smooth compact closed Riemannian manifold or
Rm with the Euclidean metric and write � for the
Laplace–Beltrami operator on M. Then it is known
that � 2 L(D0(M)), where D0(M) is the space of all
distributions on M. Given 1 � p <1, let

Dð�pÞ :¼ fu 2 LpðMÞ; �u 2 LpðMÞg

and set �pu = �u for u 2 D(�p). Then �p generates a
holomorphic C0-semigroup on Lp(M), the so-called
‘‘diffusion’’ or ‘‘heat semigroup’’ on M. If 1 < p <1,
then it can be shown that D(�p) = W2

p (M), where
Wk

p (M) denotes the Sobolev space of order k 2 N, built
over Lp(M).

If M = Rm then the operators T(t) of the semigroup
generated by �Rm are given by

TðtÞuðxÞ ¼ 1

ð4�tÞm=2
Z

Rm
exp

�jx� yj2

4t

 !
uðyÞ dy

for all t > 0 and almost all x 2 Rm.
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Observe that the case L1(M) is excluded here. In
fact, it is known that if a linear operator A generates
a C0-semigroup on L1(M), then A must be
bounded. However, it can be shown that suitable
realizations of the Laplace–Beltrami operator on
spaces of continuous and Hölder continuous func-
tions generate holomorphic semigroups. For more
details on that topic the reader is referred to the
‘‘Further reading’’ section.

(iv) Stone’s theorem and the Schrödinger equa-
tion. Let E0 be a Hilbert space and assume that A
is self-adjoint. Then Theorem 3 and Remark (ii)
imply that iA generates a C0-group {U(t); t 2 R} of
unitary operators. In fact, Stone’s theorem ensures
that every generator of a C0-group of unitary
operators is of the form iA with a self-adjoint
operator A. As an example of particular interest,
let us consider the Schrödinger equation

1

i

@u

@t
¼ �u� Vu ½3�

with a bounded potential V : Rm ! R. Letting
D(A) := H2(Rm) and Au := �u� Vu, it follows
that A is self-adjoint in L2(Rm). Hence, the evolution
of [3] is governed by the group of unitary operators
generated by iA. Of course, the assumption that V be
bounded is rather restrictive. In fact, there are
numerous contributions which show that this assump-
tion can be weakened considerably. Again reader is
referred to the ‘‘Further reading’’ section for more
details in this direction.

(v) The wave equation. Let us consider the
following initial-value problem

&uðt; xÞ ¼ 0; x 2 Rm; t > 0

uð0; xÞ ¼ ’1ðxÞ; @u=@tð0; xÞ
¼ ’2ðxÞ; x 2 Rm

½4�

for the d’Alembert operator & = @2u=@t2 ��Rm in
mþ 1 dimensions. In order to associate with [4] a
semigroup, let us formally re-express [4] as the
following first-order system:

dU

dt
¼ AU; t > 0; Uð0Þ ¼ �

where

U ¼ ðu; u0Þ; A ¼ 0 id
� 0

� �
; � ¼ ð’1; ’2Þ

Letting now E0 := H1(Rm)� L2(Rm) and
D(A) := H2(Rm)�H1(Rm), it can be shown that A
generates a C0-group of linear operators in L(E0).
Hence, given any initial datum (’1,’2) 2 H2(Rm)�
H1(Rm), there exists a unique solution u 2 C1

([0,1), L2(Rm)) to the initial-value problem [4]. It

can be shown that this solution possesses the
following additional regularity:

u 2 C2ð½0;1Þ;L2ðRmÞÞ \ Cð½0;1Þ;H2ðRmÞÞ

Hence, eqns [4] are satisfied for all t 2 [0,1)
and for almost all x 2 Rm.

(vi) Maxwell equations. Let E and H denote the
electric and magnetic field vector, respectively, " and �
the electrical permittivity and magnetic permeability,
respectively, and consider the initial-value problem for
Maxwell equations in vacuum and without charges
and currents: given sufficiently smooth vector fields
(E0, H0) find a pair (E, H) such that

"
@E

@t
� rot H ¼ 0 in ð0;1Þ � R3

�
@H

@t
þ rot E ¼ 0 in ð0;1Þ � R3

Eð0; �Þ ¼ E0; Hð0; �Þ ¼ H0 in R3

½5�

We assume that " and � belong to L1(R3,Lsym(R3))
and are uniformly positive definite, that is, we
assume that there are "0 > 0 and �0 > 0 such that

ð"ðxÞyjyÞ � "0jyj2; ð�ðxÞyjyÞ � �0jyj2

for all x, y 2 R3. Based on these assumptions we
endow the space L2(R3)� L2(R3) with the inner
product

ðu1; u2Þjðv1; v2Þð Þ :¼ ð"u1jv1ÞL2
þ ð�u2jv2ÞL2

for (u1, u2), (v1, v2) 2 L2(R3)� L2(R3), and call this
Hilbert space E0. We further set

E1 :¼ fðu1; u2Þ 2 E0; ðrot u1; rot u2Þ 2 E0g

Finally, given u = (u1, u2) 2 E1, let

Au :¼ "�1 rot u2;���1 rot u1

� �
It can be shown that iA is self-adjoint in E0.

Hence, Stone’s theorem ensures that A generates a
C0-group of unitary operators in L(E0). Therefore,
given (E0, H0) 2 E1, there exists a unique solution (E(�),
H(�)) of [5]. For this solution, the energy functional

EðtÞ ¼ 1

2

Z
R3
ð"EðtÞjEðtÞÞR3 þ ð�HðtÞjHðtÞÞR3

� 	
dx

is constant on [0,1).

Autonomous Inhomogeneous Equations

Next, we study problem [1] in the case A(t) = A for
all t 2 [0, T). Throughout this section we assume
that the following minimal hypotheses

1. A generates a C0-semigroup in L(E0),
2. f 2 L1((0, T), E0), and
3. u0 2 E0

Evolution Equations: Linear and Nonlinear 267



are satisfied. Later on we shall discuss several more
restrictive assumptions on (A, f , u0). A function
u : [0, T]! E0 is called a ‘‘(classical) solution’’ of

u0ðtÞ ¼ AuðtÞ þ f ðtÞ; t 2 ð0;T�; uð0Þ ¼ u0 ½6�

iff u 2 C([0, T], E0) \ C1((0, T], E0), u(t) 2 D(A) for
all t 2 (0, T], and u satisfies [6] pointwise on [0, T].
It can be shown that [6] has at most one solution. If
it has a solution, this solution is represented by the
following variation-of-constant-formula:

uðtÞ ¼ TðtÞu0 þ
Z t

0

Tðt � sÞf ðsÞ ds; t 2 ½0;T� ½7�

where {T(t); t � 0} denotes the semigroup generated
by A. Observe that the function u : [0, T]! E0,
defined by [7], is continuous, but in general not
differentiable on (0, T]. For this reason one calls [7]
the ‘‘mild solution’’ of [6].

It is not difficult to see that if u0 2 D(A) and f 2
C1([0, T], E0), then the mild solution is a classical
solution, that is, [6] is uniquely solvable in the

be weakened in two different directions. Let
kxkA := kxkE0

þ kAxkE0
denote the graph norm on

D(A). Then the closedness of A implies that
(D(A); k � kA) is a Banach space. In the following,
we call this Banach space E1. Moreover, given � 2
(0, 1), we write E� = (E0, E1)� for the complex
interpolation space between E0 and E1. Then we
have the following result.

Theorem 6 Let A generate a holomorphic
C0-semigroup in L(E0) and assume that there is a
constant � 2 (0, 1) such that

f 2 C�ð½0;T�;E0Þ þ Cð½0;T�;E�Þ

Then, given u0 2 E0, the Cauchy problem [6]
possesses a unique classical solution. It is given by

uðtÞ ¼ TðtÞu0 þ
Z t

0

Tðt � sÞf ðsÞ ds; t 2 ½0;T�

where {T(t); t � 0} stands for the semigroup gener-
ated by A.

In the following, we discuss an alternative
approach to the Cauchy problem [6], which is
based on the so-called theory of maximal regularity.
There are several different types of results on
maximal regularity, which we cannot discuss in full
detail here. We decided to give a brief introduction
to the theory of the so-called ‘‘maximal Lp-regular-
ity.’’ For further results on maximal regularity, we

again draw the reader’s attention to the ‘‘Further
reading’’ section.

The Banach space E0 is called an unconditionality
of martingale ‘‘differences’’ (UMD) space if the
Hilbert transform is bounded on Lq(R, E0) for
some q 2 (1,1). It is known that Hilbert spaces,
the Lebesgue spaces Lp(X, d�) with 1 < p <1 and
with a �-finite measure space (X,�), and closed
subspaces of UMD spaces are UMD spaces.
Furthermore, UMD spaces are without exception
reflexive. Thus, the spaces L1(X, d�), L1(X, d�), and
spaces of continuous or Hölder continuous functions
are not UMD spaces.

Next, assume that �A generates a holomorphic
C0-semigroup in L(E0) and that [0,1) � �(�A).
Then, it is known that, given z 2 C, the fractional
power Az of A is a densely defined closed operator
in E0. We say that A has bounded imaginary powers
(BIP) of angle 	 � 0 if there exist positive constants
M and " such that

Ait 2 LðE0Þ and kAitkLðE0Þ �M expð	jtjÞ
t 2 ð�"; "Þ ½8�

In order to have a neat notation, we write A 2
BIP(	) if [8] holds true.

Remarks 7 In the following, we assume that �A
generates a holomorphic C0-semigroup in L(E0) and
that [0,1) � �(�A).

(i) If Re z < 0, then Az is bounded on E0.
(ii) There are several representation formulas for

the fractional powers of A. Among them we
picked the following: if Re z 2 (�1, 1) and x 2
D(A), then

Azx ¼ sinð�zÞ
�z

Z 1
0

szðsþ AÞ�2Ax ds

(iii) Assume that E0 is a Hilbert space, that A is self-
adjoint, and that there is a positive constant �
such that A � �. Further, let {EA(�) 2 R} be the
spectral resolution of A; then

Az :¼
Z 1

0

�z dEAð�Þ; z 2 C

Moreover, A 2 BIP(0).
(iv) Let again E0 be a Hilbert space and assume that
�A is m-dissipative and satisfies 0 2 �(A). Then
A 2 BIP(�=2).

Given p 2 (1,1), Sobolev’s embedding theorem
ensures that W1

p ((0, T), E0) is continuously injected
into C([0, T], E0). Consequently, given any function
u 2W1

p ((0, T), E0) and t 2 [0, T], the pointwise
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classical sense. In application to nonlinear problems,
the assumption f 2 C1([0, T], E0) is often too
restrictive. Fortunately, in the case of generators of
holomorphic semigroups, this assumption on f can



evaluation u(t) is well defined. In particular, the
trace at 0 with respect to time

tr : W1
pðð0;TÞ;E0Þ!E0; u 7! uð0Þ

is a well-defined and bounded linear operator. In order
to formulate the next result, let Es,p = (E0, E1)s,p, with
p 2 (1,1) and s 2 (0, 1), denote the real interpolation
space between the basic space E0 and E1, the domain
D(A) of A, endowed with the graph norm. Further-
more, we set

E0 :¼ Lpðð0;TÞ;E0Þ
E1 :¼ Lpðð0;TÞ;E1Þ \W1

pðð0;TÞ;E0Þ

and we write Isom(E, F) for the set of all topological
isomorphisms mapping the Banach space E onto the
B

Theorem 8 (Dore and Venni). Suppose that E0 is a
UMD space and that A 2 BIP(	) for some
	 2 [0,�=2). Then, given p 2 (1,1), we have

ð@t þ A; trÞ 2 IsomðE1;E0 � E1�1=p;pÞ

This means that, given (f , u0) 2 Lp((0, T), E0)�
E1�1=p,p, there exists a unique solution u 2
Lp((0, T), E1) \W1

p ((0, T), E0) of the Cauchy problem
[6]. Moreover, u depends continuously on (f , u0)
and fulfills the following a priori estimate:

kukE1
� cðkfkE0

þ ku0kE1�1=p;p
Þ

where c := k(@t þ A, tr)�1kL(E0�E1�1=p, p, E1).

Nonautonomous Equations of Hyperbolic Type

According to Theorem 1 and the corresponding
remark, it is reasonable to impose in the study of the
Cauchy problem [1] the minimal hypothesis that,
given s 2 [0, T], each individual operator A(s) be the
generator of a C0-semigroup {Ts(t); t � 0} in L(E0).
If this semigroup is holomorphic, we call [1] of
‘‘parabolic type.’’ Otherwise the evolution equation [1]
is said to be of ‘‘hyperbolic type.’’

A family {A(t); t 2 [0, T]} of generators of
C0-semigroups in L(E0) is called ‘‘stable’’ iff there
exist positive constants M and ! such that (!,1) �
�(A(t)) for all 2 [0, T] and such that

Yk

j¼1

ð�� AðtjÞÞ�1












 �Mð�� !Þ�k for � > !

and every finite sequence 0 � t1 � t2 � � � � tk � T
with k 2 N. Observe that the resolvent operators
(�� A(tj))

�1 do not commute in general. Therefore,
the order of the terms on the left-hand side of the above
estimate has to be obeyed. Assume that A= {A(t); t 2
[0, T]} is a family of m-dissipative operators. Then, A

is stable, since any m-dissipative operator B satisfies
the estimate k(�� B)�1k � 1=� for all � > 0.

It turns out that the stability of a family of
generators is not sufficient to construct a solution of
[1] even in the case f 	 0. We also need a certain
time regularity of the mapping t 7!A(t). For this we
say that the family {A(t); t 2 [0, T]} has a common
domain D iff D is a dense subspace of E0 such that
D(A(t)) = D for all t 2 [0, T]. The family {A(t); t 2
[0, T]} is called ‘‘strongly differentiable’’ iff it has a
common domain D and, given v 2 D, the function
t 7!A(t)v belongs to C1([0, T], E0).

We are now prepared to formulate the following
result.

Theorem 9 (Kato). Let {A(t); t 2 [0, T]} be a stable

C1([0, T], E0) and u0 2 D then [1] possesses a
unique classical solution.

The above result is based on the construction of
an evolution operator U(t, s), which can be
considered as the generalization of the notion of a
C0-semigroup for autonomous equations to the case
evolution equations of the form

u0ðtÞ ¼ AðtÞuðtÞ; t 2 ðs;T�; uðsÞ ¼ v

for fixed s 2 [0, T). Once an evolution operator is
available, the solution of [1] is given by

uðtÞ ¼ Uðt; 0Þu0 þ
Z t

0

Uðt; sÞf ðsÞ ds; t 2 ½0;T�

Of course, this generalizes [7] and if A(t) is
independent of t, then U(t, s) = T(t � s), where
{T(t); t � 0} is the semigroup generated by A(0).

Furthermore, there are several extensions of the
Kato’s result. Among them the most interesting
contributions are concerned to weaken the time
regularity of f and to weaken the assumption that
{A(t); t 2 [0, T]} be strongly differentiable. In parti-
cular, it is possible to study [1] for families without
a common domain.

For the construction of evolution operators as
well as generalizations of Theorem 9, the reader is
again referred to the ‘‘Further reading’’ section.

Nonautonomous Equations of Parabolic Type

Throughout this section we assume that E0 and E1

are Banach spaces such that E1 is dense and
continuously injected in E0. In the study of parabolic
evolution equations, the class of all operators in
L(E1, E0), considered as unbounded operators in E0

with common domain E1, which generate holo-
morphic C0-semigroups in L(E0) has turned out to
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anach space F. and strongly differentiable family of generators of
C0-semigroups with common domain D. If f 2



be very useful. In the following, we call this class
H(E1, E0). It is known that A 2 H(E1, E0) iff there
exist constants ! > 0 and 
 � 1 such that !� A 2
Isom(E1, E0) and such that


�1 � kð�� AÞxk0

j�jkxk0 þ kxk1

� 


x 2 E1nf0g; Re � � !

where k � kj denotes the norm of Ej. Using the above
characterization, it can be shown that H(E1, E0) is
an open subset of L(E1, E0). In the following, we
always endow H(E1, E0) with the topology induced
by the norm of L(E1, E0). As a consequence of this
convention it is meaningful to consider, for example,
continuous mappings from [0, T] into H(E1, E0).
Observe that if A 2 C([0, T],H(E1, E0)), then
A= {A(t); t 2 [0, T]} is a family of generators of
holomorphic semigroups with the common domain
E1. Then we have the following result.

Theorem 10 (Sobolevskii, Tanabe). Assume that
there is a � 2 (0, 1) such that

ðA; f Þ 2 C�ð½0;T�;HðE1;E0Þ � E0Þ

Then, given u0 2 E0, the Cauchy problem [1]
possesses a unique classical solution u. This solution
has the additional regularity

u 2 C�ðð0;T�;E1Þ \ C1þ�ðð0;T�;E0Þ

Finally, if u0 2 E1, then u 2 C1([0, T], E0).

As in the hyperbolic case, the proof of Theorem 10
is based on the evolution operator U(t, s) for the
homogeneous problem, although the constructions of
the corresponding evolution operators are completely
different.

In addition, there are several extensions and
generalizations of Theorem 10. In particular, the
assumption that the family {A(t); t 2 [0, T]} pos-
sesses a common domain can be weakened con-
siderably. Furthermore, it is possible to look at
parabolic evolution equations in the so-called inter-
polation and extrapolation scales. This offers a great
flexibility in the study of nonlinear problems.
Further details in this direction can be found in the
‘‘Further reading’’ section.

Nonlinear Evolution Equations

Let E0, E1 be Banach spaces such that E1 is
dense and continuously embedded in E0. Assume
further that u0 2 E1 and that we are given a
nonlinear operator F 2 C([0, T]� V, E0), where V
is an open neighborhood of u0 in E1. In this
section, we will discuss the well-posedness of the

Cauchy problem for the following nonlinear
evolution equation

u0ðtÞ ¼ Fðt; uðtÞÞ; t 2 ð0;T�; uð0Þ ¼ u0 ½9�

in the Banach space E0. We will always assume
that the nonlinear operator F either carries a quasi-
linear structure or is of fully nonlinear parabolic type.
By a ‘‘quasilinear structure,’’ we mean that there is
mapping A 2 C([0, T]� V,L(E1, E0)) and a suitable
‘‘lower-order term’’ f 2 C([0, T]� V, E0) such that

Fðt; vÞ ¼ Aðt; vÞvþ f ðt; vÞ
for all ðt; vÞ 2 ½0;T� � V

Problem [9] is of fully nonlinear parabolic type if
F 2 C1([0, T]� V, E0) and if the Fréchet derivative
D2F(0, u0) of F with respect to v at (0, u0) belongs to
the class H(E1, E0).

Quasilinear Evolution Equations of Hyperbolic Type

Assume that E0 is a reflexive Banach space and let
u0 2 V � E1 be chosen as above. We consider the
following abstract quasilinear evolution equation of
hyperbolic type:

u0ðtÞ ¼ Aðt; uðtÞÞuðtÞ þ f ðt; uðtÞÞ; t 2 ð0;T�
uð0Þ ¼ u0

½10�

and assume that the following hypotheses are
satisfied:

(H1) A 2 C([0, T]� V, L(E1, E0)) is bounded on

,
l
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bounded subsets of V and, given (t, v) 2
[0, T]� V, the operator A(t, v) is m-dissipative
and there is a constant �A such that

kAðt; vÞ � Aðt;wÞkLðE1;E0Þ � �Akv�wkE0

for all t 2 [0, T] and all v, w 2 V.
(H2) There is a Q 2 Isom(E1, E0) such that

QA(t, v)Q�1 = A(t, v)þ B(t, v), where B(t, v) 2
L(E0) is bounded, uniformly on bounded
subsets of V. Moreover,

kBðt; vÞ � Bðt;wÞkLðE0Þ � �Bkv�wkE1

for all t 2 [0, T] and all v, w 2 V.
(H3) f 2 C([0, T]� V, E1) is bounded on bounded

subsets of V and there are �0 and �1 such that

kf ðt; vÞ � f ðt;wÞkEj
� �jkv�wkEj

for all v;w 2 V; j 2 f0; 1g

Then we have the following result.

Theorem 11 (Kato). Assume that (H1), (H2)
and (H3) are satisfied. Then there is a maxima



tþ 2 (0, T], depending only on ku0kE1
, and a unique

solution u to[10] such that

u ¼ uð�; u0Þ 2 Cð½0; tþÞ;VÞ \ C1ð½0; tþÞ;E0Þ

Moreover, the mapping u0 7! u(� , u0) is continuous
from V to C([0, tþ), V) \ C1([0, tþ), E0).

There are many applications of Theorem 11 to
different concrete partial differential equations
(PDEs), including symmetric hyperbolic first-
order systems, the Korteweg–de Vries equation,
nonlinear elastodynamics, quasilinear wave equa-
tions, Navier–Stokes and Euler equations, and
coupled Maxwell–Dirac equations. We decided
to explain in some detail an application to the
so-called periodic Camassa–Holm equation:

ut � uxxt þ 3uux ¼ 2uxuxx þ uuxxx

t > 0; x 2 S1 ½11�

where S1 stands for the unit circle. In the above
model, the function u is the height of a unilinear
water wave over a flat bottom.

Set X := L2(S1),V := H1(S1), and Q := (I � @2
x)1=2.

With y := u� uxx, eqn [11] can be re-expressed as

yt þ ðQ�2Þyx ¼ �2yðQ�2yÞx in L2ðS1Þ

which is of type [10] with

AðyÞ ¼ ðQ�2yÞ@x; f ðyÞ ¼ �2yðQ�2yÞx; y 2 V

where dom(A(y)) := {v 2 L2(S1); (Q�2y)v 2 H1(S1)}.

Quasilinear Evolution Equations of Parabolic Type

Assume that E0 and E1 are Banach spaces such that
E1 is dense and continuously injected in E0. More-
over, let (� , �)0 for each 	 2 (0, 1) be an admissible
interpolation functor (e.g., the real or complex
interpolation functor) and set E	 := (E0, E1)	 for 	 2
(0, 1). Given a subset X � E	 for some 	 2 (0, 1), we
set X� := X \ E� for � 2 [0, 1], equipped with the
topology induced by E�. Finally, we write C1�(M, N)
for the class of all locally Lipschitz continuous
functions mapping the metric space M into the
metric space N.

Theorem 12 (Amann). Suppose that 0 < � � 
 <
� < 1, that X
 is open in E
, and that

ðA; f Þ 2 C1�ð½0;T� �X
;HðE1;E0Þ � E�Þ

Then, given u0 2 X�, there exists a unique maximal
tþ 2 (0, T], such that the quasilinear parabolic
Cauchy problem

u0ðtÞ ¼Aðt;uðtÞÞuðtÞþ f ðt;uðtÞÞ; t 2 ð0;T�; uð0Þ ¼ u0

possesses a unique classical solution

u :¼ uð�; u0Þ 2 Cð½0; tþÞ;X�Þ \ C1ðð0; tþÞ;E0Þ

Assume A and f are independent of t and let u(� , u0) be
the solution to corresponding autonomous problem

u0ðtÞ ¼ AðuðtÞÞuðtÞ þ f ðuðtÞÞ; t 2 ð0;1Þ; uð0Þ ¼ u0

Then the mapping (t,u0) 7!u(t,u0) is a semiflow
on X�.

Due to its clarity and flexibility, Theorem 12 has
found a plethora of applications, which we cannot
discuss in detail here. Let us at least mention the
following: reaction–diffusion systems, population
dynamics, phase transition models, flows through
porous media, Stefan problems, and nonlinear and
dynamic boundary conditions in boundary-value
problems. In addition, many geometric evolution
equations fall into the scope of Theorem 12. Consider,
for example, the volume-preserving gradient flow of
the area functional of a compact hypersurface M in
Rmþ1 with respect to L2(M) and W�1

2 (M), respectively.
These flows are known as the averaged mean curvature
flow and the surface diffusion flow, respectively, and
have been investigated on the basis of Theorem 12.

Fully Nonlinear Evolution Equations
of Parabolic Type

Based on the theory of maximal regularity for linear
evolution equations, it is possible to investigate
abstract fully nonlinear parabolic problems of type
[9]. As there are different techniques of maximal
regularity, there are also different approaches to [9].
We present here a result which uses maximal
regularity properties in singular Hölder spaces C



.
Let E0 and E1 be Banach spaces such that E1 is
continuously embedded into E0 (density of E1 in E0

is not needed here). As before, V is an open subset of
E1 and D2F stands for the Fréchet derivative of
F(t, v) with respect to the second variable.

Theorem 13 (Lunardi). Assume that F 2 C2

([0, T] � V, E0) such that D2F 2 C1([0, T]�
V,H(E1, E0)). Then, given u0 2 V, there is a max-
imal tþ 2 (0, T] such that problem [9] has a solution
u 2 C([0, tþ), E1) \ C1([0, tþ), E0). This solution is
unique in the class[

0<
<1

C


ðð0; t

þ � "�;E1Þ \ Cð½0; tþ � "�;E1Þ

for each " 2 (0, tþ).

Theorem 13 has important applications to problems
for which the hypotheses of Theorem 12 (in particular
the assumption on the quasilinear structure) are not
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satisfied. We mention here fully nonlinear second-order
boundary-value problems, Hele–Shaw models, models
from combustion theory, and Bellman equations.

See also: Boltzmann Equation (Classical and Quantum);
Breaking Water Waves; Dissipative Dynamical Systems
of Infinite Dimension; Elliptic Differential Equations:
Linear Theory; Ginzburg–Landau Equation; Image
Processing: Mathematics; Incompressible Euler
Equations: Mathematical Theory; Nonlinear Schrödinger
Equations; Partial Differential Equations: Some
Examples; Quantum Dynamical Semigroups; Relativistic
Wave Equations Including Higher Spin Fields; Semilinear
Wave Equations; Separation of Variables for Differential
Equations; Singularities of the Ricci Flow; Symmetric
Hyperbolic Systems and Shock Waves; Wave Equations
and Diffraction.
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Introduction

The renormalization group (RG) in its modern form
was invented by K G Wilson in the context of
statistical mechanics and Euclidean quantum field
theory (EQFT). It offers the deepest understanding of
renormalization in quantum field theory (QFT) by
connecting EQFT with the the theory of second-order
phase transition and associated critical phenomena.
Thermodynamic functions of many statistical mechan-
ical models (the prototype being the Ising model in two
or more dimensions) exhibit power-like singularities as
the temperature approaches a critical value. One of the
major triumphs of the Wilson RG was the prediction
of the exponents (known as critical exponents)
associated to these singularities. Wilson’s fundamental
contribution was to realize that many length scales
begin to cooperate as one approaches criticality and
that one should disentangle them and treat them one at
a time. This leads to an iterative procedure known
as the ‘‘renormalization group.’’ Singularities and
critical exponents then arise from a limiting process.

Ultraviolet singularities of field theory can also
be understood in the same way. Wilson reviews this
(Wilson and Kogut 1974) and gives the historical
genesis of his ideas (Wilson 1983).

The early work in the subject was heuristic, in the
sense that clever but uncontrolled approximations
were made to the exact equations often with much
success. Subsequently, authors with mathematical bent
began to use the underlying ideas to prove theorems.
Benfatto, Cassandro, Gallavotti, Nicolo, Olivieri et al.
pioneered the rigorous use of Wilson’s renormalization
group in the construction of super-renormalizable
QFTs, (see Benfatto and Gallavotti (1995) and
references therein). The subject saw further mathema-
tical development in the work of Gawedzki and
Kupiainen (1984, 1986) and that of Bałaban (1982),
and references therein. Bałaban in a series of papers
ending in Bałaban (1989) proved a basic result on the
continuum limit of Wilson’s lattice gauge theory.
Brydges and Yau (1990) simplified the mathematical
treatment of the renormalization group for a class of
models and this has led to further systemization and
simplification in the work of Brydges et al. (1998,
2003). Another method which has been intensely
developed during the same historical period is based on
phase cell expansions: Feldman, Magnen, Rivasseau,
and Sénéor developed the early phase cell ideas of
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Glimm and Jaffe and were able to prove independently
many of the results cited earlier (see Rivasseau (1991)
and references therein). Although these methods share
many features of the Wilson RG, they are different in
methodology and thus remain outside of the purview
of the present exposition.

A somewhat different line of development has been
the use of the RG to give simple proofs of perturbative
renormalizability of various QFTs: Gallavotti
and Nicolo, via iterative methods (see Benfatto and
Gallavotti (1995) and references therein), and
Polchinski (1984), who exploited a continuous version
of the RG for which Wilson (1974) had derived a
nonlinear differential equation. These early works
were devoted to the standard (�4)4 scalar field theory,
but subsequently Polchinski’s work has been extended
to a large class of models, including four-dimensional
nonabelian gauge theories (see Kopper and Muller
(2000) and references therein).

Finally, it should be mentioned that apart from
QFT and statistical mechanics, the RG method has
proved fruitful in other domains. An example is the
study of interacting fermion systems in condensed
matter physics (see Fermionic Systems and Renor-
malization: Statistical Mechanics and Condensed
Matter). In the rest of this article, our focus will be
on EQFT and statistical mechanics.

The RG as a Discrete Semigroup

We will first define a discrete version of the RG and
consider its continuous version later. As we will see,
the RG is really a semigroup, so calling it a group is
a misnomer.

Let � be a Gaussian random field (see, e.g., Gelfand
and Vilenkin (1964) for a discussion of random fields)
in Rd. Associated to it there is a positive-definite
function which is identified as its covariance. In QFT
one is interested in the covariance

Eð�ðxÞ�ðyÞÞ ¼ const: jx� yj�2½��

¼
Z

Rd
dp eip:ðx�yÞ 1

jpjd�2½�� ½1�

Here [�] > 0 is the (canonical) dimension of the
field, which for the standard massless free field is
[�] = (d � 2)=2. The latter is positive for d > 2.
However, other choices are possible but in EQFT
they are restricted by the Osterwalder–Schrader
positivity. It is assured if [�] = (d � �)=2, with
0 < � � 2. If � < 2, we get a generalized free field.

Observe that the covariance is singular for x = y and
this singularity is responsible for the ultraviolet
divergences of QFT. This singularity has to be initially
cut off and there are many ways to do this. A simple

way is as follows. Let u(x) be a smooth, rotationally
invariant, positive-definite function of fast decrease.
Examples of such functions are legion. Observe that

jx� yj�2� ¼ const:

Z 1
0

dl

l
l�2½�� u

x� y

l

� �
½2�

as can be seen by scaling in l. We define the unit
ultraviolet cutoff covariance C by cutting off at the
lower end point of the l integration (responsible for
the singularity at x = y) at l = 1,

Cðx� yÞ ¼
Z 1

1

dl

l
l�2½�� u

x� y

l

� �
½3�

C(x� y) is positive-definite and everywhere smooth.
Being positive-definite, it qualifies as the covariance
of a Gaussian probability measure denoted �C on a
function space � (which it is not necessary to specify
any further). The covariance C being smooth implies
that the sample fields of the measure are �C almost
everywhere sufficiently differentiable.

Remark Note that, more generally, we could have
cut off the lower end point singularity in [1] at any
� > 0. The �-cutoff covariance is related to the unit
cutoff covariance by a scale transformation (defined
below) and we will exploit this relation later.

Let L > 1 be any real number. We define a scale
transformation SL on fields � by

SL�ðxÞ ¼ L�½�� �
x

L

� �
½4�

on covariances by

SLCðx� yÞ ¼ L�2½��C
x� y

L

� �
½5�

and on functions of fields F(�) by

SLFð�Þ ¼ FðSL�Þ ½6�

The scale transformations form a multiplicative
group: Sn

L = SLn .
Now define a fluctuation covariance �L:

�Lðx� yÞ ¼
Z L

1

dl

l
l�2½�� u

x� y

l

� �
½7�

�L(x� y) is smooth, positive-definite and of fast
decrease on scale L. It generates a key scaling
decomposition

Cðx� yÞ ¼ �Lðx� yÞ þ SLCðx� yÞ ½8�

Iterating this, we get

Cðx� yÞ ¼
X1
n¼0

�nðx� yÞ ½9�
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where

�nðx� yÞ ¼ SLn �Lðx� yÞ ¼ L�2n½���L
x� y

Ln

� �
½10�

The functions �n(x� y) are of fast decrease on scale
Lnþ1.

Thus, [9] achieves the decomposition into a sum
over increasing length scales as desired. Being
positive definite, �n qualify as covariances of
Gaussian probability measures, and therefore
�C =

N1
n = 0 ��n

. Correspondingly introduce a family
of independent Gaussian random fields �n, called
fluctuation fields, distributed according to ��n

. Then

� ¼
X1
n¼0

�n ½11�

Note that the fluctuation fields �n are slowly varying
over length scales Ln. In fact, an easy estimate using
a Tchebycheff inequality shows that, for any � > 0,

jx� yj � Ln

) �C j�nðxÞ � �nðyÞj � �ð Þ � const: ��2 ½12�

which reveals the slowly varying nature of �n on
scale Ln. Equation [11] is an example of a multiscale
decomposition of a Gaussian random field.

The above implies that the �C integral of a function
can be written as a multiple integral over the fields �n.
We calculate it by integrating out the fluctuation fields
�n step by step, going from shorter to longer length
scales. This can be accomplished by the iteration of a
single transformationTL, a renormalizationgrouptrans-
formation, as follows. Let F(�) be a function of fields.
Then we define a RG transformation F ! TLF by

ðTLFÞð�Þ ¼ SL��L
� Fð�Þ

¼
Z

d��L
ð�Þ Fð� þ SL�Þ ½13�

Thus the renormalization group transformation
consists of a convolution with the fluctuation
measure followed by a rescaling.

Semigroup Property

The discrete RG transformations form a semigroup:

TLTLn ¼ TLnþ1 for all n � 0 ½14�

To prove this, we must first see how scaling
commutes with convolution with a measure. We
have the property

��L
� SLF ¼ SL�SL�L

�F ½15�

To see this, observe first that if � is a Gaussian
random field distributed with covariance �L then the

Gaussian field SL� is distributed according to SL�L.
This can be checked by computing the covariance of
SL�. Now the left-hand side of [15] is just the
integral of F(SL� þ SL�) with respect to d��L

(�).
By the previous observation, this is the integral of
F(� þ SL�) with respect to d�SL�L

(�), and the latter is
the right-hand side of [15]. Now we can check the
semigroup property trivially:

TLTLnF ¼ SL��L
� SLn��Ln � F

¼ SLSLn�SLn �L
� ��Ln � F

¼ SLnþ1��LnþSLn �L
� F

¼ SLnþ1��Lnþ1
� F

¼ TLnþ1F ½16�

We have used the fact that �Ln þ SLn�L = �Lnþ1 . This
is because SLn�L has the representation [7] with
integration interval changed to [Ln, Lnþ1].

We note some properties of TL. TL has an unique
invariant measure, namely �C: for any bounded
function F, Z

d�C TLF ¼
Z

d�C F ½17�

To understand [17], recall the earlier observation
that if � is distributed according to the covariance C,
then SL� is distributed according to SLC. By [8],
�L þ SLC = C. Therefore,Z

d�CTLF ¼
Z

d�CSL��L
� F

¼
Z

d�SLC��L
� F

¼
Z

d�CF ½18�

The uniqueness of the invariant measure follows
from the fact that the semigroup TL is realized by a
convolution with a probability measure and, there-
fore, is positivity improving:

F � 0; �C a:e: ) TLF > 0; �C a:e:

Finally, note that TL is a contraction semigroup
on Lp(d�C) for 1 � p <1. To see this, note that
since TL is a convolution with a probability measure
TLF =�SL�1 �L

� SLF, we have, via Hölder’s inequal-

ity, jTLFjp � TLjFjp. Then use the fact that �C is an
invariant measure.

Eigenfunctions

Let :pn, m:(�(x)) be a C Wick-ordered local mono-
mial of m fields with n derivatives. Define

Pn;mðXÞ ¼
Z

X

dx :pn;m : C ðxÞ
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The functions Pn, m(X) play the role of eigenfunc-
tions of the RG transformation TL up to a scaling of
volume:

TLPn;mðXÞ ¼ Ld�m½���nPn;mðL�1XÞ ½19�

Because of the scaling in volume, Pn, m(X) are not
true eigenfunctions. Nevertheless, they are very
useful because they play an important role in the
analysis of the evolution of the dynamical system
which we will later associate with TL. They are
classified as expanding (relevant), contracting
(irrelevant) or central (marginal), depending on
whether the exponent of L on the right-hand side
of [19] is positive, negative, or zero, respectively.
This depends, of course, on the space dimension
d and the field dimension [�].

Gaussian measures are of limited interest. But we
can create new measures by perturbing the Gaus-
sian measure �C with local interactions. We cannot
study directly the situation where the interactions
are in infinite volume. Instead, we put them in a
very large volume which will eventually go to
infinity. We have a ratio of two length scales, one
from the size of the diameter of the volume and the
other from the ultraviolet cutoff in �C, and this
ratio is enormous. The RG is useful whenever there
are two length scales whose ratio is very large. It
permits us to do a scale-by-scale analysis and at
each step the volume is reduced at the cost of
changing the interactions. The largeness of the ratio
is reflected in the large number of steps to be
accomplished, this number tending eventually to
infinity. This large number of steps has to be
controlled mathematically.

Perturbation of the Gaussian Measure

Let �N = [�LN=2, LN=2]d � Rd be a large cube in
Rd. For any X � �N, let V0(X,�) be a local
semibounded function where the fields are
restricted to the set X. Here ‘‘local’’ means that if
X, Y are sets with disjoint interiors then V0(X [
Y,�) = V0(X)þ V0(Y). Consider the integral
(known as the partition function in QFT and
statistical mechanics)

Zð�NÞ ¼
Z

d�Cð�Þz0ð�N; �Þ ½20�

where

z0ðX; �Þ ¼ e�V0ðX;�Þ ½21�

and

d�ð0Þð�N; �Þ ¼
1

Zð�NÞ
d�Cð�Þe�V0ð�N ;�Þ ½22�

is the corresponding probability measure. V0 is
typically not quadratic in the fields and therefore
leads to a non-Gaussian perturbation. For example,

V0ðX; �Þ ¼
Z

X

dxð�jr�ðxÞj2

þ g0�
4ðxÞ þ �0�

2ðxÞÞ ½23�

where we take g0 > 0. The integral [20] is well
defined because the sample fields are smooth.

We now proceed to the scale-by-scale analysis
mentioned earlier. Because �C is an invariant
measure of TL, we have the partition function
Z(�N) in the volume �N as

Zð�NÞ ¼
Z

d�Cð�Þz0ð�N; �Þ

¼
Z

d�Cð�ÞTLz0ð�N; �Þ ½24�

The integrand on the right-hand side is a new
function of fields which, because of the final scaling,
live in the smaller volume �N�1. This leads to the
following definition:

z1ð�N�1; �Þ ¼ TLz0ð�N; �Þ ½25�

Because V0 is local, z0 has a factorization property for
unions of sets with disjoint interiors. This is no longer
the case for z1. Wilson noted that, nevertheless, the
integral is well approximated by an integrand which
does, but the approximator has new coupling con-
stants. The phrase ‘‘well approximated’’ is what all the
rigorous work is about and this was not evident in the
early Wilson era. The idea is to extract out a local part
and also consider the remainder. The local part leads
to a flow of coupling constants and the (unexponen-
tiated) remainder is an irrelevant term. This operation
and its mathematical control is an essential feature of
RG analysis.

Iterating the above transformation, we get, for all
0 � n � N,

znþ1ð�N�n�1; �Þ ¼ TLznð�N�n; �Þ ½26�

After N iterations, we get

Zð�NÞ ¼
Z

d�Cð�ÞzNð�0; �Þ ½27�

where �0 is the unit cube. To take the limit as
N !1, we have to control the infinite sequence
of iterations. We cannot hope to control the
infinite sequence at the level of the entire partition
function. Instead, one chooses representative coor-
dinates for which the infinite sequence has a
chance of having a meaning. The coordinates are
provided by the coupling constants of the
extracted local part and the irrelevant terms (an
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approximate calculation of the flow of coupling
constants is given in the next section). The
existence of a global trajectory for such coordi-
nates helps us to control the limit for moments of
the probability measure (correlation functions).
The question of coordinates and the representation
of the irrelevant terms will be taken up in the
section ‘‘Rigorous RG analysis.’’

Ultraviolet Cutoff Removal

The next issue is ultraviolet cutoff removal in field
theory. This problem can be put into the earlier
framework as follows. Let �N be a sequence of
positive numbers which tend to 0 as N!1.
Following the remark after [3], we replace the unit
cutoff covariance C by the covariance C�N defined
by taking �N (instead of 1) as the lower end point in
the integral [3]. Thus, �N acts as a short-distance or
ultraviolet cutoff. It is easy to see that

C�Nðx� yÞ ¼ S�N Cðx� yÞ ½28�

Consider the partition function Z�N (�) in a cube
� = [�R=2, R=2]d:

Z�Nð�Þ ¼
Z

d�C�N
ð�Þe�V0ð�;�;~�N ;~gN ;~�NÞ ½29�

where V0 is given by [23] with g0,�0 replaced by
~gN, ~�N, respectively. By dimensional analysis we can
write

~�N ¼ �ð2½���dþ2Þ
N �; ~gN ¼ �ð4½���dÞ

N g;

~�N ¼ �ð2½���dÞ
N �

½30�

where g, �,� are dimensionless parameters. Now �
distributed according to C�N equals in distribution
S�N� distributed according to C. Therefore, choosing
�N = L�N, we get

Z�N ð�Þ ¼
Z

d�Cð�Þe�V0ð�;S�N�;~�N ;~gN ;~�NÞ

¼
Z

d�Cð�Þe�V0ð�N ;�;�g;�Þ ½31�

where �N = [�LNR=2, LNR=2]d. Thus, the field
theory problem of removing the ultraviolet cutoff,
that is, taking the limit �N! 0, has been reduced to
the study of a statistical mechanical model in a very
large volume. The latter has to be analyzed via RG
iterations as before.

Critical Field Theories

As mentioned earlier, we have to study the flow of
local interactions as well as that of irrelevant terms.
Together they constitute the RG trajectory and we
have to prove that it exists globally. In general, the

trajectory will tend to explode after a large number
of iterations due to growing relevant terms (char-
acterized in terms of the expanding Wick monomials
mentioned earlier). Wilson pointed out that the
saving factor is to exploit fixed points and their
invariant manifolds by tuning the initial interaction
so that the RG has a global trajectory. This leads to
the notion of a critical manifold which can be
defined as follows. A fixed point will have contract-
ing and/or marginal attractive directions besides the
expanding ones. In the language of dynamical
systems, the critical manifold is the stable or center
stable manifold of the fixed point in question. This
is determined by a detailed study of the discrete
flow. In the examples above, it amounts to fixing
the initial ‘‘mass’’ parameter �0 =�c(g0) with a
suitable function �c such that the flow remains
bounded in an invariant set. The critical manifold is
then the graph of a function from the space of
contracting and marginal variables to the space of
�’s which remains invariant under the flow.
Restricted to it the flow will now converge to a
fixed point. All references to initial coupling
constants have disappeared. The result is known as
a critical theory.

Critical theories have been rigorously constructed
in a number of cases. Take the standard �4 in d
dimensions. Then [�] = (d � 2)=2. For d > 5 the �4

interaction is irrelevant and the Gaussian fixed point
is attractive with one unstable direction (corre-
sponding to �). In this case one can prove that the
interactions converge exponentially fast to the
Gaussian fixed point on the critical manifold. For
d = 4 the interaction is marginal and the Gaussian
fixed point attractive for g > 0. The critical theory
has been constructed by Gawedzki and Kupainen
(1984) starting with a sufficiently small coupling
constant. The fixed point is Gaussian (interactions
vanish in the limit) and the convergence rate is
logarithmic. This is thus a mean-field theory with
logarithmic corrections, as expected on heuristic
grounds. The mathematical construction of the
critical theory in d = 3 is an open problem. (It is
expected to exist with a non-Gaussian fixed point,
and this is indicated by the perturbative � expansion
of Wilson and Fisher in 4� � dimensions.) However,
the critical theory for d = 3 for [�] = (3� �)=4
for � > 0 held very small has been rigorously
constructed by Brydges et al. (2003). This theory
has a nontrivial hyperbolic fixed point of O(�). The
stable manifold is constructed in a small neighbor-
hood of the fixed point. Note that the covariance
without cutoff is Osterwalder–Schrader positive and
thus this is a candidate for a nontrivial EQFT. For
�= 1 we have the standard situation in d = 3, and
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this remains open, as mentioned earlier. A very
simplified picture of the above is furnished by the
perturbative computation in the next section.

Unstable Fixed Points

We may attempt to construct field theories around
unstable fixed points. In this case the initial
parameters have to be adjusted as functions of the
cutoff in such a way as to stabilize the flow in the
neighborhood of the fixed point. This may be called
a genuine renormalization. A famous example of
this is pure Yang–Mills theory in d = 4, where the
Gaussian fixed point has only marginal unstable
directions. Bałaban in a series of papers ending in
Bałaban (1989) considered Wilson’s lattice cutoff
version of Yang–Mills theory in d = 4 with initial
coupling fixed by the two-loop asymptotic freedom
formula. He proved, by lattice RG iterations, that in
the weak-coupling regime the free energy per unit
volume is bounded above and below by constants
independent of the lattice spacing. Instability of the
flow is expected to lead to mass generation for
observables but this is a famous open problem.
Another example is the standard nonlinear sigma
model for d = 2. Here too the flow is unstable
around the Gaussian fixed point and we can set the
initial coupling constant by the two-loop asymptotic
freedom formula. Although much is known via
approximation methods (as well as by methods
based on integrable systems) this theory remains to
be rigorously constructed as an EQFT.

Let us now consider a relatively simpler
example, that of constructing a massive super-
renormalizable scalar field theory. This has been
studied in d = 3, with [�] = (d � 2)=2 = 1=2. We
get �= ~�, g = L�N~g,�= L�2N ~�, and ~g is taken to be
small. � is marginal, whereas g,� are relevant
parameters and grow with the iterations. After N
iterations, they are brought up to ~g, ~� together
with remainders. This realizes the so-called
massive continuum �4 theory in d = 3, and this
has been mathematically controlled in the exact
RG framework. This was proved by Brydges,
Dimock, and Hurd and earlier by Benfatto,
Cassandro, Gallavotti, and others, (see the refer-
ences in Brydges et al. (1998) and Benfatto and
Gallavotti (1995)).

The Exact RG as a Continuous Semigroup

The discrete semigroup defined in [13] of the previous
section has a natural continuous counterpart. Just take
L to be a continuous parameter, L = et, t � 0, and

write by abuse of notation Tt, St, �t instead of Tet , etc.
The continuous transformations Tt,

TtF ¼ St��t
� F ½32�

give a semigroup

TtTs ¼ Ttþs ½33�

of contractions on L2(d�C) with �C as invariant
measure. One can show that Tt is strongly contin-
uous and, therefore, has a generator which we will
call L. This is defined by

LF ¼ lim
t!0þ

Tt � 1

t
F ½34�

whenever this limit exists. This restricts F to a
suitable subspace D(L) � L2(d�C). D(L) contains,
for example, polynomials in fields as well as twice-
differentiable bounded cylindrical functions. The
generator L can be easily computed. To state it, we
need some definitions. Define (DnF)(�; f1, . . . , fn) as
the nth tangent map at � along directions f1, . . . , fn.
The functional Laplacian � _� is defined by

� _�Fð�Þ ¼
Z

d� _�ð�ÞðD2FÞð�; �; �Þ ½35�

where _� = u. Define an infinitesimal dilatation
operator

D�ðxÞ ¼ x � r�ðxÞ ½36�

and a vector field X ,

XF ¼ �½��ðDFÞð�;�Þ � ðDFÞð�;D�Þ ½37�

Then, an easy computation gives

L ¼ 1
2 � _� þ X ½38�

Tt is a semigroup with L as generator. Therefore,
Tt = etL. Let Ft(�) = TtF(�). Then Ft satisfies the
linear PDE

@Ft

@t
¼ LFt ½39�

with the initial condition F0 = F. This evolution
equation assumes a more familiar form if we write
Ft = e�Vt , Vt being known as the effective potential.
We get

@Vt

@t
¼ LVt �

1

2
ðVtÞ� � ðVtÞ� ½40�

where

ðVtð�ÞÞ� � ðVtð�ÞÞ� ¼
Z

d� _�ð�ÞððDVtÞð�; �ÞÞ2 ½41�

and V0 = V. This infinite-dimensional nonlinear
PDE is a version of Wilson’s flow equation.
Note that the linear semigroup Tt acting on

Exact Renormalization Group 277



functions induces a semigroup Rt acting non-
linearly on effective potentials giving a trajectory
Vt =RtV0.

Equations like the above are notoriously difficult
to control rigorously, especially for large times.
However, they may be solved in formal perturbation
theory when the initial V0 is small via the presence
of small parameters. In particular, they give rise
easily to perturbative flow equations for coupling
constants. They can be obtained to any order but
then there is the remainder. It is hard to control the
remainder from the flow equation for effective
potentials in bosonic field theories. They require
other methods based on the discrete RG. Never-
theless, these approximate perturbative flows are
very useful for getting a preliminary view of the
flow. Moreover, their discrete versions figure as an
input in further nonperturbative analysis.

Perturbative Flow

It is instructive to see this in second-order perturba-
tion theory. We will simplify by working in infinite
volume (no infrared divergences can arise because
_�(x� y) is of fast decrease). Now suppose that we
are in standard �4 theory with [�] = (d � 2)=2 and
d > 2. We want to show that

Vt ¼
Z

dx �t : jr�ðxÞj2 :þ gt :�ðxÞ4 :
�

þ�t :�ðxÞ2 :
�

½42�

satisfies the flow equation in second order modulo
irrelevant terms provided the parameters flow
correctly. We will ignore field-independent terms.
The Wick ordering is with respect to the covariance
C of the invariant measure. The reader will notice
that we have ignored a �6 term which is actually
relevant in d = 3 for the above choice of [�]. This is
because we will only discuss the d = 3 case for the
model discussed at the end of this section and for
this case the �6 term is irrelevant. We will assume
that �t,�t are of order O(g2). Plug in the above in
the flow equation. The quantity 	n, m

t :Pn, m: repre-
sents one of the terms above with m fields and n
derivatives. Because L is the generator of the
semigroup Tt we have

@

@t
� L

� �
	n;m

t :Pn;m :

¼ d	n;m
t

dt
� ðd �m½�� � nÞ	n;m

t

� �
:Pn;m : ½43�

Next turn to the nonlinear term in the flow equation
and insert the �4 term (the others are already of
order O(g2)). This produces a double integral of

_�(x� y):�(x)3::�(y)3:, which after complete Wick
ordering, gives

� g2
t

2
16

Z
dx dy _�ðx� yÞ :�ðxÞ3�ðyÞ3:

�
þ 9Cðx� yÞ :�ðxÞ2�ðyÞ2: þ 36Cðx� yÞ :�ðxÞ�ðyÞ:

þ 6Cðx� yÞ2
�

½44�

Consider the nonlocal �4 term. We can localize it by
writing

:�ðxÞ2�ðyÞ2:¼ 1
2 : �ðxÞ4 þ �ðyÞ4
�

� ð�ðxÞ2 � �ðyÞ2Þ2
�

: ½45�

The local part gives a �4 contribution and the last
term above gives rise to an irrelevant contribution
because it produces additional derivatives. The
coefficients are well defined because C, _� are smooth
and _�(x� y) is of fast decrease. Now the nonlocal �2

term is similarly localized. It gives a relevant local �2

contribution as well as a marginal jr�j2 contribu-
tion. Finally, the same principle applies to the
nonlocal �6 contribution and gives rise to further
irrelevant terms. Then it is easy to see by matching
that the flow equation is satisfied in second order up
to irrelevant terms (these would have to be compen-
sated by adding additional terms in Vt) provided

dgt

dt
¼ ð4� dÞgt � ag2

t þO g3
t

� �
d�t

dt
¼ 2�t � bg2

t þO g3
t

� �
d�t

dt
¼ cg2

t þO g3
t

� �
½46�

where a, b, c are positive constants. We see from the
above formulas that, up to second order in g2, as
t!1, gt ! 0 for d � 4. In fact, for d � 5 the decay
rate is O(e�t) and for d = 4 the rate is O(t�1).
However, to see if Vt converges, we also have to
discuss the �t, �t flows. It is clear that in general the
�t flow will diverge. This is fixed by choosing the
initial �0 to be the bare critical mass. This is
obtained by integrating up to time t and then
expressing �0 as a function of the entire g trajectory
up to time t. Assume that �t is uniformly bounded
and take t!1. This gives the critical mass as

�0 ¼ b

Z 1
0

ds e�2sg2
s ¼ �cðg0Þ ½47�

This integral converges for all cases discussed above.
With this choice of �0 we get

�t ¼ b

Z 1
0

ds e�2sg2
sþt ½48�
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and this exists for all t and converges as t !1.
Now consider the perturbative � flow. It is easy to
see from the above that for d � 4, �t converges as
t!1.

We have not discussed the d = 3 case because the
perturbative g fixed point is of order O(1). But
suppose we take, in the d = 3 case, [�] = (3� �)=4
with � > 0 held small as in Brydges et al. (2003).
Then the above perturbative flow equations are
easily modified (by taking account of [43]) and we
get, to second order, an attractive fixed point
g�= O(�) of the g flow. The critical bare mass �0

can be determined as before and the �t flow
converges. The qualitative picture obtained above
has a rigorous justification.

Rigorous RG Analysis

We will give a brief introduction to rigorous RG
analysis in the discrete setup in the section ‘‘The RG
as a Discrete Semigroup’’ concentrating on the
principal problems encountered and how one
attempts to solve them. Our approach is borrowed
from Brydges et al. (2003). It is a simplification
of the methods initiated by Brydges and Yau in
(1990) and developed further by Brydges et al.
(1998). The reader will find other approaches to
rigorous RG methods in the selected references, such
as those of Bałaban, Gawedzki and Kupiainen,
Gallavotti, and others. We will take as a concrete
example the scalar field model introduced earlier.

At the core of the analysis is the choice of good
coordinates for the partition function density, z, of
the section ‘‘The RG as a Discrete Semigroup’’. This
is provided by a polymer representation (defined
below) which parametrizes z by a couple (V, K),
where V is a local potential and K is a set function
also depending on the fields. Then the RG transfor-
mation TL maps (V, K) to a new (V, K). (V, K)
remain good coordinates as the volume tends to 1,
whereas z(volume) diverges. There exist norms
which are suited to the fixed-point analysis of (V, K)
to new (V, K). Now comes the important point: z
does not uniquely specify the representation (V, K).
Therefore, we can take advantage of this nonunique-
ness to keep K small in norm and let most of the
action of TL reside in V. This process is called
extraction in Brydges et al. (2003). It makes sure that
K is an irrelevant term, whereas the local flow of V
gives rise to discrete flow equations in coupling
constants. We will not discuss extraction any further.
In the following, we introduce the polymer represen-
tation and explain how the RG transformation acts
on it.

To proceed further, we first introduce a simplifi-
cation in the setup used in the section ‘‘The RG as a
Discrete Semigroup.’’ Recall that the function u
introduced in [3] was smooth, positive definite, and
of rapid decrease. We will simplify further by
imposing the stronger property that it is actually of
finite range: u(x) = 0 for jxj � 1. We say that u is of
finite range 1. It is easy to construct such functions.
For example, if g is any smooth function of finite
range 1/2, then u = g � g is a smooth positive-definite
function of finite range 1. This implies that the
fluctuation covariance �L of [7] has finite range L.
As a result, �n in [10] has finite range Lnþ1 and the
corresponding fluctuation fields �n(x) and �n(y) are
independent when jx� yj � Lnþ1.

Polymer Representation

Pave Rd with closed cubes of side length 1 called
1-blocks or unit blocks denoted by �, and suppose
that � is a large cube consisting of unit blocks. A
connected polymer X � � is a closed connected
subset of these unit blocks. A polymer
activity K(X,�) is a map X,�! R where the fields
� depend only on the points of X. We will set
K(X,�) = 0 if X is not connected. A generic form of
the partition function density z(�,�) after a certain
number of RG iterations is

zð�Þ ¼
X1
N¼0

1

N!

X
X1;...;XN

e�VðXcÞ
YN
j¼1

KðXjÞ ½49�

Here Xj � � are disjoint polymers, X =
S

Xj, and
Xc = �nX. V is a local potential of the form [23] with
parameters �, g,�. We have suppressed the �-depen-
dence. Initially, the activities Kj = 0, but they will arise
under RG iterations and the form [49] remains stable,
as we will see. The partition function density is thus
parametrized as a couple (V, K).

Norms for Polymer Activities

Polymer activities K(X,�) are endowed with a norm
kK(X)k, which must satisfy two properties:

_X \ _Y ¼ 0 )kK1ðXÞK2ðYÞk� kK1ðXÞk kK1ðYÞk
kTLKðXÞk � cjXjkKðXÞk ½50�

where _X is the interior of X and jXj is the number
of blocks in X. c is a constant of order O(1). The
norm measures (Fréchét) differentiability proper-
ties of the activity K(X,�) with respect to the field
� as well as its admissible growth in �. The
growth is admissible if it is �C integrable. The
second property above ensures the stability of
the norm under RG iteration. For a fixed polymer
X, the norm is such that it gives rise to a Banach
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space of activities K(X). The final norm k � kA
incorporates the previous one and washes out the
set dependence,

kKkA ¼ sup
�

X
X	�

AðXÞ kKðXÞk ½51�

where A(X) = L(dþ2)jXj. This norm essentially ensures
that large polymers have small activities. The details
of the above norms can be found in Brydges et al.
(2003).

The RG operation map f is a composition of two
maps. The RG iteration map z! TLz induces a map
V ! ~V

0
L and a nonlinear map ~TL : K! ~K = ~TL(K).

We then compose this with a (nonlinear) extraction
map E which takes out the expanding (relevant)
parts of ~K! E(~K) = K0 and compensates the local
potential ~V

0
L ! V 0 such that TLz remains invariant.

We denote by f the composition of these two maps
with

V ! V 0 ¼ fVðV;KÞ; K! K0 ¼ fKðV;KÞ ½52�

The Map T̃L

Consider applying the RG map TL to [49]. The map
consists of a convolution ��L

� followed by the
rescaling SL. In the integration over the fluctuation
field �, we will exploit the independence of �(x) and
�(y) when jx� yj � L. To do this, we pave � by
closed blocks of side L, called L-blocks, so that
each L-block is a union of 1-blocks. Let �X

L
be

the L-closure of a set X, namely the smallest union
of L-blocks containing X. The polymers will be
combined into L-polymers which are, by definition,
connected unions of L blocks. The combination is
performed in such a way that the new polymers are
associated to independent functionals of �.

Let ~V(X,�)), to be chosen later, be a local
potential independent of �. For a coupling constant
sufficiently small, there is a bound

ke�VðYÞk � 2jYj ½53�

We assume that ~V is so chosen that the same bound
holds when V is replaced by ~V. Define

Pð�; �; �Þ ¼ e�Vð�;�þ�Þ � e�
~Vð�;�Þ ½54�

Then we have

e�VðXc;�þ�Þ ¼ e�Vð�Xc;�þ�Þ

¼
Y

���Xc

ðe�~Vð�;�Þ þ Pð�; �; �ÞÞ ½55�

where �Xc is the closure of Xc. Expand out the
product and insert into the representation [49] for

z(�, � þ �)). We then rewrite the resulting sum in
terms of L-polymers. The sum splits into a sum over
connected components. Define, for every connected
L-polymer Y,

BKðYÞ ¼
X

NþM�1

1

N!M!



X

ðXjÞ;ð�iÞ!Y

e�
~VðX0Þ

YN
j¼1

KðXjÞ
YM
i¼1

Pð�iÞ ½56�

where X0 = Yn( [Xj) [ ( [�j) and the sum over the
distinct �i, and disjoint 1-polymers Xj is such that
their L-closure is Y. Equation [49] now becomes

zð�Þ ¼
X 1

N!

X
Y1;...;YN

e�
~VðYcÞ

YN
j¼1

BKðYjÞ ½57�

where the sum is over disjoint, connected closed
L-polymers. We now perform the fluctuation inte-
gration over � followed by the rescaling. Now ~V(Yc)
is independent of �. The �-integration sails through
and then factorizes because the Yj, being disjoint
closed L-polymers, are separated from each other by
a distance �L. The rescaling brings us back to 1-
polymers and reduces the volume from � to L�1�.
Therefore,

z0ðL�1�Þ¼TLzð�Þ

¼
X 1

N!

X
X1;...;XN

e�
~VLðXcÞ

YN
j¼1

ðTLBKÞðXjÞ ½58�

where the sum is over disjoint 1-polymers,
Xc =L�1�nX. By definition ~VL(�)=SL

~V(L�) and
(TLBK)(Z)=SL��L

�BK(LZ). This shows that the
representation [49] is stable under iteration and,
furthermore, gives us the map

V ! ~VL

K! ~K ¼ ~TLðKÞ ¼ TLBK
½59�

The norm boundedness of K implies that ~TL(K) is
norm bounded. We see from the above that a
variation in the choice of ~V is reflected in the
corresponding variation of ~K. The extraction map E
now takes out from ~K the expanding parts and then
compensates it by a change of ~VL in such a way that
the representation [58] is left invariant by the
simultaneous replacement ~VL ! V 0, ~K ! K0= E(~K).
The extraction map is nonlinear. Its linearization is a
subtraction operation and this dominates in norm the
nonlinearities, (Brydges et al. 1998).

The map V ! ~VL ! V 0 leads to a discrete flow of
the coupling constants in V. It is convenient to write
K = Kpert þ R, where R is the remainder. Then the
coupling constant flow is a discrete version of the
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continuous flows encountered in the last section,
together with remainders which are controlled by the
size of R. In addition, we have the flow of K. The
discrete flow of the pair (coupling constants, K) can be
studied in a Banach space norm. Once one proves that
the nonlinear parts satisfy a Lipshitz property, the
discrete flow can be analyzed by the methods of stable-
manifold theory of dynamical systems in a Banach
space context. The reader is referred to the article by
Brydges et al. (2003) for details of the extraction map
and the application of stable-manifold theory in the
construction of a global RG trajectory.

Further Topics

Lattice RG Methods

Statistical mechanical systems are often defined on a
lattice. Moreover, the lattice provides an ultraviolet
cutoff for Euclidean field theory compatible with
Osterwalder–Schrader positivity. The standard lat-
tice RG is based on Kadanoff–Wilson block spins.
Its mathematical theory and applications have
been developed by Bałaban, and Gawedzki and
Kupiainen (see Gawedzki and Kupiainen (1986) and
references therein). This leads to multiscale decom-
positions of the Gaussian lattice field as a sum of
independent fluctuation fields on increasing length
scales. Brydges et al. (2004) have shown that
standard Gaussian lattice fields have multiscale
decompositions as a sum of independent fluctuation
fields with the finite-range property introduced in
the last section. This permits the development of
rigorous lattice RG theory in the spirit of the
continuum framework of the previous section.

Fermionic Field Theories

Field theories of interacting fermions are often
simpler to handle than bosonic field theories. Because
of statistics, fermion fields are bounded and pertur-
bation series converges in finite volume in the
presence of an ultraviolet cutoff. The notion of
studying the RG flow at the level of effective
potentials makes sense. At any given scale, there is
always an ultraviolet cutoff and the fluctuation
covariance being of fast decrease provides an infrared
cutoff. This is illustrated by the work of Gawedzki
and Kupiainen (1985), who gave a nonperturbative
construction in the weak effective coupling regime of
the RG trajectory for the Gross–Neveu model in two
dimensions. This is an example of a model with an
unstable Gaussian fixed point where the initial
coupling has to be adjusted as a function of the

ultraviolet cutoff consistent with ultraviolet asympto-
tic freedom so as to stabilize the flow.
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A Brief History

The ‘‘Falicov–Kimball model’’ was first considered by
Hubbard and Gutzwiller during 1963–65 as a simpli-
fication of the Hubbard model. In 1969, Falicov and
Kimball introduced a model that included a few extra
complications, in order to investigate metal–insulator
phase transitions in rare-earth materials and transition-
metal compounds (Falicov and Kimball 1969). Experi-
mental data suggested that this transition is due to the
interactions between electrons in two electronic states:
nonlocalized states (itinerant electrons), and states that
are localized around the sites corresponding to the
metallic ions of the crystal (static electrons).

A tight-binding approximation leads to a model
defined on a lattice (the crystal) and two species of
particles are considered. The first species consists of
spinless quantum fermions (we refer to them as
‘‘electrons’’), and the second species consists of localized
holes or electrons (‘‘classical particles’’). Electrons hop
between nearest-neighbor sites but classical particles do
not. Both species obey Fermi statistics (in particular, the
Pauli exclusion principle prevents more than one
particle of a given species to occupy the same site).
Interactions are on-site and thus involve particles of
different species; they can be repulsive or attractive.

The very simplicity of the model allows for a
broad range of applications. It was studied in the
context of mixed valence systems, binary alloys, and
crystal formation. Adding a magnetic field yields the
flux phase problem. The Falicov–Kimball model can
also be viewed as the simplest model where
quantum particles interact with classical fields.

The fifteen years following the introduction of the
model saw studies based on approximate methods,
such as Green’s function techniques, that gave rise to
a lot of confusion. A breakthrough occurred in 1986
when Brandt and Schmidt, and Kennedy and Lieb,
proposed the first rigorous results. In particular,

Kennedy and Lieb showed in their beautiful paper
that the electrons create an effective interaction
between the classical particles and that a phase
transition takes place for any value of the coupling
constant, provided the temperature is low enough.

Many studies by mathematical physicists fol-
lowed and several results are presented in this
short survey. Recent years have seen an increasing
interest from condensed matter physicists. We
encourage interested readers to consult the reviews
by Freericks and Zlatić (2003), Gruber and Macris
(1996), and Jȩdrzejewski and Lemánski (2001).

Mathematical Setting

Definitions

Let � � Zd denote a finite cubic box. The config-
uration space for the classical particles is

�� ¼ f0; 1g� ¼ ! ¼ ð!xÞ : x 2 �; and !x ¼ 0; 1f g

where !x = 0 or 1 denotes the absence or presence of
a classical particle at the site x. The total number of
classical particles is Nc(!) =

P
x2� !x. The Hilbert

space for the spinless quantum particles (‘‘elec-
trons’’) is the usual fermionic Fock space

F� ¼
Mj�j
N¼0

H�;N

where H�, N is the Hilbert space of square summable,
antisymmetric, complex functions � = �(x1, . . . , xN)
of N variables xi 2 �. Let ayx and ax denote the
standard creation and annihilation operators of an
electron at x; recall that they satisfy the antic-
ommutation relations

fax; ayg ¼ 0; fayx; ayyg ¼ 0; fax; a
y
yg ¼ �xy

The Hamiltonian for the Falicov–Kimball model is an
operator on F� that depends on the configurations of
classical particles. Namely, for ! 2 ��, we define

H�ð!Þ ¼ �
X

x;y2�
jx�yj¼1

ayxay �U
X
x2�

!xayxax



The first term represents the kinetic energy of the
electrons. The second term represents the on-site
attraction (U > 0) or repulsion (U < 0) between
electrons and classical particles.

The Falicov–Kimball Hamiltonian can be written
with the help of a one-body Hamiltonian h�, which
is an operator on the Hilbert space for a single
electron ‘2(�). Indeed, we have

H�ð!Þ ¼
X

x;y2�

hxyð!Þayxay

The matrix h�(!) = (hxy(!)) is the sum of a hopping
matrix (adjacency matrix) t�, and of a matrix v�(!)
that represents an external potential due to the
classical particles. Namely, we have

hxyð!Þ ¼ �txy �U!x�xy

where txy is one if x and y are nearest neighbors, and is
zero otherwise. The spectrum of t� lies in (�2d, 2d),
and the eigenvalues of v�(!) are �U (with degeneracy
Nc(!)) and 0 (with degeneracy j�j �Nc(!)). Denoting
�j(A) the eigenvalues of a matrix A, it follows from the
minimax principle that

�jðAÞ � kBk � �jðAþ BÞ � �jðAÞ þ kBk

Let �1(!) � �2(!) � � � � � �j�j(!) be the eigenvalues
of h�(!). Choosing A = v�(!) and B = t� in the
inequality above, we find that for U > 0,

�U � 2d < �jð!Þ < �U þ 2d for j ¼ 1; . . . ;Ncð!Þ
� 2d < �jð!Þ < 2d for j ¼ Ncð!Þ þ 1; . . . ; j�j

In particular, for any configuration ! and any �,

Spec h�ð!Þ � ð�U � 2d;�U þ 2dÞ [ ð�2d; 2dÞ

Thus, for U > 4d, the spectrum of h�(!) has the
‘‘universal’’ gap (�U þ 2d, �2d). A similar property
holds for U < �4d.

Canonical Ensemble

A fruitful approach towards understanding the
behavior of the Falicov–Kimball model is to first
fix the configuration of the classical particles, and
then to introduce the ground-state energy E�(Ne,!)
as the lowest eigenvalue of H�(!) in the subspace
H�, Ne

:

E�ðNe; !Þ ¼ inf
�2H�;Ne ;k�k¼1

h�jH�ð!Þj�i ¼
XNe

j¼1

�jð!Þ

A typical problem is to find the set of ground-
state configurations, that is, the set of configura-
tions that minimize E�(Ne,!) for given Ne and
Nc = Nc(!).

In the case U > 4d and Ne = Nc(!), the ground-
state energy E�(Nc(!),!) has a convergent expan-
sion in powers of U�1:

E�ðNcð!Þ; !Þ

¼ �UNcð!Þ þ
X
k�2

1

kUk�1

�
X

x1; . . . ; xk 2 �
jxi � xi�1j ¼ 1
0 < mðfxigÞ < k

ð�1ÞmðfxigÞ k� 2

mðfxigÞ � 1

� �
½1�

where m(x1, . . . , xk) is the number of sites xi with
!xi

= 0. The last sum also includes the condition
jxk � x1j= 1. Simple estimates show that the series is
less than (2d=(U � 4d))Nc(!). The lowest-order term
is a nearest-neighbor interaction,

� 1

U

X
fx;yg:jx�yj¼1

�wx;1�wy

that favors pairs with different occupation numbers.
Formula [1] is the starting point for most studies of
the phase diagram for large U. A similar expansion
holds for U < �4d and Ne = j�j �Nc(!).

A simple derivation of expansion [1] using Cauchy
formula can be found in Gruber and Macris (1996). It
can be extended to positive temperatures with the
help of Lie–Schwinger series (Datta et al. 1999).

Phase diagrams are better discussed in the limit of
infinite volumes where boundary effects can be
discarded. Let �per be the set of configurations on Zd

that are periodic in all d directions, and �per(�c) � �per

be the set of periodic configurations with density �c.
For ! 2 �per and �e 2 [0, 1], we introduce the energy
per site in the infinite volume limit by

eð�e; !Þ ¼ lim
�%Zd

1

j�jE�ðNe; !Þ ½2�

Here, the limit is taken over any sequence of
increasing cubes, and Ne = b�ej�jc is the integer
part of �ej�j. Existence of this limit follows from
standard arguments.

In the case of the empty configuration !x 	 0,
we get the well-known energy per site of free lattice
electrons: for k 2 [��, �]d, let "(k) = �

Pd
�= 1 cos k�;

then

eð�e; ! 	 0Þ ¼ 1

ð2�Þd
Z
"ðkÞ<"Fð�eÞ

"ðkÞ dk

where "F(�e) is the Fermi energy, defined by

�e ¼
1

ð2�Þd
Z
"ðkÞ<"Fð�eÞ

dk
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The other simple situation is the full configu-
ration !x 	 1, whose energy is e(�e,! 	 1) =
e(�e,! 	 0)�U�e.

Let e(�e, �c) denote the absolute ground-state
energy density, namely,

eð�e; �cÞ ¼ inf
!2�perð�cÞ

eð�e; !Þ

Notice that e(�e,!) is convex in �e, and that e(�e, �c)
is the convex envelope of {e(�e, !) :! 2 �per(�c)}. It
may be locally linear around some (�e, �c). This is
the case if the infimum is not realized by a periodic
configuration. The nonperiodic ground states can be
expressed as linear combinations of two or more
periodic ground states (‘‘mixtures’’). That is, for 1 �
i � n there are �i � 0 with

P
i �i = 1, !(i) 2 �per,

and �(i)
e , such that

�e ¼
X

i

�i�
ðiÞ
e ; �c ¼

X
i

�i�cð!ðiÞÞ

and X
T
d e c

configuration, !(2) to be the full configuration,
�(1)

e = 0, �(2)
e = �e=�c, and �2 = 1��1 = �c.

If d � 2, a mixture between configurations !(i)

can be realized as follows. First, partition Zd into
domains D1 [ � � � [Dn such that jDij=j�j ! �i and
j@Dij=j�j ! 0 as �% Zd. Then, define a nonperiodic
configuration ! by setting !x =!(i)

x for x 2 Di (see the
illustration in Figure 1). The canonical energy can be
computed from [2], and it is equal to

eð�e; !Þ ¼ inf
ð�ðiÞe Þ:

P
i
�i�
ðiÞ
e ¼�e

Xn

i¼1

�ieð�ðiÞe ; !
ðiÞÞ

Furthermore, the infimum is realized by densities �(i)
e

such that there exists �e with �e(�e,!
(i)) = �(i)

e for all
i (see [4] below for the definition of �e(�e,!)).

We define the canonical ground-state phase
diagram as the set of ground states ! (either a
periodic configuration or a mixture) that minimize
the ground-state energy for given densities �e, �c:

Gcanð�e; �cÞ ¼ ! : eð�e; !Þ ¼ eð�e; �cÞ and �cð!Þ ¼ �cf g

Grand-Canonical Ensemble

Properties of the system at finite temperatures
are usually investigated within the grand-canonical
formalism. The equilibrium state is characterized by
an inverse temperature 	= 1=kBT, and by chemical
potentials �e,�c, for the electrons and for the
classical particles, respectively. In this formalism,
the thermodynamic properties are derived from the
partition functions

Z�ð	; �e; !Þ ¼ tr F�
e�	½H�ð!Þ��eN��

Z�ð	; �e; �cÞ ¼
X
!2��

e	�cNcð!ÞZ�ð	; �e; !Þ
½3�

Here, N� =
P

x2� ayxax is the operator for the total
number of electrons. We then define the free energy by

F�ð	; �e; �cÞ ¼ �
1

	
log Z�ð	; �e; �cÞ

The first partition function in [3] allows us to
introduce an effective interaction for the classical
particles, mediated by the electrons, by

F�ð	; �e; �c; !Þ ¼ ��cNcð!Þ �
1

	
log Z�ð	; �e; !Þ

It depends on the inverse temperature 	. Taking the
limit of zero temperature gives the corresponding
ground-state energy of the electrons in the classical
configuration !:

E�ð�e; �c; !Þ ¼ lim
	!1

F�ð	; �e; �c; !Þ

¼ ��cNcð!Þ þ
X

j:�jð!Þ<�e

ð�jð!Þ � �eÞ

Notice that F� and E� are strictly decreasing and
concave in �e,�c (E� is actually linear in �c). We
also define the energy density in the infinite volume
limit by considering a sequence of increasing cubes.
For ! 2 �per,

eð�e; �c; !Þ ¼ lim
�%Zd

1

j�jE�ð�e; �c; !Þ

The corresponding electronic density is

�eð�e; !Þ ¼ lim
�%Zd

1

j�j#fj : �jð!Þ < �eg

¼ � @

@�e
eð�e; �c; !Þ ½4�Figure 1 A two-dimensional mixed configuration formed by

periodic configurations of densities 0, 1=5, and 1=2.
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eð�e; �cÞ ¼
i

�ieð�ðiÞe ; !
ðiÞÞ

he simplest mixture is the ‘‘segregated state’’ for
ensities � < � : take !(1) to be the empty



and the density of classical particles is
�c(!) = lim� Nc(!)=j�j. One can check that canoni-
cal and grand-canonical energies are related by

eð�e; �c; !Þ ¼ eð�eð�e; !Þ; !Þ
� �e�eð�e; !Þ � �c�cð!Þ ½5�

Given (�e,�c), the ground-state energy density
e(�e,�c) is defined by

eð�e; �cÞ ¼ inf
!2�per

eð�e; �c; !Þ

The set of periodic ground-state configurations
for given chemical potentials �e,�c is the grand-
canonical ground-state phase diagram:

Ggcð�e; �cÞ ¼
n
! 2 �per : eð�e; �c; !Þ ¼ eð�e; �cÞ

o
It may happen that no periodic configuration
minimizes e(�e,�c,!) and that Ggc(�e,�c) = ;.
However, results suggest that Ggc(�e,�c) is
nonempty for almost all �e,�c.

The situation simplifies for U > 4d and �e 2
(�U þ 2d, �2d). Since �e belongs to the gap of
h�(!), we have �e(�e,!) = �c(!), and

eð�e; �c; !Þ ¼ eð�cð!Þ; !Þ � ð�e þ �cÞ�cð!Þ

Thus, Ggc(�e,�c) is invariant along the line �e þ �c =
const. (for �e in the gap).

Symmetries of the Model

The Hamiltonian H� clearly has the symmetries of
the lattice (for a box with periodic boundary
conditions, there is invariance under translations,
rotations by 90
, and reflections through an axis).
More important, it also possesses particle–hole
symmetries and these are useful since they allow us
to restrict investigations to positive U and to certain
domains of densities or chemical potentials
(see below).

� The classical particle–hole transformation
!x 7!!x = 1�!x results in

HU
� ð!Þ ¼ H�U

� ð!Þ �UN�

and Nc(!) = j�j �Nc(!). It follows that
EU

� (Ne,!) = E�U
� (Ne,!)�UNe, and

G�U
canð�e; �cÞ ¼

n
! : ! 2 GU

canð�e; 1� �cÞ
o

G�U
gc ð�e; �cÞ ¼

n
! : ! 2 GU

gcð�e �U;��cÞ
o

� An electron–hole transformation can be defined
via the unitary transformation ax 7! "xayx and

It follows that

EU
� ðj�j �Ne; !Þ= EU

� ðNe; !Þ þUðNe þNcð!Þ � j�jÞ

and

GU
canð�e; �cÞ ¼

n
! : ! 2 GU

canð1� �e; 1� �cÞ
o

GU
gcð�e; �cÞ ¼

n
! : ! 2 GU

gcð��e �U;��c �UÞ
o

Any of the first two symmetries allow us to choose
the sign of U. We assume from now on that U � 0. The
third symmetry indicates that the phase diagrams have
a point of central symmetry, given by �e = �c = 1=2 in
the canonical ensemble and �e =�c = �U=2 in the
grand-canonical ensemble. Consequently, it is enough
to study densities satisfying �e � 1=2 and chemical
potentials satisfying �e � �U=2.

These symmetries also have useful consequences at
positive temperatures. In particular, both species of
particles have average density 1/2 at �e =�c =�U=2,
for all 	.

The Ground State – Arbitrary Dimensions

The Segregated State

What follows is best understood in the limit
U!1 and when �e < �c. In this case, the electrons
become localized in the domain D�(!) = {x 2
� : wx = 1} and their energy per site is that of the
full configu ration, e ( � , ! 	 1) (see the section
‘‘Cano nical ensemble ’’), wher e �= �e=�c is the
effective electronic density. The presence of a
boundary for D�(!) raises the energy and the
correction is roughly proportional to

B�ð!Þ ¼ #
n
ðx; yÞ : x 2 D�ð!Þ and y 2 Zd n D�ð!Þ

o
The following theorem was proposed by Freericks
et al. (2002).
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ayx 7! "xax, where "x = 1 on a sublattice, and = �1
on the other sublattice. Then,

HU
� ð!Þ 7!H�U

� ð!Þ �UNcð!Þ

and N� 7! j�j �N�. It follows that EU
� (j�j �

Ne,!) = E�U
� (Ne,!)�UNc(!), and

G�U
canð�e; �cÞ ¼ GU

canð1� �e; �cÞ
G�U

gc ð�e; �cÞ ¼ GU
gcð��e; �c �UÞ

� Finally, the particle–hole transformation for
both the classical particles and the electrons
gives

HU
� ð!Þ 7!HU

� ð!Þ þUN� þUNcð!Þ �Uj�j



Since e(�e,�c,!) is concave with respect to �e and
linear with respect to �c, we have

eð�0e; �0c; !Þ � eð�e; �c; !Þ
þ ð�e � �0eÞ�eð�e; !Þ þ ð�c � �0cÞ�cð!Þ ½7�

Using this inequality for both terms on the right-
hand side of [6], we obtain the inequality

ð�0e � �eÞ �eð�0e; !0Þ � �eð�e; !Þ
� �

þ ð�0c � �cÞ �cð!0Þ � �cð!Þ½ � � 0

which proves (a) and the first part of (b). The second
part of (b) follows from

eð�e; �c; !Þ ¼ �
Z �e

�1
d� �eð�; !Þ � �c�cð!Þ

Indeed, the minimax principle implies that eigenvalues
�j(!) are decreasing with respect to ! (if U � 0), so
that �e(�e,!) is increasing (with respect to !). Then for
any !00 > ! and �0e > �e,

eð�0e; �c; !
00Þ � eð�0e; �c; !Þ

> eð�e; �c; !
00Þ � eð�e; �c; !Þ

and !00=2Ggc(�e,�c) implies !00=2Ggc(�
0
e,�c).

Next, we discuss domains in the plane of
chemical potentials where the empty, full, and
chessboard configurations have minimum energy
(see, e.g., Gruber and Macris (1996), and references
therein). One easily sees that ! 	 1 is the unique
ground-state configuration if �c > 0, or if �e > 2d
and �c > �U. Similarly, ! 	 0 is the unique ground
state if �c < �U, or if �e < �U � 2d and �c < 0.
For U > 4d, it follows from the expansion [1] that
the full configuration is also ground state if �U þ
2d < �e < �2d and �e þ �c þU > 4d=(U � 4d).
These domains can be rigorously extended using
energy estimates that involve correlation functions
of classical particles. The results are illustrated in
Figures 2 (U < 4d) and 3 (U > 4d).

ω ≡ 0

ω ≡ 1

–U

–U – 2d –U –U + 2d–2d 2d

–U, –U 

2 2

μc

μ e

Figure 2 Grand-canonical ground-state phase diagram for

U < 4d . Domains for the empty, chessboard, and full configurations,

are denoted in light gray, black, and dark gray, respectively.
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Theorem 1

(i) Let � � Zd be a finite box, and U > 4d. Then
for all ! 2 ��, and all Ne � Nc(!) = Nc, we
have the following upper and lower bounds:

1

2d
e

Ne

Nc
; ! 	 0

� �����
����B�ð!Þ � E�ðNe; !Þ

�Nce
Ne

Nc
; ! 	 1

� �
� a

Ne

Nc

� �
� 
ðUÞ

� �
B�ð!Þ

Here, a(�) = a(1� �) is strictly positive for 0 <
� < 1. 
(U) behaves as 8d2=U for large U, in
the sense that U
(U)! 8d2 as U!1.

(ii) For any �e 6¼ �c that differ from zero, the
segregated state is the unique ground state if
a(�e=�c) > 
(U), that is, if U is large enough.

The proof of (i) is rather lengthy and we only
show here that it implies (ii). Let b(!) =
lim� (B�(!)=j�j), and notice that b(!) = 0 for the
empty, the full, and the segregated configurations;
0 < b(!) < d for all other periodic configurations
or mixtures. Recall that �ce(�e=�c,! 	 1) is the
energy density of the segregated state. For all
densities such that a(�e=�c) > 
(U), and all config-
urations such that �c(!) = �c, we have

eð�e; !Þ � �ce

�
�e

�c
; ! 	 1

�

and the inequality is strict for any periodic config-
uration. This shows that the segregated configura-
tion is the unique ground state.

General Properties of the Grand-Canonical
Phase Diagram

We have already seen that the grand-canonical
phase diagram is symmetric with respect to
(�U=2, �U=2). Other properties follow from
concavity of e(�e,�c).

Let ! 2 Ggc(�e,�c)nGgc(�
0
e,�

0
c) and !0 2 Ggc

(�0e,�
0
c)nGgc(�e,�c). Then,

(a) �e =�0e and �0c > �c imply �c(!
0) > �c(!);

(b) �c =�0c and �0e > �e imply �e(�
0
e,!

0) > �e(�e,!),
and ! cannot be obtained by adding some
classical particles to the configuration !0.

It follows from (b) that if ! 	 1 2 Ggc(�e,�c), then
! 	 1 2 Ggc(�

0
e,�

0
c) for all �e � �0e, �c � �0c. A simi-

lar property holds for the empty configuration. To
establish these properties, we can start from

eð�e; �c; !
0Þ � eð�e; �c; !Þ > 0

> eð�0e; �0c; !0Þ � eð�0e; �0c; !Þ ½6�



Finally, canonical and grand-canonical phase
diagrams are related by the following properties:

(c) If ! 2 Ggc(�e,�c), then ! 2 Gcan(�e(�e,!), �c(!)).
(d) More generally, suppose that !(1), . . . ,!(n) 2

Ggc(�e,�c), and consider a mixture with coeffi-
cients �1, . . . ,�n. The mixture belongs to
Gcan(�e, �c), with �e =

P
i �i�e(�e,!

(i)) and
�c =

P
i �i�c(!

(i)).

To establish (c), observe that any !0 satisfies
e(�e,�c,!

0) � e(�e,�c,!) if ! 2 Ggc(�e,�c). Let
�e = �e(�e,!) and �c = �c(!), and let �0e be such that
�e(�

0
e,!

0) = �e. By eqns [5] and [7],

eð�eð�0e; !0Þ; !0Þ � �e�eð�0e; !0Þ � �c�cð!0Þ
� eð�eð�e; !Þ; !Þ � �e�eð�e; !Þ � �c�cð!Þ

Then, e(�e,!
0) � e(�e,!) for any configuration !0

such that �c(!
0) = �c. Property (d) follows from (c) by

a limiting argument, because a mixture can be
approximated by a sequence of periodic
configurations.

Next we describe further properties of the phase
diagrams that are specific to dimensions 1 and 2.

Ground-State Configurations – Dimension 1

A large number of investigations, either analytical or
numerical, have been devoted to the study of the
ground-state configurations in one dimension. One-
dimensional results also serve as guide to higher
dimensions. Recall that symmetries allow us to
restrict to U � 0 and �e � 1=2.

Most ground-state configurations that appear in
the canonical phase diagram seem to be given by an
intriguing formula, which we now describe. Let

�e = p=q with p relatively prime to q. Then
corresponding periodic ground-state configurations
have period q and density �c = r=q (r is an integer).
The occupied sites in the cell {0, 1, . . . , q� 1} are
given by the solutions k0, . . . , kr�1 of

ðpkjÞ ¼ j mod q; 0 � j � r� 1 ½8�

Note that the first classical particle is located at
k0 = 0, and k0, . . . , kp�1 are not in increasing order. In
order to discuss the solutions of [8], we introduce
‘= bq=pc (the integer part of q=p), and we write

q ¼ ð‘þ 1Þp� s ½9�

where 1 � s � p� 1, and s is relatively prime to p.
Next, let L(x) denote the distance between the particle
at x and the one immediately preceding it (to the left).

Let us observe that if �c = �e, that is, if r = p, then

(a) L(kj) = ‘ for 0 � j � s� 1 and kj � ‘= kjþp�s.
(b) L(kj) = ‘þ 1 for s � j � p� 1 and kj � (‘þ 1) =

kj�s.

Indeed, for pkj = jþ nq, eqn [9] implies

pðkj � ‘Þ ¼ jþ ðn� 1Þqþ ðp� sÞ ¼ jþ p� s mod q

and

pðkj � ‘� 1Þ ¼ j� s mod q

Therefore, kj � ‘ is a solution of [8] if jþ p� s �
p� 1, while kj � (‘þ 1) is a solution of [8] if
j� s � 0.

These two properties show that the configuration
defined by [8] is such that L(x) 2 {‘, ‘þ 1} for all
occupied x. A periodic configuration such that all
distances between consecutive particles are either ‘
or ‘þ 1 is called homogeneous. Let ! be a
homogeneous configuration with period q and
density �c = r=q, and let x0 < � � � < xp�1 be the
occupied sites in {0, 1, . . . , q� 1}. We introduce the
derivative !0 of ! as the periodic configuration with
period r defined by (see Figure 4)

!0i ¼
1 if LðxiÞ ¼ ‘
0 if LðxiÞ ¼ ‘þ 1

	
A configuration is most homogeneous if it can be
‘‘differentiated’’ repeatedly until the empty or the
full configuration is obtained.

Let ! be the homogeneous configuration from [8]
and !0 be its derivative. Using the same arguments as
for properties (a) and (b) above, and the fact that s is
relatively prime to p, we obtain

(c) Let k00, . . . , k0p�1 be the solutions of

ðsk0jÞ ¼ j mod p

–U – 2d –U

ω ≡ 0

ω ≡ 1

–U + 2d

–U

–2d 2d
μ e

μ c

THE FALICOV–KIMBALL MODEL

–U, –U 

2 2

Figure 3 Grand-canonical ground-state phase diagram

for U > 4d . Domains for the empty, chessboard, and full

configurations are denoted in light gray, black, and dark gray,

respectively.
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Then (k00, . . . , k0p�1) is a permutation of
(0, 1, . . . , p� 1). Further, k0j � 1 = k0jþp�s for 0 �
j � s� 1, and k0j � 1 = k0j�s for s � j � p� 1.

Consider the periodic configuration with period p
where sites k00, . . . , k0s�1 are occupied and sites
k0s, . . . , k0p�1 are empty. Since k00 = 0, this configura-
tion is precisely the derivative !0 of !. Iterating,
these properties prove that the solutions of [8] are
most homogeneous.

One of the most important results in one dimen-
sion is that only most homogeneous configurations
are present in the canonical phase diagram, for U
large enough and for equal densities �e = �c.

Theorem 2 Suppose that �e = �c = p=q. There
exists a constant c such that for U > c4q, the only
ground-state configuration is the most homogeneous
configuration, given by [8] (together with transla-
tions and reflections).

This theorem was established using the expansion [1]
of E�(Ne,!) in powers of U�1. It suggests a devil’s
staircase structure with infinitely many domains.
However, the number of domains for fixed U could
still be finite. Results from Theorem 2 are illu-
strated in Figure 5. Notice that �e = �c when �e is in
the universal gap. These results have been extended

to positive temperatures by using ‘‘quantum
Pirogov–Sinai theory’’ (Datta et al. 1999).

For small U, on the other hand, one can use a
(nonrigorous) Wigner–Brillouin degenerate pertur-
bation theory (a standard tool in band theory).
Let �e = p=q with p relatively prime to q, and ! be
a periodic configuration with period nq, n 2 N.
Then for U small enough (U� 1=q), we obtain
the following expansion for the ground-state energy
(Freericks et al. 1996):

eð�e; !Þ ¼ �
2

�
sin ��e �U�e�cð!Þ

� jb!ð�eÞj2

4� sin ��e
U2j log Uj þOðU2Þ ½10�

where b!(�e) is the ‘‘structure factor’’ of the periodic
configuration !, namely

b!ð�eÞ ¼
1

nq

Xnq�1

j¼0

e�2�i�ejwj

This expansion suggests that the ground-state
configuration can be found by maximizing the
structure factor. The following theorem holds
independently of U.

Theorem 3 Let �e = p=q. There exist r1 � q=4 and
r2 � 3q=4 such that the configurations maximizing
the structure factor are given as follows:

(i) for �c = r=q with r1 � r � r2, use the
formula [8];

(ii) for �c 2 (r=q, (rþ 1=q)) with r1 � r � r2 � 1, the
configuration is a mixture of those for �c = r=q and
�c = (rþ 1)=q; and

(iii) for �c 2 (0, r1=q), the configurations are mixtures
of ! 	 0 and that for �c = r1=q. For �c 2
(r2=q, 1), the configurations are mixtures of ! 	
1 and that for �c = r2=q.

Some insight for low densities is provided by
computing the energy of just one classical particle
and one electron on the infinite line, and to compare
it with two consecutive classical particles and two
electrons. It turns out that the former is more
favorable than the latter for U > 2=

ffiffiffi
3
p

 1.15,

while ‘‘molecules’’ of two particles are forming

ω ≡ 0

ω ≡ 0

ω ≡ 1

ω ≡ 1

–U

–U
μ e

μ e

Figure 5 Grand-canonical ground-state phase diagram in one

dimension for U > 4 and �e in the universal gap. Chessboard

configurations occur in the black domain. Dark gray oblique

domains correspond to densities 1/5, 1/4, 1/3, 2/3, 3/4, 4/5. Total

width of these domains is of order U�1.

k0 = 0 k1 = 4 k1 = 7 k5 = 11 k2 = 14 k6 = 18 k3 = 21

k0 = 0′ k1 = 1′ k5 = 3′ k2 = 4′ k6 = 5′ k3 = 6′k1 = 2′

ω:

ω′:

Figure 4 The configuration ! given by the formula [8] with q = 24 and p = 7, and its derivative !0. Notice that ‘= 3 and s = 4.
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when U < 2=
ffiffiffi
3
p

. Smaller U shows even bigger
molecules for �c = n�e, and n-molecules are most
homogeneously distributed according to the for-
mula [8]. It should be stressed that the canonical
ground state cannot be periodic if U is small and
�c =2 [1=4, 3=4], which is different from the case of
large U.

Only numerical results are available for
intermediate U. They suggest that configurations
occurring in the phase diagram are essentially given
by Theorem 3 (together with the segregated config-
uration). This is sketched in Figure 6, where bold
coexistence lines for �e > �U � 2 and �e < 2 repre-
sent segregated states.

Ground-State Configurations – Dimension 2

We discuss the canonical ensemble only, but many
results extend to the grand-canonical ensemble.
Recall that Gcan(1=2, 1=2) consists of the two
chessboard configurations for any U > 0, and
that segregation takes place when �e 6¼ �c, provid-
ing U is large enough (Theorem 1). Other results
deal with the case of equal densities, and for U
large enough (see Haller and Kennedy (2001), and
references therein).

Theorem 4 Let �e = �c 	 � � 1=2.

(i) If

� 2 1

2
;
2

5
;
1

3
;
1

4
;
2

9
;
1

5
;

2

11
;
1

6

	 �
then for U large enough, the ground-state
configurations are those displayed in Figure 7.
If �= 1=(n2 þ (nþ 1)2) with integer n, then for
U large enough (depending on �), the ground-
state configurations are periodic.

(ii) If � is a rational number between 1/3 and 2/5,
then for U large enough (depending on the

denominator of �), the ground-state configura-
tions are periodic. Further, the restriction to
any horizontal line is a one-dimensional peri-
odic configuration given by [8], and the config-
uration is constant in either the direction 1

1

� 

or 1

�1

� 

.

(iii) Suppose that U is large enough. If � 2
(1=6, 2=11), the ground-state configurations are
mixtures of the configurations �= 1=6 and
�= 2=11 of Figure 7. If � 2 (1=5, 2=9), the
ground-state configurations are mixtures of the
configurations �= 1=5 and �= 2=9. If � 2
(2=9, 1=4), the ground-state configurations are
mixtures of the configurations �= 2=9 and
�= 1=4.

The canonical phase diagram for �e = �c is presented
in Figure 8.

The situation for densities � � 1=2 that are not
mentioned in Theorem 4 is unknown. All these
periodic configurations are present in the grand-
canonical phase diagram as well. Theorem 4(ii)
suggests that the two-dimensional situation is similar
to the one-dimensional one where a devil’s staircase
structure may occur. Let us stress that no periodic
configurations occur for large U and densities �e = �c

in the intervals (1/6, 2/11), (1/5, 2/9), and (2/9, 1/4).
This resembles the one-dimensional situation, but for
small U.

See also: Quantum Spin Systems; Quantum Statistical
Mechanics: Overview; Fermionic Systems; Hubbard
Model; Pirogov–Sinai Theory.

–U – 2

ω ≡ 0
ω ≡ 1

–U

–2 2

μ c

μ e

Figure 6 Grand-canonical ground-state phase diagram for

U 
 0.4. Enlarged are domains for �e = 1=7 and 2=7, with the

same densities �c = 2=7, 3=7, 4=7.
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ρ = 1
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Figure 7 Ground-state configurations for several densities.

Occupied sites are denoted by black circles, empty sites by

white circles. Lines are present only to clarify the patterns.
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Figure 8 Canonical ground-state phase diagram in two

dimensions for U > 8.
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Introduction

On the one hand, quantum mechanics and classical
mechanics appear to be formulated within quite
different mathematical frameworks, that is, in terms
of Hilbert spaces and operators on Hilbert spaces on
the quantum side and in terms of phase spaces, that
is, symplectic, or more generally, Poisson manifolds,
and functions on these phase spaces on the classical
side. On the other hand, there is a strong structural
similarity between the algebras of observable quan-
tities in both theories which are associative �-algebras
over C. In the classical case, the algebra is commu-
tative the product being the pointwise product of
functions on the phase space and is endowed with the
additional structure of a Poisson bracket by means of
which the dynamics of the system can be formulated.
In the quantum case, the algebra is the noncommu-
tative composition of operators on a Hilbert space
and the dynamics is determined by the corresponding
commutator. The difference between functions on a
phase space and the operators on a Hilbert space
constitutes the main difficulty for the passage from a
classical theory to the corresponding quantum theory
which would be desirable, since a formulation of the
more fundamental but much less intuitive quantum
theory is often impossible. Even the consideration of
the classical limit leads to the same problem of
comparing quite different mathematical objects. One
possibility, which is the basic idea of deformation
quantization, to avoid these problems is to pass from
classical observables to quantum observables not by

changing the underlying vector space, but only by
deforming the algebraic structures namely the asso-
ciative product and possibly the �-involution.

This idea motivates the following definition of a
star product by Bayen et al. (1978), which reassem-
bles the minimal demands made on a suitable
quantization:

Definition 1 A star product on a Poisson manifold
(M, �) is an associative C[[�]]-bilinear product ? on
C1(M)[[�]] such that – writing f ? g =

P1
r = 0 �

rCr(f , g)
for f , g 2 C1(M) with C-bilinear maps Cr with values
in C1(M) – the following properties hold:

(i) C0(f , g) = fg,
(ii) C1(f , g)� C1(g, f ) = {f , g}, and

(iii) 1 ? f = f = f ? 1.

In case the C-bilinear maps Cr are differential
operators, the star product is called differential. If
f ? g = g ? f , then ? is called Hermitian.

The conditions (i) and (ii) express the correspon-
dence principle in deformation quantization and in
case the star product converges the formal para-
meter is to be identified with i�h, whence we set
�=�� considering the formal parameter as purely
imaginary. Since the Fedosov star products we are
going to study in the sequel are differential, we shall
drop stressing this property explicitly and refer to
differential star products as star products, merely.

One main advantage of deformation quantization
is that one has the following very general existence
result:

Theorem 1 On every Poisson manifold (M, �)
there exist (even differential) star products.

This theorem was first shown by DeWilde and
Lecomte (1983) for the symplectic case and
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independently by Fedosov (1985) who gave a
beautiful explicit construction using geometrical
structures on (M,!) to build a star product
recursively. Omori et al. (1991) gave yet another
existence proof of star products on a symplectic
manifold (M,!) that appears to combine
the methods of DeWilde and Lecomte (1983)
and Fedosov (1985). The general proof of existence
on general Poisson manifolds is due to Kontsevich
(2003) and is a consequence of Kontsevich’s
formality theorem.

If S = idþ
P1

r = 1 �
rSr is a formal series of differ-

ential operators on C1(M) with Sr1 = 0 for r � 1,
then

f ?0 g :¼ S�1ððSf Þ ? ðSgÞÞ ½1�

again defines a star product. Clearly, ?0 is Hermitian
in case ? is Hermitian and Sf = Sf for all
f 2 C1(M)[[�]]. The above observation of the shape
of certain isomorphisms between star product
algebras gives rise to the notion of equivalence of
star products:

Definition 2 Two star products ? and ?0 on (M, �)
are called equivalent in case there is a formal series
S = idþ

P1
r = 1 �

rSr of differential operators on
C1(M) with Sr1 = 0 for r � 1 such that eqn [1] is
satisfied for all f , g 2 C1(M)[[�]].

The full classification of star products up to
equivalence was first obtained in the symplectic case
by Nest and Tsygan (1995) and independently by
Deligne (1995) and Bertelson et al. (1997). The
general Poisson case again follows from Kontsevich’s
formality theorem. In particular, in the symplectic
case, star products are classified in a functorial way
by the characteristic class

c : ? 7! cð?Þ 2 ½!�
�
þH2

deRhamðMÞ½½��� ½2�

defined by Deligne that induces a bijection
between the equivalence classes of star products
and [!]=� þH2

deRham(M)[[�]]. Moreover, it has been
shown (Bertelson et al. 1997, Deligne 1995, Nest
and Tsygan 1995) that every star product on a
symplectic manifold is equivalent to a Fedosov star
product. This fact can also be seen as a direct
consequence of the explicit computation of the
characteristic class of a Fedosov star product
(cf. Neumaier (2002)). The importance of Fedosov’s
construction for the general theory of deformation
quantization in the symplectic case is also shown by
the fact that in many proofs Fedosov’s star
products were used to have reference star products
to compare with a given star product. Moreover,

there is a great variety of modifications and
generalizations of Fedosov’s method and there are
many examples where additional structures on the
symplectic manifold suggest to look for star
products adapted to them, where modified
Fedosov constructions can be applied successfully.

Fedosov Star Products on (M,!)

The attempt to construct a star product step by step
in fact leads to a cohomological problem, where
a priori an obstruction in the third Hochschild
cohomology of C1(M) occurs. This problem results
from the demand for associativity which is the really
most restricting condition on a star product. There-
fore, additional arguments are necessary to show
that these obstructions can be circumvented, since
the concerning cohomology is isomorphic to
�1(

V3 TM) and hence, for dim (M) � 3, is not
trivial at all.

The basic strategy of Fedosov’s construction to
build in associativity of the resulting product is
to begin with a ‘‘very large’’ associative algebra
(W � �, � ), where � mimicks the well-known
Weyl–Moyal star product on a vector space with a
constant symplectic Poisson tensor, and to specify a
suitable subalgebra which is in bijection to
C1(M)[[�]]. Pulling back the product to the sub-
algebra then clearly results in an associative product
on C1(M)[[�]], but as we shall see later on, one has
to care for the bijection to be sufficiently nontrivial
in order to obtain in fact a nontrivial deformation of
the usual pointwise product on C1(M)[[�]].

Defining

W � � :¼
1�

s¼0

�1
_s

T�M�
^

T�M
� � !

½½��� ½3�

W � � becomes in a natural way an associative,
supercommutative algebra using the symmetric
_-product in the first factor and the antisymmetric
^-product in the second factor. This product is
denoted by �(a� b) = ab for a, b 2 W � �. By
W � �k we denote the elements of antisymmetric
degree k and setW :=W � �0. Besides this pointwise
product, the Poisson tensor � corresponding to ! gives
rise to another associative product � onW � � by

a � b ¼ � exp
�

2
�ijisð@iÞ � isð@jÞ

� �
ða� bÞ

� �
½4�

which is a deformation of �. Here is(Y) denotes the
symmetric insertion of a vector field Y 2 �1(TM)
and similarly ia(Y) shall be used to denote the
antisymmetric insertion of a vector field. We set
ad(a)b := [a, b], where the latter denotes the
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dega-graded supercommutator with respect to �.
Denoting the obvious degree maps by degs, dega,
and deg� = �@�, one observes that they all are
derivations with respect to � but degs and deg� fail
to be derivations with respect to �. Instead,
Deg := degs þ 2deg� is a derivation of � and hence
(W � �, � ) is formally Deg-graded and the corre-
sponding degree is referred to as the total degree.
Sometimes we write Wk � � to denote the elements
of total degree �k. The total degree can be used to
define an ultrametric d on W � � and it is known
that (W � �, d) is complete, which implies that
Banach’s fixed-point theorem can be applied in this
setting. This observation is important since all the
proofs of existence and uniqueness of certain
elements in W � � we shall construct in the sequel
can be reduced to the application of this theorem.

In local coordinates, we define the differential

� :¼ ð1� dxiÞisð@iÞ ½5�

which satisfies �2 = 0 and is a superderivation of �.
Evaluated at a point m 2M, the product a(m)b(m)
of two elements a, b 2 W � � can be considered as
the ^-product of two differential forms with poly-
nomial coefficient functions on the vector space
TmM. Interpreted this way, the restriction of � to the
fiber at m is nothing but the exterior derivative of
differential forms with polynomial coefficients.
Hence, it is clear that there is a homotopy operator
��1 satisfying

���1 þ ��1� þ � ¼ id ½6�

where � :W � �!C1(M)[[�]] denotes the projec-
tion onto the part of symmetric and antisymmetric
degree 0. With the above view of �, this is just the
Poincaré Lemma for differential forms with poly-
nomial coefficients, which says that all the coho-
mology spaces vanish except for the one of degree 0
and the cohomology in degree 0 is just given by the
constant functions on the vector space TmM. This
means that the �-cohomology on W � � is trivial
except for the space of degree 0, which is given by
the formal functions on M. For computational
purposes, it is useful to have a concrete formula of
the homotopy operator ��1 which is given by

��1a :¼

1

kþ l
ðdxi � 1Þiað@iÞa for degs a ¼ ka;

degaa ¼ la with kþ l 6¼ 0

0 else

8>><
>>: ½7�

Now ker(�) \W= C1(M)[[�]] and one might
wonder whether this subalgebra of (W � �, � ) is
already suitable to induce a deformed product on
C1(M)[[�]] by pulling back the product � fromW � �.

Evidently, the answer to the question is negative
since the resulting product just gives back the
undeformed pointwise product of formal functions
on M. Hence one has to find a less trivial
superderivation of the product � the kernel of
which is still in bijection to C1(M)[[�]]. The
essential new component of Fedosov’s construction
is a superderivation of (W � �, � ) that is not
C1(M)[[�]]-linear and hence in a certain sense
generates derivatives along the base manifold M.
Using a torsion-free symplectic connection r on M
we define an endomorphism also denoted by r of
W � � by

r :¼ð1� dxiÞr@i
½8�

which turns out to be a superderivation of � due to
the fact that r!=r� = 0. The map r satisfies the
identities

½�;r� ¼ 0; since the connection is torsion-free ½9�

r2¼�1

�
adðRÞ;

where R :¼ 1
4!itR

t
jkl dxi_dxj�dxk^dxl 2W��2 ½10�

involves the curvature of the connection. Moreover,
we have

�R ¼ 0 ¼ rR ½11�

by the Bianchi identities.
Now one could consider the superderivation�� þr

of (W � �, � ) and try to define a mapping � from
C1(M)[[�]] to ker(�� þr) \W such that �(�(f )) = f
for all f 2 C1(M)[[�]]. But in case the curvature of
the connection does not vanish, the necessary
condition for the solvability of the equation (�� þr)
�(f ) = 0 subject to the additional condition
�(�(f )) = f is not satisfied. Only in case there is a
torsion-free symplectic connection on M with
vanishing curvature, this procedure can be carried
through and yields again the Weyl–Moyal star
product since the fact that r is symplectic in this
case implies that the components of the Poisson
tensor are constant. However, in general, the kernel
of �� þr does not have the desired properties to
specify a suitable subalgebra of (W � �, � ) and one
makes the ansatz

D ¼ �� þr� 1

�
adðrÞ ½12�

with an element r 2 W3 � �1 for a suitable super-
derivation. Now a direct computation yields that

D
2 ¼ 1

�
ad �r�rrþ 1

�
r � r� R

� �
½13�
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which vanishes iff �r�rrþ (1=�)r � r� R is a
central element in W2 � �2. This is the case iff
there is a formal series of 2-forms � 2 ��1

(
V2 T�M)[[�]] with

�r�rrþ 1

�
r � r� R ¼ 1� � ½14�

After these preparations, one is in the position to
prove the following theorem:

Theorem 2 (Fedosov 1994, theorem 3.2; Fedosov
1996, theorem 5.2.2). For every formal series
� 2 ��1(

V2 T�M)[[�]] of closed 2-forms there
exists a unique element r 2 W3 � �1 such that

�r¼rr� 1

�
r � rþRþ 1�� and ��1r¼ 0 ½15�

Moreover, r satisfies

r ¼ ��1 Rþ 1� �þrr� 1

�
r � r

� �
½16�

from which r can be determined recursively. In this
case the Fedosov derivation

D :¼� � þr� 1

�
adðrÞ ½17�

is a superderivation of antisymmetric degree 1 and
has square zero: D

2 = 0.

For obvious reasons Fedosov calls D a flat or
abelian connection for the bundleW � � and !þ � is
referred to as the central Weyl curvature of the
connection D . In some sense, the flatness property
D

2 = 0 guarantees that there are sufficiently many flat
sections. Before investigating the structure of
ker (D ) \W we note that the D -cohomology is trivial
on elements a with positive antisymmetric degree
since one has the following homotopy formula:

D D
�1aþ D

�1
D a ¼ a

where

D
�1a :¼���1 1

id� ½��1;r� ð1=�ÞadðrÞ� a
� �

½18�

(cf. Fedosov (1996, theorem 5.2.5)). The reason for
this fact, which is also the crucial point for the proof
of Theorem 1, is the property of the �-cohomology
to vanish except for the cohomology space of
degree 0.

The next step in Fedosov’s construction now
consists in establishing a bijection between the flat
sections a 2 W, that is, those elements of W with
D a = 0, and C1(M)[[�]].

Theorem 3 (Fedosov 1994, theorem 3.3, Fedosov
1996, theorem 5.2.4). Let D = �� þr� (1=�)

ad(r) :W � �!W � � be given as in [17] with r as
in [15].

(i) Then for any f 2 C1(M)[[�]] there exists a
unique element �(f ) 2 ker (D ) \W such that

�ð�ðf ÞÞ ¼ f ½19�

and � : C1(M)[[�]]! ker (D ) \W is C[[�]]-linear
and referred to as the Fedosov–Taylor series
corresponding to D .

(ii) In addition, �(f ) can be obtained recursively for
f 2 C1(M) from

�ðf Þ ¼ f þ ��1 r�ðf Þ � 1

�
adðrÞ�ðf Þ

� �
½20�

Using D
�1 according to [18] one can also write

�ðf Þ ¼ f � D
�1ð1� df Þ

for all f 2 C1ðMÞ½½��� ½21�

(iii) Since D as constructed above is a �-superderivation,
ker (D ) \W is a �-subalgebra and a new
associative product � for C1(M)[[�]], which
turns out to be a star product, is defined by
pullback of � via � :

f � g :¼ �ð�ðf Þ � �ðgÞÞ ½22�

In the following, we shall refer to the associative
product � defined above as the Fedosov star product
corresponding to (r, �). The choice of the formal
series of closed 2-forms � in fact has a crucial effect
on the equivalence class of the resulting star
product, whereas the choice of the torsion-free
symplectic connection, which in contrast to a
Riemannian connection is not unique, does not
affect this class. This observation has been the
main step in all the proofs of the classification
results in deformation quantization of symplectic
manifolds. Another way to prove this fact is to
compute the characteristic class c(�) introduced by
Deligne (1995) using the methods developed in Gutt
and Rawnsley (1999) directly which yields:

Theorem 4 (Neumaier 2002, theorem 2). Deligne’s
characteristic class c(�) of a Fedosov star product � as
constructed above is given by

cð�Þ ¼ 1

�
½!� þ 1

�
½�� ½23�

The properties of � with respect to complex
conjugation also decide on whether � is Hermitian
or not. In case � is real, that is, satisfies � = � it is
easy to show – observing that a � b = (�1)klb � a for
a 2 W � �k, b 2 W � �l – that r solves the equa-
tions that uniquely determine r and hence r = r. But
then D commutes with complex conjugation and
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therefore the unique characterization of the Fedosov–
Taylor series yields �(f ) = �(f ) for all f 2 C1 (M)[[�]],
implying that � is Hermitian.

Derivations, Automorphisms,
and Equivalence Transformations

Having defined the Fedosov star product � correspond-
ing to (r, �), the next logical step is to investigate the
structure of its derivations and automorphisms and to
find out how they can be described in the framework of
Fedosov’s construction. In addition, one can ask for an
explicit construction of equivalence transformations
between two Fedosov star products � and �0 obtained
from (r, �) and (r0, �0) that exist according to
Theorem 4 iff [�] = [�0].

Since the basic philosophy of Fedosov’s construc-
tion is to consider suitable operations on the algebra
(W � �, � ) in order to obtain induced mappings on
the level of (C1(M)[[�]], �), one may expect to be
able to define derivations of (C1(M)[[�]], �) by
considering appropriate fiberwise quasi-inner
derivations of (W � �, � ) of the shape

Dh ¼ �
1

�
adðhÞ ½24�

where h 2 W and without loss of generality we
assume �(h) = 0. Our aim is to define C[[�]]-linear
derivations of � by C1(M)[[�]] 3 f 7! �(Dh�(f )), but
for an arbitrary element h 2 W with �(h) = 0 this
mapping fails to be a derivation as Dh does not map
elements of ker (D ) \W to elements of ker (D ) \W.
In order to achieve this, the supercommutator of D

and Dh has to vanish. As D is a C[[�]]-linear
�-superderivation, we obviously have

½D ;Dh� ¼ �
1

�
adðD hÞ ½25�

and hence obviously D h must be central, that is, D h
has to be of the shape 1� B with B 2 �1(T�M)[[�]]
to have [D ,Dh] = 0. From D

2 = 0, we get that the
necessary condition for the solvability of the
equation D h = 1� B is the closedness of B since
D (1� B) = 1� dB. But as the D -cohomology is
trivial on elements with positive antisymmetric
degree, this condition is also sufficient for the
solvability of the equation D h = 1� B and we get
the following statement.

Lemma 1 (Müller-Bahns and Neumaier 2004,
lemma 2.1).

(i) For all formal series B 2 �1(T�M)[[�]] of closed
1-forms on M there is a uniquely determined
element hB 2 W such that D hB = 1� B and
�(hB) = 0. Moreover, hB is explicitly given by

hB ¼ D
�1ð1� BÞ ½26�

(ii) For all B 2 Z1
deRham(M)[[�]] the mapping DB : C1

(M)[[�]]!C1(M)[[�]], where

DBf :¼ �ðDhB
�ðf ÞÞ ¼ � � 1

�
adðhBÞ�ðf Þ

� �
½27�

for f 2 C1(M)[[�]] defines a C[[�]]-linear derivation
of � and hence this construction yields a mapping
Z1

deRham(M)[[�]] 3 B 7!DB 2 DerC[[�]](C1(M)[[�]], ?).

Furthermore, one can show that one even obtains
all C[[�]]-linear derivations of � by varying B in the
derivations DB constructed above.

Proposition 1 (Müller-Bahns and Neumaier 2004,
proposition 2.2). The mapping

Z1
deRhamðMÞ½½��� 3 B 7!DB 2 DerC½½���ðC1ðMÞ½½���; �Þ

defined in Lemma 1 is a bijection. Moreover, Ddf is
a quasi-inner derivation for all f 2 C1(M)[[�]], that
is, Ddf = (1=�)ad�(f ) and the induced mapping
[B] 7! [DB] from H1

deRham(M)[[�]] to DerC[[�]](C1
(M)[[�]], �)=Der

qi
C[[�]](C

1(M)[[�]], �) the space of
C[[�]]-linear derivations of � modulo the quasi-
inner derivations, also is bijective.

Actually, it is well known that for an arbitrary star
product ? on a symplectic manifold the space of C[[�]]-
linear derivations is in bijection with Z1

deRham(M)[[�]]
and that the quotient space of these derivations modulo
the quasi-inner derivations is in bijection with
H1

deRham(M)[[�]] (cf. Bertelson et al. (1997), theorem
4.2), but the remarkable thing about Fedosov star
products is that these bijections can be explicitly
expressed in terms of D resp. D

�1 in a very lucid way.
Now we turn to the consideration of C[[�]]-linear

automorphisms of �. For such automorphisms that
start with id, which are also called self-equivalences,
it is known (cf. Gutt and Rawnsley (1999), Proposi-
tion 3.3) for arbitrary star products ? on (M,!) that
they are of the form

A ¼ expð�DÞ ½28�

with a C[[�]]-linear derivation D of ?. Therefore, the
above result about the description of all the
derivations of � directly yields a complete descrip-
tion of all self-equivalences of �.

The description of C[[�]]-linear automorphisms
that are not self-equivalences of � is slightly more
involved and we first need some results about the
concrete structure of the equivalence transforma-
tions between two Fedosov star products � and �0.
To compare two Fedosov star products obtained
from different torsion-free symplectic connections
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r and r0 and different but cohomologous formal
series of 2-forms � and �0, one has to compare the
corresponding Fedosov derivations D and D

0. First
recall some well-known facts about torsion-free
symplectic connections on (M,!). Given two such
connections r and r0, it is obvious that
Sr�r

0
(X, Y) :=rXY �r0XY, where X, Y 2 �1(TM)

defines a symmetric tensor field Sr�r
0 2 �1(

W2

T�M� TM) on M. Defining �r�r
0
(X, Y, Z) :=

!(Sr�r
0
(X, Y), Z) it is easy to see that �r�r

0 2
�1(

W3 T�M) is a totally symmetric tensor field.
Conversely, given an arbitrary element � 2
�1(

W3 T�M) and a symplectic torsion-free connec-
tion r and defining S� 2 �1(

W2 T�M� TM) by
�(X, Y, Z) =!(S�(X, Y), Z), then r� defined by
r�

XY :=rXY � S�(X, Y) again is a torsion-free
symplectic connection and all such connections can
be obtained this way by varying �. Using these
relations, one can compare the corresponding
mappings r and r0 on W � �. With the notations
from above we have

r�r0 ¼ �ðdxj � dxiÞisðSr�r
0ð@i; @jÞÞ

¼ 1

�
adðTr�r0Þ ½29�

where Tr�r
0 2 �1(

W2 T�M� T�M) 	 W � �1 is
defined by Tr�r

0
(Z, Y; X) := �r�r

0
(X, Y, Z) =

!(Sr�r
0
(X, Y), Z). Moreover, Tr�r

0
satisfies the

equations

�Tr�r
0 ¼ 0 ½30a�

and

rTr�r
0 ¼ R0 � Rþ 1

�
Tr�r

0 � Tr�r
0

r0Tr�r0 ¼ R0 � R� 1

�
Tr�r

0 � Tr�r
0

½30b�

where R = (1=4)!itR
t
jkldxi _ dxj � dxk ^ dxl and

R0= (1=4)!itR
0t
jkldxi _ dxj � dxk ^ dxl denote the

corresponding elements of W � �2 that are built
from the curvature tensors of r and r0.

Now we are in the position to compare two
Fedosov derivations D and D

0 resp. the induced star
products � and �0 obtained from (r, �) and (r0, �).
The idea for the construction of an equivalence
transformation from � to �0 is to look for an
automorphism Ah of (W � �, � ) of the form

Ah¼ exp
1

�
adðhÞ

� �
such that D

0¼AhD Ahð Þ�1 ½31�

where h is an element of W3 guaranteeing that Ah is
well defined and without loss of generality is assumed
to satisfy �(h)=0. In case one can find such an
element h it is clear that Ah yields a bijection between

ker(D )\W and ker(D
0)\W and hence one would

obtain an equivalence Sh from � to �0 defining

Shf :¼ �ðAh�ðf ÞÞ

¼ � exp
1

�
adðhÞ

� �
�ðf Þ

� �
½32a�

with inverse

ðShÞ�1f ¼ �ð Ahð Þ�1� 0ðf ÞÞ

¼ � exp � 1

�
adðhÞ

� �
� 0ðf Þ

� �
½32b�

A direct computation yields

AhD Ahð Þ�1¼ D � 1

�
ad

expðð1=�ÞadðhÞÞ � id

ð1=�ÞadðhÞ ðD hÞ
� �

which is equal to D
0 iff h has been chosen such that

Tr�r
0þ r0 � r�

exp 1
�adðhÞ
� �

� id
1
�adðhÞ

ðD hÞ 2W��1 ½33�

is a central element. Considering the total degree of
the terms in this expression, this is the case iff there
is a formal series of 1-forms C2 ��1(T�M)[[�]]
such that the expression in eqn [33] equals 1�C.
Applying D to this equation and using the
equations that r and r0 satisfy together with the
relations [30] it is cumbersome but not difficult to
show that necessarily � and �0 have to be
cohomologous:

�� �0 ¼ dC ½34�

with C as above. Now, using [6] one can show that
this condition is in fact sufficient and moreover one
can even determine the element h in question
recursively:

Theorem 5 (Fedosov 1994, theorem 4.3). Two
Fedosov star products � and �0 obtained from (r, �)
and (r0, �0) are equivalent iff � and �0 are
cohomologous. In case C 2 ��1(T�M)[[�]] satisfies
�� �0= dC there is a uniquely determined element
hC 2 W3 with �(hC) = 0 such that

Tr�r
0 þ r0 � r� expðð1=�ÞadðhCÞÞ� id

ð1=�ÞadðhCÞ
ðD hCÞ¼ 1�C

Moreover, hC can be determined recursively from

hC¼C�1þ ��1

�
rhC�

1

�
adðrÞhC

� ð1=�ÞadðhCÞ
exp ð1=�ÞadðhCÞð Þ� id

�
r0 � rþTr�r

0�� ½35�
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and with the so-constructed hC one has
D
0=AhC

D (AhC
)�1 and thus ShC

according to eqn [32]
defines an equivalence transformation from � to �0.

Evidently, in the above construction of the
equivalence transformation ShC

there is some choice
of the formal series of 1-forms C. Different possible
choices C and eC differ by a formal series of closed
1-forms but choosing eC instead of C amounts to
another equivalence transformation Sh~C

= A0ShC
A

from � to �0, where A and A0 are certain self-
equivalences of � and �0, respectively. In case � and
�0 are real, we have seen that � as well as �0 are
Hermitian star products and it is easy to verify that
choosing a formal series C of 1-forms as above that
is moreover real yields an element hC satisfying
hC = hC. But then it is evident that the resulting
equivalence transformation is also compatible with
complex conjugation, that is, ShC

f = ShC
f for all

f 2 C1(M)[[�]].
Now we are prepared to give a construction of all

C[[�]]-linear automorphisms of a Fedosov star
product �. It is easy to show that any C[[�]]-linear
automorphism of a star product ? on a symplectic
manifold is the combination of the action of a
symplectomorphism  : M!M and an equivalence
between ? and the pullback ?0 via  �1 of ?, which is
defined by f ?0 g = ( �1)�(( �f ) ? ( �g)) (cf. Gutt and
Rawnsley (1999 Proposition 9.4)). Since the char-
acteristic class of ?0 is given by c(?0 ) = ( �1)�c(?), the
necessary and sufficient condition for a
symplectomorphism  to define a possible zeroth-
order term of an automorphism is that ( �1)�c(?)
= c(?) since ?0 and ? have to be equivalent.

Within Fedosov’s framework, it can be shown
that the pullback �0 via a symplectomorphism  �1 of
� is identical to the Fedosov star product obtained
from (r0= ( �1)�r �, �0= ( �1)��), which just
expresses the functoriality of Fedosov’s construc-
tion. Together with Theorem 4 this particularly
shows that c(�0) = ( �1)�c(�), and therefore �0 is
equivalent to � iff � and �0 differ by a formal series
dC of exact 2-forms, where C 2 ��1(T�M)[[�]]
clearly depends on  . But in this situation one can
apply the construction of equivalence transforma-
tions between Fedosov star products given in
Theorem 5 with C replaced by C and r0, �0 as
above yielding an equivalence Sh := ShC 

from � to �0.
Finally, we therefore get that the combination

A :¼  �Sh ½36�

is a C[[�]]-linear automorphism of � and it is
obvious from the above that every such automorph-
ism can be obtained by considering all symplecto-
morphisms  of (M,!) satisfying [( �1)��] = [�] and

composing the resulting A according to [36] with
all self-equivalences A of � according to [28].

Adaptions, Modifications,
and Generalizations

The geometrical construction of Fedosov has gone
through many adaptions and modifications that are
well suited to the particular geometry of the under-
lying symplectic manifold. Moreover, there are
generalizations that go beyond the case of symplec-
tic manifolds and others that yield more general
deformations than star products. We just give a few
important examples that stress the power and
beauty of Fedosov’s construction.

On a Kähler manifold, one can define the notion
of star products with separation of variables (cf.
Karabegov (1996) that are also called star products
of Wick type (cf. Bordemann and Waldmann (1997)
and Neumaier (2003). These are star products such
that in local holomorphic coordinates the bidiffer-
ential operators Cr are of the form

Crðf ; gÞ ¼
X
K;L

CK;L
r

@jKjf

@zK

@jLjg

@zL
½37�

with certain coefficient functions CK; L
r . These star

products can be obtained by a modified Fedosov
construction starting from the product �Wick onW � �
given by

a�Wick b¼� exp
2�

i
gk�lisð@zk

Þ� isð@ zl
Þ

� �
ða�bÞ

� �
½38�

where gk�l denotes the components of the inverse of
the Kähler metric in local holomorphic coordinates.
In the case of a Kähler manifold, there is a
distinguished torsion-free symplectic connection
namely the Kähler connection r that induces a
superderivation of �Wick in a way completely
analogous to [8]. With these structures the Fedosov
construction works for an arbitrary formal series �
of closed 2-forms as before, but one can show that
the resulting star product is of Wick type iff � is of
type (1, 1) and one can even show that one obtains
all star products of Wick type by varying �
(cf. Neumaier (2003)).

In the case of an almost-Kähler manifold, one can
consider a product �0 on W � � similar to �Wick

which is adapted to the almost-complex structure
(cf. Karabegov and Schlichenmaier (2001)). How-
ever, in this situation there is no torsion-free
connection that yields a superderivation of this
product but only a connection r0 with torsion that
defines such a superderivation. Nevertheless, one
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can consider a generalized Fedosov construction. To
this end, one shows that [�,r0] = (1=�)ad0(T 0) with
some T 0 2 W � �2 that satisfies �T 0= 0 and encodes
the torsion of r0 and �R0=r0T 0, where again
r02 = �(1=�)ad0(R0) and R0, which depends on the
curvature of r0, satisfies r0R0= 0. But then it is easy
to show that there is a unique element r0 2 W2 � �1

such that

�r0 ¼ r0r0 � 1

�
r0 �0 r0 þ T 0 þ R0 þ 1� �

and

��1r0 ¼ 0 ½39�

with � as above, which can also be computed
recursively. Clearly, D

0= �� þr0 � (1=�)ad0(r0) then
is a suitable Fedosov derivation with square zero for �0
and one can proceed as described earlier to obtain a star
product �0 adapted to the almost-complex structure.

On a cotangent bundle � : T�Q!Q, where T�Q
is equipped with the canonical symplectic form
!0 = �d�0, one can consider (cf. Bordemann et al.
(1998)) the following so-called standard ordered
product �std on W � � given by

a�std b¼�
�

exp ��isð@pi
Þ� isð@qi þpl�

��l
ik@pk
Þ

� �
�ða�bÞ

�
½40�

in local Darboux coordinates. Here �l
ik denotes the

Christoffel symbols of a torsion-free connection rQ

on Q in the chart of Q corresponding to the bundle
chart (q,p) and it is straightforward to see that �std

does not depend on the chosen local coordinates and
is associative. In the present situation, one can
define a torsion-free symplectic connection rT�Q on
T�Q solely in terms of rQ but then the correspond-
ing mapping rT�Q on W�� again fails to be a
superderivation of �std, whereas the combination
rT�QþB with B= (�=3)pl�

�Rl
jik(1�dqi)is(@pj

)is(@pk
),

where Rl
jik denotes the components of the curvature

tensor of rQ, turns out to be a suitable super-
derivation to start the Fedosov construction with
�std. In fact, the square of rT�QþB turns out to
equal the square of rT�Q and all the other
preconditions of Fedosov’s construction are easily
verified just replacing r by rT�QþB. The particular
property of the resulting star product �std for �=0
on T�Q is that it is a standard ordered star product,
that is, for all f 2C1(T�Q)[[�]] and all 	2
C1(Q)[[�]] one has

��	 �std f ¼ ��	f ½41�

and hence �std in a certain sense is adapted to the
vertical polarization.

The methods mentioned so far can even be melted
into a more general situation, where one considers a
(complex) polarization on (M,!) and looks for star
products that are adapted to this polarization which
are then called polarized deformation quantizations
(cf. Donin (2003)). Here again a generalization of
Fedosov’s construction yields the existence and the
classification of such particular star products.

Another recent generalization of Fedosov’s con-
struction that goes beyond the framework of smooth
symplectic manifolds is that of the construction of
star products on symplectic orbispaces (cf. Pflaum
(2003)), which are stratified symplectic spaces. The
main idea there is to consider Fedosov’s construction
in local orbicharts and to show that the changes of
orbicharts induce isomorphisms between the locally
defined deformation quantizations, implying that the
locally defined products match together to define a
global deformation quantization on the symplectic
orbispace. To achieve this property, one has to adjust
the local Fedosov constructions appropriately, that is,
one has to use locally defined torsion-free symplectic
connections and formal series of closed 2-forms that
are related by the changes of the orbicharts.

Considering a vector bundle E!M, the sections
�1(E) are naturally a C1(M)-right module and a
�1(End(E))-left module, and it is a natural question
whether this bimodule structure can be deformed
such that �1(E)[[�]] becomes a (C1(M)[[�]], ?)-right
module and a (�1(End(E))[[�]],w)-left module, where
w is a deformation of the usual composition of
elements of �1(End(E)). In order to construct such
deformations, one can also adapt Fedosov’s construc-
tion (cf. Waldmann (2002)) considering W � ��
E=(X1s=0�1(

WsT�M�
V

T�M�E))[[�]] and W���
End(E)=(X1s=0�1 (

WsT�M�
V

T�M�End(E)))[[�]]
and extending the product � to these spaces in
a natural way making W���E a (W���
End(E), �)� (W��, �)-bimodule. Furthermore, one
has to consider a connectionrE that naturally induces
a connection on End(E), and both have to be added
to r to define the corresponding substitute of r on
the respective space. Then the Fedosov construction
with W���End(E) can be considered yielding a
Fedosov derivation D

End(E) with square zero, hence
a Fedosov–Taylor series �End(E) and an associative
deformation F#G= �(�End(E)(F)��End(E)(G)) of the
usual composition of sections in the endomorphism
bundle. Moreover, there is a map D

E on W���E
that is a superderivation with respect to the
bimodule multiplication � along D

End(E) and D ,
respectively. This map also has square zero and
the intersection of its kernel with the elements of
antisymmetric degree is in bijection to �1(E)[[�]] via
a natural generalization �E of the Fedosov–Taylor

298 Fedosov Quantization



series. Defining F
s :=�(�End(E)(F)��E(s)) and s � f :=
�(�E(s)��(f )),�1(E)[[�]] can be given the structure
of a (�1(End(E))[[�]],#)-(C1(M)[[�]], �)-bimodule
which is indeed a deformation of the classical
bimodule structure of �1(E). It is rather evident that
the same procedure also works for other products on
W�� and the above generalizations, in particular for
the product �Wick on a Kähler manifold, where one can
obtain (�1(End(E))[[�]],#Wick)-(C1(M) [[�]], �Wick)-
bimodules that are adapted to the complex structure in
case the curvature endomorphism of the connection
rE is of type (1, 1). For example, this holds true for
(anti-) holomorphic vector bundles endowed with a
Hermitian fiber metric h and the corresponding
connection that is compatible with h and the (anti-)
holomorphic structure.

Finally, the proof of existence of deformation
quantizations on arbitrary Poisson manifolds
(M, �), that includes a concrete construction
starting from Kontsevich’s star product on the
flat space Rn equipped with a Poisson tensor,
given by Cattaneo et al. (2002) is similar in spirit
to Fedosov’s construction. There one constructs
two bundles J1 and J1 of associative algebras,
where – as a bundle – J1 is isomorphic to J1[[�]]
and J1 is the bundle of infinite jets of smooth functions
on M which is equipped with the canonical flat
connection D0. The Poisson tensor gives rise to
the structure of a Poisson algebra on each fiber of J1

and the canonical map C1(M)! J1 yields a Poisson
algebra isomorphism between C1(M) and the
Poisson algebra of D0-flat sections in J1. The second
step in the construction consists in a deformation of
this correspondence. Using the Kontsevich formula for
Rn, each fiber of J1 can be equipped with an
associative product which is a deformation of the
above product on the fibers of J1 in the direction of
the Poisson bracket induced by �. Then analogously to
Fedosov’s construction, one constructs a compatible
connection D = D0 þ �D1 þ �2D2 þ � � � which is a
deformation of D0. Here compatibility just means
that D is a derivation with respect to the above
product on sections in J1 implying that the D-flat
sections form a subalgebra. Moreover, one can
achieve that this connection is flat and in this case
C1(M)[[�]] turns out to be in bijection to the D-flat
sections in J1. For the proof of existence of D and for
its recursive determination using an adaption of
Fedosov’s method, again special cases of Kontsevich’s
formality theorem prove to be the crucial tools. Pulling
back the above fiberwise product to C1(M)[[�]] via
this isomorphism, one then obtains a star product on
(M, �). Since this isomorphism can be determined
recursively, the star product can in principle be
computed explicitly.

See also: Deformation Quantization; Deformation
Quantization and Representation Theory; Deformation
Theory; Deformations of the Poisson Bracket on a
Symplectic Manifold; String Field Theory.
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Quantum Statistics

Quantum particles are described by a complex, square-
integrable wave function �(x1, . . . , xN) with j�j2
representing the probability density of finding N
particles at positions x1, x2, . . . , xN, which will be
assumed to be in a d-dimensional square box V with
side L and periodic boundary conditions. If the N
particles are identical, j�j2 must be totally symmetric in
the exchange of any pair of coordinates. Regarding the
symmetry properties of � itself, it is an experimental
fact (which finds its theoretical explanation in the
context of relativistic quantum field theory) that only
two possibilities can arise: either � is symmetric or it
is antisymmetric, which means that �(x1, . . . , xN) =
(�1)P�(xP1

, . . . , xPN
), where P1, . . . , PN is a permuta-

tion of 1, . . . , N, and (�1)P is the parity of the
permutation. Particles described by a symmetric wave
function are called bosons, while particles with an
antisymmetric wave function are called fermions, after
Bose and Fermi, who introduced these concepts. The
fermionic wave function therefore vanishes if two
coordinates are equal, a property called Pauli exclu-
sion principle. Particles have an intrinsic quantized
angular momentum called spin and particles with
semi-integer spin are fermions, while particles with
integer spin are bosons. Examples of fermions are
electrons, protons, or neutrons, with spin �= � �h=2,
where �h is the Plank constant; examples of bosons are
phonons or mesons with integer spin.

The time evolution of a wave function is driven
(through the Schrödinger equation) by the Hamilto-
nian operator, and the choice of such an operator is
determined by the physical system we want to

describe. One of the most important physical realiza-
tions of a fermionic system is given by the conduction
electrons in solids with a crystalline structure (like
metals). According to the classical theory of Drude, a
crystal can be described as a lattice of atoms in which
the valence electrons are lost by the atoms (which
become ions) and move freely in the metal; they are
responsible for the conduction properties of the
crystal. However, if one assumes that the electrons
are classical particles (in the sense that they obey the
Newtonian mechanics), one obtains wrong predictions
about the properties of crystals. One has to take into
account that the conduction electrons are quantum
particles and this provides us with a natural example
of a fermionic system; the Hamiltonian can be taken as

HN ¼
XN
i¼1

�
�h2@2

xi

2m
þ uc xið Þ

" #
þ
X
i<j


v xi � xj

� �
½1�

The first term represents the nonrelativistic kinetic
energy of the electrons (m is the mass), uc(x) is a
periodic potential due to the ions in the lattice
(c(x) = c(xþ R) with R = (n1a1, . . . , ndad),ni 2 Z)
and 
v(x� y) is a two-body interaction potential,
which is modeled by a short-range potential to take
into account, phenomenologically, the electrostatic
screening. Finally, 
 and u are couplings which
measure the ‘‘strength’’ of the corresponding inter-
action. Much more complicated and ‘‘realistic’’
Hamiltonians could be considered; for instance,
one can add an interaction with a stochastic field
to take into account impurities in the lattice, or with
a boson field to take into account the dynamics of
the ions, and so on. Note also that one can study not
only three-dimensional Fermi systems (d = 3), but
also d = 2 or d = 1 systems; they can describe the
conduction electrons of crystals that are anisotropic
and should be considered as bidimensional or one-
dimensional systems. We focus on the nonrelativistic
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fermionic systems with Hamiltonian [1], which is a
problem of great importance from both the con-
ceptual and the applications point of view.

Second-Quantization Formalism

The Hilbert space of states of a system of N > 1
fermions is the space HN of all the complex square-
integrable antisymmetric functions �(x1, . . . , xN). Let
{�k(x)}k2Rd be a basis for H1 (the one-particle Hilbert
space of all the complex square-integrable functions
�(x1)), where k is an index called quantum number.
Usually, the set of �k(x) is chosen as the eigenfunctions
of the single-particle Hamiltonian

� �h2@2
x

2m
þ ucðxÞ

for instance, if u = 0 then

�kðxÞ ¼
1

Ld=2
eikx

with �hk representing the momentum; due to periodic
boundary conditions, k has the form k = (2�=L)n,
n = n1, . . . , nd with ni integer and �[L=2] � ni �
[(L� 1)=2]. If we call jk1, . . . , kNi the normalized
antisymmetrization of �k1

(x1)�k2
(x2) � � ��kN

(xN)
(Slater determinant), then the set of all possible
jk1, . . . , kNi is a basis for HN; jk1, . . . , kNi describes a
state in which the N fermions have quantum numbers
k1, . . . , kN. One can introduce (Negele and Orland
1988, Berezin 1966) the creation or annihilation
operators aþ

k
, a�k : they are anticommuting operators,

faþk ; a
�
k0
g � aþk a�

k0
þ a�

k0
aþk ¼ �k;k0

faþk ; a
þ
k0
g ¼ fa�k ; a�k0 g ¼ 0

½2�

such that aþ
k
jk1, . . . , kNi= jk, k1, . . . , kNi if k 6¼ ki,

i = 1, . . . , N and 0 otherwise; a�k is the adjoint of
aþ

k
. The action of aþ

k
is to create a particle with

quantum number k if it is not present in the state,
and to yield zero otherwise (according to the Pauli
principle). The state j0i such that a�k j0i= 0 for all k
is called the vacuum state and it represents a
state with no particles. The Fock space is defined as
the direct sum of the Hilbert spaces with any
number of particles, and all the elements of the
Fock space can be generated by linearly super-
posing products of creation operators acting over
the vacuum state. We can extend such definitions
by adding a label to such operators to take into
account the spin of the particle; for example, a�k,� are
creation or annihilation operators of a particle with
spin � and position k. In terms of aþx,� = L�d=2P

k �k(x)aþ
k,� and of its adjoint a�x,�, the Hamiltonian

can be written as

H ¼
X
�

Z
V

dx aþx;�
��h2@ 2

x

2m
a�x;�

"

þ u

Z
V

dx cðxÞaþ�;xa�x;�

�
þ
X
�;� 0

�

Z
V

dx

Z
V

dy vðx� yÞaþx;�a�x;�aþy;� 0a�y;� 0 ½3�

According to the postulates of quantum statistical
mechanics, the grand canonical partition function is
given by Z = tr e��(H��N), where �= (	T)�1, 	 is
the Boltzmann constant, T is the temperature, � is the
chemical potential, N =

P
�

R
dx aþx,�a

�
x,�, and tr is the

trace operation over the Fock space. The thermodyna-
mical average of an observable O is given by <O>=
Z�1tr[e��(H��N)O]. Given a fermionic system, one is
often interested in its Schwinger functions defined as
follows: if x = (x,t) and t1 � t2 � � � � � ts, s even, then

Sðx1; x2; . . . ; xsÞ

¼
tr e�ð��t1ÞðH��NÞ "1

x1
e�ðt1�t2ÞðH��NÞ "2

x2
� � � e�tsðH��NÞ

tr e��ðH��NÞ

½4�

with "i = � ,� �=2 � ti � �=2; periodic and anti-
periodic boundary conditions are, respectively,
imposed over xi and ti. From the knowledge of the
Schwinger functions, one can compute all the
thermodynamical properties of a system at equili-
brium or close to equilibrium.

The Free Fermi Gas

Computation of the physical observables corre-
sponding to the complete Hamiltonian [3] is a
very difficult task. The natural starting point
consists in taking into account only the kinetic
term by putting �= u = 0 in [3], obtaining the free
Fermi gas model. The resulting model is not trivial
at all; its properties are radically different with
respect to the ones of a gas of classical particles,
and it is sufficient to understand many properties of
matter (see, e.g., Mahan (1990)). If

�kðxÞ ¼
1

Ld=2
eikx

then jk1, �1, . . . , kN, �Ni are eigenfunctions of
H with eigenvalue

P
k,� "(k)nk,�, where "(k) =

�h2jkj2=2m and nk,� = 0,1, the occupation number,
is the eigenvalue aþ

k,�a
�
k,�; nk,� = 1 if in the state there

is a fermion with momentum k and spin �, and it is
zero otherwise. The eigenfunction j�i of H with
lowest energy is called the ground state, and it
determines the low-temperature properties of the
system. In order to find the ground state j�i, one has
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to minimize
P

k,� "(k)nk,� with the constraint that nk,�

can take only the values 0 or 1 and
P

k,� nk,� = N; if
there are many solutions to this problem, one says that
the ground state is degenerate. An approximate
solution is the following: if d = 3, one can consider a
state such that nk;� = 1 if k is in a sphere of radius kF

and zero otherwise; since the number of momenta
k = (2�=L)n in the sphere is approximately given by

2
4�k2

F

3

L3

8�2

we can choose kF = (3�2
)1=3, with 
= NL�3.
The state

Q
jkj�kF

aþ1=2, k
aþ�1=2, k

j0i is not the true ground
state when N,L are finite, but it is a very good
approximation of it and converges to it (in a suitable
sense) in the limit N,L!1, 
 fixed. The boundary of
the sphere with radius kF in the space of momenta is
called the Fermi surface, and it is a key notion in the
theory of Fermi systems; if d = 2, it is replaced by a
circle and in d = 1 by two points.

Coming to the thermodynamical properties, the
partition function is given by

Z ¼
Y

k

X
nk¼0;1

e��ð"ðkÞ��Þnk ¼
Y

k

ð1þ e��ð"k��ÞÞ

and the specific heat by

Cv ¼ �
@

@T

@

@�
log Z

One finds, by expressing � in terms of � through the
relation N = � @f=@�, that if d = 3, in the L!1
limit

Cv ¼
�2

2

	

	T

"F

� �
þO

	T

"F

� �2

where "F = �h2k2
F=2m. Early models for metals

described the electrons as classical particles; however
in such a case, a well-known result of classical
statistical mechanics states that they should contribute
to the specific heat by 3

2 
	, while experimentally their
contribution is much smaller. The solution of this
puzzle was provided by the above formula for Cv; the
classical value is in fact depressed by a factor

�2

3

	T

"F

which at room temperatures is O(10�2), in agree-
ment with experimental data. The average number
of electrons with momentum �hk is given, in the
infinite-volume limit, by

aþk;�a
�
k;�

D E
¼ ð1þ e�ð"ðkÞ��ÞÞ�1

At zero temperature, it reduces to �(jkj � kF), that
is, it has a discontinuity at the Fermi surface, while

at high temperatures it is very close to the Maxwell
distribution ’e��("(k)��).

Finally, in the free Fermi gas model, all Schwinger
functions can be computed. One finds that, if, for
instance, "i =þ for i = 1, 2, . . . , s=2 and "i =�
otherwise, that the Schwinger function with s � 4
can be expressed as sum of products of the s = 2
Schwinger function (also called the propagator)

Sðx1; . . . ; xsÞ ¼
X
�

ð�1Þ�
Y
i;j

S0 xi � x�ðjÞ
� �

½5�

where i = 1, . . . , s=2, j = s=2þ 1, . . . , s, �j is a per-
mutation of j = s=2þ 1, . . . , s,(�1)� is the parity of
this permutation,

P
� is the sum over all the

possible permutations; such a formula is called the
Wick rule. By an explicit computation, S0(x� y) is
given by

2�

�

X
k0¼2�ðn0þ1=2Þ��1

2�

L

� �d X
k¼ð2�=LÞn

eikðx�yÞ

�ik0 þ jkj2=2m� �

� 2�

�

X
k0¼2�ðn0þ1=2Þ��1

2�

L

� �d X
k¼ð2�=LÞn

eikðx�yÞŜ0ðkÞ

½6�

where k = (k0, k). In the limit L,� !1, for large
distances S(x, y) decays as a power law, O(jx� yj�1)
times an oscillating function of period k�1

F . Note that
S0(k) in the limit �, L!1 diverges for k0 = 0 and
"(k) =�, that is, at the Fermi surface (�= "F in the
limit � !1); when � is finite, S0(k) is finite even for
L!1, that is, the finite temperature acts as an
infrared cutoff.

Fermions in an External Potential

The next step consists in adding an external periodic
potential to the free Fermi gas model, taking into
account the field generated by the ions of the lattice.
We consider then [3] with �= 0 and u 6¼ 0. As in the
previous case, the eigenfunctions of the N-particle
Hamiltonian can be computed and are expressed in
terms of the single-particle eigenfunctions of
��h2

@2
x=2mþ uc(x); they are called Bloch waves

and have the form

�kðxÞ ¼
1ffiffiffiffiffiffiffiffiffi
Ld=2
p eikxukðxÞ; ukðxÞ ¼ ukðxþ RÞ

k, called the crystalline momentum, is conserved
modulo G, the vectors of the reciprocal lattice,
defined as

G ¼ 2�
n1

a1
; . . . ;

nd

ad

� �
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The eigenvalue "(k) of ��h2@2
x=2mþ uc(x) associated

with a Bloch wave �k(x) has some peculiar properties;
in the L!1 limit, one finds that "(k) is not a
continuous function (unlike the u = 0 case) but it has
gaps, that is, first-order discontinuities. For d = 1,
by a convergent power-series expansion in u, one
finds that "(k) is a continuous monotonically increas-
ing function except at the points ��n=a, n an integer;
at these points "(R) is discontinuous and "((n�=a)þ)�
"((n�=a)�) � �n = uĉn þO(u2); the gaps divide "(k)
into disconnected pieces called energy bands. Some-
thing similar happens in d = 2, 3, in which gaps open
for R such that G2 þ 2kG = 0.

Again, the eigenfunctions of H are given by
jk1, �1, . . . , kN,�Ni with eigenvalue

P
k,� "(k)nk,�,

and the Fermi surface is still defined by the set k
such that "(k) = "F with "F determined by the
condition

P
k:"(k)� "F 1 = N. However, in this case

the Fermi surface is not anymore a sphere in d = 3,
but it is in general a polyhedron of a very complex
shape. The Schwinger functions are expressed by the
Wick rule [5] in terms of the two-point Schwinger
functions; they are given by [6] with eik(x�y) replaced
by �k(x)�	k(y) and jkj2=2m replaced by "(k). The
asymptotic properties of the two-point Schwinger
function are quite different with respect to the u = 0
case. This is easy to see if d = 1; in the limit L,� !1,
S(k) is singular if � does not belong to the interval
["((n�=a)þ), "((n�=a)�)], whereas it is finite if �
belongs to such an interval; in the first case, S(x, y)
decays for large distances as O(jx� yj�1), whereas in
the second case it is O(e�j�njjx�yj). This means that,
depending on the number of particles (which essen-
tially fixes �), the Schwinger function has a totally
different asymptotic behavior. This fact has impor-
tant consequences in many physical properties; for
instance, the conductivity (which can be computed
from the s = 4 Schwinger function) vanishes if �
belongs to the interval ["((n�=a)þ), "((n�=a)�)]. Simi-
lar properties hold for d = 2, 3; hence, from the
knowledge of the number of particles and the periodic
potential generated by the ions, one can predict if the
system is an insulator or a metal.

Note also that the conductivity is infinite in the
infinite-volume and zero-temperature limit, when �
does not correspond to a gap; in other words, the
electric current in a perfect crystal lattice is not
subjected to any dissipation of energy. A finite
resistivity is found only if one takes into account
deviations from perfect periodicity. To simulate
impurities in the lattice, one can add, according to
Anderson, to the Hamiltonian an interaction term
of the form ��x 

þ
x  
�
x , where �x is a Gaussian

stochastic field. A detailed mathematical investi-
gation has been devoted to the properties of

eigenfunctions of ��h2@2
x=2mþ ��x, where �x is a

Gaussian field (see, e.g., Pastur and Figotin (1991));
it is found that if � is large enough in d = 2, 3 and
for any � in d = 1, the single-particle eigenfunctions
are exponentially localized, that is, they decay
exponentially at large distances; this implies a finite
conductivity. One can also add to the Hamiltonian a
term ��0x 

þ
x  
�
x , with �0x a quasiperiodic function, in

order to describe crystals in which the lattice
develops a periodic distortion, with incommensurate
period with respect to the lattice periodicity. For
d = 1 and � large, one again finds localized
eigenfunctions, whereas for small � there are
extended states (see, e.g., Pastur and Figotin
(1991)); such results are obtained with the
Kolgomorov–Arnol’d–Moser (KAM) techniques.

Interacting Systems

The analysis of noninteracting Fermi systems has
been very successful in understanding qualitatively
many features of crystals, but there are many
properties (e.g., superconductivity or magnetism)
which cannot be really explained without taking
into account the interaction between fermions;
however, the analysis becomes more involved.
When there is no interaction, the properties of
the many-body system can be understood in terms of
the single-body properties; the eigenfunctions of the
Hamiltonian are, in fact, obtained in terms of the
single-particle eigenfunctions. This is not true when
� 6¼ 0 when a description of the system in terms of
independent particles is impossible. In order to
compute the interacting Schwinger functions, it is
convenient to write them in terms of fermionic
functional integrals (Berezin 1966). One introduces
a set of anticommuting Grassmann variables  þk , �k ,
k = (k0, k); the Grassmann integration is defined byR

d �k 
�
k = 1 and

R
d �k = 0, �= � , and the integral

of any analytic function of the Grassmann variables
can be obtained by expanding it in Taylor series
(which is a finite sum if suitable cutoffs are imposed
and L,� are finite) and using the above rules; finally,

 þx ¼
1

Ld�

X
k

�kðxÞeik0t þx

and  �x is defined in an analogous way. The
Schwinger function can be written as a Grassmann
integral as follows:

Sðx1; x2; . . . ; xNÞ

¼ @N

@�"i
x1 . . . @�"i

xN

log

Z
Pðd Þe�
þ

R
dx�"x 

"
x j’¼0 ½7�
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where P(d ) is the fermionic integration
[
Q

k d þ
k

d �k ] exp [
P

k 
þ
k

[� ik0þ "(k)� �] �k ], while
y= (y, s), and


 ¼ �
X
�;� 0

Z
dx dy vðx� yÞ


 �ðt � sÞ þx;� �x;� þy;� 0 �y;� 0 ½8�

The Grassmann integral of a monomial of Grassmann
variables can be obtained by the Wick rule [5] with
propagator the Fourier transform of (� ik0 þ "(k)�
�)�1. As stated earlier, the propagator is finite at
nonzero temperature, whereas if �=1, then it is
singular when k = (k0, k) is such that k0 = 0 and
"(k) =�.

One can write [7] as a series by Taylor-expanding
the exponential and using the Wick rule; each order
of the expansion can be represented as a sum of
Feynman diagrams, very similar to the ones appear-
ing in quantum field theory. We have then an
algorithm to compute [7]; nevertheless, to extract
information from such a series is quite difficult. One
cannot really compute an infinite (in the L =1
limit) number of coefficients, so one is tempted, for
small �, to compute only the first few of them,
neglecting the others. However, it appears that this
approximation is generally not justified, and it leads
to wrong results; the reason is that the Schwinger
functions for �= 0 or � 6¼ 0 are not analytically
close, or, in more physical terms, even if � is small,
the physical behavior of the free and interacting
theories can be quite different, especially at low
temperatures. A number of very interesting concepts
(e.g., spontaneous symmetry breaking or the mass
generation phenomenon), or techniques (e.g., the
renormalization group method, or the parquet or
random phase approximation) have been introduced
in the last 50 years to analyze [7], and indeed many
results have been obtained which explain several
physical properties of the matter, such as super-
conductivity or the Kondo effect (see, e.g., Anderson
1985, Abrikosov et al. 1965, Mahan 1990, Negele
and Orland 1988, Pines 1961). Unfortunately, most
of such results are not really mathematically
consistent, and in many cases quantitative computa-
tions are impossible (in computations one generally
neglects terms which, according to a heuristic
physical intuition, are irrelevant, but no control of
the error introduced by this approximation is
attempted). In recent times, attempts towards a
mathematical understanding of the functional inte-
gral [7] have started (see, e.g., Benfatto and
Gallavotti (1995), and references therein); the
methods rely on the mathematical implementation
of Wilson’s renormalization group methods via

multiscale analysis (Gallavotti 1985). The necessity
of a firmer mathematical basis was felt mainly
under the pressure of the recent discovery of high-
Tc superconductors whose behavior is still not
understood in terms of the microsopic model [7];
this has forced reconsideration of the validity of the
approximations usually made in the analysis of this
model.

The behavior of [7] depends crucially on the
temperature. At high temperatures, we can simply
expand the exponential in [7] in a power series of �,
and find that each Feynman graph contributing to
the nth perturbative order is bounded by Cn

�j�j
n,

with C� � C�� for some constants C, �; this follows
immediately by using the Wick rule and by
remembering that the propagator is larger than
O(��1). As the number of Feynman graphs con-
tributing to order n is O(n!), a bound on each
Feynman graph is not sufficient to prove the
convergence of the series. To prove convergence,
one has to take into account cancellations, due to
the anticommutativity of fermionic variables. Such
cancellations are proved via Gram’s inequality for
determinants and a bound Cn

��
n can be obtained for

the order n (without factorials); hence, convergence
follows for temperatures greater than O(j�j�) for
some constant � > 0. One finds that
S(k) = S0(k)(1þ A�(k)) with jA�(k)j � Cj�j, that is,
the interaction has essentially no influence on the
physical properties of the system at high
temperatures.

Landau Fermi Liquids

We consider next an intermediate region of tem-
peratures, that is, e�a=j�j � T � j�j� for some con-
stants a,�. In this region, the naive expansion in
power series of � fails and other techniques, such as
renormalization group, are necessary. Such a
method allows us to perform a suitable resummation
of the naive power series in �, and one gets, for �
small enough, T � e�a=j�j and "(k) = jkj2=2m,

ŜðkÞ ¼ 1

Zð�Þ
1þ A�ðkÞ

�ik0 þ vFð�Þ½jkj � kFð�Þ�
½9�

where Z(�) = 1þ z(�), vF(�) = �hkF=mþ v(�), and
kF(�) = kF þ 
(�), with z(�) = O(�2), 
(�) = O(�),
v(�) = O(�2), and z(�), 
(�), vF(�) essentially tem-
perature independent; moreover, jA�(k)j is O(�).
The above formula has been proved rigorously for
d = 2 (see Rivasseou (1994), and references therein);
for d = 3, it has been proved at the level of formal
perturbation theory (Benfatto and Gallavotti 1995).
The case "(k) = jkj2=2m is quite special, as the shape
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of the interacting Fermi surface is fixed by the
rotation-invariant symmetry; it is necessarily circular
(d = 2) or spherical (d = 3), whereas in general the
interaction can also modify its shape. For d = 2, if the
interacting Fermi surface is symmetric, smooth and
convex, a formula like [9] still holds (with a function
kF(�, k) replacing kF(�)) up to exponentially
small temperatures (see references in Gentile and
Mastropietro (2001)).

It is apparent from [9] that one cannot derive such
a formula from a power-series expansion in �; by
expanding [9] as a series in �, one immediately finds
that the nth term is O(�n�n), which means that the
naive perturbative expansion cannot be convergent
up to exponentially small temperatures. It can be
derived only by selecting and resumming some
special class of terms in the original expansion. A
peculiar property of [9] is that the wave function
renormalization Z(�) is essentially independent of
the temperature. Such temperature independence is a
consequence of cancellations in the perturbative
series essentially due to the curvature of the Fermi
surface. For d = 1, a formula similar to [9] is also
valid; however, such cancellations are not present
and one finds Z(�) = 1þO(�2 log �). Comparing
S(k) given by [9] with the Fourier transform S0(k) of
[6], we note that the Schwinger function of the
interacting system is still very similar to the
Schwinger function of a free Fermi gas, with
physical parameters (e.g., the Fermi momentum,
the wave function renormalization, or the Fermi
velocity) which are changed by the interaction. This
property is quite remarkable: the eigenstates cannot
be constructed when �= 0 starting from the single-
particle states but, nevertheless, the physical proper-
ties of the interacting system (which can be deduced
from the Schwinger functions) are qualitatively very
similar to the ones of the free Fermi gas, although
with different parameters; this explains why the free
Fermi gas model works so well to explain the
properties of crystals, although one neglects the
interactions between fermions which are, of course,
quite relevant. A fermionic system with such a
property is called a Landau Fermi liquid (see, e.g.,
Arbikosov et al. 1965, Mahan 1990, Pines 1961),
after Landau, who postulated in the 1950s that
interacting systems may evolve continuously from
the free system in many cases.

It was generally accepted that metals in this range
of temperatures were all Landau Fermi liquids
(except one-dimensional systems). However, the
experimental discovery of the high-Tc superconduc-
tors (see, e.g., Anderson (1997)) has changed this
belief, as such metals in their normal state, that is,
above Tc are not Landau Fermi liquids; their

wave function renormalization behaves like 1þ
O(�2 log �) instead of 1þO(�2) as in Landau
Fermi liquid. This behavior has been called
marginal-Fermi-liquid behavior and many attempts
have been devoted to predict such behavior from [7].
In order to see deviations from Fermi liquid
behavior, one could consider Fermi surfaces with
flat or almost flat sides or corners (which are quite
possible; e.g., in a square lattice with one conduc-
tion electron per atom, such as in the ‘‘half-filled
Hubbard model’’).

Let us finally consider the last regime, that is,
temperatures lower than O(e�a=j�j). Except for very
exceptional cases (e.g., asymmetric Fermi surfaces,
i.e., such that "(k) 6¼ "(� k) except for a finite
number of points, in which Fermi liquid behavior
is found down to T = 0 (Feldman et al. 2002)), a
strong deviation from Fermi liquid behavior is
observed; the interacting Schwinger function is not
similar to the free one and the physical properties in
this regime are totally new.

One-Dimensional Systems up to T = 0

The only case in which the Schwinger functions of
the Hamiltonian [3] can be really computed down to
T = 0 occurs for d = 1; in such a case, an expression
like [9] is not valid anymore and the system is not a
Fermi liquid. On the contrary, when u = 0 and for
small repulsive � > 0, one can prove, for spinning
fermions (see Benfatto and Gallavotti (1995), Gentile
and Mastropietro (2001) and references therein) that

ŜðkÞ ¼
k2

0 þ v2
Fð�Þ jkj � kFð�Þð Þ2

h i�ð�Þ
�ik0 þ vFð�Þ jkj � kFð�Þ½ � 1þ A�ðkÞ½ �

½10�

where kF(�) = kF þO(�) and �(�) = a�2 þO(�3) is a
critical index. This means that the interaction
changes qualitatively the nature of the singularity
at the Fermi surface; S(k) is still diverging at the
Fermi surface but with an exponent which is no
longer 1 but is 1� 2�(�), with �(�) a nonuniversal
(i.e., �-dependent) critical index. As a consequence,
the physical properties are different with respect to
the free Fermi gas; for instance, the occupation
number nk is not discontinuous at k = � kF(�) when
T = 0. Nonuniversal critical indices appear in all
the other response functions. Fermionic systems
behaving in this way are called Luttinger liquids,
as they behave like the exactly solvable Luttinger
model describing relativistic spinless fermions
with linear dispersion relation. The solvability of
this model, due to Mattis and Lieb (1966), relies
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on the possibility of mapping its Hamiltonian in a
system of free bosons. Such a mapping is not
possible for the Hamiltonian [3], which is not
solvable; however, one can use renormalization
group methods and suitable Ward identities to
show that its behavior is similar to the Luttinger
model (in a sense, one makes perturbation theory
not around the free Fermi gas, but around the
Luttinger model).

If we take into account the interaction with an
external periodic potential with period a, that is,
consider u 6¼ 0, we find that if kF 6¼ n�=a, then the
Schwinger function behaves essentially like [8]. On
the contrary, in the filled-band case, kF = n�=a, one
finds that there is still an energy gap which becomes
O(u1þ�1 ) with �1 = O(�); this means that the
renormalization of the gap is described by a critical
index; moreover, S(x) ’ O(e�juj

1þ�1 jxj). A similar
behavior is also observed in the presence of quasi-
periodic potential. In the attractive case, � < 0,
u = 0, the behavior is much less understood; it is
believed that the interaction produces a gap �� in
the spectrum which is nonanalytic in �, and S(x)
shows an exponential decay rather than a power-
law decay, and the interaction converts the system
from a metal to an insulator.

Finally, it is remarkable that a large variety of
models, like Heisenberg spin chains or bidimensional
classical statistical mechanics models, such as the
eight-vertex or the Ashkin–Teller model, can be
mapped into interacting d = 1 fermionic systems, and
consequently their critical behavior can be understood
by using fermionic techniques (see Gentile and
Mastropietro (2001), and references therein).

Superconductors

The theory up to T = 0 for d = 2, 3 systems with
dispersion relation jkj2=2m is based only on
approximate computations, predicting the phenom-
enon of superconductivity. According to the theory
of Bardeen, Cooper, and Schrieffer (BCS theory),
the interaction between fermions leads to the
formation of a gap in the energy spectrum, below
the critical temperature. There are many ways to
derive the BCS theory. One is based on the fact that
one verifies, by perturbative computations, that the
effective interaction is stronger when the four
momenta of the fermions are such that k1 ’ �k3

and k2 ’ �k4. This suggests, heuristically, to
replace in [7] 
 with


BCS ¼ ��
1

�L3d

X
k;k0

 þk;� 
þ
�k;�� 

�
k0;�� 0 

�
�k0;� 0

which is an interaction between pairs of electrons
with opposite spin and momenta, which are called
Cooper pairs. Replacing 
 with 
BCS has the great
advantage that it makes the Schwinger functions
exactly computable and explains the mechanism
of superconductivity in many metals (but not in
the recently discovered high-Tc superconductors).
On the other hand, proving that [7] with 
 or 
BCS

has a similar behavior is still an important open
problem. The two-point Schwinger function in the
model with 
BCS can be written, after the so-called
Hubbard–Stratonovitch transformation, as

Ŝ k0; kð Þ ¼ ��Ld

R �ik0�"ðkÞþ�
k2

0
þ"2ðkÞþ�u2 e��Ld
ðuÞ duR

e��Ld
ðuÞ du
½11�

where 
(u) is a function with a global minimum in
u = 0 for repulsive interactions � < 0, whereas for
� > 0 and sufficiently small temperatures (for
T � Tc, with Tc = O(e�a=j�j)), it has the form of a
double well with two minima at u =��� with
�� = O(e�a=j�j); for T greater than Tc, there is only
a global minimum at u = 0. By the saddle-point
theorem, we find, for T � Tc and � < 0,

lim
L!1

SðkÞ ¼ �ik0 � "ðkÞ þ �
k2

0 þ ð"ðkÞ � �Þ
2 þ�2

�

½12�

The physical properties predicted by [12] are
completely different with respect to the free case:
the occupation number is continuous, there is an
energy gap in the spectrum, the specific heat is
O(e���T) and the phenomenon of superconductivity
appears. The fact that the interaction generates a
gap is called mass generation; a similar mechanism
appears in particle theory.

Conclusions

Many other physical phenomena, observed experi-
mentally, can be essentially understood by studying
fermionic systems, but a clear mathematical com-
prehension is still lacking. We mention: the Kondo
effect, that is, the resistance minimum observed in
some metals due to magnetic impurities; Mott
transition, in which a strong interaction produces
an insulating state in a system which should be
conductors; antiferromagnetism; fractional quantum
Hall effect, and many others. We can say that the
situation in this area of study reminds one of the
classical mechanics at the end of the nineteenth
century; there is agreement on the models to
consider, which are believed to be able to take into
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account the marvelous properties of the matter
experimentally found, but to extract information
from them requires deeper and complex analytical
and mathematical investigations.

See also: Falicov–Kimball Model; Fractional Quantum
Hall Effect; Quantum Statistical Mechanics: Overview;
Renormalization: Statistical Mechanics and Condensed
Matter.
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Introduction

In nonrelativistic quantum mechanics, the state of
a d-dimensional particle is represented by a
unitary vector  in the complex separable Hilbert
space L2(Rd), the so-called ‘‘wave function,’’ while
its time evolution is described by the Schrödinger
equation:

i�h
@

@t
 ¼� �h2

2m
� þ V 

 ð0; xÞ¼ 0ðxÞ
½1�

where �h is the reduced Planck constant, m> 0 is the
mass of the particle, and F =�rV is an external
force.

In 1942 R P Feynman, following a suggestion by
Dirac, proposed an alternative (Lagrangian) formu-
lation of quantum mechanics, and a heuristic but
very suggestive representation for the solution of eqn
[1]. According to Feynman, the wave function of the
system at time t evaluated at the point x2Rd is
given as an ‘‘integral over histories,’’ or as an
integral over all possible paths � in the configuration

space of the system with finite energy passing at the
point x at time t:

 ðt; xÞ¼
Z
f�j�ðtÞ¼xg

eði=�hÞS�t ð�ÞD�

 !�1



Z
f�j�ðtÞ¼xg

eði=�hÞStð�Þ 0ð�ð0ÞÞD� ½2�

St(�) is the classical action of the system evaluated
along the path �

Stð�Þ� S�t ð�Þ �
Z t

0

Vð�ðsÞÞ ds ½3�

S�t ð�Þ�
m

2

Z t

0

j _�ðsÞj2 ds ½4�

D� is a heuristic Lebesgue ‘‘flat’’ measure on the
space of paths and (

R
{�j�(t) = x} e(i=�h)S�t (�)D�)�1 is a

normalization constant.
Some time later, Feynman himself extended

formula [2] to more general quantum systems,
including the case of quantum fields.

The Feynman path-integral formulation of quan-
tum mechanics is particularly suggestive, as it
provides a spacetime visualization of quantum
dynamics, reintroducing in quantum mechanics the
concept of trajectory (which was banned in the
‘‘orthodox interpretation’’ of the theory) and creat-
ing a connection between the classical description of
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the physical world and the quantum one. Indeed, it
provides a quantization method, allowing, at least
heuristically, to associate a quantum evolution to
each classical Lagrangian. Moreover, the application
of the stationary-phase method for oscillatory
integrals allows the study of the semiclassical limit
of the Schrödinger equation, that is, the study of the
detailed behavior of the solution when the Planck
constant is regarded as a parameter converging to 0.
Indeed, when �h is small, the integrand in [2] is
strongly oscillating and the main contributions to
the integral should come from those paths � that
make stationary the phase function S(�). These, by
Hamilton’s least action principle, are exactly the
classical orbits of the system.

Feynman path integrals allow also a heuristic
calculus in path space, leading to variational
calculations of quantities of physical and mathe-
matical interest. An interesting application can be
found in topological field theories, as, for
instance, Chern–Simons models. In this case,
heuristic calculations based on the Feynman
path-integral formulation of the theory, where
the integration is performed on a space of
geometrical objects, lead to the computation of
topological invariants.

Even if from a physical point of view, formula [2]
is a source of important results, from a mathema-
tical point of view, it lacks rigor: indeed, neither the
‘‘infinite-dimensional Lebesgue measure,’’ nor the
normalization constant in front of the integral is
well defined. In this article, we shall describe the
main approaches to the rigorous mathematical
realization of Feynman path integrals, as well as
their most important applications.

Possible Mathematical Definitions
of Feynman’s Measure

In the rigorous mathematical definition of Feynman’s
complex measure

�F :¼
Z
f�j�ðtÞ¼xg

eði=�hÞS
�
t ð�ÞD�

 !�1

eði=�hÞS�t ð�ÞD� ½5�

one has to face mainly two problems. First of all, the
integral is defined on a space of paths, that is, on an
infinite-dimensional space. The implementation of
an integration theory is nontrivial: for instance, it is
well known that a Lebesgue-type measure cannot be
defined on infinite-dimensional Hilbert spaces.
Indeed, the assumption of the existence of a
�-additive measure � which is invariant under
rotations and translations and assigns a positive
finite measure to all bounded open sets leads to a

contradiction. In fact, by taking an orthonormal
system {ei}i2N in an infinite-dimensional Hilbert
space H and by considering the open balls
Bi = {x2H, kx� eik< 1=2}, one has that they are
pairwise disjoint and their union is contained in the
open ball B(0, 2) = {x2H, kxk< 2}. By the Euclidean
invariance of the Lebesgue-type measure �, one can
deduce that �(Bi) = a, 0< a<1, for all i2N. By the
�-additivity, one has

�ðBð0; 2ÞÞ � �ð[iBiÞ ¼
X

i

�ðBiÞ ¼ 1

but, on the other hand, �(B(0, 2)) should be finite as
B(0, 2) is bounded. As a consequence, we can also
deduce that the term D� in [2] does not make sense.

The second problem is the fact that the exponent
in the density e(i=�h)S�t (�) is imaginary, so that the
exponential oscillates. Even in finite dimensions,
integrals of the form

R
RN ei�(x)f (x) dx, with

�, f : RN!R are continuous functions and f is not
summable, have to be suitably defined, in order to
exploit the cancelations in the integral due to the
oscillatory behavior of the exponential.

The study of the rigorous foundation of Feynman
path integrals began in the 1960s, when Cameron
proved that Feynman’s heuristic complex measure
[5] cannot be realized as a complex bounded
variation �-additive measure, even on very nice
subsets of the space (Rd)[0, t] of paths, contrary to
the case of complex measures on Rn of the form
e(i=2)jxj2 dx. In other words, it is not possible to
implement an integration theory in the traditional
(Lebesgue) sense. As a consequence, mathemati-
cians tried to realize [5] as a linear continuous
functional on a sufficiently rich Banach algebra of
functions, inspired by the fact that a bounded
measure can be regarded as a continuous functional
on the space of bounded continuous functions.
In order to mirror the features of the heuristic
Feynman’s measure, such a functional should have
some properties:

1. it should behave in a simple way under ‘‘transla-
tions and rotations in path space,’’ as D� denotes
a ‘‘flat’’ measure;

2. it should satisfy a Fubini-type theorem, concern-
ing iterated integrations in path space (allowing
the construction, in physical applications, of a
one-parameter group of unitary operators);

3. it should be approximable by finite-dimensional
oscillatory integrals, allowing a sequential approach
in the spirit of Feynman’s original work; and

4. it should be sufficiently flexible to allow a rigorous
mathematical implementation of an infinite-
dimensional version of the stationary-phase
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method and the corresponding study of the
semiclassical limit of quantum mechanics.

Nowadays, several implementations of this program
can be found in the literature of physics and mathe-
matics, for instance, by means of analytic continuation
of Wiener integrals, or as an infinite-dimensional
distribution in the framework of Hida calculus, or via
‘‘complex Poisson measures,’’ or via nonstandard
analysis, or as an infinite-dimensional oscillatory inte-
gral. The last of these methods is particularly interesting
as it allows the systematic implementation of an infinite-
dimensional version of the stationary-phase method,
which can be applied to the study of the semiclassical
limit of the solution of the Schrödinger equation [1].

Analytic Continuation

In one of the first approaches in the definition of
Feynman path integrals, formula [2] was realized as
the analytic continuation in a suitable complex
parameter of a (nonoscillatory) Gaussian integral
on the space of paths.

In 1949, inspired by Feynman’s work, M Kac
observed that by considering the heat equation

� @

@t
u ¼ � 1

2m
�uþ VðxÞu

uð0; xÞ ¼  0ðxÞ
½6�

instead of the Schrödinger equation [1] and by
replacing the oscillatory term e(i=�h)S0(�) in Feynman
complex measure with the fast decreasing one
e�(1=�h)S0(�), it is possible to give a well-defined
mathematical meaning to Feynman’s heuristic for-
mula [2] in terms of a well-defined integral on the
space of continuous paths Wt, x = {w2C(0, t; Rd) :
w(0) = x} with respect to the Wiener Gaussian
measure Pt, x:

uðt; xÞ ¼
Z

Wt;x

e
�
R t

0
Vð

ffiffiffiffiffiffiffi
1=m
p

wð�ÞÞd�

�  0ð
ffiffiffiffiffiffiffiffiffiffi
1=m

p
wðtÞÞ dPt;xðwÞ ½7�

The path-integral representation [7] for the solution of
the heat equation [6] is called Feynman–Kac formula.

The underlying idea of the analytic continuation
approach comes from the fact that by introducing in
[6] a suitable parameter �, proportional, for
instance, to the time t as in the case �=�1,

��1�h
@

@t
u ¼ � 1

2m
�h2�uþVðxÞu

uðt; xÞ ¼
Z

Wt;x

e
�ð1=�1�hÞ

R t

0
Vð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=ðm�1Þ
p

wð�ÞÞd�

�  0

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�h=ðm�1Þ

q
wðtÞ

�
dPt;xðwÞ

or to the Planck constant, as in the case �=�2,

�2
@

@t
u ¼ 1

2m
�2

2�uþVðxÞu

uðt; xÞ ¼
Z

Wt;x

e
ð1=�2Þ

R t

0
Vð

ffiffiffiffiffiffiffiffi
�2=m
p

wð�ÞÞd�

� 0ð
ffiffiffiffiffiffiffiffiffiffiffiffi
�2=m

p
wðtÞÞ dPt;xðwÞ

or to the mass, as in the case �=�3,

@

@t
u ¼ 1

2�3
�u� iVðxÞu

uðt; xÞ ¼
Z

Wt;x

e
�i
R t

0
V

ffiffiffiffiffiffiffiffi
1=�3

p
wð�Þ

� �
d�

�  0ð
ffiffiffiffiffiffiffiffiffiffi
1=�3

p
wðtÞÞ dPt;xðwÞ

and by allowing � to assume complex values, then one
gets, at least heuristically, Schrödinger equation and its
solution by substituting, respectively, �1 = �i, �2 = i�h,
or �3 =�im. These procedures can be made com-
pletely rigorous under suitable conditions on the
potential V and initial datum  0.

The Approach via Fourier Transform

This approach has its roots in a couple of papers
by K Ito in the 1960s and was extensively
developed by S Albeverio and R Høegh-Krohn in
the 1970s. The main idea is the definition of
oscillatory integrals with quadratic phase function
on a real separable Hilbert space (H, h� , �i), the
Fresnel integrals,

fZ
H

eði=2�hÞkxk2

f ðxÞ dx ½8�

as the distributional pairing between e(i=2�h)kxk2

and
a complex-valued function f belonging to the
space F (H) of functions that are Fourier trans-
forms of complex bounded variation measures on
H, that is,

f ¼ �̂f ; f ðxÞ ¼
Z
H

eihx;yi d�f ðyÞ

F (H) is a Banach algebra, where the product is the
pointwise one and the identity is the function
f (x) = 1 8x2H. The norm of an element f is the
total variation of the corresponding measure �f , that
is, k�fk= sup

P
i j�f (Ei)j, where the supremum is

taken over all sequences {Ei} of pairwise-disjoint
Borel subsets of H, such that [iEi =H.

Given a function f 2F (H), f = �̂f , its Fresnel
integral is defined by the Parseval formula:

fZ
H

eði=2�hÞkxk2

f ðxÞ dx :¼
Z
H

e�ði�h=2Þkxk
2

d�f ðxÞ ½9�

Feynman Path Integrals 309



where the right-hand side is a well-defined absolutely
convergent integral with respect to a �-additive
measure on H.

It is important to recall that this approach
provides the implementation of a method of
stationary phase for the expansion of the integral
in powers of the small parameter �h occurring in the
integrand. We postpone the discussion of these
results, as well as the application to the solution
of the Schrödinger equation, to the next section
where a generalization of the present approach is
described.

Infinite-Dimensional Oscillatory Integrals

The main idea of this approach is the extension of
the definition of oscillatory integrals with quadratic
phase function [8] to infinite-dimensional Hilbert
spaces by means of a twofold limiting procedure.

The study of integrals of the form

Ið�hÞ :¼
Z

RN
eði=�hÞ�ðxÞf ðxÞ dx ½10�

where �(x) : RN!R is the phase function and
f : RN!C a complex-valued continuous function,
is a classical topic, largely developed in connection
with various problems in mathematics (such as the
theory of pseudodifferential operators) and physics
(such as optics). Particular effort has been devoted
to the study of the detailed behavior of the above
integral in the limit of ‘‘strong oscillations,’’ that is,
when �h! 0, by means of the method of stationary
phase.

Thanks to the cancellations due to the oscillatory
term e(i=2�h)�(x), the integral can still be defined, even if
the function f is not summable, as the limit of a
sequence of regularized, hence absolutely convergent,
integrals. According to a Hörmander’s proposal,
the oscillatory integral of a function f : RN!C is
well defined if, for each test function �2S(RN), such
that �(0) = 1, the limit

lim
�!0

Z
RN

eði=2�hÞ�ðxÞ�ð�xÞf ðxÞ dx

exists and is independent of �.
This definition has been generalized in the 1980s

by D Elworthy and A Truman to the case where the
underlying space RN is replaced by a real separable
infinite-dimensional Hilbert space (H, h� , �i), under
the assumption that the phase function is quadratic,
that is, �(x) = kxk2=2. The ‘‘infinite-dimensional
oscillatory integral’’

fZ �
H

eði=2�hÞkxk2

f ðxÞ dx

is defined as the limit of a sequence of finite-
dimensional approximations. More precisely, a
function f :H!C is ‘‘integrable’’ if, for each
increasing sequence {Pn}n2N of finite-dimensional
projector operators in H converging strongly to the
identity operator as n!1, the limit

lim
n!1

Z
PnH

eði=2�hÞkPnxk2

dPnx

� ��1

�
Z

PnH
eði=2�hÞkPnxk2f ðPnxÞ dPnx ½11�

exists and is independent of the sequence {Pn}n2N.
In this case, the limit is denoted by

fZ �
H

eði=2�hÞkxk2

f ðxÞ dx

The description of the largest class of integrable
functions is still an open problem, even in finite
dimension, but it is possible to find some interesting
subsets of it. In particular, any function belonging
to F (H), the Banach algebra considered in the
approach by Fourier transform, is integrable. Indeed,
by assuming that the function f in [11] is of the type

f ðxÞ ¼ e�ði=�hÞhx;LxigðxÞ

where L :H!H is a linear self-adjoint trace-class
operator on H such that (I � L) is invertible and
g2F (H), that is, g(x) =

R
H ehx, yid�g(y), then it is

possible to prove that f is integrable in the sense of
definition [11] and the corresponding infinite-
dimensional oscillatory integral can be explicitly
computed in terms of a well-defined integral with
respect to a bounded variation measure �f by means
of the following Parseval’s type equality:

fZ �
H

eði=2�hÞkxk2e�ði=�hÞhx;LxigðxÞdx

¼detðI � LÞ�1=2

Z
H

e�ði�h=2Þhx;ðI�LÞ�1xid�f ðxÞ ½12�

det (I � L) being the Fredholm determinant of the
operator I � L, that is, the product of its eigenvalues,
counted with their multiplicity. If L = 0, then we
obtain eqn [9], so that we can look at the infinite-
dimensional oscillatory integrals approach as a gen-
eralization of the Fourier transform approach, since it
allows at least in principle to integrate a class of
function larger than F (H). In fact, recently this feature
has been used by S Albeverio and S Mazzucchi in the
proof of a Parseval’s type equality similar to [12] for
infinite-dimensional oscillatory integrals with poly-
nomially growing phase functions.

Feynman’s heuristic formula [2] for the representa-
tion of the solution of the Schrödinger equation [1] can
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be realized as an infinite-dimensional oscillatory integral
on the Hilbert space Ht of absolutely continuous paths
� : [0, t]2Rd with fixed endpoint �(t) = 0 and finite
kinetic energy

R t
0 _�2(�)d� <1, endowed with the inner

product h�1, �2i=
R t

0 _�1(�) _�2(�)d� . One has to take
an initial datum  0 2L2(Rd) that is the Fourier trans-
form of a complex bounded variation measure on Rd,
that is,  0(x) =

R
Rd

eik�xd�0(k). Moreover, one has to
assume that the potential V in [1] is the sum of a
harmonic oscillator part plus a bounded perturbation
V1 that is the Fourier transform of a complex bounded
variation measure �v on Rd:

VðxÞ ¼ 1
2 x�2xþ V1ðxÞ

V1ðxÞ ¼
Z

Rd

eik�xd�vðkÞ

(�2 being a symmetric positive d � d matrix).
In this case, it is possible to prove that the linear

operator L on Ht defined by

ð�;L�Þ�
Z t

0

�ð�Þ�2�ð�Þd�

is self-adjoint and trace class, and (I � L) is invertible.
Moreover, by considering the function v :Ht!C

vð�Þ�
Z t

0

V1ð�ð�Þ þ xÞd�

þ 2x�2

Z t

0

�ð�Þd�; � 2Ht

it is possible to prove that the function f :Ht!C
given by

f ð�Þ ¼ e�ði=�hÞvð�Þ 0ð�ð0Þ þ xÞ

is the Fourier transform of a complex bounded
variation measure �f on Ht and the infinite-
dimensional Fresnel integral of the function
g(�) = e�(i=2�h)(�, L�)f (�), that is,:Z
�ðtÞ¼0

e
ði=2�hÞ

R t

0
_�2ð�Þd�

e
�ði=�hÞ

R t

0
Vð�ð�ÞþxÞd�

 0ð�ð0Þ þ xÞd�

¼
gZ 0

Ht

eði=2�hÞð�;ðI�LÞ�Þe�ði=�hÞvð�Þ 0ð�ð0Þ þ xÞd� ½13�

is well defined and it is equal to

detðI � LÞ�1=2

Z
Ht

e�ði�h=2Þð�;ðI�LÞ�1�Þ d�f ð�Þ

Moreover, it is a representation of the solution of
equation [1] evaluated at x2Rd at time t. Recently,
solutions of the Schrödinger equation with quartic
anharmonic potential via infinite-dimensional oscil-
latory integrals have been provided by S Albeverio
and S Mazzucchi using a combination of Parseval
formula and a new analytic method (the inclusion of

such potentials had been a stumbling block for many
years).

In this framework, it is possible to implement an
infinite-dimensional version of the stationary-phase
method and study the asymptotic behavior of the
oscillatory integrals in the limit �h! 0.

The method of stationary phase was originally
proposed by Stokes, who noted that when �h! 0 the
oscillatory integral [10] is O(�hn) for any n2N,
provided that there are no critical points of the
phase function � in the support of the function f. As
a consequence, one can deduce that the leading
contribution to the integral [10] should come from a
neighborhood of those points c2RN, such that
r�(c) = 0. More precisely, by assuming that the set
C of critical points is finite, that is, C = {c1, . . . , ck}
and that every critical point is nondegenerate, that
is, det D2�(ci) 6¼ 08ci 2C, then one has

Ið�hÞ 	
X
ci 2C

eði=�hÞ�ðciÞI
i ð�hÞ ½14�

where I
i : R!C are C1 functions of R, such that

I
i ð0Þ ¼ f ðciÞð2	i�hÞN=2ðdet D2�ðciÞÞ�1=2

If some critical point is degenerate, the situation is
more complicated: one has to take into account the
type of degeneracy and apply the theory of unfold-
ings of singularities.

These results can be generalized to infinite-
dimensional oscillatory integrals of the form

Ið�hÞ ¼
fZ
H

eði=2�hÞhx;ðI�LÞxie�ði=�hÞvðxÞgðxÞdx ½15�

with v(x) =
R
H eihx, yid�(y), g(x) =

R
H eihx, yid
(y), �, 


being complex bounded variation measures on H
satisfying suitable assumptions and L :H!H is a
self-adjoint and trace-class linear operator, such that
(I � L) is invertible. Under suitable growth condition on
the moments of the measures �, 
 and by assuming
that the phase function �(x) = hx, (I � L)xi � v(x)
has a finite number of nondegenerate critical points
c1, . . . , cs, it is possible to prove that the integral I(�h)
in [15] is equal to

Ið�hÞ ¼
Xs

k¼1

eði=�hÞ�ðckÞI
kð�hÞ þ I0ð�hÞ

for some C1 functions I
k satisfying:

I
kð0Þ ¼ ½detðI � L�D2VðckÞÞ��1=2gðckÞ
k ¼ 1; . . . ; s

I
ðjÞ
0 ð0Þ ¼ 0; j ¼ 0; 1; 2; . . .
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Moreover, under some additional smallness assump-
tions on v, it has been proved that the phase function
� has a unique stationary point c and as �h! 0

Ið�hÞ 	 eði=�hÞ�ðcÞI
ð�hÞ

for some C1 function I
. Each term of the
asymptotic expansion in powers of �h of the function
I
 can be explicitly computed, and it is possible to
prove that such an asymptotic expansion is Borel-
summable and determines I
 uniquely.

The application of these results to the infinite-
dimensional oscillatory integral representation [13]
for the solution of the Schrödinger equation allows
the study of its semiclassical limit. One has to
consider a potential V that is the Fourier transform
of a complex bounded variation measure � on (Rd),
such that

R
Rd ej�j�dj�j(�)<1 for some �> 0, and a

particular form for the initial wave function
 0(x) = e(i=�h)�(x)�(x), where � is real and
�,�2C10 (Rd) are independent of �h. This initial
datum corresponds to an initial particle distribution

0(x) = j�j2(x) and to a limiting value of the
probability current J�h = 0 =r�(x)
0(x)=m, giving an
initial particle flux associated to the velocity field
r�(x)=m. One also has to assume that the Lagrange
manifold Lf � (y,�rf ) intersects transversally the
subset �V of the phase space made of all points (y, p)
such that p is the momentum at y of a classical
particle that starts at time zero from x, moves under
the action of V, and ends at y at time t. In this case,
the Feynman path integral [13] has an asymptotic
expansion in powers of �h for �h! 0, whose leading
term is the sum of the values of the function

det
@��
ðjÞ
k

@y
ðjÞ
l

ðyðjÞ; tÞ
 ! !					

					
�1=2

e�ði=2Þ	mðjÞe�ði=�hÞSe�ði=�hÞ��

taken at the points y(j) such that a classical particle
starting at y(j) at time zero with momentum r�(y(j))
is at x at time t. S is the classical action along this
classical path ��(j) and m(j) is the Maslov index of the
path ��(j), that is, m(j) is the number of zeros of

det
@��
ðjÞ
k

@y
ðjÞ
l

ðyðjÞ; �Þ
 ! !

as � varies on the interval (0, t).

White-Noise Calculus

The leading idea of the present approach, which was
originally proposed by C DeWitt-Morette and
P Krée and presently realized in the framework of
white-noise calculus by T Hida, L Streit, and many
other authors, is the realization of the Feynman

integrand e(i=�h)S�t (�) as an infinite-dimensional distri-
bution. This idea is similar to the one of the
approach via Fourier transform, where the expres-
sion (2	i)�d=2

R
Rd e(i=2)(x, x)f (x)dx is realized as a

distributional pairing between e(i=2)(x, x)=(2	i)d=2 and
the function f 2F (Rd) by means of the Parseval-type
equality [9] and generalized to infinite-dimensional
spaces. In white-noise calculus, the pairing is
realized in a different measure space. Indeed, by
manipulating the integrand in

ð2	iÞ�d=2
Z

Rd
eði=2Þðx; xÞf ðxÞdx

one hasZ
Rd

eði=2Þðx;xÞ

ð2	iÞd=2
f ðxÞdx

¼
Z

Rd

eði=2Þðx;xÞþð1=2Þðx;xÞ

id=2
f ðxÞ e

�ð1=2Þðx;xÞ

ð2	Þd=2
dx ½16�

where the latter line can be interpreted as the
distributional pairing of

eði=2Þðx;xÞþð1=2Þðx;xÞ

id=2

and f not with respect to Lebesgue measure but
rather with respect to the standard Gaussian
measure

e�ð1=2Þðx;xÞ

ð2	Þd=2
dx

on Rd. The RHS of [16] can be generalized to the
case in which Rd is replaced by a path space, thanks
to the fact that on infinite-dimensional spaces, even
if Lebesgue measure is meaningless, Gaussian
measures are well defined and can be used as
reference measures. The detailed realization of this
idea as well as its application to the mathematical
realization of the Feynman integrand are rather
technical and we certainly do not provide details
here. We recall that this approach has been success-
fully applied to the rigorous realization of Feynman
path-integral formulation of Chern–Simons models.

Other Possible Approaches

Another possible mathematical definition of Feyn-
man path integrals is based on Poisson measures. It
was originally proposed by A M Chebotarev and
V P Maslov and further developed by several
authors such as S Albeverio, Ph Blanchard,
Ph Combe, R Høegh-Krohn, M Sirugue, and
V Kolokol’tsov. It can be applied to ‘‘phase-space
integrals,’’ to the Dirac equation and in particular
algebraic settings, as well as to the Schrödinger
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equation, with potentials of the same type ‘‘Fourier
transform of bounded measure’’ discussed in the
subsection ‘‘Infinite-dimensional oscillatory integrals.’’

Another possible definition of Feynman path
integrals is based on a ‘‘time-slicing’’ approximation
and a limiting procedure, rather closed to Feynman’s
original work based on Trotter product formula.
The ‘‘sequential approach’’ was proposed originally
by A Truman and further extensively developed by
D Fujiwara and N Kumano-go. The paths � in
formula [2] are approximated by piecewise linear
paths and the Feynman path integral is correspond-
ingly approximated by a finite-dimensional integral.
In particular, D Fujiwara and N Kumano-go proved
that the integrals defined in this way have some
important properties, such as invariance under
translations and orthogonal transformations. It is
also possible to interchange the order of integration
with Riemann–Stieltjies integrals and study the
semiclassical approximation.

Finally, it is worthwhile to recall a very interesting
and intuitive approach to the Feynman integration
which is based on nonstandard analysis. It was
introduced by S Albeverio, J E Fenstad, R Høegh-
Krohn, and T Linstrøm in the 1980s, but it has not
been systematically developed yet.

Abbreviations

D� Heuristic Lebesgue-type measure on the space
of paths

Pt, x Wiener Gaussian measure on Wt, x

St Action functional
S�t Action functional for the free particle
V Potential
Wt, x Space of continuous paths with fixed initial

point Wt, x = {w2C(0, t; Rd) : w(0) = x}
�h Reduced Planck constant

� Phase function
� Path, � : [0, t]!Rd

�̂ Fourier transform of the measure �
 Wave function, solution of the Schrödinger

equation
H Hilbert spacefR
H Fresnel integral on the Hilbert space HfR �
H

Infinite-dimensional oscillatory integral on the
Hilbert space H

h,i inner product
k k norm

See also: Chern–Simons Models: Rigorous Results;
Euclidean Field Theory; Functional Integration in
Quantum Physics; Path Integrals in Noncommutative
Geometry; Quillen Determinant; Singularity and
Bifurcation Theory; Stationary Phase Approximation.
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Introduction

Algebras and their representations are ubiquitous in
mathematics. It turns out that representations of
finite-dimensional algebras are intimately related to
quivers, which are simply oriented graphs. Quivers

arise naturally in many areas of mathematics,
including representation theory, algebraic and dif-
ferential geometry, Kac–Moody algebras, and quan-
tum groups. In this article, we give a brief overview
of some of these topics. We start by giving the basic
definitions of associative algebras and their repre-
sentations. We then introduce quivers and their
representation theory, mentioning the connection to
the representation theory of associative algebras. We
also discuss in some detail the relationship between
quivers and the theory of Lie algebras.
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Associative Algebras

An ‘‘algebra’’ is a vector space A over a field k
equipped with a multiplication which is distributive
and such that

aðxyÞ¼ ðaxÞy¼ xðayÞ; 8a2 k; x; y2A

When we wish to make the field explicit, we call A a
k-algebra. An algebra is ‘‘associative’’ if (xy)z = x(yz)
for all x, y, z2A. A has a ‘‘unit,’’ or ‘‘multiplicative
identity,’’ if it contains an element 1A such that
1Ax = x1A = x for all x2A. From now on, we will
assume all algebras are associative with unit. A is said
to be ‘‘commutative’’ if xy = yx for all x, y2A and
finite dimensional if the underlying vector space of A
is finite dimensional.

A vector subspace I of A is called a ‘‘left (resp.
right) ideal’’ if xy2 I for all x2A, y2 I (resp.
x2 I, y2A). If I is both a right and a left ideal, it
is called a two-sided ideal of A. If I is a two-sided
ideal of A, then the factor space A=I is again an
algebra.

An algebra homomorphism is a linear map
f : A1!A2 between two algebras such that

f ð1A1
Þ¼ 1A2

f ðxyÞ¼ f ðxÞf ðyÞ; 8x; y2A

A representation of an algebra A is an algebra
homomorphism � : A!Endk(V) for a k-vector
space V. Here Endk(V) is the space of endomorph-
isms of the vector space V with multiplication
given by composition. Given a representation of
an algebra A on a vector space V, we may view V
as an A-module with the action of A on V given
by

a � v ¼ �ðaÞv; a2A; v2V

A morphism  : V!W of two A-modules (or
equivalently, representations of A) is a linear map
commuting with the action of A. That is, it is a
linear map satisfying

a � ðvÞ ¼  ða � vÞ; 8a2A; v2V

Let G be a commutative monoid (a set with an
associative multiplication and a unit element). A
G-graded k-algebra is a k-algebra which can be
expressed as a direct sum A = �g2GAg such that
aAg � Ag for all a2 k and Ag1

Ag2
� Ag1þg2

for all
g1, g2 2G. A morphism  : A!B of G-graded
algebras is a k-algebra morphism respecting the
grading, that is, satisfying  (Ag) � Bg for all
g2G.

Quivers and Path Algebras

A ‘‘quiver’’ is simply an oriented graph. More
precisely, a quiver is a pair Q = (Q0, Q1) where Q0

is a finite set of vertices and Q1 is a finite set of
arrows (oriented edges) between them. For a2Q1,
we let h(a) denote the ‘‘head’’ of a and t(a) denote the
‘‘tail’’ of a. A path in Q is a sequence x = �1�2 . . . �m

of arrows such that h(�iþ1) = t(�i) for 1� i�m� 1.
We let t(x) = t(�m) and h(x) = h(�1) denote the initial
and final vertices of the path x. For each vertex
i2Q0, we let ei denote the trivial path which starts
and ends at the vertex i.

Fix a field k. The path algebra kQ associated to a
quiver Q is the k-algebra whose underlying vector
space has basis the set of paths in Q, and with the
product of paths given by concatenation. Thus, if
x = �1 . . . �m and y = �1 . . .�n are two paths, then
xy = �1 . . . �m�1 . . .�n if h(y) = t(x) and xy = 0 other-
wise. We also have

eiej ¼
ei if i ¼ j

0 if i 6¼ j

(

eix ¼
x if hðxÞ ¼ i

0 if hðxÞ 6¼ i

(

xei ¼
x if tðxÞ ¼ i

0 if tðxÞ 6¼ i

(

for x2 kQ. This multiplication is associative. Note
that eiA and Aei have bases given by the set of paths
ending and starting at i, respectively. The path
algebra has a unit given by

P
i2Q0

ei.

Example 1 Let Q be the following quiver:

1 2 3 4

ρ λσ

then kQ has a basis given by the set of paths
{e1, e2, e3, e4, �,�,�, ��}. Some sample products are
��= 0,��= 0,��= 0, e3�= �e2 = �, e2�= 0.

Example 2 Let Q be the following quiver (the
so-called ‘‘Jordan quiver’’).

1

ρ

Then kQffi k[t], the algebra of polynomials in one
variable.

Note that the path algebra kQ is finite dimen-
sional if and only if Q has no oriented cycles (paths
with the same head and tail vertex).
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Example 3 Let Q be the following quiver:

1 2 3 n – 2 n –  1 n 

Then for every 1� i� j � n, there is a unique path
from i to j. Let f : kQ!Mn(k) be the linear map from
the path algebra to the n	 n matrices with entries in
the field k that sends the unique path from i to j to the
matrix Eji with (j, i) entry 1 and all other entries zero.
Then one can show that f is an isomorphism onto the
algebra of lower triangular matrices.

Representations of Quivers

Fix a field k. A representation of a quiver Q is an
assignment of a vector space to each vertex and to
each arrow a linear map between the vector spaces
assigned to its tail and head. More precisely, a
representation V of Q is a collection

fViji2Q0g

of finite-dimensional k-vector spaces together with a
collection

fV� : Vtð�Þ !Vhð�Þj�2Q1g

of k-linear maps. Note that a representation V of a
quiver Q is equivalent to a representation of the
path algebra kQ. The dimension of V is the map
dV : Q0!Z
0 given by dV(i) = dim Vi for i2Q0.

If V and W are two representations of a quiver Q,
then a morphism  : V!W is a collection of k-linear
maps

f i : Vi!Wiji2Q0g

such that

W� tð�Þ ¼  hð�ÞV�; 8�2Q1

Proposition 1 Let A be a finite-dimensional
k-algebra. Then the category of representations of
A is equivalent to the category of representations of
the algebra kQ/I for some quiver Q and some two-
sided ideal I of kQ.

It is for this reason that the study of finite-
dimensional associative algebras is intimately related
to the study of quivers.

We define the direct sum V �W of two repre-
sentations V and W of a quiver Q by

ðV�WÞi ¼ Vi�Wi; i2Q0

and (V�W)� : Vt(�)�Wt(�)!Vh(�)�Wh(�) by

ðV �WÞ�ððv;wÞÞ ¼ ðV�ðvÞ;W�ðwÞÞ

for v2Vt(�), w2Wt(�), �2Q1. A representation V is
‘‘trivial’’ if Vi = 0 for all i2Q0 and ‘‘simple’’ if its
only subrepresentations are the zero representation
and V itself. We say that V is ‘‘decomposable’’ if it is
isomorphic to W�U for some nontrivial represen-
tations W and U. Otherwise, we call V ‘‘indecom-
posable.’’ Every representation of a quiver has a
decomposition into indecomposable representations
that is unique up to isomorphism and permutation
of the components. Thus, to classify all representa-
tions of a quiver, it suffices to classify the indecom-
posable representations.

Example 4 Let Q be the following quiver:

1 2

ρ

Then Q has three indecomposable representations
U, V, and W given by:

U1¼ k; U2¼ 0; U�¼ 0

V1¼ 0; V2¼ k; V�¼ 0

W1¼ k; W2¼ k; W�¼ 1

Then any representation Z of Q is isomorphic to

ZffiUd1�r�Vd2�r�Wr

where d1 = dim Z1, d2 = dim Z2, r = rank Z�.

Example 5 Let Q be the Jordan quiver. Then
representations V of Q are classified up to iso-
morphism by the Jordan normal form of V� where �
is the single arrow of the quiver. Indecomposable
representations correspond to single Jordan blocks.
These are parametrized by a discrete parameter n
(the size of the block) and a continuous parameter �
(the eigenvalue of the block).

A quiver is said to be of ‘‘finite type’’ if it has only
finitely many indecomposable representations (up to
isomorphism). If a quiver has infinitely many
isomorphism classes but they can be split into
families, each parametrized by a single continuous
parameter, then we say the quiver is of ‘‘tame’’ (or
‘‘affine’’) type. If a quiver is of neither finite nor
tame type, it is of ‘‘wild type.’’ It turns out that there
is a rather remarkable relationship between the
classification of quivers and their representations
and the theory of Kac–Moody algebras.

The ‘‘Euler form’’ or ‘‘Ringel form’’ of a quiver Q
is defined to be the asymmetric bilinear form on ZQ0

given by

h�; �i ¼
X

i2Q0

�ðiÞ�ðiÞ �
X
�2Q1

�ðtð�ÞÞ�ðhð�ÞÞ
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In the standard coordinate basis of ZQ0 , the Euler
form is represented by the matrix E = (aij) where

aij ¼ 	ij �#f�2Q1 j tð�Þ ¼ i; hð�Þ ¼ jg

Here 	ij is the Kronecker delta symbol. We define
the ‘‘Cartan form’’ of the quiver Q to be the
symmetric bilinear form given by

ð�; �Þ ¼ h�; �i þ h�; �i

Note that the Cartan form is independent of the
orientation of the arrows in Q. In the standard
coordinate basis of ZQ0 , the Cartan form is represented
by the Cartan matrix C = (cij) where cij = aij þ aji.

Example 6 For the quiver in Example 1, the Euler
matrix is

E ¼

1 �1 0 0
0 1 �1 0
0 0 1 0
0 0 �1 1

0
BB@

1
CCA

and the Cartan matrix is

C ¼

2 �1 0 0
�1 2 �1 0

0 �1 2 �1
0 0 �1 2

0
BB@

1
CCA

The ‘‘Tits form’’ q of a quiver Q is defined by

qð�Þ ¼ h�; �i ¼ 1
2 ð�; �Þ

It is known that the number of continuous para-
meters describing representations of dimension � for
� 6¼ 0 is greater than or equal to 1� q(�).

Let g be the Kac–Moody algebra associated to
the Cartan matrix of a quiver Q. By forgetting the
orientation of the arrows of Q, we obtain the
underlying (undirected) graph. This is the Dynkin
graph of g . Associated to g is a root system and a set
of simple roots {�i j i2Q0} indexed by the vertices of
the Dynkin graph.

Theorem 1 (Gabriel’s theorem).

(i) A quiver is of finite type if and only if the
underlying graph is a union of Dynkin graphs
of type A, D, or E.

(ii) A quiver is of tame type if and only if the
underlying graph is a union of Dynkin graphs
of type A, D, or E and extended Dynkin graphs
of type bA, bD, or bE (with at least one extended
Dynkin graph).

(iii) The isomorphism classes of indecomposable
representations of a quiver Q of finite type are
in one-to-one correspondence with the positive
roots of the root system associated to the

underlying graph of Q. The correspondence is
given by

V 7!
X

i2Q0

dVðiÞ�i

The Dynkin graphs of type A, D, and E are as follows.

An

Dn

E6

E7

E8

Here the subscript indicates the number of vertices in the
graph.

The extended Dynkin graphs of type bA, bD, and bE
are as follows.

An

Dn

E6

E7

E8

Here we have used an open dot to denote the vertex
that was added to the corresponding Dynkin graph
of type A, D, or E.

Theorem 2 (Kac’s theorem). Let Q be an arbitrary
quiver. The dimension vectors of indecomposable
representations of Q correspond to positive roots
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of the root system associated to the underlying graph
of Q (and are thus independent of the orientation of
the arrows of Q). The correspondence is given by

dV 7!
X

i2Q0

dVðiÞ�i

Note that in Kac’s Theorem, it is not asserted that the
isomorphism classes are in one-to-one correspondence
with the roots as in the finite case considered in
Gabriel’s theorem. It turns out that in the general case,
dimension vectors for which there is exactly one
isomorphism class correspond to real roots while
imaginary roots correspond to dimension vectors for
which there are families of representations.

Example 7 Let Q be the quiver of type An,
oriented as follows.

ρ1 ρ 2 ρn – 2 ρn – 1

n n – 2 n – 11 2 3

It is known that the set of positive roots of the
simple Lie algebra of type An is

Xl

i¼j

�i

�����1 � j � l � n

( )
t f0g

The zero root corresponds to the trivial representation.
The root

Pl
i = j �i for some 1 � j � l � n corresponds

to the unique (up to isomorphism) representation V
with

Vi ¼ k if j � i � l
0 otherwise

�
and

V�i
¼ 1 if j � i � l � 1

0 otherwise

�

Example 8 Let Q be the quiver of type bAn, with all
arrows oriented in the same direction (for instance,
counter-clockwise). The positive root

Pn
i = 0 �i

(where {0, 1, 2, . . . , n} are the vertices of the quiver)
is imaginary. There is a one-parameter family of
isomorphism classes of indecomposable representa-
tions where the maps assigned to each arrow are
nonzero. The parameter is the composition of the
maps around the loop.

If a quiver Q has no oriented cycles, then the only
simple kQ-modules are the modules Si for i2Q0

where

Si
j ¼

k if i ¼ j
0 if i 6¼ j

�
and Si

� = 0 for all �2Q1.

Ringel–Hall Algebras

Let k be the finite field Fq with q elements and let
Q be a quiver with no oriented cycles. Let P be
the set of all isomorphism classes of kQ-modules
which are finite as sets (since k is finite dimen-
sional, these are just the quiver representations we
considered above). Let A be a commutative
integral domain containing Z and elements v, v�1

such that v2 = q. The Ringel–Hall algebra
H = HA, v(kQ) is the free A-module with basis
{[V]} indexed by the isomorphism classes of
representations of the quiver Q, with an A-bilinear
multiplication defined by

½V1� � ½V2� ¼ vhdim V1;dim V2i
X

V

gV
V1;V2 ½V�

Here hdim V1, dim V2i is the Euler form and gV
V1, V2

is the number of submodules W of V such that
V=WffiV1 and WffiV2. H is an associative Z

Q0


0-
graded algebra, with identity element [0], the
isomorphism class of the trivial representation.
The grading H = � �H� is given by letting H� be
the A-span of the set of isomorphism classes [V]
such that dim V =�.

Let C = CA, v(kQ) be the A-subalgebra of H
generated by the isomorphism classes [Si] of the
simple kQ-modules. C is called the ‘‘composition
algebra.’’ If the underlying graph of Q is of finite
type, then C = H.

Now let K be a set of finite fields k such that the
set {jkj j k2K} is infinite. Let A be an integral
domain containing Q and, for each k2K, an
element vk such that v2

k = jkj. For each k2K, we
have the corresponding composition algebra Ck,
generated by the elements [kSi] (here we make the
field k explicit). Now let C be the subring ofQ

k2K Ck generated by Q and the elements

t ¼ ðtkÞk2K; tk ¼ vk

t�1 ¼ ðt�1
k Þk2K; t�1

k ¼ ðvkÞ�1

ui ¼ ðui
kÞk2K; ui

k ¼ ½kSi�; i2Q0

Now, t lies in the center of C and if p(t) = 0 for some
polynomial p, then p must be the zero polynomial
since the set of vk is infinite. Thus, we may think
of C as the A-algebra generated by the ui, i2Q0,
with A = Q[t, t�1] and t an indeterminate. Let
C�= Q(t)
A C. We call C� the ‘‘generic composi-
tion algebra.’’

Let g be the Kac–Moody algebra associated to the
Cartan matrix of the quiver Q and let U be the
quantum group associated by Drinfeld and Jimbo to g .
It has a triangular decomposition U = U�
U0
Uþ.
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Specifically, Uþ is the Q(t)-algebra with generators
Ei, i2Q0 and relations

X1�cij

p¼0

ð�1Þp 1� cij

p

� �
Ep

i EjE
1�cij�p
i ; i 6¼ j

where cij are the entries of the Cartan matrix and

m

p

� �
¼ ½m�!
½p�!½m� p�!

½n� ¼ tn � t�n

t � t�1
; ½n�! ¼ ½1�½2� . . . ½n�

Theorem 3 There is a Q(t)-algebra isomorphism
C� !Uþ sending ui 7!Ei for all i2Q0.

The proof of Theorem 3 is due to Ringel in the
case that the underlying graph of Q is of finite or
affine type. The more general case presented here is
due to Green.

All of the Kac–Moody algebras considered so
far have been simply-laced. That is, their Cartan
matrices are symmetric. There is a way to deal
with non-simply-laced Kac–Moody algebras using
species. We will not treat this subject in this
article.

Quiver Varieties

One can use varieties associated to quivers to yield a
geometric realization of the upper half of the
universal enveloping algebra of a Kac–Moody
algebra g and its irreducible highest-weight
representations.

Lusztig’s Quiver Varieties

We first introduce the quiver varieties, first
defined by Lusztig, which yield a geometric
realization of the upper half Uþ of the universal
enveloping algebra of a simply laced Kac–Moody
algebra g . Let Q = (Q0, Q1) be the quiver whose
vertices Q0 are the vertices of the Dynkin
diagram of g and whose set of arrows Q1 consists
of all the edges of the Dynkin diagram with both
orientations. By definition, Uþ is the Q-algebra
defined by generators ei, i2Q0, subject to the
Serre relations

X1�cij

p¼0

ð�1Þp 1� cij

p

� �
ep

i eje
1�cij�p ¼ 0

for all i 6¼ j in Q0, where cij are the entries of the Cartan
matrix associated to Q. For any 
=

P
i2Q0


ii, 
i 2N,
let Uþ
 be the subspace of Uþ spanned by the

monomials ei1ei2 . . . ein for various sequences
i1, i2, . . . , in in which i appears 
i times for each
i2Q0. Thus, Uþ=� 
Uþ
 . Let UþZ be the subring of
Uþ generated by the elements ep

i =p! for i2Q0, p2N.
Then UþZ = � 
UþZ, 
 where UþZ, 
 =UþZ \ Uþ
 .

We define the involution �: Q1!Q1 to be the
function which takes �2Q1 to the element of Q1

consisting of the same edge with opposite orienta-
tion. An orientation of our graph/quiver is a choice
of a subset � � Q1 such that � [ �� = Q1 and
� \ �� = ;.

Let V be the category of finite-dimensional
Q0-graded vector spaces V = � i2Q0

V i over C
with morphisms being linear maps respecting
the grading. Then V 2V shall denote that V is an
object of V. The dimension of V 2V is given by
v = dim V = (dim V0, . . . , dim Vn).

Given V 2V, let EV be the space of representa-
tions of Q with underlying vector space V. That
is,

EV ¼
M
�2Q1

HomðV tð�Þ;Vhð�ÞÞ

For any subset Q01 of Q1, let EV , Q0
1

be the subspace
of EV consisting of all vectors x = (x�) such that
x� = 0 whenever � 62Q01. The algebraic group
GV =

Q
i Aut(V i) acts on EV and EV , Q0

1
by

ðg; xÞ ¼ ððgiÞ; ðx�ÞÞ 7! gx

¼ ðx0�Þ ¼ ðghð�Þx�g
�1
tð�ÞÞ

Define the function " : Q1! {�1, 1} by "(�) = 1 for
all �2� and "(�) =�1 for all �2 ��. Let h � , � i be the
nondegenerate, GV -invariant, symplectic form on
EV with values in C defined by

hx; yi ¼
X
�2Q1

"ð�Þtrðx�y��Þ

Note that EV can be considered as the cotangent
space of EV , � under this form.

The moment map associated to the GV -action on
the symplectic vector space EV is the map
 : EV! glV =

Q
i EndV i, the Lie algebra of GLV ,

with i-component  i : EV!EndV i given by

 iðxÞ ¼
X

�2Q1;hð�Þ¼i

"ð�Þx�x��

Definition 1 An element x2EV is said to be
nilpotent if there exists an N 
 1 such that for any
sequence �1, �2, . . . , �N in H satisfying t(�1) = h(�2),
t(�2) = h(�3), . . . , t(�N�1) = h(�N), the composition
x�1

x�2
. . . x�N

: V t(�N)!Vh(�1) is zero.
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Definition 2 Let �V be the set of all nilpotent
elements x2EV such that  i(x) = 0 for all i2 I.

A subset of an algebraic variety is said to be
‘‘constructible’’ if it is obtained from subvarieties
from a finite number of the usual set-theoretic
operations. A function f : A!Q on an algebraic
variety A is said to be a constructible function if f�1(a)
is a constructible set for all a2Q and is empty for all
but finitely many a. Let M(�V ) denote the Q-vector
space of all constructible functions on �V . Let eM(�V )
denote the Q-subspace of M(�V ) consisting of those
functions that are constant on any GV -orbit in �V .

Let V , V 0, V 00 2 V such that dim V = dim V 0 þ
dim V 00. Now, suppose that S is an I-graded subspace
of V. For x2�V we say that S is x-stable if x(S) � S.
Let �V ; V 0, V 00 be the variety consisting of all pairs (x, S)
where x2�V and S is an I-graded x-stable subspace of
V such that dim S = dim V 00. Now, if we fix some
isomorphisms V=SffiV 0, SffiV 00, then x induces ele-
ments x0 2�V 0 and x00 2�V 00 . We then have the maps

�V 0 	�V 00  �
p1

�V ;V 0;V 00 �!
p2

�V

where p1(x, S) = (x0, x00), p2(x, S) = x.
For a holomorphic map � between complex

varieties A and B, let �! denote the map between
the spaces of constructible functions on A and B
given by

ð�!f ÞðyÞ ¼
X
a2Q

a�ð��1ðyÞ \ f�1ðaÞÞ

Let �� be the pullback map from functions on B to
functions on A acting as ��f (y) = f (�(y)). We then
define a map

eMð�V 0 Þ 	 eMð�V 00 Þ! eMð�VÞ ½1�

by (f 0, f 00) 7! f 0 � f 00 where

f 0 � f 00 ¼ ðp2Þ!p�1ðf 0 	 f 00Þ

Here f 0 	 f 00 2 eM(�V 0 	�V 00) is defined by
(f 0 	 f 00)(x0, x00) = f 0(x0)f 00(x00). The map [1] is bilinear
and defines an associative Q-algebra structure on
� 

eM(�V
 ) where V
 is the object of V defined by

V

i = C
i .
There is a unique algebra homomorphism


 :Uþ!� 

eM(�V
 ) such that 
(ei) is the function

on the point �V i with value 1. Then 
 restricts to a
map 

 :Uþ
 ! eM(�V
 ). It can be shown that

pi(e

p
i =p!) is the function 1 on the point �Vpi for

i2Q0, p2Z
0.
Let eMZ(�V ) be the set of all functions in eM(�V ) that

take on only integer values. One can show that if

f 0 2 eMZ(�V 0 ) and f 00 2 eMZ(�V 00), then f 0 � f 00 2 eMZ(�V )

in the setup of [1]. Thus 

(UþZ, 
) � eMZ(�V
 ).
Let Irr�V denote the set of irreducible compo-

nents of �V . The following proposition was con-
jectured by Lusztig and proved by him in the affine
(and finite) case. The general case was proved by
Kashiwara and Saito.

Proposition 2 For any 
 2 (Z
0)Q0 , we have
dimUþ
 = #Irr�V
 .

We then have the following important result due
to Lusztig.

Theorem 4 Let 
 2 (Z
0)Q0 . Then,

(i) For any Z2 Irr�V
 , there exists a unique
fZ 2

(UþZ, 
) such that fZ is equal to 1 on an
open dense subset of Z and equal to zero on an
open dense subset of Z0 2 Irr�V
 for all Z0 6¼Z.

(ii) {fZ jZ2 Irr�V
 } is a Q-basis of 

(Uþ
 ).
(iii) 

 :Uþ
 !

(Uþ
 ) is an isomorphism.
(iv) Define [Z]2Uþ
 by 

([Z]) = fZ. Then B
 =

{[Z]	 jZ2 Irr�V
 } is a Q-basis of Uþ
 .
(v) 

(UþZ, 
) =

(Uþ
 ) \ eMZ(�V
 ).
(vi) B
 is a Z-basis of UþZ, 
.

From this theorem, we see that B = t
 B
 is a
Q-basis of Uþ, which is called the ‘‘semicanonical
basis.’’ This basis has many remarkable properties.
One of these properties is as follows. Via the algebra
involution of the entire universal enveloping algebra
U of g given on the Chevalley generators by
ei 7! fi, fi 7! ei and h 7! �h for h in the Cartan
subalgebra of g , one obtains from the results of
this section a semicanonical basis of U�, the lower
half of the universal enveloping algebra of g . For any
irreducible highest-weight integrable representation
V of U (or, equivalently, g ), let v2V be a nonzero
highest-weight vector. Then the set

fbvjb2B; bv 6¼ 0g

is a Q-basis of V, called the semicanonical basis of
V. Thus, the semicanonical basis of U� is simulta-
neously compatible with all irreducible highest-
weight integrable modules. There is also a way to
define the semicanonical basis of a representation
directly in a geometric way. This is the subject of the
next subsection.

One can also obtain a geometric realization of the
upper part Uþ of the quantum group in a similar
manner using perverse sheaves instead of construc-
tible functions. This construction yields the canoni-
cal basis of the associated quantum group (a
q-deformation of the universal enveloping algebra)
which also has many remarkable properties and is
closely related to the theory of crystal bases.
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Nakajima’s Quiver Varieties

We introduce here a description of the quiver varieties
first presented by Nakajima. They yield a geometric
realization of the irreducible highest-weight represen-
tations of simply-laced Kac–Moody algebras. The
construction was motivated by the work of Kronhei-
mer and Nakajima on solutions to the anti-self-dual
Yang–Mills equations on ALE gravitational instantons
(see Instantons: Topological Aspects).

Definition 3 For v, w2ZI

0, choose I-graded vec-

tor spaces V and W of graded dimensions v and w,
respectively. Then define

� � �ðv;wÞ ¼ �V 	
M
i2 I

HomðV i;W iÞ

Definition 4 Let �st = �(v, w)st be the set of all
(x, t)2�(v, w) satisfying the following condition: if
S = (Si) with Si � V i is x-stable and ti(Si) = 0 for
i2 I, then Si = 0 for i2 I.

The group GV acts on �(v, w) via

ðg; ðx; tÞÞ 7! ððghð�Þx�g
�1
tð�ÞÞ; ðtig

�1
i ÞÞ

and the stabilizer of any point of �(v, w)st in GV is
trivial. We then make the following definition.

Definition 5 Let L � L(v, w) = �(v, w)st=GV .

We should note that while the above definition
and other constructions in this article are algebraic,
there are also more geometric ways of looking at
quiver varieties. In particular, the space

Mðv;wÞ ¼
M
�2Q1

HomðV tð�Þ;Vhð�ÞÞ
 !

�
M
i2 I

HomðW i;V iÞ�HomðV i;W iÞ
 !

has a natural hyper-Kähler metric and one can
consider a hyper-Kähler quotient by the groupQ

U(V i). The variety L(v, w) is a Lagrangian
subvariety of (and is homotopic to) this hyper-
Kähler quotient. In the case g = sln, the varieties
involved are closely related to flag varieties.

Let w, v, v0, v00 2ZI

0 be such that v = v0 þ v00.

Consider the maps

�ðv00; 0Þ	�ðv0;wÞ p1 ~Fðv;w; v00Þ

!p2
Fðv;w; v00Þ!p3

�ðv;wÞ ½2�

where the notation is as follows. A point of
F(v, w; v00) is a point (x, t)2�(v, w) together with
an I-graded, x-stable subspace S of V such that

dim S = v0= v� v00. A point of ~F(v, w; v00) is a point
(x, t, S) of F(v, w; v00) together with a collection of
isomorphisms R0i : V 0iffi Si and R00i : V 00i ffiV i=Si for
each i2 I. Then we define p2(x, t, S, R0, R00) = (x, t, S),
p3(x, t, S) = (x, t) and p1(x, t, S, R0, R00) = (x00,x0, t0)
where x00, x0, t0 are determined by

R0hð�Þx
0
� ¼ x�R

0
tð�Þ : V 0tð�Þ ! Shð�Þ

t0i ¼ tiR
0
i : V 0i!W i

R00hð�Þx
00
� ¼ x�R

00
tð�Þ : V 00tð�Þ !Vhð�Þ=Shð�Þ

It follows that x0 and x00 are nilpotent.

Lemma 1 One has

ðp3 � p2Þ�1ð�ðv;wÞstÞ � p�1
1 ð�ðv00; 0Þ	�ðv0;wÞstÞ

Thus, we can restrict [2] to �st, forget the �(v00, 0)-
factor and consider the quotient by GV and GV 0 .
This yields the diagram

Lðv0;wÞ �1 Fðv;w; v� v0Þ!�2 Lðv;wÞ ½3�

where

Fðv;w; v� v0Þ

¼deffðx; t; SÞ 2Fðv;w; v� v0Þjðx; tÞ 2�ðv;wÞstg=GV

Let M(L(v, w)) be the vector space of all
constructible functions on L(v, w). Then define
maps

hi : MðLðv;wÞÞ!MðLðv;wÞÞ

ei : MðLðv;wÞÞ!MðLðv� ei;wÞÞ

fi : MðLðv� ei;wÞÞ!MðLðv;wÞÞ

by

hif ¼ uif

eif ¼ ð�1Þ!ð��2f Þ
fig ¼ ð�2Þ!ð��1gÞ

Here

u ¼ tðu0; . . . ; unÞ ¼ w� Cv

where C is the Cartan matrix of g and we are using
diagram 3 with v0= v� ei where ei is the vector
whose components are given by ei

j = 	ij.
Now let ’ be the constant function on L(0, w)

with value 1. Let L(w) be the vector space of
functions generated by acting on ’ with all possible
combinations of the operators fi. Then let
L(v, w) = M(L(v, w)) \ L(w).

Proposition 3 The operators ei, fi, hi on L(w) provide
it with the structure of the irreducible highest-weight

320 Finite-Dimensional Algebras and Quivers



integrable representation of g with highest weightP
i2Q0

wi!i. Each summand of the decomposition
L(w) =

L
v L(v, w) is a weight space with weightP

i2Q0
wi!i � vi�i. Here the !i and �i are the

fundamental weights and simple roots of g , respectively.

Let Z2 IrrL(v, w) and define a linear map
TZ : L(v, w)!C that associates to a constructible
function f 2L(v, w) the (constant) value of f on a
suitable open dense subset of Z. The fact that
L(v, w) is finite dimensional allows us to take such
an open set on which any f 2L(v, w) is constant. So
we have a linear map

� : Lðv;wÞ!CIrrLðv;wÞ

Then we have the following proposition.

Proposition 4 The map � is an isomorphism; for
any Z2 IrrL(v, w), there is a unique function
gZ 2L(v, w) such that for some open dense subset
O of Z we have gZjO = 1 and for some closed
GV -invariant subset K � L(v, w) of dimension <
dimL(v, w) we have gZ = 0 outside Z [ K. The
functions gZ for Z2 Irr�(v, w) form a basis of
L(v, w).

Additional Topics

To conclude, we have given here a brief overview
of some topics related to finite-dimensional
algebras and quivers. There is much more to be
found in the literature. For basics on associative
algebras and their representations, the reader
may consult introductory texts on abstract alge-
bra such as Lang (2002). For further results (and
their proofs) on Ringel–Hall algebras see the
papers of Ringel (1990a, b, 1993, 1995, 1996)
and of Green (1995) and the references cited
therein. The reader interested in species, which
extend many of these results to non-simply-laced
Lie algebras, should consult Dlab and Ringel
(1976).

The book by Lusztig (1993) covers the quiver
varieties of Lusztig and canonical bases. Canonical
bases are closely related to crystal bases and crystal
graphs (see Hong and Kang (2002) for an overview
of these topics). In fact, the set of irreducible
components of the quiver varieties of Lusztig and
Nakajima can be endowed with the structure of a
crystal graph in a purely geometric way (see
Kashiwara and Saito (1997) and Saito (2002)).
Many results on Nakajima’s quiver varieties can be
found in the original papers (Nakajima 1994,
1998). The overview article (Nakajima 1996) is
also useful.

Quiver varieties can also be used to give geometric
realizations of tensor products of representations
(see Malkin (2002, 2003), Nakajima (2001), and
Savage (2003)) and finite-dimensional representa-
tions of quantum affine Lie algebras (see Nakajima
(2001)). This is just a select few of the many
applications of quiver varieties. Much more can be
found in the literature.
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Introduction

It is a commonplace situation that symmetric laws
of Nature give rise to physical states which are not
symmetric. States related by symmetry operations
are equivalent, but still nature selects one of them.

As an example, consider a ferromagnetic system
of interacting spins with no external magnetic field.
The ‘‘up’’ and ‘‘down’’ states are equivalent, but one
of the two is chosen: the interaction makes states
with agreeing spin orientation (and therefore macro-
scopic magnetization) energetically preferred, and
fluctuations will decide which state is actually
chosen by a given sample.

Finite group symmetry is also commonplace in
physics, in particular through crystallographic
groups occurring in condensed matter physics – but
also through the inversions (C, P, T and their combi-
nations) occurring in high-energy physics and field
theory.

The breaking of finite group symmetry has thus
been thoroughly studied, and general approaches
exist to investigate it in mathematically precise
terms with physical counterparts. In particular,
a widely applicable approach is provided by the
Landau theory of phase transitions – whose
mathematical counterpart resides in the realm
of equivariant singularity and bifurcation theory.
In Landau theory, the state of a system is
described by a finite-dimensional variable (the
‘‘order parameter’’), and physical states corre-
spond to minima of a potential, invariant under a
group.

In this article we describe the basics of
symmetry breaking analysis for systems described
by a symmetric polynomial; in particular, we

discuss generic symmetry breakings, that is, those
determined by the symmetry properties them-
selves and independent of the details of the
polynomial describing a concrete system. We
also discuss how the plethora of invariant poly-
nomials can be to some extent reduced by means
of changes of coordinates, that is, how one can
reduce to consider certain types of polynomials
with no loss of generality. Finally, we will give
some indications on extension of this theory, that
is, on how one deals with symmetry breakings for
more general groups and/or more general physical
systems.

Basic Notions

Finite Groups

A finite group (G, � ) is a finite set G of elements
{g0, . . . , gN} equipped with a composition law �, and
such that the following conditions hold:

1. for all g, h 2 G the composition g � h belongs to
G, that is, g � h 2 G;

2. the composition is associative, that is, (g � h)
� k = g � (h � k) for all g, h, k 2 G;

3. there is an element in G – which we will denote
as e – which is the identity for the action of � on
G, that is, e � g = g = g � e for all g 2 G; and

4. for each g 2 G there is an element g�1 which is
the inverse of g, that is, g�1 � g = e = g � g�1.

In the following, we omit the symbol �, that is, we
write gh to mean g � h. Similarly, we usually write
simply G for the group, rather than (G, � ).

Given a subset H � G, this is a subgroup of (G, �)
if (H, � ) satisfies the group axioms (1)–(4) above.
Note that this implies that e 2 H whenever H is a
subgroup, and {e} is a subgroup. Subgroups not
coinciding with the whole G and with {e} are said to
be ‘‘proper.’’
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Given two elements g, h we say that ghg�1 is the
conjugate of h by g. The conjugate of a subgroup
H � G by g 2 G is the subgroup of elements
conjugated to elements of H, gHg�1 = {(ghg�1),
h 2 H}.

Group Action

In physics, one is usually interested in a realization
of an abstract group as a group of transformations
in some set X; in physical applications, this is
usually a (possibly, function) space or a manifold,
and we refer to elements of X as ‘‘points.’’ That is,
there is a map � : G 7!End(X) from G to the group
of endomorphisms of X, such to preserve the
composition law:

�ðgÞ � �ðhÞ ¼ �ðg � hÞ 8g; h 2 G

In this case, we say that we have a ‘‘representation’’
of the abstract group G acting in the ‘‘carrier’’ space
or manifold X; we also say that X is a G-space or
G-manifold. We often denote by the same letter the
abstract element and its representation, that is, write
simply g for �(g) and G for �(G). (In many
physically relevant cases, but not necessarily, X has
a linear structure and we consider linear endo-
morphisms. In this case, we sometimes write Tg for
the linear operator representing g.)

If x 2 X is a point in X, the G-orbit G(x) is the set
of points to which x is mapped under G, that is,

GðxÞ ¼ fy 2 X : y ¼ gx; g 2 Gg � X

Belonging to the same orbit is obviously an
equivalence relation, and partitions X into equiva-
lence classes. The ‘‘orbit space’’ for the G action on
X, also denoted as � = X=G, is the set of these
equivalence classes. It corresponds, in physical
terms, to considering X modulo identification of
elements related by the group action.

For any point x 2 X, the ‘‘isotropy (sub)group’’
Gx is the set of elements leaving x fixed,

Gx ¼ fg 2 G: gx ¼ xg � G

Points on the same G-orbit have conjugated isotropy
subgroups: indeed, y = gx implies immediately that
Gy = gGxg�1.

When a topology is defined on X, the problem
arises if the G-action preserves it; if this is the case,
we say that the G-action is ‘‘regular.’’ In the case of
a compact Lie group (and a fortiori for a finite
group) we are guaranteed the action is regular.
(A physically relevant example of nonregular action
is provided by the irrational flow on a torus. In this
case G = R, realized as the time t irrational flow on
the torus X = Tk.)

Spontaneous Symmetry Breaking

Let us now consider the case of physical systems
whose state is described by a point x in the G-space
or G-manifold X, with G a group acting by smooth
mappings g : X! X. In physical problems, G quite
often acts by linear and orthogonal transformations.
(If this is not the case, the Palais–Mostow theorem
guarantees that, for suitable groups (including in
particular the finite ones) we can reduce to this case
upon embedding X into a suitably larger carrier
space Y.)

Usually, G represents physical equivalence of
states, and G-orbits are collections of physically
equivalent states. A point which is G-invariant, that
is, such that Gx = G, is called ‘‘symmetric’’ for short.

Let � be a scalar function (potential) defined on
X, � : X! R, possibly depending on some para-
meter �, such that the physical state corresponds to
critical points – usually the (local) minima – of �.

A concrete example is provided by the case
where � is the Gibbs free energy; more generally,
this is the framework met in the Landau theory of
phase transitions (Landau 1937, Landau and
Lifshitz 1958).

We are interested in the case where � is invariant
under the group action, or briefly G-invariant, that
is, where

�ðgxÞ ¼ �ðxÞ 8x 2 X; 8g 2 G ½1�

A critical point x such that Gx = G is a symme-
trical critical point. If Gx is strictly smaller than G,
then x is a symmetry-breaking critical point.

If a physical system corresponds to a nonsym-
metric critical point, we have a spontaneous
symmetry breaking: albeit the physical laws (the
potential function �) are symmetric, the physical
state (the critical point for �) breaks the symmetry
and chooses one of the G-equivalent critical points.

It follows from [1] that the gradient of � is
covariant under G. If y = g(x), then the differential
(Dg) of the map g : X ! X is a linear map between
the corresponding tangent spaces, (Dg) : TxX! TyX.
The covariance amounts, with � the Riemannian
metric in X, to (�ij@j�)(gx) = [(Dg)i

k�
km@m�](x); this

is also written compactly, with obvious notation, as

ðr�ÞðgxÞ ¼ ðDgÞ½ðr�ÞðxÞ� ½2�

(in the case of euclidean spaces (�= �) and linear
actions described by matrices Tg, the covariance
condition reduces to (r�)i(Tgx) = (Tg)

i
j [(r�)j(x)]).

As (Dg) is a linear map, (r�)(x) = 0 implies the
vanishing of r� at all points on the G-orbit of x.

We conclude that critical points of a G-invariant
potential come in G-orbits: if x is a critical point for
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�, then each y 2 G(x) is also a critical point for �.
We speak therefore of critical orbits for �.

It is thus possible (thanks to the regularity of the
G-action), and actually convenient, to study sponta-
neous symmetry breaking in the orbit space
� = X=G rather than in the carrier manifold X
(Michel 1971).

If G describes physical equivalence, physical states
whose symmetries are G-conjugated should be seen
as physically equivalent. An equivalence class of
isotropy types under conjugation will be said to be a
symmetry type. We are thus interested, given a
G-invariant polynomial �, to know the symmetry
types of its critical points. We denote symmetry
types as [H] = {gHg�1}, and say that [H] < [K] if a
group conjugated to H is strictly contained in
a group conjugated to K.

As we have seen, points on the same G-orbit have
the same symmetry type. On the other hand, points
on different G-orbits can have the same isotropy
type (e.g., for the standard action of O(n) in Rn, all
collinear nonzero points will have the same isotropy
subgroup but will lie on distinct group orbits).

G-Invariant Polynomials

Consider a finite group G acting in X. (Many of the
notions and results mentioned in this section have a
much wider range of applicability.) We look at the
ring of G-invariant scalar polynomials in x1, . . . , xn.

By the Hilbert basis theorem, there is a set
{ J1(x), . . . , Jk(x)} of G-invariant homogeneous poly-
nomials of degrees {d1, . . . , dk} such that any
G-invariant polynomial �(x) can be written as a
polynomial in the { J1, . . . , Jk}, that is,

�ðxÞ ¼ �½ J1ðxÞ; . . . ; JkðxÞ� ½3�

with � a polynomial. (A similar theorem holds for
smooth functions.)

The algebra of G-invariant polynomials is finitely
generated, that is, we can choose k finite. When the
Ja are chosen so that none of them can be written as
a polynomial of the others and r has the smallest
possible value (this value depends on G), we say that
they are a minimal integrity basis (MIB). (Note that
some of the Ja could be written as nonpolynomial
functions of the others, and the J� could satisfy
polynomial relations. For example, consider the
group Z2 acting in R2 via g : (x, y)! (�x,�y); an
MIB is made of J1(x, y) = x2, J2(x, y) = y2, and
J3(x, y) = xy. None of these can be written as a
polynomial function of the others, but J1J2 = J2

3.) In
this case, we say that the { Ja} are a set of basic
invariants for G. There is obviously some arbitrar-
ness in the choice of the Ja in an MIB, but the

degrees {d1, . . . , dk} of { J1, . . . , Jk} are fixed by G. (In
mathematical terms, they are determined through
the Poincaré series of the graded algebra PG of
G-invariant polynomials.)

We will henceforth assume that we have chosen
an MIB, with elements { J1, . . . , Jk} of degrees
{d1, . . . , dk} in x, say with d1 � d2 � � � � � dk.

When the elements of an MIB for G are
algebraically independent, we say that the MIB is
regular; if G admits a regular MIB we say that G is
coregular.

An algebraic relation between elements J� of the
MIB is said to be a relation of the first kind. The
algebraic relations among the J are a set of
polynomials in { J1, . . . , Jr}, which are identically
zero when seen as polynomials in x. If there are
algebraic relations among these, they are called
relations of the second kind, and so on. A theorem
by Hilbert guarantees that the chain of relations has
finite maximal length. (This is the homological
dimension of the graded algebra PG mentioned
above.)

In the following, we will consider a matrix built
with the gradients of basic invariants, the P-matrix
(Sartori). This is defined as

PihðxÞ :¼ hrJiðxÞ;rJhðxÞi ½4�

with h. , .i the scalar product in T�X.
The gradient of an invariant is necessarily a

covariant quantity; the scalar product of two
covariant quantities is an invariant one, and thus
can be expressed again in terms of the basic
invariants. Thus, the P-matrix can always be written
in terms of the basic invariants themselves.

Geometry of Group Action

The use of an MIB allows to introduce a map J: x!
{ J1(x), . . . , Jk(x)} from X to a subset P of Rk. If
the MIB is regular, P = Rk, while if the Ji satisfy
some relation then P 	 Rk is the submanifold
satisfying the corresponding relations. The manifold
P is isomorphic to the orbit space � = X=G (the
isomorphism being realized by the J map) and
provides a more convenient framework to study �.

As mentioned above, on physical terms we are
mainly interested in the orbit space up to equiva-
lence of symmetry type. The set of points in X (of
orbits in �) with the same symmetry type will be
called a G-stratum in X (a G-stratum in �); the
G-stratum of the point x will be denoted as �(x) 	 X
(the G-stratum of the orbit ! as �(!) 	 �). (The
notion of stratum was introduced by Whitney in
topology; a stratified manifold is a set which can
be decomposed as the disjoint union of smooth
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manifolds of different dimensions, the topological
(or Whitney) strata: M =

S
Mk, with Mk 	 @Mj for

all k < j.)
It results that the G-stratification is compatible

with the topological stratification. Indeed, P is a
semialgebraic (i.e., it is defined by algebraic equal-
ities and inequalities) stratified manifold in Rk; the
image of any G-stratum in � belongs to a single
topological stratum in P, and topological strata in P
are the union of images of G-strata in �.

Moreover, the subgroup relations correspond to
bordering relations between G-strata: if [Gx] <
[Gy], then �(y) 2 @�(x) and (with !x the orbit of x)
�(!y) 2 @�(!x).

There is a stratum, called the principal stratum �0,
which corresponds to minimal isotropy, open and
dense in X; similarly, the principal stratum �0 is
open and dense in �.

Landau Polynomial

In the Landau (1937) theory of phase transitions,
the state of the system under study is described by a
G-invariant polynomial � : X! R having a critical
point in the origin, with at least some of its
coefficients – in particular those controlling the
stability of the zero critical point – depending on
external control parameters (usually, X = Rn and
G � O(n); in particular, in solid-state physics G is a
crystallographic group). This should be chosen as
the most general G-invariant polynomial of the
lowest degree ‘ sufficient to ensure termodynamic
stability; in mathematical terms, this amounts to the
requirement that there is some open set B containing
the origin and such that – for all values of the
control parameters – r� points inwards at all points
of @B (i.e., B is invariant under the gradient flow
of �). If the polynomials in the MIB are of degree
d1 � d2 � � � � dr, then usually ‘= 2dr.

The G-invariance of � and the results recalled
above mean that we can always write it in terms of
the polynomials in an MIB for G as in [3],
�(x) = �[ J(x)].

The discussion of previous sections shows that we
can study symmetry breakings for � : X! R by
studying critical points of � : P! R; in other words,
Landau theory can be worked out in the G-orbit
space � := M=G. The polynomial � – providing
a representation of the Landau polynomial in the
orbit space – will also be called Landau–Michel
polynomial. (Louis Michel (1923–1999) pioneered
the use of orbit space techniques in physics and
nonlinear dynamics, originally motivated by the
study of hadronic interactions.)

In this way, the evaluation of the map � : X! R
is, in principle, substituted by evaluation of two
maps, J : X! P and � : P ! R. However, if, as in
Landau theory, we have to consider the most
general G-invariant polynomial on X, we can just
consider the most general polynomial on P.

Critical Points of the Landau Polynomial
and Geometry of Orbit Space

The G-invariance has consequences on the critical
points of �. We have already seen one such
consequence: critical points come in G-orbits.

However, this is not all. Indeed, G-invariance
enforces the presence of a certain set �(G) 2 X of
critical points, and conversely if we look for points
which are critical under any G-invariant potential,
these are precisely the points in �(G); the critical
points on �(G) correspond to critical orbits which
we call principal critical orbits.

The set �(G) can be determined on the basis
of the geometry of the G-action. (A trivial
example is provided by X = R and G = Z2 acting
via g : x! �x; any even function has a critical point
in zero, and albeit even functions can, and in general
will, have nonzero critical points, this is the only
critical point common to all the even functions.)
Indeed (Michel 1971): an orbit ! is a principal
critical orbit if and only if it is isolated in its
stratum.

For the linear orthogonal group actions in Rn

often occurring in physics, no nonzero point or
orbit can be isolated in its stratum. However,
we can quotient out the radial degeneracy and
work on X = Sn�1 	 Rn. In this case, a G-orbit !1

in Sn�1 which is isolated in its stratum corresponds
to a one-dimensional family {!r} of G-orbits in
Rn (call X0 the corresponding submanifold in X);
the gradient of � at x 2 X0 points along TxX0.
We can thus reduce to consider the restriction
�0 of the potential � to X0. (See also the
reduction lemma of Golubitsky and Stewart in this
context.)

Correspondingly, if P0 	 P is the submanifold in
P image of X0, that is, P0 = J(X0), we can reduce to
consider the restriction �0 of � to P0.

As these become one-dimensional problems,
general results are available. In particular, one
can provide general conditions ensuring the
existence of one-dimensional branches of symme-
try-breaking solutions bifurcating from zero along
any such X0 or P0; this is also known as the
equivariant branching lemma of Cicogna and
Vanderbauwhede.
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Reduction of the Landau Potential

In realistic problems, � quickly becomes extremely
complicated, that is, it includes a high number of
terms and therefore of coefficients. A thorough
study of different symmetry-breaking patterns, that
is, of the symmetry type of minima of � for different
values of these coefficients and of the external
control parameter, is in this case a prohibitive task.
It is possible to reduce the generality of the Landau
polynomial with no loss of generality for the
corresponding physical problem. Indeed, a change
of coordinates in the X space will produce a
formally different – but obviously equivalent –
Landau polynomial; it is convenient to use coordi-
nates in which the Landau polynomial is simpler.

A systematic and algorithmic reduction procedure –
based on perturbative expansion near the origin – is well
known in dynamical systems theory (Poincaré–Birkhoff
normal forms), and can be adapted to the reduction
of Landau polynomials. (An alternative and more
general – but also much more demanding – approach
is provided by the spectral sequence approach, also
originating in normal-form theory.)

We work near the origin, so that we can assume
X = Rn (with metric �), and for simplicity we also
take the case where G acts via a linear representa-
tion Tg. We consider changes of coordinates of the
(Poincaré) form

xi ¼ yi þ hiðyÞ ½5�
generated by a G-invariant function H: hi(y) = �ij

(@H(y)=@yj); this guarantees that [5] preserves the
G-invariance of �. The action of [5] on � can be read
from its action on the basic invariants Ja. It results

JaðxÞ ¼ JaðyÞ þ ð�JaÞðyÞ
�Ja :¼ Pabð@H=@JbÞ

½6�

Let us now consider the reduction of an invariant
polynomial �(x) = �( J). We write D� := @=@J�, and
understand that summation over repeated indices is
implied. In general,

�ð JÞ ! �ð J þ �JÞ

¼ �ð JÞ þ
Xr

�¼1

@�ð JÞ
@J�

�J� þ � � �

where the ellipsis means higher-order terms.
Disregarding higher-order terms and using [6] and

[4], we get

�� ¼ @�

@J�
P�	

@H

@J	

 ðD��ÞP�	ðD	HÞ ½7�

We expand � as a sum of homogeneous poly-
nomials, and write �(x) =

P‘
k = 0 �k(x), where

�k(ax) = akþ1�k(x). Also, write � =
P

k �k, where
�k(x) := �k[ J(x)].

It results that under a change of coordinates [5]
generated by H = Hm homogeneous of degree mþ 1,
the terms �k with k � m are not changed, while the
terms �mþp change according to

�mþp ! �mþp

¼ �mþp þ ðD��pÞP�	ðD	HmÞ þ � � � ½8�

We can then operate sequentially with Hm of
degree 3, 4, . . . ; at each stage (generator Hm), we are
not affecting the terms �k with k � m. Moreover,
we can just consider [8], as higher-order terms are
generic and will be taken care of in subsequent
steps. (This procedure requires to determine suitable
generating functions Hm; these are obtained as
solutions to homological equations.)

In the above, we disregarded the dependence on the
control parameters, such as temperature, pressure,
magnetic field, etc; that is, we implicitly considered
fixed values for these. However, they have to change
for a phase transition to take place. If we consider a full
range of values – including in particular the critical
ones – for the control parameters, say 
 2 �, we should
take care that the concerned quantities and operators
are nonsingular uniformly in �.

This leads to reduction criteria for the Landau and
Landau–Michel polynomials (Gufan). Define, for
i = 1, . . . , k the quantities Ui( J1, . . . , Jk) := (@F=@Js)Psi.

Reduction Criterion

For �(x) = �( J1, . . . , Jk) : Rn ! R a G-invariant poten-
tial depending on physical parameters 
 2 �, there is a
sequence of Poincaré changes of coordinates such that
� is expressed in the new coordinates y as �̂(y) = �̂( J),
where terms which can be written (up to higher-order
terms) uniformly in � as

Pk
�= 1 Q�( J1, . . . , Jk)

U�( J1, . . . , Jk), with Q� polynomials in J1, . . . , Jk

satisfying the compatibility condition (@Q	=@J�) =
(@Q�=@J	), are not present in �̂.

Nonstationary and Nonvariational
Problems

So far we have considered stationary physical states.
In some cases, one is not satisfied with such a
description, and wants to study time evolution. A
model framework for this is provided by the
Ginzburg–Landau equation

_x ¼ f ðxÞ ½9�

where f = �(r�) : X! TX (see above for notation).
In this case, G-invariance of � implies equivariance
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of [9]. More generally, we can consider [9] for an
equivariant smooth f (not necessarily a gradient),
that is, f i(gx) = (Dg)i

jf
j(x).

In this case, one shows that

f ðxÞ 2 Tx�ðxÞ ½10�

so that closures of G-strata are dynamically invar-
iant, and the dynamics can be reduced to them. This
is of special interest for the ‘‘most singular’’ strata,
that is, those of lower dimension. The reduction
lemma and the equivariant branching lemma men-
tioned above also hold (and were originally for-
mulated) in this context.

The relation [10] also implies that one can project
the dynamics [9] in X to a smooth dynamics _p = F(p)
in the orbit space; this satisfies F[ J(x)] = (DJ)[ f (x)].
In the gradient case, this (together with initial
conditions) embodies the full dynamics in X, while
in the generic case one loses all information about
motions along group orbits (note that these corre-
spond to phonon modes).

An orbit ! isolated in its stratum is still an orbit of
fixed points for any G-equivariant dynamics in X in
the gradient case, while in the generic case it
corresponds to a fixed point for F and to relative
equilibria (dynamical orbits which belong to a single
group orbit) in X. In this case, time averages of
physical quantities can be G-invariant for nontrivial
relative equilibria.

Extensions and Physical Applications

We have discussed finite group symmetry breaking
and focused on polynomial potentials (which can be
thought of as Taylor expansions around critical
points). For nonfinite groups, and in particular
noncompact ones, the situation can be considerably
more complicated.

1. An extension of the theory sketched here is
provided by Palais’ theory, and in particular by
his ‘‘symmetric criticality principle,’’ which
applies in Hilbert or Banach spaces of sections
of a fiber bundle satisfying certain conditions.
This is especially relevant in connection with field
theory and gauge groups.

2. We focused on the situation discussed in classical
physics. Finite group symmetry breaking is of
course also relevant in quantum mechanics;
this is discussed, for example, in the classical
books by Weyl (1931) and Wigner (1959), and in
the review by Michel et al. (2004).

3. One speaks of ‘‘explicit symmetry breaking’’
when a nonsymmetric perturbation is introduced
in a symmetric problem. In the Hamiltonian

case (or in the Lagrangian one for Noether
symmetries), Hamiltonian symmetries correspond
to conserved quantities, and nonsymmetric
perturbations make these become approximate
constants of motion.

4. The symmetry of differential equations – as well
as symmetric and symmetry-breaking solutions for
symmetric equations – can be studied in general
mathematical terms (see, e.g., Olver (1986)).

5. Physical applications of the theory discussed here
abound in the literature, in particular through the
Landau theory of phase transitions. A number of
these, together with a deeper discussion of the
underlying theory, is given in the monumental
review paper by Michel et al. (2004).

See also: Central Manifolds, Normal Forms; Compact
Groups and Their Representations; Electroweak Theory;
Finite Group Symmetry Breaking; Phase Transitions in
Continuous Systems; Quasiperiodic Systems; Symmetry
and Symmetry Breaking in Dynamical Systems;
Symmetry Breaking in Field Theory.
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Introduction

Finite Weyl systems have their applications in
various branches of quantum information theory.
They are helpful to tame the growth of complexity
for a large class of quantum systems: a key
discrepancy between classical and quantum systems
is the difference in the growth of complexity as one
goes to larger and larger systems. This is encoun-
tered by simulating a quantum spin system on a
computer, for example, with the aim to determine
the ground state of a solid-state model of magnet-
ism. For a model of N classical spins, this involves
checking the energy for 2N different configurations,
but for a model with quantum spins it requires the
solution of an eigenvalue equation in a Hilbert space
of dimension 2N, which is a vastly more difficult
problem for large N. For a three-dimensional lattice,
three sites each way (N = 27), this is a problem in
108 dimensions, and lattice size 4 leads to utterly
untractable 1019 dimensions.

It is therefore highly desirable to find ways of
treating at least some aspects of large, complex
quantum systems without actually having to write
out state vectors component by component. States
which are invariant under a suitable discrete abelian
symmetry group satisfy this condition. They can be
characterized by simple combinatorial data, which
do not grow exponentially with the system size N.
At the same time, the class of these so-called
stabilizer states is sufficiently complex to capture
some of the key features needed for computation,
especially the quantum correlation (entanglement)
between subsystems. They have also been shown to
be sufficient to generate large quantum error
correcting codes.

A further motivation for finite Weyl systems is
directly based on constructing quantum error cor-
recting codes from classical coding procedures (see
Quantum Error Correction and Fault Tolerance).
The ‘‘quantization’’ technique which is used there
naturally leads to the structure of finite Weyl
systems.

Finite Weyl systems precisely represent quantum
versions of discrete abelian symmetry groups. It is a
standard procedure to build the quantum version of
a symmetry group by an appropriate central exten-
sion, or equivalently, to study all its projective

representations: the composition of two symmetry
transformations is only preserved up to a phase on
the representation Hilbert space. The unitary opera-
tors which represent the symmetry transformations
are called Weyl operators.

The simplest and most prominent example for a
finite Weyl system is given by the three Pauli
matrices and the identity. These four unitary
operators build a projective representation of the
symmetry group of binary vectors (0, 0), (0, 1),
(1, 0), (1, 1), where the group law is the addition
modulo two. The null-vector (0, 0) corresponds to
the identity, the vector (0, 1) is assigned to X, (1, 0)
corresponds to Z, and (1, 1) is mapped to iY. It is
not difficult to verify that the product of two Pauli
operators preserves the addition of binary vectors up
to a phase.

Discrete Weyl systems are deeply related to
symplectic geometry for vector spaces over finite
fields. The additive structure of the vector space is
the underlying abelian symmetry group. The
exchange of two Weyl operators within a product
produces a phase that is the exponential of an
antisymmetric bilinear form, as it is explained in the
next section. For irreducible Weyl systems, this
antisymmetric form must be symplectic because the
Weyl operators generate a full matrix algebra. In
particular, this requires that the dimension of the
underlying vector space is even. The Pauli matrices
are also an example for this more special structure:
the binary vectors (p, q)p, q = 0, 1 are a two-dimensional
vector space over the field with two elements {0, 1}.
The commutation relations for Pauli operators
imply that the symplectic form can be evaluated
for two binary vectors (p, q), (p0, q0) according to
pq0 � qp0mod 2. It is apparent to interpret the
binary vectors (p, q) as points in a discrete phase
space, where the first entry corresponds to the
momentum and the second to the position. In view
of this, discrete Weyl systems serve as a finite-
dimensional analog of the canonical commutation
relations.

For the generic situation in quantum information
theory, an irreducible Weyl system is represented on
the Hilbert space describing a system of several
single particles. Stabilizer states are left unchanged
under the action of a so-called isotropic subgroup
which consists of mutually commuting Weyl opera-
tors: this kind of invariance is precisely the type of
constraint that reduces the complexity for the
parametrization of the state. For an efficient
description of such states, there are combinatorial
techniques available e.g., graph theory.
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Operations that preserve the class of stabilizer
states (for a particular symmetry group) must be
covariant with respect to this symmetry. These
operations are called Clifford channels which have
far-reaching applications in the theory of quantum
error correction. They also allow to take classical
coding procedures and turn them into quantum
codes: on the classical level, the encoding operation
acts on classical phase space as a linear map
(additive code). Up to a choice of phases, this
induces a quantum channel that preserves the
structure of Weyl systems. These codes are called
stabilizer codes and have been investigated by many
authors (Calderbank et al. 1997, Cleve and Gottesman
1996, 1997) (see Quantum Error Correction and
Fault Tolerance). In particular, the first quantum
error correcting codes belong to this class.

This article is organized as follows. In the next
section, the basic mathematical notions are provided,
like projective representations, Weyl systems, and
irreducibility. Moreover, statements on the main
structure of Weyl systems are presented. Next, the
notion of Weyl covariant channels (Clifford channels)
is introduced and their basic properties are stated. In
particular, stronger results for the reversible case are
given. The relation between symplectic geometry and
reversible Clifford operations on finite Weyl systems
is explained. Results on the general structure of
stabilizer states and stabilizer codes are given in the
penultimate section. Finally, the representation of
stabilizer codes in terms of graphs is described.

Finite Weyl Systems

A projective representation of a group � assigns to
each group element � a unitary operator w(�) on a
Hilbert space H such that the group law is preserved
up to a phase, that is, the relation

wð�1 þ �2Þ ¼ f ð�1; �2Þwð�1Þwð�2Þ ½1�

is fulfilled for a phase-valued function f on �2. In the
following, we denote a projective representation by a
triple (w, f ,H). A finite Weyl system is a projective
representation of a finite abelian group. The opera-
tors w(�) are called Weyl operators and the function f
is called the factor system. We refer to the work by
Zmud (1971, 1972) for an analysis of projective
representations for general abelian groups.

The Weyl algebra A (w, f ,H) associated with a
Weyl system (w, f ,H) is the smallest norm-closed
subalgebra in the space of bounded operators B(H)
which contains all Weyl operators. If the Weyl
algebra coincides with the algebra of all bounded
operators, then the Weyl system is called irreducible.

This is equivalent to the fact that each operator that
commutes with all Weyl operators must be a
multiple of the identity.

In order to analyze the properties of factor
systems systematically, we introduce here a few
pieces of the cohomology theory of groups. For each
positive integer k = 1, 2, 3, . . . we introduce the
abelian group Ck(�) of k-cochains which consists
of all phase-valued functions on �k. The product
and the inverse of k-cochains is defined pointwise.
Factor systems are special 2-cochains. Namely, if we
consider a Weyl system (w, f ,H), then associativity
implies that the so-called 2-cocycle condition,

f ð�1 þ �2; �3Þf ð�2; �3Þ�1f ð�1; �2 þ �3Þ�1f ð�1; �2Þ ¼ 1 ½2�

holds. This property can also be expressed by a
coboundary map which is a group homomorphism
from k-cochains to (kþ 1)-cochains. We consider here
the action of the coboundary map on a 1-cochain ’
and a 2-cochain f:

ð ’Þð�1; �2Þ :¼ ’ð�1 þ �2Þ’ð�1Þ�1’ð�2Þ�1 ½3�

ð f Þð�1; �2; �3Þ :¼ f ð�1 þ �2; �3Þf ð�2; �3Þ�1

� f ð�1; �2 þ �3Þ�1f ð�1; �2Þ ½4�

The group of 2-cocycles Z2(�) consists of all
2-cochains f with f = 1 and the group of all
2-coboundaries B2(�) contains all 2-cochains of
the form f = ’. The 2-fold concatenation of the
coboundary map is the trivial homomorphism
� = 1, which implies that each 2-coboundary is

a 2-cocycle. The converse is in general not the case
and the 2-cohomology group H2(�) := Z2(�)=B2(�)
is nontrivial.

The Zmud (1971, 1972) analysis shows that the
set of Weyl systems are characterized by elements of
the 2-cohomology H2(�). The multiplication of a
Weyl system (w, f ,H) by a 1-cochain ’ yields a new
family of Weyl operators (’w)(�) =’(�)w(�). The
2-cocycle f is altered by the multiplication of the
2-coboundary ’ and the new Weyl system is given
by (’w, ’f ,H). This kind of transformation does
not change the cohomology class of the factor system
and the corresponding Weyl algebras coincide:
A (w, f ,H) = A (’w, ’f ,H). Thus, the fundamental
properties of a Weyl system only depend on the
cohomology class of the factor system. In particular,
if the factor system f = ’ is a 2-coboundary, then
we can trivialize the Weyl system (w, ’,H) by
multiplying the inverse 1-cochain ’�1 and we obtain
a true unitary representation (’�1w, 1,H). The
corresponding Weyl algebra A (w, ’,H) is abelian.
The relation between cohomology and Weyl systems
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can be made even more precise by the following
theorem:

Theorem 1 (Zmud 1971, 1972). � is the group
homomorphism on 2-cochains that exchanges the
variables: (�f )(�1, �2) = f (�2, �1).

(i) The antisymmetric part f�1(�f ) of a factor
system (2-cocycle) is an antisymmetric bichar-
acter, that is, a group homomorphism in both
arguments keeping the other variable fixed.

(ii) Each symmetric 2-cocycle f = �f is a
2-coboundary f = ’.

(iii) The group of antisymmetric bicharacters on � is
isomorphic to the 2-cohomology group H2(�).
For each antisymmetric bicharacter � the corre-
sponding 2-cohomology class is uniquely deter-
mined by �= f�1(�f ) for some representative
f 2 Z2(�).

Example 2 The following Weyl system describes
n-quantum digits (in short qudits). The system’s
Hilbert space is spanned by orthonormal vectors
jai= ja1, a2, . . . , ani which are labeled by vectors a
of the additive group Fn, where F = Zd is the cyclic
field of prime order. A projective representation
(w,�, Cdn

) of the additive group F2n is given by

wðp; qÞjai :¼ eð2�i=dÞptajaþ qi ½5�

where pt is the transposed vector. The factor system
� assigns to each pair (p, q), (p0, q0) the phase

�ðp; qjp0; q0Þ :¼ eð2�i=dÞptq0 ½6�

The finite vector space F2n is interpreted as finite
phase space with a multiplicative symplectic form �.
It assigns to a pair of vectors (p, q), (a, b) the phase

�ðp; qja; bÞ :¼ eð2�i=dÞðptb�atqÞ ½7�

The commutation relation for Weyl operators
comprise the symplectic form:

wðp; qÞwða; bÞ ¼ �ða; bjp; qÞwða; bÞwðp; qÞ ½8�

The d2n Weyl operators w(p, q) are a basis of
the algebra of all operators acting on the Hilbert
space Cdn

, hence (w,�, Cdn

) is irreducible. In
particular, this Weyl system is a nice error basis in
the sense of (Klappenecker and Roetteler 2002,
2005). Namely, the Weyl operators form a projec-
tive representation, on the one hand, and a unitary
basis (Werner 2001) on the other.

For d = 2 and n = 4, we obtain a system of four
qubits and the Weyl operators are tensor products of
four Pauli matrices including the identity. For
instance, the Weyl operator of the binary vector

(p, q) = (0011, 1010) can be expressed in terms of
Pauli matrices (see Introduction) as follows:

wð0011; 1010Þ ¼ wð0; 1Þ � 1�wð1;1Þ �wð1; 0Þ
¼ iX� 1� Y � Z ½9�

Clifford Channels

Weyl systems can be seen as quantized symmetries
corresponding to finite abelian groups. In the
Heisenberg picture the symmetry transformations
act on operators A 2 B(H) of the observable algebra
by automorphisms (reversible quantum channels):

Ad½wð�Þ�ðAÞ :¼ wð�ÞAwð�Þ� ½10�

Since a projective representation preserves the group
law up to a phase, the corresponding automorph-
isms preserve the group law:

Ad½wð�Þ� � Ad½wð�Þ� ¼ Ad½wð� þ �Þ� ½11�

A quantum channel T is called a Clifford channel if
it is covariant with respect to Weyl systems
(w1, f1,H1) and (w2, f2,H2), that is, the intertwiner
relation

T � Ad½w2ð�Þ� ¼ Ad½w1ð�Þ� � T ½12�

holds. It is required that the antisymmetric part of
the factor systems f1 and f2 coincide, that is,
�= f�1

1 �f1 = f�1
2 �f2. We call (w1, f1,H1) the input

and (w2, f2,H2) the output system. We refer to the
article by Scutaru (1979), which is concerned with
the general properties of covariant channels.

It is a natural question to ask how Clifford
channels act on Weyl operators. As shown by
Holevo (n.d.), a Clifford channel maps Weyl
operators of the output system to multiples of a
Weyl operators of the input system, provided the
input system is irreducible.

Theorem 3 (Holevo (n.d.)). Let T be a Clifford
channel such that the input system (w1, f1,H1) is
irreducible. Then there exists a function ’ : �!C
such that

Tðw2ð�ÞÞ ¼ ’ð�Þw1ð�Þ ½13�

holds for all � 2 �. The function ’ is of positive
type, that is, for all complex functions f on � the
inequality

0 �
X
�;�2�

’ð� � �Þf ð�Þf ð�Þ ½14�

holds. Conversely, if the factor systems f1 = f2

coincide, then a well-defined channel is determined
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by [13] for any function ’ of positive type with
’(0) = 1.

We apply Theorem 3 to a reversible Clifford
channel T. Each output Weyl operator w2(�) is
mapped to a multiple of an input Weyl operator

Tðw2ð�ÞÞ ¼ ’ð�Þw1ð�Þ ½15�

where ’ is phase-valued (a 1-cochain) according to
the reversibility of T. We focus now on the converse
problem: construct all reversible Clifford channels
for irreducible Weyl systems that have a common
antisymmetric part of the factor system. The
following theorem gives a useful characterization
of reversible Clifford channels.

Theorem 4 (Schlingemann and Werner 2001). If
(w1, f1,H1) and (w2, f2,H2) are irreducible Weyl
systems with f�1

1 (�f1) = f�1
2 (�f2), then there exists a

1-cochain ’ with coboundary ’= f�1
1 f2, and a

reversible Clifford channel T’ is determined by

T’ðw2ð�ÞÞ ¼ ’ð�Þw1ð�Þ ½16�

If � is a 1-cochain that also satisfies � = f�1
1 f2, then

there exists � 2 � such that

�ð�Þ ¼ �ð�j�Þ’ð�Þ ½17�

T� ¼ Ad½w1ð�Þ� � T’ ¼ T’ � Ad½w2ð�Þ� ½18�

holds. In other words, two irreducible Weyl systems
determine a reversible Clifford channel up to a
‘‘phase space translation �.’’

We consider the Weyl system (w, f ,H) over a
discrete phase space F2n, where F is a finite field of
prime order. The group of symplectic transforma-
tions Sp(n, F) consists of all F-linear maps s on the
phase space F2n that preserve the symplectic form
�= f�1�f . A further Weyl system (w � s, f � s,H) is
obtained for each symplectic transformation s. Here
the factor system f � s is defined according to (f � s)
(�, �) := f (s�, s�) and the corresponding Weyl opera-
tors are (w � s)(�) = w(s�). Obviously, the antisym-
metric part of the factor system f � s is the
symplectic form � � s = �. The following statement
is a direct consequence of Theorem 4.

Corollary 5 For each symplectic transformation
s 2 Sp(n, F) there exists a 1-cochain ’ with
coboundary ’= f�1(f � s) and the corresponding
reversible Clifford channel T[’, s] is given by

T½’;s�ðwð�ÞÞ ¼ ’ð�Þwðs�Þ ½19�

with �, � 2 F2n.

Example 6 We consider a finite field F. To a
symmetric matrix � 2Mn(F) we associate the

symplectic transformation on F2n that maps a
phase space vector (p, q) to (p� �q, q). This shear
transformation is viewed as one elementary step of a
discrete dynamics. The quantized version of this
dynamics is given by the unitary multiplication
operator

uð�Þjqi ¼ 	qt�q
d jqi ½20�

with the root of unity 	d = exp(i�(d þ 1)=d) for
d 6¼ 2 and 	2 = i. The unitary operator u(�)
implements a reversible Clifford operation for the
symplectic transformation (p, q) 7! (p � �q, q)
since the relation

uð�Þwðp; qÞuð�Þ�¼ 	qt�q
d wðp� �q; qÞ ½21�

holds. The symmetric matrix � describes a pattern
of two-qudit interactions. This can be visualized by
a graph � whose vertices are the positions
x, y = 1, . . . , n. Two vertices x, y are connected by
an edge if the matrix element �x

y 6¼ 0 is nonvanish-
ing. The value of the matrix element �x

y is
interpreted as the strength of the interaction.

Example 7 The second type of symplectic trans-
formations, which is relevant here, is determined by
an invertible matrix C 2Mn(F). It induces a
symplectic transformation which maps the vector
(p, q) to (Cq,�~Cp), where ~C is the inverse of the
transpose of C. This is implemented by a unitary
transformation F[C]. It is called the Fourier trans-
form associated with the invertible matrix C:

F½C�jpi¼
1ffiffiffi
d
p n

X
q2Fn

eð2�i=dÞptCqjqi ½22�

By construction, the relation

F½C�wðp; qÞF�½C� ¼ eð2�i=dÞptqwðCq;�~CpÞ ½23�

follows. If C = diag(c1, . . . , cn) is a diagonal matrix,
then F[C] is a local unitary transformation. In fact,
the Fourier transform is a tensor product

F½C� ¼ F½c1� � F½c2� � 	 	 	 � F½cn� ½24�

with cx 2 Fn0, where the tensor product structure is
determined by jqi= jq1i � 	 	 	 � jqni.

The Stabilizer Formalism

This section is dedicated to the stabilizer formalism,
which has widely been discussed in the literature
(Calderbank et al. 1997, Gottesman 1996, 1997).
We investigated here stabilizer codes from a point of
view of symmetries and show how they can be
characterized by Clifford channels. We verify that
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stabilizer codes are specific Clifford channels in the
sense described in the last section. To begin with, we
consider an irreducible Weyl system (w, f ,H) of an
even-dimensional F-vector space � such that the
antisymmetric part of the factor system � := f�1�f is
a symplectic form on �. Furthermore, we need to
introduce the following notions:

The symplectic complement of a subspace Q 
 �
is the subspace

Q� ¼ f� 2 �j�ð�jqÞ ¼ 18q 2 Qg ½25�

Furthermore, a subspace Q of � is isotropic if it is
contained in its symplectic complement Q� � Q. In
other words, for all pairs of vectors q, q0 2 Q we
have �(q j q0) = 1.

We consider an isotropic subspace Q and we
denote by (wjQ, f jQ,H) the corresponding restriction
of the Weyl system (w, f ,H). Since Q is isotropic, it
follows that the restriction f jQ is symmetric. Hence,
the Weyl algebra for the restricted system A Q :=
A (wjQ, f jQ,H) is an abelian subalgebra of B(H). As
a consequence, all the operators in A Q can be
diagonalized simultaneously. To obtain the joint
spectral resolution for all operators in A, we employ
some facts from the theory of finite dimensional
abelian C�-algebras:

1. A Q is a finite-dimensional abelian C�-algebra and
can be identified with the algebra of complex
functions C(Q^) on a finite set Q^.

2. Each element $ 2 Q^ is a character (pure state),
that is, a linear functional such that
$(AB) =$(A)$(B) and $(A�) =$(A).

3. For each operator A 2 A Q there exists precisely
one function fA on Q^ which is uniquely
determined by $(A) = fA($). The isomorphism
A! fA is called the Gelfand isomorphism.

4. A character $ 2 Q^ is an irreducible representa-
tion of A Q and there is a unique projection e$
onto the subspace in H which carries this
irreducible representation.

From these facts we derive a joint spectral
resolution for all operators in A Q. Namely, each
A2 A Q can be written as

A ¼
X
$2Q^

e$ $ðAÞ ½26�

We are now prepared to introduce the notion of
stabilizer codes in accordance with Calderbank et al.
(1997) and Gottesman (1996, 1997): Let Q be an
isotropic subspace in � and let $ 2 Q^ be a character
of A Q. The projection e$ is called a stabilizer code.
The abelian group that is generated by the Weyl
operators w(q), q 2 Q, is called stabilizer group. The

abelian C�-algebra A Q is called stabilizer algebra.
According to the following theorem, each stabilizer
code is uniquely associated with a Clifford channel:

Theorem 8 (Schlingemann 2002, 2004). Let Q be
an isotropic subspace of � and let e$ be the
stabilizer code of a character $. Then there exists
a unique Clifford channel E$ with input system
(w$, f$,H$) and output system (wjQ� , f jQ� ,H) such
that the following is true:

(i) For each � 2 � the identity

E$ðwð�ÞÞ¼ 
Q�ð�Þw$ð�Þ ½27�

is fulfilled.
(ii) Let v$ :H$!H be the isometry which embeds
H$ into H, then

E$ðAÞ ¼ v�$Av$ ½28�

holds for all A 2 B(H).
(iii) The channel E$ is invariant under translations

in the isotropic subspace Q, that is, the identity

E$ � Ad½wðqÞ�¼ E$ ½29�

holds for all q 2 Q.

Stabilizer codes for maximally isotropic subspaces
Q=Q� are special, since the projection e$ onto the
eigenspace of the character $ is one-dimensional.
Thus, e$ is the density matrix of a pure state which is
called stabilizer state. In view of Theorem 8, the
expectation value of a Weyl operators w(�) is given by

tr e$wð�Þð Þ ¼ $ðwð�ÞÞ
Qð�Þ ½30�

Representation by Graphs

As described in the previous section (Theorem 8),
each stabilizer codes is a pure Clifford channel
which is completely determined by an isotropic
subspace and a character of the corresponding
stabilizer algebra. A constructive characterization
of isotropic subspaces can be given in terms of
graphs, as it has been shown in Schlingemann (2002,
2004). The complete description of a stabilizer code
requires in addition the choice of a character of the
stabilizer algebra. Both data, the isotropic subspace
and the character, can be encoded in a single graph
�. The set of vertices N is partitioned into four
different types, the input vertices I, the output
vertices J, the measurement vertices K and the
syndrome vertices L (see Figure 1). The edges of
the graph are undirected, and a pair of vertices can
be connected by at most d � 1 edges, where self-
links are also allowed. The adjacency matrix (also
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denoted by �) is a symmetric matrix with entries
�x

y = 0, 1, . . . , d � 1 according to the number of
edges between x and y. Thus, the adjacency matrix
can be seen as a linear operator on FN with cyclic
field F = Zd. Each subset A 
 N corresponds to a
linear projection onto the subspace FA 
 FN, which
we denote by �A. For a convenient description we
introduce the following notation: the union of two
sets of vertices is written without the symbol [, that
is, instead of I [ J we write IJ:

Theorem 9 (Schlingemann 2002, 2004). Let Q 

FJ � FJ be an isotropic subspace and let $ be a
character of the stabilizer algebra A Q. Then there
exists a graph � with input vertices I, output vertices
J, measurement vertices K and syndrome vertices L

such that the following holds:

(i) The linear operator �JK��IKL is invertible.
(ii) The isotropic subspace Q consists of the vectors

(�J��JKq, �Jq) with q 2 ker(�IK��JK).
(iii) There is a unique vector a in the syndrome

subspace FL such that the expectation values of
the character $ are given by

$ wð�J��JKq; �JqÞð Þ¼ 	ðqþaÞt�ðqþaÞ
d ½31�

with q 2 ker(�IK��JK).

Theorems 8 and 9 provide different useful
characterizations of stabilizer codes, namely in
terms of eigenspaces, Clifford channels, and graphs.


 The original definition of stabilizer codes in terms of
eigenspaces goes back to Calderbank, Gottesman,
Rains, Shor, and Sloane (see, e.g., Calderbank et al.
(1997), Gottesman (1996, 1997). They have devel-
oped an approach to derive quantum codes from
classical binary codes.


 Stabilizer codes can also be characterized by
specific Clifford channels (see Theorem 8). The
condition for a channel to be a stabilizer code is
the covariance with respect to a subgroup of
phase space translations. This reflects stabilizer
codes in terms of symmetries.

 Theorem 9 yields a characterization of stabilizer

codes in terms of graphs providing an explicit
expression for the isotropic subspace and the
character of the stabilizer code. This graphical
representation provides a suggestive encoding of
various properties like error-correcting capabil-
ities, multipartite entanglement, the effects of
specific local operations. In fact, as it has been
shown in Briegel and Raussendorf (2001), Dür
et al. (2003), and Hein et al. (2004) that the
entanglement present in a graph state can be
derived from its shape.

See also: Capacities Enhanced by Entanglement;
Quantum Error Correction and Fault Tolerance.
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Figure 1 (a) A graphical representation of a Weyl operator
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correcting code, encoding one qubit into five (see 00273). The

input vertex is gray, the output vertices are black. Each binary

vector represents a Pauli matrix sitting at a tensor position of the

output system. (b) The expectation values which are products
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(�1)qq 0 is assigned. The character corresponds to the syndrome

configuration (1110) (blanc vertices).
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Introduction

A typical problem of quantum statistical mechanics is
to compute equilibrium states of quantum dynamical
systems. However, there is a strange difficulty inherent
in this task, which is to describe the solution: if we try
to describe the quantum state by specifying all matrix
elements of all local density operators, we have a job
which grows exponentially with the system size. This
approach is obviously out of the question for the large
systems statistical mechanics is interested in. Luckily,
in practice nobody really wants to see all those
numbers anyway, and one is content with determining
a few correlation functions, or other easily parame-
trized characteristics of the state. But for computing a
state in the first place, we cannot restrict the state
description to a such parameters. So the problem there
is again: how can we efficiently parametrize the states
of interest?

In this article we collect some results on a
particular way of addressing this problem. It
originated in the early 1990s (Fannes et al. 1992b)
in ideas for quantizing the notion of Markov chains
(Accardi and Frigerio 1983). Recently, there has
been a new surge of interest in such ideas, because
they turned out to be very useful for numerical work
on quantum spin chains.

Its typical feature is that one does not directly
describe expectation values of the state, but instead
generates the state from a description of its correla-
tions between neighboring sites. In the language of
quantum information theory, it could be said that
the method focuses on the entanglement between
different parts of the system.

The Basic Construction

Notation

We consider a quantum spin chain, that is, a system
of infinitely subsystems, labeled by the integers, each

of which is a quantum-mechanical d-level system.
Let us denote the observable algebra at site x 2 Z by
Ax. Each Ax is hence isomorphic to the d � d
matrices. The observables of the whole (infinite)
system lie in the infinite tensor product
AZ =

N
x2ZAx. This is defined as a quasilocal

algebra (Bratteli and Robinson 1987, 1997), which
is to say that it is the algebra generated by all finite
tensor products of elements of the Ax, say

N
x2� Ax

with Ax 2 Ax and � finite. Such an element is said
to be localized in �, and we denote by A� the
corresponding algebra. For �1 
 �2, we identify A�1

with a subalgebra of A�2
, by tensoring with the

identity operator on all sites in �2n�1. AZ is the
completion of the union of all A�, with � finite,
under the C�-norm.

A state ! on AZ is uniquely specified by its
expectations on the subalgebras A�. Since these are
finite-dimensional matrix algebras, we can write
!(A) = tr(��A) for A 2 A�, with a ‘‘local density
operator’’ ��. The system of local density operators
must be consistent with respect to restrictions
(partial traces).

So far we have not used the structure of the
underlying lattice Z in any way. This enters via the
translation automorphisms �n of AZ, which identify
Ax with Axþn. A state is called translationally
invariant, if ! � �n =!. The translationally invariant
states form a weakly compact convex subset of the
state space of AZ, whose extreme points are called
ergodic states.

How to Generate Correlations

Correlations between parts of a systems typically
have their origin in an interaction in the past. Even
if the subsystems are dynamically separated later on,
the correlation persists, and one can take this as a
motivation to model correlations from two ingredi-
ents: a simplified prototype of a correlated system,
and some evolution taking the parts of the simplified
system to the parts of the given system. Let us
consider a composite system, whose parts have
observable algebras A1 and A2, respectively, so
that the whole system has algebra A1 �A2. We can
build a state ! on this system from a simpler one,
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say a state � on some B1 � B2, and two completely
positive unit preserving maps Ti :Ai! Bi such that

!ðA1 � A2Þ ¼ � T1ðA1Þ � T2ðB2Þð Þ

Some features of � are inherited by !. For example,
when � is separable (a convex combination of
products), which is always the case if either B1 or
B2 is classical (i.e., an abelian algebra), then the
same holds for !. Hence, if we want to describe
quantum correlated ‘‘entangled’’ states, we have to
build the correlations on an entangled state �.
Similarly, the ‘‘size’’ of the model system B1 � B2

limits the strength of correlations in !. As for every
correlated state, we can look at the linear func-
tionals on A2, which are of the form A 7!!(A1 � A)
with fixed A1 2 A2. The dimension of the space of
such functionals might be called the correlation
dimension of !. This dimension is 1 for product
states, and can clearly not increase by passing from
� to !. Hence, it is bounded by the dimensions of B1

and B2, even if A1 and A2 are infinite dimensional.
‘‘Finite correlation’’ in the sense of the title of this
article refers to the finiteness of the correlation
dimension between the two halves of a spin chain.

The VBS Construction, and Matrix Product States

The so-called valence bond solid (VBS) states on a
chain are constructed by applying these ideas to the
correlations across every link of a spin chain. Let us
introduce a correlated model state �x on some
algebra B�x � Bþx for every bond (x, xþ 1). Then
the state at site x is a function of contributions from
both bonds connecting it, and we express this by a
completely positive map Tx :Ax!Bþx�1 � B�x . Then
an observable A1 � � � � � AL on a chain piece of
length L is first mapped by

NL
x = 1 Tx to an element

of Bþ0 � B�1 � � � � � BþL�1 � B�L . Evaluating with the
states �1 � � � � � �L�1, we are left with an element of
Bþ0 � B�L , which we can evaluate with yet another
state �0L describing the boundary conditions for the
construction (see Figure 1).

Clearly, if we take the algebras B	x large enough,
and the model states �x sufficiently highly entangled,
we can generate every state on the finite chain.
However, we can get an interesting class of states,
even for fixed finite dimensions of the B	x . By
restricting this correlation dimension, we can set a
level of complexity for the state description. We can
then try to handle a given physical problem first
with simple states of low correlation dimension, and
increase this parameter only as needed. A typical
problem here is to determine the ground state of a
finite-range Hamiltonian. We can then optimize
each Tx and �x separately, minimizing the ground

state energy with all other elements fixed. This is a
semidefinite programming problem, for which very
efficient methods are known. The global minimiza-
tion is then done by letting the optimization site x
sweep over the whole chain as often as needed.

In a ground-state problem one is looking for a
pure state, and it is therefore sufficient to choose
both the model states �x and the operations Tx to
pure, that is, without decomposition into sums of
similar objects. The scheme is thus run at the vector
level rather than the operator level: we take the
algebras Bþx =B�x as the operators on a Hilbert space
Kx, and �x = (dim Kx)�1j�xih�xj with the (unnor-
malized) maximally entangled vector

�x ¼
X

j

jji � jji 2 Kx �Kx ½1


The maps Tx will be implemented by a single
operator Vx :Kx�1 �Kx!H as Tx(A) = V�xAVx.
Then the vectors � 2 H�L contributing to the state
on the chain of length L are of the form

� ¼ V1 � � � �VL jj0i � ��L � jiL
� �

¼
X

j0;j1;...;jL

ðV1 � � � �VLÞjj0; j1; j1; . . . ; jL�1; jLi

where j0, jL are labels for bases in K0 and KL,
describing the possible choices at the boundary, and
we have used the special form of �. We write out
the operators Vx in components, so that

Vxjjj0i ¼
X
�

j�iV�
x;jj0

with suitable dim Kx�1 � dim Kx dimensional
matrices V�

x , in terms of which the above expression
can be interpreted as a matrix product. The
components of � in a product basis {j�i} become

h�1; . . . ; �Lj�i ¼ hj0jV�1

1 V�2

2 � � �V
�L

L jjLi ½2


Due to this form the states generated in this way
have also been called ‘‘matrix product states’’
(Klümper 1991). If one wants to consider periodic
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boundary conditions, the indices j0 and jL can also
be contracted, and the expression becomes a trace.
For some simulations it is also convenient to choose
�K0 = dim KL = 1, so there is only one matrix
element to be considered.

The scheme for getting ground-state vectors
described here is essentially the same as the density
matrix renormalization group method (Verstraete
et al. 2004). However, the version given here
appears to be more transparent, more flexible, and
in some cases (e.g., periodic boundary conditions)
vastly more efficient. However, it may be too early
for such judgment, since this is very much work in
progress (Verstraete et al. 2005).

In the sequel, we will focus not so much on the
numerical aspects, but on the possibility this
construction offers to explicitly construct nontrivial
translationally invariant states on the infinite chain.
Numerically, even in a translation invariant situa-
tion the matrices V�

x obtained by optimization may
turn out to depend on x (Wolf, Private Commu-
nication), that is, one has to admit the possibility of
a spontaneous symmetry breaking. However, for the
construction of states on the infinite chain we will
simply fix all Vx to be equal. In some sense this
turns the matrix product into a matrix power, which
could be analyzed by methods familiar from the
transfer matrix formalism of statistical mechanics.
In eqn [2] this does not work, because of the
�-dependence of the matrices involved. Neverthe-
less, a slight reorganization of the construction will
lead to a transfer-matrix-like formalism.

The Evolution Operator Construction

Fixing all Tx to be the same in Figure 1 still does not
fix the state uniquely, since both in the mixed state
version and in the pure state version of the
construction some boundary information enters, as
well. This boundary information then has to be
chosen in such a way that a consistent family of
local density operators is generated. It turns out that
by rearranging the construction a little bit one can
trivially solve one boundary condition, and reduce
the other to finding a fixed point of a linear
operator. This rearrangement was first carried out
in Fannes et al. (1992b), where the term ‘‘finitely
correlated state’’ was also coined.

The basic element of the VBS construction was
the operators T :A!Bþ � B� (here already taken
independent of x). This is specified by dim A �
dim Bþ � dim B� matrix elements. However, assum-
ing we can identify the algebras B	, we can also
consider these matrix elements as those of an
‘‘evolution operator’’ E :A� B!B. This operator

is once again taken to be completely positive and
unit preserving. We introduce its nth iterate
E(n) :A�n � B!B by the recursion

Eð1Þ ¼ E; Eðnþ1Þ ¼ EðidA � EðnÞÞ ½3


Clearly, these operators are again completely posi-
tive and unit preserving. Another way to express this
iteration is to look at E as a family of maps on B,
parametrized by A 2 A: We set EA(B) = E(A� B),
and find

EðnÞðA1 � � � � � An � BÞ ¼ EA1
� � �EA1

ðBÞ ½4


An important special role is played by the operatorbE = E1, which is again completely positive and unit
preserving.

Now given any state � on B, we get a state !n on
A�n, by setting

!nðA1 � � � �AnÞ ¼ � EðnÞðA1 � � � � � An � 1Þ
� �

½5


Since bE(1) = 1, this family of states is consistent
with respect to increasing n, by adding sites on the
right, that is, !nþ1(A� 1) =!n(A). In other words,
the family !n defines a state on the infinite right
half-chain. This state can be extended to the full
chain, as a translationally invariant state if and
only if consistency also holds for adding sites
on the left, that is, if !nþ1(1� A) =!n(A) for all
A 2 A�n. For this we need a condition on the state
�: it must be invariant under the map bE (i.e.,
�(bE(B)) = �(B) for all B 2 B). This is the only
requirement, and we call ! the state AZ generated
by E and �. Note that since bE has the invariant
vector 1, its transpose also has an invariant vector,
which can also be chosen as a state. We will often
look at unique invariant state, in which case we can
call ! the state generated by E, without having to
mention �.

The valence bond picture was very much sug-
gested by trying to describe correlations in a
spatially distributed quantum system (the chain).
The construction given here is perhaps more readily
suggested by a process in time, rather than space. In
fact, the paper by Fannes et al. (1992b) was partly
motivated by an attempt to define a quantum analog
of Markov processes (Accardi and Frigerio 1983). In
fact, we can think of the construction as a general
form for a repeated measurement in quantum
theory. The object on which the measurements are
performed has observable algebra B, whereas
A describes the successive outputs. Choosing A to
be classical (abelian) we would find in ! the joint
probability distribution of the sequence of measured
values, when the initial state of the object is � (not
necessarily invariant). Allowing nonabelian A would
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then correspond to a family of delayed choice
experiments: while E describes the interaction of
the system with the measurement apparatus (includ-
ing the overall state change bE), we are still free to
make correlated and even entangled measurements
on the successive output systems. This interpretation
suggests many extensions, in particular, to continu-
ous time (where the case of abelian outputs is
discussed extensively in the classic book by Davies
1976), or to cases allowing an external quantum
input in each step, in which case we are looking at a
quantum channel with memory B (Kretschmann and
Werner 2005).

In spite of the different natural interpretations,
however, the constructions in this and previous
paragraphs give exactly the same class of transla-
tionally invariant states on the chain, as was shown
in (Fannes et al. 1992b).

Ergodic Decomposition

A state on AZ is called ergodic if it is an extreme
point of the compact convex subset of translation-
ally invariant states. Often in statistical mechanics,
one finds states which may be ergodic, but never-
theless contain a breaking of translation symmetry.
Such states can be decomposed into periodic states,
that is, states which are invariant with respect
to some power of the shift. In general, new
decompositions may become possible for any
period. If no decomposition into periodic states is
possible, the state is called completely ergodic.

In this section we consider the question of how to
decompose a finitely correlated state into ergodic
components, using a well-established connection
between ergodicity and clustering properties
(Bratteli and Robinson 1987, 1997), that is, the
decay of correlation functions.

Correlation functions are very easily evaluated for
finitely correlated states: let A	 be two observables
localized on n	 sites, and suppose that these sites are
separated by L sites. Then eqn [5] gives

! A� � 1�L � Aþ
� �

¼ � E
ðn�Þ
A�

bEL E
ðnþÞ
A�
ð1Þ

� �
½6


The L-dependence of this operator is clearly
governed by the matrix powers of bE. By assumption
this operator always has the eigenvalue 1, becausebE(1) = 1, and has norm �1, because it is also
completely positive. The spectrum is hence
contained in the unit circle. Each eigenvalue with
modulus <1 thus contributes exponentially decay-
ing terms to the correlation function [6]. From
eigenvalues of modulus 1, which make up the
so-called peripheral spectrum, we may get constant

or periodic contributions. This distinction is directly
reflected in the ergodic properties (Fannes et al.
1992b):


 When the eigenvalue 1 is simple, there is a unique
invariant state �, and limn n�1

Pn�1
k = 0

bEk(B) =
�(B)1. This implies, by [6] and (Bratteli and
Robinson 1987, 1997, theorem 4.3.22), that ! is
ergodic.

 When the eigenvalue 1 is simple, the peripheral

spectrum consists precisely of the pth roots of
unity for some p � 1. The state ! is then the
equal-weight convex combination of p periodic
states with period p, which are translates of each
other.

 In particular (i.e., for p = 1), a peripheral spec-

trum consisting only of the simple eigenvalue 1
implies that ! is exponentially clustering in the
sense that

j! A� � 1�L � Aþ
� �

� !ðA�Þ!ðAþÞj
� polyðLÞrLkA�kkAþk ½7


where r is the largest modulus of eigenvalues other
than 1, and poly is polynomial obtained from the
Jordan normal form of bE. By the previous item, the
state ! is then completely ergodic.

 Conversely, if a state is finitely correlated, and is

ergodic (resp. completely ergodic), it has a
representation such that 1 is a simple eigenvalue
(resp. the peripheral spectrum is trivial).

Purity

Pure States

As in the case of the VBS construction, there is a
version of the evolution operator construction,
which is especially suited to produce pure states.
Pure states are those which cannot be decomposed
into a weighted sum of other states. For a
translationally invariant state, this is a much
stronger property than ergodicity and even com-
plete ergodicity: not only the decomposition into
periodic states is impossible, but any decomposition
whatsoever. Nevertheless, this is what one expects
from a ground state of translationally invariant
interaction.

From the formula [5] it is clear that if we
decompose the E-operator entering for a site x into
a sum two completely positive terms, we will have
decomposed ! into two positive terms. These might
still be equal, but it is certainly suggestive to look at
states generated with an E, which cannot be
decomposed nontrivially into a sum of other
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completely positive maps. Such maps are called
pure, and are characterized by the form

EðA� BÞ ¼ V�ðA� BÞV
V : Ck ! Cd �Ck is isometric

½8


and A and B are the algebras of d � d and k� k
matrices, respectively. Finitely correlated states
generated from such a pure evolution operator are
called purely generated. These are the candidates for
pure finitely generated states.

The form of a pure map is reminiscent of the
Stinespring dilation of a general completely positive
map: for a general E, we can set

EðA� BÞ ¼ V�ð1 ~A � A� BÞV ½9


where eA is some auxiliary matrix algebra. Since the
invariance condition for � does not involve the A
algebras, we get a purely generated state e! with one-
site algebra ( eA�A), whose restriction to the
original chain is !. Hence, purely generated states
are the prototypes from which all other finitely
correlated are obtained by sitewise restriction.

But are such states pure? Since bE need not have a
trivial peripheral spectrum, the previous section tells us
that a purely generated state may have a nontrivial
decomposition into other, perhaps periodic states. But
this is the only restriction we have to make. Indeed, the
following statements about a finitely correlated state !
are equivalent (Fannes et al. 1994, theorem 1.5):


 ! is pure;

 ! is purely generated, and the operator bE has

trivial peripheral spectrum;

 the mean entropy of ! vanishes, and ! is

clustering, that is, [7] holds; and

 E has the form [8], and no subalgebra of B, which

contains 1, is invariant under all operators EA.

The Asymptotic Form of the Local Support

Let us now fix an isometry V, such that bE has trivial
peripheral spectrum, and let � denote the unique
invariant state of bE. Then the vectors � 2 H�n in
the support of ! are of the form [2] and depend,
apart from the fixed choice of the V�

x � V�, on the
boundary indices j0, jn = 1, . . . , k. We can consider
this as a map �n from k� k matrices to H�n:

h�1; . . . ; �n j�nðBÞi ¼ trðBV�1V�2 � � �V�nÞ ½10


and denote the range of �n by Gn. Then Gn is at most
k2-dimensional. Moreover, this family of subspaces
is nested, that is, Gnþm � Gn �H�n and Gnþm �
H�m � Gm. Using that bE(B)n! �(B)1 converges
exponentially fast, we also find that �n is asympto-
tically an isometry between Gn, and the Hilbert

space of k� k matrices with scalar product
hB, Ci� = tr(�B�C). Hence, all the spaces Gn are
asymptotically identified, even though they are
contained in each other. This ‘‘self-similarity’’ is
the source of many further properties. For example,
for any density matrix e� on ‘þmþ r sites supported
by G‘þmþr, and any observable A, localized on m
sites in the middle of this interval (with ‘ to the
left and r to the right), we get the expectation
tr(e�A) � !(A), up to exponentially small terms
depending only on ‘ and r.

Ground States and Gaps

Suppose we fix some interval length ‘, and let h be
the projection onto the complement of G‘ in H�‘.
We now consider h as the interaction term of a
lattice interaction, that is, we consider the formal
Hamiltonian

H ¼
X

x

�xðhÞ ½11


Then in the finitely correlated state !, each term in
this sum has expectation zero, which is the absolute
minimum for such expectations, because h � 0. In
this sense ! is the ground state for this Hamiltonian.
Usually, ground states are not characterized in this
way: one can only require that the average energy is
minimized with respect to all translationally invari-
ant states (Bratteli and Robinson 1987, 1997,
theorem 6.2.58). Hence, one can usually perturb a
ground state locally such that some terms in [11]
have less than average expectation, at the expense of
others. For ! this is clearly impossible. Moreover,
any state !0 with !0(�x(h)) = 0 for all x must coincide
with !, even if we do not impose translation
invariance. This follows from the previous section:
the local density operators of !0 must all be
supported in Gn by the nesting property; hence, if
we compare density operators on intervals of length
‘þmþ r on observables localized on the middle m
sites, we get !0(A) � !(A), up to errors exponentially
small in ‘ and r.

The Hamiltonian [11] involves an infinite sum,
which can be mathematically understood as a
quadratic form in the GNS-representation associated
with ! (Bratteli and Robinson 1987, 1997). This is
the Hilbert space spanned by vectors written as A�,
with the scalar products hA�, B!i=! (A�B), for
local operators A, B. The ground-state property then
implies H� = 0, and H � 0, because h � 0. It can be
seen that H generates a well-defined dynamics, and
is essentially self-adjoint on the domain of such
vectors. Thus also the spectrum of H is a well-
defined concept. This suggests a strengthening of the
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ground-state property: not only is � the unique
eigenvector of H for eigenvalue 0, but there is a gap
� > 0 between zero and the next eigenvalue. This
property is of considerable interest for models in
solid-state physics and statistical mechanics. It was
shown for all ergodic pure finitely correlated states
in (Fannes et al. 1992b).

Density

Density of Finitely Correlated Pure States

The natural topology in which to consider the
approximation between states on the chain is the
weak topology. A sequence !n converges weakly to
! if for all local A the expectations converge, that is,
!n(A)!!(A).

Let us start from an arbitrary translationally
invariant state !, and see how we can approximate
it. First, we can split the chains into intervals of
length L, and replace ! by the tensor product of the
restrictions of ! to each of these intervals. This state
is not translationally invariant, so we average it over
the L translations, and call the resulting state !L.
Consider a local observable A, whose localization
region has length R. Then for L� R out of the L
translates contributing to !L the expectation will be
the same as for !, and we get

!LðAÞ ¼ 1� R

L

� �
!ðAÞ þ R

L
e!ðAÞ;

where the error term e! is again a state. Hence, !L

converges weakly to ! as L!1. One can show
easily that !L is finitely correlated, with an algebra
B essentially equal to A�L. Hence, the finitely
correlated states are weakly dense in the set of
translationally invariant states.

We can make the approximating states purer by a
very simple trick. In the previous construction we
always take two intervals together, and replace the
tensor product of the two restrictions by a purifica-
tion, that is, by a pure state on an interval of length
2L, whose restrictions to the two length-L subinter-
vals coincide with !. We average this over 2L
translates, and call the result �L. The estimates
showing that �L!! weakly are exactly the same as
before. Moreover, one can show (Fannes et al.
1992a) that �L is purely generated.

Being defined as a convex combination of other
states, �L is not pure, and the peripheral spectrum ofbE will contain all the 2Lth roots of unity. However,
we can use that such a rich peripheral spectrum is
not generic for bE constructed from an isometry V.
Therefore, if we choose an isometry V" close to the
isometry V generating �L, we obtain a purely

generated state �"L with trivial peripheral spectrum.
Since the expression for expectations of such states
depends continuously on the generating isometry,
we have that �"L! �L as "! 0. But we know from
the previous section that such states are pure.
Hence, the pure finitely correlated states are weakly
dense in the set of all translationally invariant states
(Fannes et al. 1992a).

This has implications for the geometry of the
compact convex set of translationally invariant
states, which are rather counter-intuitive for the
intuitions trained on finite-dimensional convex
bodies. To begin with, the extreme points (the
ergodic states) are dense in the whole body. This is
not such a rare occurrence in infinite-dimensional
convex sets, and is shared, for example, by the set of
operators F with 0 � F � 1 on an infinite-dimen-
sional Hilbert space (Davies 1976). Together with
the property that the translationally invariant states
form a simplex, it actually fixes the structure of this
compact convex set to be the so-called Poulsen
simplex. This was known also without looking at
finitely correlated states. The rather surprising result
of the above density argument is that even the small
subclass of states which are extremal, not only in the
translationally invariant subset but even in the
whole state space, is still dense.

Finitely Correlated Pure States with
Bounded Memory Dimension

It is clear in the above construction that the dimension
of the algebra B goes to infinity for an approximating
sequence. How many states can we get with a fixed
memory algebra B? The dimension of this manifold
can be estimated easily from the number of parameters
needed to describe the map E, and this dimension is
certainly small compared to the dimension of the state
space of the length L piece of the chain as L!1.
However, since this is an infinite set, and not a linear
subspace, we do not get an immediate bound on the
dimension of the linear span of these states. What we
want to show in this section is that the space of finitely
correlated states with fixed B nevertheless generates a
low-dimensional subspace of states on any large
interval of the chain. To this end we will have to
exhibit many observables A, localized on L sites,
whose expectation is the same for all finitely correlated
states with given B.

Let us look first at the case of purely generated
states, or rather at the vectors � 2 H�L, which can
be written in the form [2], which in the translation
invariant case becomes

h�1; . . . ; �L j�i ¼ hj0jV�1V�2 � � �V�L jjLi ½12
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for some collection V1, . . . , Vd of k� k matrices, and
some basis labels j0, jL 2 {1, . . . , k}. The span of all
such vectors will be denoted by VL(k, d), and we would
like to analyze the growth of dim VL(k, d), as L!1.
Now a vector with components a(�1, . . . ,�L) lies in the
orthogonal complement of VL(k, d) if and only ifX

�1;...;�L

að�1; . . . ; �LÞV�1V�2 � � �V�L ¼ 0

for any collection of matrices V�. In other words, this
expression, considered as a noncommutative polyno-
mial in d variables, is a polynomial identity for k� k
matrices. The simplest such identity, for k = 2,
d = 3, L = 5, is [A, [B, C]2] = 0. (For the proof observe
that [B, C] is traceless, so its square is a multiple of the
identity by the Cayley–Hamilton theorem.) This
identity alone implies the existence of many more
identities. For example, we can substitute higher-order
polynomials for A, B, C, and multiply the identity with
arbitrary polynomial from the right or form the left.
There is a well-developed theory for such identities,
called the theory of polynomial identity (PI) rings. In
that context, the precise growth we are looking for has
been worked out (Drensky 1998):

lim
L!1

log dim VLðk; dÞ
log L

¼ðd � 1Þk2 þ 1 ½13


Thus, the dimVL(k, d) only grows like a polynomial
in L, of known degree, and the joint support of all
purely generated finitely correlated state is exponen-
tially small compared to H�L.

We can apply the same idea to the set of all finitely
correlated states with B equal to the k� k matrices.
The joint support in this case is the full space, since the
trace state on the chain, which is a product state
generated with k = 1, already has full support. How-
ever, it is still true all but a polynomial number of
expectation values of ! are already fixed by specifying
k. Indeed, formula [5] for a general state is precisely of

the form [12], with the difference that the arguments A
replace �, and the matrices EA are now operators on
the k2-dimensional space B. If we only want an upper
bound, we can ignore subtlatties coming from Hermi-
ticity and normalization constraints on E, and we get
that the dimension of all finitely correlated states
generated from the k� k matrices, restricted to a
subchain of length L, grows at most like L�, with
� � (d2 � 1)k2 þ 1.

See also: Ergodic Theory; Quantum Spin Systems;
Quantum Statistical Mechanics: Overview.
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Introduction

Knots belong to sailors and climbers and upon further
reflection, perhaps also to geometers, topologists, or
combinatorialists. Surprisingly, throughout the 1980s,
it became apparent that knots are also closely related

to several other branches of mathematics in general
and mathematical physics in particular. Many of these
connections (though not all!) factor through the
notion of ‘‘finite-type invariants’’ (aka ‘‘Vassiliev’’ or
‘‘Goussarov–Vassiliev’’ invariants) (Goussarov 1991,
1993, Vassiliev 1990, 1992, Birman-Lin 1993,
Kontsevich 1993, Bar-Natan 1995).

Let V be an arbitrary invariant of oriented knots in
oriented space with values in some abelian group A.
Extend V to be an invariant of 1-singular knots, knots
that may have a single singularity that locally looks like
a double point �%-, using the formula
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Vð �%-Þ ¼ Vð Þ � Vð Þ ½1�

Further extend V to the set Km of m-singular
knots (knots with m double points) by repeatedly
using [1].

Definition 1 We say that V is of type m if its
extension VjKmþ1 to (mþ 1)-singular knots vanishes
identically. We also say that V is of finite type if it is
of type m for some m.

Repeated differences are similar to repeated deriva-
tives; hence, it is fair to think of the definition of VjKm

as repeated differentiation. With this in mind, the
above definition imitates the definition of polynomials
of degree m. Hence, finite-type invariants can be
considered as ‘‘polynomials’’ on the space of knots.

As described in the section ‘‘Basic facts’’, finite-type
invariants are plenty and powerful and they carry a
rich algebraic structure and are deeply related to Lie
algebras. There are several constructions for a
‘‘universal finite-type invariant’’ and those are related
to conformal field theory, the Chern–Simons–Witten
topological quantum field theory, and Drinfel’d’s
theory of associators and quasi-Hopf algebras (see
the section ‘‘The proofs of the fundamental theo-
rem’’). Finite-type invariants have been studied
extensively (see the section ‘‘Some further directions’’)
and generalized in several directions (see the section
‘‘Beyond knots’’). But the first question on finite-type
invariants remains unanswered:

Problem 2 Honest polynomials are dense in the
space of functions. Are finite-type invariants dense
within the space of all knot invariants? Do they
separate knots?

In a similar way, one may define finite-type
invariants of framed knots (and ask the same
questions).

Basic Facts

Classical Knot Polynomials

The first (nontrivial!) thing to notice is that there are
plenty of finite-type invariants and they are at least
as powerful as all the standard knot polynomials
combined (finite-type invariants are like polynomials
on the space of knots; the standard phrase ‘‘knot
polynomials’’ refers to a different thing – knot
invariants with polynomial values):

Theorem 3 (Bar-Natan 1995, Birman-Lin 1993).
Let J(K)(q) be the Jones polynomial of a knot K (it is
a Laurent polynomial in a variable q). Consider the
power series expansion J(K)(ex) =

P1
m = 0 Vm(K)xm.

Then each coefficient Vm(K) is a finite-type knot

invariant (thus, the Jones polynomial can be
reconstructed from finite-type information).

A similar theorem holds for the Alexander–
Conway, HOMFLY-PT, and Kauffman polynomials
(Bar-Natan 1995), and indeed, for arbitrary Reshe-
tikhin–Turaev invariants (Reshetikhin and Turaev
1990, Lin 1991), although it is still unknown if the
signature of a knot can be expressed in terms of its
finite-type invariants.

Chord Diagrams and the Fundamental Theorem

The top derivatives of a multivariable polynomial
form a system of constants which determine
the polynomial up to polynomials of lower
degree. Likewise the mth derivative V(m) :=
V( �%- m� � � �%-) of a type m invariant V is a constant (for
V( �%- m� � � �%- )�V( �%- m� � � �%- ) = V( �%- mþ1� � � �%-) = 0
so V(m) is blind to 3D topology), and likewise V(m)

determines V up to invariants of lower type. Hence, a
primary tool in the study of finite-type invariants is the
study of the ‘‘top derivative’’ V(m), also known as ‘‘the
weight system of V.’’

Blind to 3D topology, V(m) only sees the combi-
natorics of the circle that parametrizes an m-singular
knot. On this circle, there are m pairs of points that
are pairwise identified in the image; one indicates
those by drawing a circle with m chords marked (an
‘‘m-chord diagram’’) (see Figure 1).

Definition 4 Let Dm denote the space of all formal
linear combinations with rational coefficients of
m-chord diagrams. Let Ar

m be the quotient of Dm

by all 4T and FI relations as drawn in Figure 2 (full
details are given in, e.g., Bar-Natan (1995)), and let
Âr be the graded completion of A :=

L
mA

r
m. Let

Am,A, and Â be the same as Ar
m,Ar, and Âr

but without imposing the FI relations.

Theorem 5 (The fundamental theorem)

1

4

2
1

2

4

3
3

Figure 1 A 4-singular knot and its corresponding chord diagram.

4T : FI :

Figure 2 The 4T and FI relations.
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� (Easy part). If V is a rational valued type
m-invariant then V(m) defines a linear functional on
Ar

m. If in addition V(m) 	 0, then V is of type m� 1.
� (Hard part). For any linear functional W on Ar

m,
there is a rational valued type m invariant V so
that V(m) = W.

Thus, to a large extent, the study of finite-type
invariants is reduced to the finite (though super-
exponential in m) algebraic study of Ar

m. A similar
theorem reduces the study of finite-type invariants
of framed knots to the study of Am.

The Structure of A

Knots can be multiplied (the ‘‘connected sum’’ opera-
tion) and knot invariants can be multiplied. This
structure interacts well with finite-type invariants and
induces the following structure on Ar and A:

Theorem 6 (Kontsevich 1993, Bar-Natan 1995,
Willerton 1996, Chmutov et al. 1994). Ar and A are
commutative and cocommutative graded bialgebras
(i.e., each carries a commutative product and a
compatible cocommutative coproduct). Thus, both
Ar and A are graded polynomial algebras over their
spaces of primitives, Pr = 
m Pr

m and P= 
m Pm.

Framed knots differ from knots only by a single
integer parameter (the ‘‘self-linking,’’ itself a type 1
invariant). Thus, Pr and P are also closely related.

Theorem 7 (Bar-Natan 1995). P=Pr 
 h�i, where
� is the unique 1-chord diagram:

Bounds and Computational Results

Table 1 shows the number of type m-invariants of
knots and framed knots modulo type m� 1 invar-
iants (dim Ar

m and dim Am) and the number of
multiplicative generators of the algebra A in degree
m ( dim Pm) for m � 12. Some further tabulated
results are in Bar-Natan (1996).

Little is known about these dimensions for large m.
There is an explicit conjecture in Broadhurst (1997),
but no progress has been made in the direction of
proving or disproving it. The best asymptotic bounds
available are the following.

Theorem 8 For large m, dim Pm > ec
ffiffiffi
m
p

(for any
fixed c < �

ffiffiffiffiffiffiffiffi
2=3

p
) and dim Am < 6mm!

ffiffiffiffiffi
m
p

=�2m

(Stoimenow 1998, Zagier 2001).

Jacobi Diagrams and the Relation
with Lie Algebras

Much of the richness of finite-type invariants stems
from their relationship with Lie algebras. Theorem 9
below suggests this relationship on an abstract level,
Theorem 10 makes that relationship concrete, and
Theorem 12 makes it a bit deeper.

Theorem 9 (Bar-Natan 1995). The algebra A is
isomorphic to the algebra At generated by ‘‘Jacobi
diagrams in a circle’’ (chord diagrams that are also
allowed to have oriented internal trivalent vertices)
modulo the AS, STU, and IHX relations (see Figure 3).

Thinking of trivalent vertices as graphical analogs
of the Lie bracket, the AS relation becomes the
anti-commutativity of the bracket, STU becomes
the equation [x, y] = xy� yx, and IHX becomes the
Jacobi identity. This analogy is made concrete
within the proof of the following:

Theorem 10 (Bar-Natan 1995). Given a finite-
dimensional metrized Lie algebra g (e.g., any semi-
simple Lie algebra), there is a map T g :A! U(g)g

defined on A and taking values in the invariant part
U(g)g of the universal enveloping algebra U(g) of g.
Given also a finite-dimensional representation R of g
there is a linear functional Wg, R :A!Q.

Table 1 Some dimensions of spaces of finite type invariants

m 0 1 2 3 4 5 6 7 8 9 10 11 12

dim Ar
m 1 0 1 1 3 4 9 14 27 44 80 132 232

dim Am 1 1 2 3 6 10 19 33 60 104 184 316 548

dim Pm 0 1 1 1 2 3 5 8 12 18 27 39 55

Source: Bar-Natan (1995); Kneissler (1997).

+

=

= 

AS :

STU :

IHX :

=        0

–

–

Figure 3 A Jacobi diagram in a circle and the AS, STU, and

IHX relations.
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The last assertion along with Theorem 5 show
that associated with any g, R, and m, there is a
weight system and hence a knot invariant. Thus,
knots are unexpectedly linked with Lie algebras.

The hope (Bar-Natan 1995) that all finite-type
invariants arise in this way was dashed by Vogel
(1997, 1999) and Lieberum (1999). But finite-type
invariants that do not arise in this way remain rare
and not well understood.

The Poincaré–Birkhoff–Witt (PBW) theorem of
the theory of Lie algebras says that the obvious
‘‘symmetrization’’ map �g :S(g)! U(g) from the
symmetric algebra S(g) of a Lie algebra g to its
universal enveloping algebra U(g) is a g-module
isomorphism. The following definition and theorem
form a diagrammatic counterpart of this theorem:

Definition 11 Let B be the space of formal linear
combinations of ‘‘free Jacobi diagrams’’ (Jacobi
diagrams as before, but with unmarked univalent
ends (‘‘legs’’) replacing the circle; see an example in
Figure 4), modulo the AS and IHX relations of before.
Let � :B ! A be the symmetrization map which maps
a k-legged free Jacobi diagram to the average of the k!
ways of planting these legs along a circle.

Theorem 12 (Diagrammatic PBW; Kontsevich
1993, Bar-Natan 1995). � is an isomorphism of
vector spaces. Furthermore, fixing a metrized g there
is a commutative square as in Figure 5.

Note that B can be graded (by half the number of
vertices in a Jacobi diagram) and that � respects

degrees so it extends to an isomorphism � : B̂ ! Â
of graded completions.

Proofs of the Fundamental Theorem

The heart of all known proofs of Theorem 5 is
always a construction of a ‘‘universal finite-type
invariant’’ (see below); it is simple to show that the
existence of a universal finite-type invariant is
equivalent to Theorem 5.

Definition 13 A universal finite-type invariant is a
map Z : {knots}!Âr whose extension to singular
knots satisfies Z(K) = Dþ (higher degrees) when-
ever a singular knot K and a chord diagram D are
related as discussed before.

The Kontsevich Integral

The first construction of a universal finite-type
invariant was given by Kontsevich (1993) (see also
Bar-Natan (1995) and Chmutov and Duzhin
(2001)). It is known as ‘‘the Kontsevich integral’’
and up to a normalization factor it is given by

Z1ðKÞ ¼
X1
m¼0

1

ð2�iÞm
X

t1<���<tm

P¼fðzi ;z
0
i
Þg

Z
ð�1Þ#P#DP

m̂

i¼1

dzi � dz0i
zi � z0i

where the relationship between the knot K, the pairing
P, the real variables ti, the complex variables zi and z0i,
and the chord diagram DP is summarized in Figure 6
(the symbol

RP
means ‘‘sum over all discrete variables

and integrate over all continuous variables.’’)
The Kontsevich integral arises from studying the

holonomy of the Knizhnik–Zamolodchikov equation
of conformal field theory (Knizhnik and Zamolodchi-
kov 1984). When evaluating Z1, one encounters
multiple �-numbers (Le-Murakami 1995) in a sub-
stantial way, and the proof that the end result is
rational is quite involved (Le-Murakami 1996) and
relies on deep results about associators and quasitrian-
gular quasi-Hopf algebras (Drinfel’d 1990, 1991).
Employing the same techniques, in Le-Murakami

Figure 4 A free Jacobi diagram.

(�)(�)

�

χ

χ�

�

Figure 5 The diagrammatic PBW isomorphism and its

classical counterpart.

z2
z ′

z

t1

t2

t3

t4

t

2

3
1

4K
DP 

2

Figure 6 The key ingredients of the Kontsevich integral.
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(1996), it is also shown that the composition of Wg, R �
Z1 precisely reproduces the Reshetikhin–Turaev invar-
iants (Reshetikhin and Turaev 1990).

Perturbative Chern–Simons–Witten Theory
and Configuration Space Integrals

Historically, the first approach to the construction
of a universal finite-type invariant was to use
perturbation theory with the Chern–Simons–Witten
topological quantum field theory; this is also how
the relationship with Lie algebras first arose. But
taming the integrals involved turned out to be
difficult and working constructions using this
approach appeared only a bit later.

In short, one writes a perturbative expansion for
the large k asymptotics of the Chern–Simons–Witten
path integral for some metrized Lie algebra g with a
Wilson loop in some representation R of g,Z

g-connections

DA trR holK ðAÞ

� exp

�
ik

4�

Z
R3

tr A ^ dAþ 2

3
A ^ A ^ A

� ��
The result is of the formX

D: Feynman diagram

WgðDÞ;R
XZ
EðDÞ

where E(D) is a very messy integral expression and
the diagrams D as well as the weights Wg(D), R were
already discussed before. Replacing Wg(D), R by
simply D in the above formula, we get an expression
with values in Â:

Z2ðKÞ :¼
X

D

D
XZ
EðDÞ 2 Â

For formal reasons Z2(K) ought to be a universal
finite-type invariant, and after much work taming
the E(D) factors and after multiplying by a further
framing-dependent renormalization term Zanomaly,
the result is indeed a universal finite-type invariant.

Upon further inspection, the E(D) factors can be
reinterpreted as integrals of certain spherical volume
forms on certain (compactified) configuration spaces
(Bott–Taubes 1994). These integrals can be further
interpreted as counting certain ‘‘tinker toy construc-
tions’’ built on top of K (Thurston 1995). The latter
viewpoint makes the construction of Z2 visually
appealing (Bar-Natan 2000), but there is no satis-
factory write-up of this perspective yet.

We note that the precise form of the renormaliza-
tion term Zanomaly remains an open problem. An
appealing conjecture is that Zanomaly = exp (1/2)��. If

this is true then Z2 = Z1 (Poirier 1999); but the
conjecture is only verified up to degree 6 (Lescop
2001) (there is also an unconfirmed verification to all
orders (Yang 1997)).

The most important open problem about pertur-
bative Chern–Simons–Witten theory is not directly
about finite-type invariants, but it is nevertheless
worthwhile to recall it here:

Problem 14 Does the perturbative expansion of the
Chern–Simons–Witten theory converge (or is asymp-
totic to) the exact solution due to Witten (1989) and
Reshetikhin and Turaev (1990) when the parameter
k converges to infinity?

Associators and Trivalent Graphs

There is also an entirely algebraic approach for the
construction of a universal finite-type invariant Z3.
The idea is to find some algebraic context within which
knot theory is finitely presented – that is, presented by
finitely many generators subject to finitely many
relations. If the algebraic context at hand is compatible
with the definitions of finite-type invariants and of
chord diagrams, one may hope to define Z3 by defining
it on the generators in such a way that the relations are
satisfied. Thus, the problem of defining Z3 is reduced
to finding finitely many elements of A-like spaces
which solve certain finitely many equations.

A concrete realization of this idea is in
Le-Murakami (1996) and Bar-Natan (1997) (follow-
ing ideas from Drinfel’d (1990, 1991) on quasitrian-
gular quasi-Hopf algebras). The relevant ‘‘algebraic
context’’ is a category with certain extra operations,
and within it, knot theory is generated by just two
elements, the braiding and the re-association .
Thus, to define Z3 it is enough to find R = Z3( )
and ‘‘an associator’’ � = Z3( ) which satisfy certain
normalization conditions as well as the pentagon
and hexagon equations:

�123 � ð1�1Þð�Þ � �234 ¼ ð�11Þð�Þ � ð11�Þð�Þ

ð�1ÞðR�Þ ¼ �123ðR�Þ23ð��1Þ132ðR�Þ13�312

As it turns out, the solution for R is easy and
nearly canonical. But finding an associator � is rather
difficult. There is a closed-form integral expression
�KZ due to Drinfel’d (1990) but one encounters the
same not-too-well-understood multiple � numbers.
There is a rather complicated iterative procedure
for finding an associator (Drienfel’d 1991, Bar-
Natan 1998). On a computer it had been used to find
an associator up to degree 7. There is also closed-form
associator that works only with the Lie superalgebra
gl(1j1) (Lieberum 2002). But it remains an open
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problem to find a closed-form formula for a rational
associator (existence by Drienfel’d (1991) and
Bar- Natan (1998)).

On the positive side, we should note that the end
result, the invariant Z3, is independent of the choice
of � and that Z3 = Z1.

There is an alternative (more symmetric and intrinsi-
cally three dimensional, but less well-documented)
description of the theory of associators in terms
of knotted trivalent graphs (Bar-Natan and
Thurston). There ought to be a perturbative invariant
associated with knotted trivalent graphs in the spirit of
the last subsection and such an invariant should lead to
a simple proof that Z2 = Z3 = Z1. But the E(D) factors
remain untamed in this case.

Step-by-Step Integration

The last approach for proving the fundamental
theorem is the most natural and historically the
first. But here it is last because it is yet to lead to an
actual proof. A weight system W :Ar

m ! Q is an
invariant of m-singular knots. We want to show that
it is the mth derivative of an invariant V of
nonsingular knots. It is natural to try to integrate
W step by step, first finding an invariant Vm�1 of
(m� 1)-singular knots whose derivative in the sense
of [1] is W, then an invariant Vm�2 of (m� 2)-
singular knots whose derivative is Vm�1, and so on
all the way up to an invariant V0 = V whose mth
derivative will then be W. If proven, the following
conjecture would imply that such an inductive
procedure can be made to work:

Conjecture 15 (Hutchings 1998). If Vr is a once-
integrable invariant of r-singular knots, then it is
also twice integrable. That is, if there is an invariant
Vr�1 of (r� 1)-singular knots whose derivative is
Vr, then there is an invariant Vr�2 of (r� 2)-singular
knots whose second derivative is Vr.

Hutchings (1998) reduced this conjecture to a
certain appealing topological statement and further
to a certain combinatorial-algebraic statement about
the vanishing of a certain homology group H1 which
is probably related to Kontsevich’s graph homology
complex (Kontsevich 1994) (Kontsevich’s H0 is A,
so this is all in the spirit of many deformation theory
problems where H0 enumerates infinitesimal defor-
mations and H1 is the obstruction to globalization).
Hutchings (1998) was also able to prove the
vanishing of H1 (and hence reprove the fundamental
theorem) in the simpler case of braids. But no
further progress has been made along these lines
since then.

Some Further Directions

We would like to touch upon a number of
significant further directions in the theory of finite-
type invariants and describe each of those only
briefl y; the reader is referred to the ‘‘Further read-
ing’’ section for more infor mation.

The Original ‘‘Vassiliev’’ Perspective

V A Vassiliev came to the study of finite-type knot
invariants by studying the infinite-dimensional space
of all immersions of a circle into R3 and the topology
of the ‘‘discriminant,’’ the locus of all singular
immersions within the latter space (Vassiliev 1990,
1992). Vassiliev studied the topology of the comple-
ment of the discriminant (the space of embeddings)
using a certain spectral sequence and found that
certain terms in it correspond to finite-type invar-
iants. This later got related to the Goodwillie calculus
and back to the configuration spaces discussed in the
last section. See Volic (2004).

Interdependent Modifications

The standard definition of finite-type invariants is
based on modifying a knot by replacing over (or
under) crossings with under (or over) crossings.
Goussarov (1998) generalized this by allowing
arbitrary modifications done to a knot – just take
any segment of the knot and move it anywhere else
in space. The resulting new ‘‘finite-type’’ theory
turns out to be equivalent to the old one though
with a factor of 2 applied to the grading (so an
‘‘old’’ type m invariant is a ‘‘new’’ type 2m invariant
and vice versa). (see also Bar-Natan (2001) and
Conant (2003)).

n-Equivalence, Commutators, and Claspers

While little is known about the overall power of finite-
type invariants, much is known about the power of
type n-invariants for any given n. Goussarov (1993)
defined the notion of n-equivalence: two knots are
said to be ‘‘n-equivalent’’ if all their type n-invariants
are the same. This equivalence relation is well under-
stood both in terms of commutator subgroups of the
pure braid group (Stanford 1998, Ng and Stanford
1999) and in terms of Habiro’s calculus of surgery
over ‘‘claspers’’ (Habiro 2000) (the latter calculus also
gives a topological explanation for the appearance of
Jacobi diagrams). In particular, already Goussarov
(1993) shows that the set of equivalence classes of
knots modulo n-equivalence is a finitely generated
abelian group Gn under the operation of connected
sum, and the rank of that group is equal to the
dimension of the space of type n-invariants.
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Ng (1998) has shown that ribbon knots generate
an index 2 subgroup of Gn.

Polynomiality and Gauss Sums

Goussarov (1998) (see also Goussarov–Polyak–Viro
(2001)) found an intriguing way to compute finite-
type invariants from a Gauss diagram presentation of
a knot, showing in particular that finite-type invar-
iants grow as polynomials in the number of crossings
n and can be computed in polynomial time in n
(though actual computer programs are still missing!).

Gauss diagrams are obtained from knot diagrams
in much of the same way as Chord diagrams are
obtained from singular knots, except all crossings
are counted and not just the double points, and
certain over/under and sign information is asso-
ciated with each crossing/chord so that the knot
diagram can be recovered from its Gauss diagram.
In the example below (Figure 8), we also dashed a
subdiagram of the Gauss diagram equivalent to the
chord diagram shown in Figure 7.

If G is a Gauss diagram and D is a chord diagram,
then let hD, Gi be the number of subdiagrams of
G equivalent to D, counted with appropriate signs
(to be precise, we also need to base the diagrams
involved and count subdiagrams that respect the
basing).

Theorem 16 (Goussarov 1998, Goussarov et al.
2000). If V is a type m invariant, then there are
finitely many (based) chord diagrams Di with at
most m chords and rational numbers �i so that
V(K) =

P
i �ihDi, Gi whenever G is a Gauss dia-

gram representing a knot K.

Computing the Kontsevich Integral

While the Kontsevich integral Z1 is a cornerstone of
the theory of finite-type invariants, it has been
computed for surprisingly few knots. Even for the
unknot, the result is nontrivial:

Theorem 17 (‘‘Wheels,’’ Bar-Natan et al. 2000,
2003). The framed Kontsevich integral of the unknot,
ZF

1(
), expressed in terms of diagrams in B̂, is given
by � = exp[_

P1
n = 1 b2n!2n, where the ‘‘modified Ber-

noulli numbers’’ b2n are defined by the power series
expansion

P1
n = 0 b2nx2n = (1=2) log (sinh x=2)=ðx=2Þ,

the ‘‘2n-wheel’’ !2n is the free Jacobi diagram made
of a 2n-gon with 2n legs (so, e.g., !6 = ), and where
exp[_

means ‘‘exponential in the disjoint union sense.’’

Closed-form formulas have also been given for the
Kontsevich integral of framed unknots, the Hopf
link and Hopf chains.

Theorem 17 has a companion that utilizes the same
element �, the ‘‘wheeling’’ theorem (Bar-Natan et al.
2000, 2003). The wheeling theorem ‘‘upgrades’’ the
vector space isomorphism � :B!A to an algebra
isomorphism and is related to the Duflo isomorphism
of the theory of Lie algebras. It is amusing to note that
the wheeling theorem (and hence Duflo’s theorem in
the metrized case) follows using finite-type techniques
from the ‘‘1þ 1 = 2 on an abacus’’ identity (Figure 9).

Taming the Kontsevich Integral

While explicit calculations are rare, there is a nice
structure theorem for the values of the Kontsevich
integral, saying that for a knot K and up to any fixed
number of loops in the Jacobi diagrams, ��1Z1(K) can
be described by finitely many rational functions (with
denominators powers of the Alexander polynomial)
which dictate the placement of the legs. This structure
theorem was conjectured in Rozansky (2003), proven
in Kricker (2000), and partially generalized to links in
Garoufalidis and Kricker (2004).

The Rozansky–Witten Theory

One way to construct linear functionals on A (and
hence finite-type invariants) is using Lie algebras
and representations as discussed earlier; much of our
insight about A comes this way. But there is another
construction for such functionals (and hence invar-
iants), due to Rozansky and Witten (1997), using
contractions of curvature tensors on hyper-Kähler

Figure 7 A chord diagram.
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Figure 8 A knot and its Gauss diagram.
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Figure 9 A knot theoretic 1þ 1 = 2.
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manifolds. Very little is known about the Rozansky–
Witten approach; in particular, it is not known if it
is stronger or weaker than the Lie algebraic
approach. For an application of the Rozansky–
Witten theory back to hyper-Kähler geometry
check Hitchin and Sawon (2001), and for a
unification of the Rozansky–Witten approach with
the Lie algebraic approach (albeit at a categorical
level) check Roberts and Willeton (in preparation).

The Melvin–Morton Conjecture and the
Volume Conjecture

The Melvin–Morton conjecture (stated Melvin and
Morton (1995), proven Bar-Natan and Garoufalidis
(1996)) says that the Alexander polynomial can be read
off certain coefficients of the colored Jones polynomial.
The Kashaev–Murakami–Murakami volume conjec-
ture (stated Kashaev (1997) and J Murakami and H
Murakami (2001), unproven) says that a certain
asymptotic growth rate of the colored Jones polyno-
mial is the hyperbolic volume of the knot complement.

Both conjectures are not directly about finite-type
invariants but both have ramifications to the theory
of finite-type invariants. The Melvin–Morton con-
jecture was first proven using finite-type invariants
and several later proofs and generalizations (see
(Bar-Natan)) also involve finite-type invariants. The
volume conjecture would imply, in particular, that
the hyperbolic volume of a knot complement can be
read from that knot’s finite-type invariants, and
hence finite-type invariants would be at least as
strong as the volume invariant.

A particularly noteworthy result and direction for
further research is Gukov’s (preprint) recent unifica-
tion of these two conjectures under the Chern–
Simons umbrella (along with some relations to
three-dimensional quantum gravity).

Beyond Knots

For lack of space, we have restricted ourselves here to a
discussion of finite-type invariants of knots. But the
basic ‘‘differentiation’’ idea of the first section calls for
generalization, and indeed it has been generalized
extensively. We will only make a few quick comments.

Finite-type invariants of homotopy links (links
where each component is allowed to move across
itself freely) and of braids are extremely well
behaved. They separate, they all come from Lie
algebraic constructions and in the case of braids,
step-by-step integration as discussed previously works
(for homotopy links the issue was not studied).

Finite-type invariants of 3-manifolds and especially
of integral and rational homology spheres have been

studied extensively and the picture is nearly a
complete parallel of the picture for knots. There are
several competing definitions of finite-type invar-
iants, and they all agree up to regrading. There are
weight systems and they are linear functionals on a
space A(;) which is a close cousin of A and B and is
related to Lie algebras and hyper-Kähler manifolds in
a similar way. There is a notion of a ‘‘universal’’
invariant, and there are several constructions; they all
agree or are conjectured to agree, and they are related
to the Chern–Simons–Witten theory.

Finite-type invariants were studied for several
other types of topological objects, including knots
within other manifolds, higher-dimensional knots,
virtual knots, plane curves and doodles and more
(see Bar-Natan).
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T T Q Lê, Georgia Institute of Technology, Atlanta,
GA, USA

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Physics Background and Motivation

Suppose G is a semisimple compact Lie group and
M a closed oriented 3-manifold. Witten (1989)
defined quantum invariants by the path integral
over all G-connections A:

ZðM;G; kÞ :¼
Z

expð
ffiffiffiffiffiffiffi
�1
p

k CSðAÞÞDA

where k is an integer and CS(A) is the Chern–Simons
functional,

CSðAÞ ¼ 1

4�

Z
M

tr

�
A ^ dAþ 2

3
A3

�

The path integral is not mathematically rigorous.
According to the stationary-phase approximation in
quantum field theory, in the limit k!1 the path
integral decomposes as a sum of contributions from
the flat connections:

ZðM;G; kÞ �
X

flat connections f

Zðf ÞðM;G; kÞ as k!1

Each contribution is exp(2�
ffiffiffiffiffiffiffi
�1
p

k CS(f )) times a
power series in 1=k. The contribution from the
trivial connection is important, especially for
rational homology 3-spheres, and the coefficients
of the powers (1=k)n, calculated using (nþ 1)-loop
Feynman diagrams by quantum field theory techni-
ques, are known as perturbative invariants.

Mathematical Theories

A mathematically rigorous theory of quantum
invariants Z(M, G ; k) was pioneered by Reshetikhin
and Turaev in 1990 (see Turaev (1994)).
A number-theoretical expansion of the quantum
invariants into power series that should correspond
to the perturbative invariants was given by Ohtsuki
(in the case of sl2, and general simple Lie algebras

by the author) in 1994. This led him to introducing
finite-type invariant (FTI) theory for 3-manifolds. A
universal perturbative invariant was constructed by
Le–Murakami–Ohtsuki (LMO) in 1995; it is uni-
versal for both finite-type invariants and quantum
invariants, at least for homology 3-spheres.
Rozansky in 1996 defined perturbative invariants
using Gaussian integral, very close in the spirit to
the original physics point of view. Later Habiro
(for sl2 and Habiro and the author for all simple
Lie algebras) found a finer expansion of quantum
invariants, known as the cyclotomic expansion, but
no physics origin is known for the cyclotomic
expansion. The cyclotomic expansion helps to show
that the LMO invariant dominates all quantum
invariants for homology 3-spheres.

The purpose of this article is to give an overview
of the mathematical theory of finite-type and
perturbative invariants of 3-manifolds.

Conventions and Notations

All vector spaces are assumed to be over the ground
field Q of rational numbers, unless otherwise stated.
For a graded space A, let GrnA be the subspace of
grading n and Gr�nA the subspace of grading �n.
For x 2 A, let Grnx and Gr�nx be the projections of
x onto, respectively, GrnA and Gr�nA.

All 3-manifolds are supposed to be closed and
oriented. A 3-manifold M is an integral homology
3-sphere (ZHS) if H1(M, Z) = 0; it is a rational
homology 3-sphere (QHS) if H1(M, Q) = 0. For a
framed link L in a 3-manifold M denote ML the
3-manifold obtained from M by surgery along L (see
e.g., Turaev (1994)).

Finite-Type Invariants

After its introduction by Ohtsuki in 1994, the theory
of FTIs of 3-manifolds has been developed rapidly
by many authors. Later Goussarov and Habiro
independently introduced clasper calculus, or
Y-surgery, which provides a powerful geometric
technique and deep insight in the theory. Y-surgery,
corresponding to the commutator in group theory,
naturally gives rise to 3-valent graphs.
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Generality on FTIs

Decreasing filtration In a theory of FTIs, one
considers a class of objects, and a ‘‘good’’ decreasing
filtration F 0 � F 1 � F 2 � � � � on the vector space
F =F 0 spanned by these objects. An invariant of
the objects with values in a vector space is of order
less than or equal to n if its restriction to F nþ1 is 0;
it is of finite type if it is of order� n for some n. An
invariant has order n if it is of order� n but not
� n� 1. Good here means at least the space of FTI
of each order is finite dimensional. It is desirable to
have an algorithm of polynomial time to calculate
every FTI. In addition, one wants the set of FTIs to
separate the objects (completeness).

The space of invariants of order� n can be
identified with the dual space of F 0=F nþ1; its
subspace F n=F nþ1 is isomorphic to the space of
invariants of order� n modulo the space of invar-
iants of order� n� 1. Informally, one can say that
F n=F nþ1 is more or less the set of invariants of
order n.

Elementary moves, the knot case Usually the
filtrations are defined using ‘‘independent elemen-
tary moves.’’ For the class of knots the elementary
move is given by crossing change. Any two knots
can be connected by a finite sequence of such moves.
The idea is if K, K0 2 F n, the nth term of the
filtration, then K� K0 2 F nþ1, where K0 is obtained
from K by an elementary move. Formal definition is
as follows. Suppose S is a set of double points of a
knot diagram D. Let

½D; S� ¼
X
S 0�S

ð�1Þ#S0DS0

where the sum is over all subsets S0 of S, including
the empty set, DS0 is the knot obtained by changing
the crossing at every point in S0, and #S0 is the
number of elements of S0. Then F n is the vector
space spanned by all elements of the form [D, S]
with #S = n. For the knot case, the Kontsevich
integral is an invariant that is universal for all FTIs
(see Bar-Natan (1995)).

Ohtsuki’s Definition of FTIs for ZHS

An elementary move here is a surgery along a
knot: M!MK, where K is a framed knot in a
ZHS M. A collection of moves corresponds to
surgery on a framed link. To always remain in the
class of ZHS we need to restrict ourselves to unit-
framed and algebraically split links, that is, framed
links in ZHS each component of which has
framing 	1 and the linking number of every two
components is 0. It is easy to prove that a link L

in a ZHS M is unit-framed and algebraically split
if and only if ML0 is a ZHS for every sublink L0 of
L. For a unit-framed, algebraically split link L in a
ZHS M define

½M;L� ¼
X
L0�L

ð�1Þj#L0jML0

which is an element in the vector space M freely
spanned by ZHS.

For a non-negative integer n let FAS
n be the

subspace of M spanned by [M, L] with #L = n.
Then the descending filtration M = FAS

0 � FAS
1 �

FAS
2 � � � � defines a theory of FTIs on the class of

ZHS.

Theorem 1

(i) (Ohtsuki) The dimension of F n(M) is finite for
every n.

(ii) (Garoufalidis–Ohtsuki) One has F 3nþ1(M) =
F 3nþ2(M) =F 3nþ3(M).

The orders of FTIs in this theory are multiples of 3.
The first nontrivial invariant, which is the only (up
to scalar) invariant of degree 3, is the Casson
invariant.

The Goussarov–Habiro Definition

Y-surgery or clasper surgery Consider the standard
Y-graph Y and a small neighborhood N(Y) of it in
the standard R2 (see Figure 1). Denote by L(Y) the
six-component framed link diagram in N(Y) � R3,
each component of which has framing 0 in R3

(see Figure 1).
A framed Y-graph C in a 3-manifold M is the

image of an embedding of N(Y) into M. The surgery
of M along the image of the six-component link
L(Y) is called a Y-surgery along C, denoted by MC.
If one of the leaves bounds a disk in M whose
interior is disjoint from the graph, then MC is
homeomorphic to M.

Matveev in 1987 proved that two 3-manifolds M
and M0 are related by a finite sequence of
Y-surgeries if and only if there is an isomorphism
from H1(M, Z) onto H1(M0, Z) preserving the

Y-graph Surgery link L (Y )Its neighborhood N (Y  )

Figure 1 Y-graph.
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linking form on the torsion group. It is natural to
partition the class of 3-manifolds into subclasses of
the same H1 and the same linking form.

Goussarov–Habiro filtrations For a 3-manifold M
denote by M(M) the vector space spanned by all
3-manifolds with H1 and linking form the same as
those of M. Define, for a set S of Y-graphs in M,
[M, S] =

P
S0�S (�1)#S0MS0 , and FY

nM(M) the vector
space spanned by all [N, S] such that N is in M(M)
and #S = n. The following theorem of Goussarov
and Habiro (Goussarov 1999, Garoufalidis et al.
2001, Habiro 2000) shows that the FTI theory
based on Y-surgery is the same as the one of Ohtsuki
in the case of ZHS.

Theorem 2 For the case M=M(S3), one has
FY

2n�1 = FY
2n = FAS

3n .

The Fundamental Theorem of FTIs of ZHS

Jacobi diagrams A closed Jacobi diagram is
a vertex-oriented trivalent graph, that is, a graph
for which the degree of each vertex is equal to 3 and
a cyclic order of the three half-edges at every vertex
is fixed. Here, multiple edges and self-loops are
allowed. In pictures, the orientation at a vertex is
the clockwise orientation, unless otherwise stated.
The ‘‘degree’’ of Jacobi diagram is half the number
of its vertices.

Let GrnA(;), n 
 0, be the vector space spanned
by all closed Jacobi diagrams of degree n, modulo
the antisymmetry (AS) and Jacobi (IHX) relations
(see Figure 2).

The universal weight map W Suppose D is a closed
Jacobi diagram of degree n. Embedding D into R3� S3

arbitrarily and then projecting down onto R2 in
general position, one can describe D by a diagram,
with over/under-crossing information at every dou-
ble point just as in the case of a link diagram. We
can assume that the orientation at every vertex of D
is given by a clockwise cyclic order. From the image
of D, construct a set G of 2n Y-graphs as in

Figure 3. Here only the cores of a Y-graph are
drawn, with the convention that each framed
Y-graph is a small neighborhood of its core in R2.

If G0 is a proper subset of G, then in G0 there is a
Y-graph, one of the leaves of which bounds a disk,
hence S3

G0 = S3. Thus, W(D) := [S3, G] = S3
G � S3. By

definition, W(D) 2 FY
2n; it might depend on the

embedding of D into R3, but one can show that
W(D) is well defined in FY

2n=FY
2nþ1. The map W was

first constructed by Garoufalidis and Ohtsuki in the
framework of FAS.

Fundamental theorem

Theorem 3 (Lê et al. 1998, Lê 1997). The map W
descends to a well-defined linear map
W : GrnA(;)! FY

2n=FY
2nþ1 and moreover, is an

isomorphism between the vector spaces GrnA(;)
and FY

2n=FY
2nþ1, for M=M(S3).

The theorem essentially says that the set of
invariants of degree 2n is dual to the space of closed
Jacobi diagram GrnA(;). The proof is based on the
LMO invariant (see the next section).

A Q-valued invariant I of order �2n restricts to a
linear map from F 2n=F 2nþ1 to Q. The composition
of I and W is a functional on GrnA(;) called the
‘‘weight system’’ of I. The theorem shows that every
linear functional on Gr�nA(;) is the weight of an
invariant of order �2n.

Relation to knot invariants Under the map that
sends an (unframed) knot K � S3 to the ZHS
obtained by surgery along K with framing 1, an
invariant of degree�2n (in the FY theory) of ZHS
pulls back to an invariant of order�2n of knots.
This was conjectured by Garoufalidis and proved by
Habegger.

Other classes of rational homology 3-spheres
Actually, the theorem was first proved in the frame-
work of FAS. Clasper surgery theory allows Habiro
(2000) to generalize the fundamental theorem to QHS:
for M a QHS, the universal weight map W : Grn

A(;)! F 2nM(M)=F 2nþ1M(M), defined similarly as

+ =  0AS

+ + =  0IHX
(Jacobi)

Figure 2 The AS and IHX relations.

Figure 3 The weight map.
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in the case of ZHS, is an isomorphism, and
F 2n�1M(M) = F 2nM(M).

Other filtrations and approaches Other equivalent
filtrations were introduced (and compared) by
Garoufalidis, Garoufalidis and Levine (1997), and
Garoufalidis–Goussarov–Polyak (2001). Of impor-
tance is the one using subgroups of mapping class
groups in Garoufalidis and Levine (1997). A theory
of n-equivalence was constructed by Goussarov and
Habiro that encompasses many geometric aspects of
FTIs of 3-manifolds (Habiro 2000, Goussarov
1999). Cochran and Melvin (2000) extended the
original Ohtsuki definition to manifolds with
homology, using algebraically split links, but the
filtrations are different from those of Goussarov–
Habiro.

The Le–Murakami–Ohtsuki Invariant

Jacobi Diagrams

An open Jacobi diagram is a vertex-oriented uni–
trivalent graph, that is, a graph with univalent and
trivalent vertices together with a cyclic ordering of
the edges incident to the trivalent vertices. A
univalent vertex is also called ‘‘a leg.’’ The degree
of an open Jacobi diagram is half the number of
vertices (trivalent and univalent). A Jacobi diagram
based on X, a compact oriented 1-manifold, is a
graph D together with a decomposition D = X [ �,
such that D is the result of gluing all the legs of an
open Jacobi diagram � to distinct interior points of
X. The degree of D, by definition, is the degree of �.
In Figure 4 X is depicted by bold lines. Let Af (X) be
the space of Jacobi diagrams based on X modulo the
usual antisymmetry, Jacobi and the new STU
relations. The completion of Af (X) with respect to
degree is denoted by A(X).

When X is a set of m-ordered oriented intervals,
denote A(X) by Pm, which has a natural algebra
structure where the product DD0 of two Jacobi
diagrams is defined by stacking D on top of D0

(concatenating the corresponding oriented intervals).
When X is a set of m-ordered oriented circles,
denote A(X) by Am. By identifying the two
endpoints of each interval, one gets a map pr :Pm !
Am, which is an isomorphism if m = 1 (see
Bar-Natan (1995)).

For x 2 Am and y 2 A1, the connected sum is
defined by x#my := pr((pr�1x)(pr�1y)�m), where
(pr�1y)�m is the element in Pm with pr�1y on each
oriented interval.

Symmetrization maps Let Bm be the vector space
spanned by open Jacobi diagrams whose legs are
labeled by elements of {1, 2, . . . , m}, modulo the
antisymmetry and Jacobi relations. One can define
an analog of the Poincare–Birkhoff–Witt isomorph-
ism � :Bm ! Pm as follows. For a diagram D, �(D)
is obtained by taking the average over all possible
ways of ordering the legs labeled by j and attaching
them to the jth oriented interval. It is known that �
is a vector space isomorphism (Bar-Natan (1995)).

The Framed Kontsevich Integral of Links

For an m-component framed link L � R3, the
(framed version of the) Kontsevich integral Z(L) is
an invariant taking values in Am (see, e.g., Ohtsuki
(2002)). Let � := Z(K), when K is the unknot with
framing 0, and �Z(L) := Z(L)#m�. An explicit for-
mula for � is given in Bar-Natan et al. (2003).

Removing Solid Loops: The Maps �n

Suppose x 2 Bm is an open Jacobi diagram with legs
labeled by {1, . . . , m}. If the number of vertices of
any label is different from 2n, or if the degree of
D > (mþ 1)n, we set �n(D) = 0. Otherwise, parti-
tioning the 2n vertices of each label into n pairs and
identifying points in each pair, from x we get a
trivalent graph which may contain some isolated loops
(no vertices) and which depends on the partition.
Replacing each isolated loop by a factor �2n,
and summing up over all partitions, we get
�n(D) 2 Gr�nA(;).

For x 2 Am, choose y 2 Pm such that pr(y) = x.
Using the isomorphism � we pull back ��1y 2 Bm.
Define �n(x) := �n(��1y). One can prove that �n(x)
does not depend on the choice of the preimage y of x.
Note that �n lowers the degree by nm.

Definition of the Le–Murakami–Ohtsuki
Invariant ZLMO

In A(;) :=
Q1

n = 0 GrnA(;) let the product of two
Jacobi diagrams be their disjoint union. In addition,
define the coproduct �(D) = 1�DþD� 1 for D a
connected Jacobi diagram. Then A(;) is a commu-
tative cocommutative graded Hopf algebra.

For the unknot U	 with framing 	1, one has
�n(�Z(U	)) = (�1)n þ (terms of degree 
 1); hence,
their inverses exist. Suppose the linking matrix of an

= -STU

Figure 4 The STU relation.
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oriented framed link L � R3 has �þ positive eigen-
values and �� negative eigenvalues. Define

�nðLÞ ¼
�nð�ZðLÞÞ

ð�nð�ZðUþÞÞÞ�þð�nð�ZðU�ÞÞÞ��

2 Grad�nðAð;ÞÞ ½1�

Theorem 4 (Lê et al. 1998). �n(L) is an invariant
of the 3-manifold M = S3

L.

We can combine all the �n to get a better
invariant:

ZLMOðMÞ :¼ 1þGrad1ð�1ðMÞÞ
þ � � � þGradnð�nðMÞÞ þ � � � 2 Að;Þ

For M a QHS, we also define

ẐLMOðMÞ :¼ 1þGrad1ð�1ðMÞÞ
dðMÞ

þ � � � þGradnð�nðMÞÞ
dðMÞn þ � � �

where d(M) is the cardinality of H1(M, Z).

Proposition 1 (Lê et al. 1998). Both ZLMO (M) and
ẐLMO(M) (when defined) are group-like elements,
that is,

�ðZLMOðMÞÞ ¼ ZLMOðMÞ � ZLMOðMÞ
�ðẐLMOðMÞÞ ¼ ẐLMOðMÞ � ẐLMOðMÞ

Moreover, ẐLMO(M1#M2) = ẐLMO(M1)
 ẐLMO(M2).

Universality Properties of the LMO Invariant

Let us restrict ourselves to the case of ZHS.

Theorem 5 (Lê 1997). The less than or equal to n
degree part Gr�nZLMO is an invariant of degree 2n.
Any invariant of degree � 2n is a compo-
sition w(Gr�nZLMO), where w : Gr�nA(;)! Q is a
linear map.

Clasper calculus (or Y-surgery) theory allows
Habiro to extend the theorem to rational homology
3-spheres.

The Arhus Integral

The Arhus integral (ca. 1998) of Bar-Natan,
Garoufalidis, Rozansky and Thurston, based on a
theory of formal integration, calculates the LMO
invariant of rational homology 3-spheres. The
formal integration theory has a conceptual flavor
and helps to relate the LMO invariant to perturba-
tive expansions of quantum invariants. We give here
the definition for the case when one does surgery on

a knot K with nonzero framing b. The link case is
similar (see Bar-Natan et al. (2002a, b)).

When K is a knot, �Z(K) is an element of A1 �
P1 � B1. Note that B1 is an algebra where the
product is the disjoint union t. Since the framing is
b, one has

�ZðKÞ ¼ exptðb w1=2Þ t Y

where w1 is the ‘‘dashed interval’’ (the only
connected open Jacobi diagram without trivalent
vertex), and Y is an element in B every term of
which must have at least one trivalent vertex. For
uni–trivalent graphs C, D 2 B1 let

hC;Di ¼
0 if the numbers of legs of C;D

are different
sum of all ways to glue legs of C and D

together

8><
>:

One defines
R FG �Z(K) := hexpt (�w1=2b), Yi. ThenZ FG

�ZðKÞ ¼
X1
n¼0

Grnð�n �ZðKÞÞ
ð�bÞn

Hence,

ẐLMOðS3
KÞ ¼

R FG �ZðKÞR FG �ZðUsignðbÞÞ

Other Approaches

Another construction of a universal perturbative
invariant based on integrations over configuration
spaces, closer to the original physics approach but
harder to calculate because of the lack of a surgery
formula, was developed by Axelrod and Singer,
Kontsevich, Bott and Cattaneo, Kuperberg and
Thurston (see Axelred and Singer (1992), Bott and
Cattaneo (1998)).

Quantum Invariants and Perturbative
Expansion

Fix a simple (complex) Lie algebra g of finite
dimension. Using the quantized enveloping algebra
of g one can define quantum link and 3-manifold
invariants. We recall here the definition, adapted for
the case of roots lattice (projective group case).

Here our q is equal to q2 in the text book (Jantzen
1995). Fix a root system of g. Let X, Xþ, Y denote
respectively the weight lattice, the set of dominant
weights, and the root lattice. We normalize the
invariant scalar product in the real vector space of
the weight lattice so that the length of any short root
is

ffiffiffi
2
p

.
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Quantum Link Invariants

Suppose L is a framed oriented link with m-ordered
components, then the quantum invariant
JL(�1, . . . ,�m) is a Laurent polynomial in q1=2D,
where �1, . . . ,�m are dominant weights, standing
for the simple g-modules of highest weights
�1, . . . ,�m, and D is the determinant of the Cartan
matrix of g (see, e.g., Turaev (1994) and Lê (1996)).
The Jones polynomial is the case when g = sl2 and
all the �i’s are the highest weights of the funda-
mental representation. For the unknot U with zero
framing, one has (here � is the half-sum of all
positive roots)

JUð�Þ ¼
Y

positive roots 	

qð�þ�j	Þ=2 � q�ð�þ�j	Þ=2

qð�j	Þ=2 � q�ð�j	Þ=2

We will also use another normalization of the
quantum invariant:

QLð�1; . . . ; �mÞ :¼ JLð�1; . . . ; �mÞ 

Ym
j¼1

JUð�jÞ

This definition is good only for �j 2 Xþ. Note
that each � 2 X is either fixed by an element of the
Weyl group under the dot action (see Humphreys
(1978)) or can be moved to Xþ by the dot action.
We define QL(�1, . . . ,�m) for arbitrary �j 2 X by
requiring that QL(�1, . . . ,�m) = 0 if one of the �j’s is
fixed by an element of the Weyl group, and that
QL(�1, . . . ,�m) is component-wise invariant under
the dot action of the Weyl group, that is, for every
w1, . . . , wm in the Weyl group,

QLðw1 � �1; . . . ; wm � �mÞ ¼ QLð�1 . . . ; �mÞ

Proposition 2 (Lê 1996). Suppose �1, . . . ,�m are in
the root lattice Y.

(i) (Integrality) Then QL(�1, . . . ,�m) 2 Z[q	1], (no
fractional power).

(ii) (Periodicity) When q is an rth root of 1, then
QL(�1, . . . ,�m) is invariant under the action of
the lattice group rY, that is, for y1, . . . , ym 2 Y,
QL(�1, . . . ,�m) = QL(�1 þ ry1, . . . ,�m þ rym).

Quantum 3-Manifold Invariants

Although the infinite sum
P

�j2Y QL(�1, . . . ,�m)
does not have a meaning, heuristic ideas show that
it is invariant under the second Kirby move, and
hence almost defines a 3-manifold invariant. The
problem is to regularize the infinite sum. One
solution is based on the fact that at rth roots of
unity, QL(�1, . . . ,�m) is periodic, so we should use

the sum with �j’s run over a fundamental set Pr of
the action of rY, where

Pr :¼ fx ¼ c1	1 þ � � � þ c‘	‘ j 0 � c1; . . . ; c‘ < rg

Here 	1, . . . ,	‘ are basis roots. For a root 
 of
unity of order r, let

FLð
Þ ¼
X

�j2ðPr\YÞ
QLð�1; . . . ; �mÞjq¼


If FU	 (
) 6¼ 0, define

�Lð
Þ :¼ FLð
Þ
ðFUþð
ÞÞ

�þðFU�ð
ÞÞ
��

Recall that D is the determinant of the Cartan
matrix. Let d be the maximum of the absolute values
of entries of the Cartan matrix outside the diagonal.

Theorem 6 (Lê 2003)

(i) If the order r of 
 is coprime with dD, then
FU	 (
) 6¼ 0.

(ii) If FU	(
) 6¼ 0 then �Pg
M (
) := �L(
) is an invariant

of the 3-manifold M = S3
L.

Remark 1 The version presented here corresponds to
projective groups. It was defined by Kirby and Melvin
for sl2, Kohno and Takata for sln, and by Lê (2003) for
arbitrary simple Lie algebra. When r is coprime with
dD, there is also an associated modular category that
generates a topological quantum field theory. In most
texts in literature, say Kirillov (1996) and Turaev
(1994), another version �g was defined. The reason we
choose �Pg is: it has nice integrality and eventually
perturbative expansion. For relations between the
version �Pg and the usual �g, see Lê (2003).

Examples When M is the Poincaré sphere and
g = sl2,

�Psl2
M ðqÞ ¼ 1

1� q

X1
n¼0

qnð1� qnþ1Þ


 ð1� qnþ2Þ . . . ð1� q2nþ1Þ

Here q is a root of unity, and the sum is easily
seen to be finite.

Integrality The following theorem was proved for
g = sl2 by Murakami (1995) and for g = sln by
Takata–Yokota and Masbaum–Wenzl (using ideas
of J Roberts) and for arbitrary simple Lie algebras
by Lê (2003).

Theorem 7 Suppose the order r of 
 is a prime big
enough, then �Pg

M (
) is in Z[
] = Z[ exp (2�i=r)].
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Perturbative Expansion

Unlike the link case, quantum 3-manifold invariants
can be defined only at certain roots of unity. In
general, there is no analytic extension of the
function �Pg

M around q = 1. In perturbative theory,
we want to expand the function �g

M around q = 1
into power series. For QHS, Ohtsuki (for g = sl2)
and then the present author (for all other simple Lie
algebras) showed that there is a number-theoretical
expansion of �Pg

M around q = 1 in the following sense.
Suppose r is a big enough prime, and


= exp(2�i=r). By the integrality (Theorem 7),

�Pg
M ð
Þ 2 Z½
� ¼ Z½q�=ð1þ qþ q2 þ � � � þ qr�1Þ

Choose a representative f (q) 2 Z[q] of �Pg
M (
).

Formally substitute q = (q� 1)þ 1 in f(q):

f ðqÞ ¼ cr;0 þ cr;1ðq� 1Þ þ � � � þ cr;n�2ðq� 1Þn�2

The integers cr, n depend on r and the representative
f(q). It is easy to see that cr, n (mod r) does not depend
on the representative f(q) and hence is an invariant of
QHS. The dependence on r is a big drawback. The
theorem below says that there is a rational number cn,
not depending on r, such that cr, n (mod r) is the
reduction of either cn or �cn modulo r, for sufficiently
large prime r. It is easy to see that if such cn exists, it
must be unique. Let s be the number of positive roots
of g. Recall that ‘ is the rank of g.

Theorem 8 For every QHS M, there is a sequence
of numbers

cn 2 Z
1

ð2nþ 2sÞ!jH1ðM; ZÞj

� �
such that for sufficiently large prime r

cr;n �
jH1ðM;ZÞj

r

� �‘
cn ðmod rÞ

where

jH1ðM;ZÞj
r

� �
¼ 	1

is the Legendre symbol. Moreover, cn is an invariant
of order � 2n.

The series tPg
M (q� 1) :=

P1
n = 0 cn(q� 1)n, called

the Ohtsuki series, can be considered as the
perturbative expansion of the function �Pg

M at q = 1.
For actual calculation of tPg

M (q� 1), see Lê (2003),
Ohtsuki (2002), and Rozansky (1997).

Recovery from the LMO invariant It is known that
for any metrized Lie algebra g, there is a linear map
Wg : GrnA(;)! Q (see Bar-Natan (1995)).

Theorem 9 One has

X1
n¼0

WgðGrnZLMOÞ hn ¼ tPg
M ðq� 1Þjq¼eh

This shows that the Ohtsuki series tPg
M (q� 1) can

be recovered from, and hence totally determined by,
the LMO invariant. The theorem was proved by
Ohtsuki for sl2. For other simple Lie algebras, the
theorem follows from the Arhus integral (see Bar-
Natan et al. (2002a, b) and Ohtsuki (2002)).

Rozansky’s Gaussian Integral

Rozansky (1997) gave a definition of the Ohtsuki
series using formal Gaussian integral in the impor-
tant work. The work is only for sl2, but can be
generalized to other Lie algebras; it is closer to the
original physics ideas of perturbative invariants.

Cyclotomic Expansion

The Habiro Ring

Let us define the Habiro ring dZ[q] by

dZ½q� :¼ lim
 n

Z½q�=ðð1� qÞð1� q2Þ . . . ð1� qnÞÞ

Habiro (2002) called it the cyclotomic completion
of Z[q]. Formally, dZ[q] is the set of all series of the
form

f ðqÞ ¼
X1
n¼0

fnðqÞð1� qÞð1� q2Þ . . . ð1� qnÞ

fnðqÞ 2 Z½q�

Suppose U is the set of roots of 1. If 
 2 U then
(1� 
)(1� 
2) � � � (1� 
n) = 0 if n is big enough;
hence, one can define f (
) for f 2 dZ[q]. One can
consider every f 2 dZ[q] as a function with domain U.
Note that f (
) 2 Z[
] is always an algebraic integer.

It turns out that dZ[q] has remarkable properties,
and plays an important role in quantum topology.

Note that the formal derivative of (1� q)
(1� q2) . . . (1� qn) is divisible by (1� q) (1�
q2) . . . (1� qk) with k > (n� 1)=2. This means every
element f 2 dZ[q] has a derivative f 0 2 dZ[q], and hence
derivatives of all orders in dZ[q]. One can then
associate to f 2 dZ[q] its Taylor series at a root 
 of 1:

T
ðf Þ :¼
X1
n¼0

f ðnÞð
Þ
n!
ðq� 
Þn

which can also be obtained by noticing that (1� q)
(1� q2) . . . (1� qn) is divisible by (q� 
)k if n is
bigger than k times the order of 
. Thus, one has a
map T
 : dZ[q]! Z[
][[q� 
]].
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Theorem 10 (Habiro 2004)

(i) For each root of unity 
, the map T
 is injective,
that is, a function in dZ[q] is determined by its
Taylor expansion at a point in the domain U.

(ii) if f (
) = g(
) at infinitely many roots 
 of prime
power orders, then f = g in dZ[q].

One important consequence is that dZ[q] is an
integral domain, since we have the embedding
T1 : dZ[q] ,!Z[[q� 1]].

In general the Taylor series T1f has 0 convergence
radius. However, one can speak about p-adic
convergence to f (
) in the following sense. Suppose
the order r of 
 is a power of prime, r = pk. Then it is
known that (
 � 1)n is divisible by pm if n > mk.
Hence, T1f (
) converges in the p-adic topology, and
it can be easily shown that the limit is exactly f (
).

The above properties suggest considering dZ[q] as
a class of ‘‘analytic functions’’ with domain U.

Quantum Invariants as an Element of dZ[q]

It was proved, by Habiro for sl2 and by Habiro with
the present author for general simple Lie algebras,
that quantum invariants of ZHSs belong to dZ[q]
and thus have remarkable integrality properties:

Theorem 11

(i) For every ZHS M, there is an invariant Ig
M 2dZ[q] such that if 
 is a root of unity for which

the quantum invariant �Pg
M (
) can be defined,

then Ig
M(
) = �Pg

M (
).
(ii) The Ohtsuki series is equal to the Taylor series

of Ig
M at 1.

Corollary 1 Suppose M is a ZHS.

(i) For every root of unity 
, the quantum invariant
at 
 is an algebraic integer, �g

M(
) 2 Z[
]. (No
restriction on the order of 
 is required.)

(ii) The Ohtsuki series tPg
M (q� 1) has integer coeffi-

cients. If 
 is a root of order r = pk, where p is
prime, then the Ohtsuki series at 
 converges
p-adically to the quantum invariant at 
.

(iii) The quantum invariant �Pg
M is determined by

values at infinitely many roots of prime power
orders and also determined by its Ohtsuki series.

(iv) The LMO invariant totally determines the
quantum invariants �Pg

M .

Part (ii) was conjectured by R Lawrence for sl2
and first proved by Rozansky (also for sl2). Part (iv)
follows from the fact that the LMO invariant
determines the Ohtsuki series; it exhibits another
universality property of the LMO invariant.

See also: Finite-Type Invariants; Knot Invariants and
Quantum Gravity; Lie Groups: General Theory; Quantum
3-Manifold Invariants.
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Introduction

Morse theory allows one to reconstruct the homology
of a compact manifold B from data obtained from the
gradient flow of a function f : B!R, the Morse
function. The term ‘‘Floer homology’’ is used to
describe homology groups that arise from carrying
out the same construction, but in a setting where the
space B is replaced by an infinite-dimensional mani-
fold (a space of maps, or a space of configurations for a
gauge theory), and where the gradient trajectories of
the Morse function correspond to solutions of an
elliptic differential equation. There are two important
types of such homology theories that have been
extensively developed, and the study of both was
initiated in the 1980s by Andreas Floer. In the first
type, the elliptic equation that arises is a Cauchy–
Riemann equation, whose solutions are pseudoholo-
morphic maps from a two-dimensional domain into a
symplectic manifold. In the second type, the elliptic
equation is an equation of gauge theory on a
4-manifold: either the anti-self-dual Yang–Mills
equations or the Seiberg–Witten equations. Important
antecedents of Floer’s work included work of Conley,
Zehnder, and others on the symplectic fixed-point
problem, and Witten’s ideas about Morse theory.

This article describes the background material
from Morse theory before discussing Floer homol-
ogy of Cauchy–Riemann type and its application to
the Arnol’d conjecture in symplectic topology. Floer
homology in the context of four-dimensional gauge
theories is discussed more briefly.

Morse Theory

Let B be a smooth, compact manifold and f : B!R
a smooth function. A critical point p of f is said to

be nondegenerate if the Hessian of f is a nonsingular
operator on TpB. The function f is a Morse function
if all its critical points are nondegenerate. In the
presence of a Riemannian metric g on B, the
derivative df becomes a vector field, the gradient
rf , and we can consider the downward gradient-
flow equation for a path x(s) in B:

dx

ds
¼ �rf ðxÞ

If p and q are nondegenerate critical points, let us
write M(p, q) for the space of solutions x(s)
satisfying

lim
s!�1

xðsÞ ¼ p

lim
s!þ1

xðsÞ ¼ q

To understand the structure of M(p, q), consider the
linearization of the gradient-flow equation at a
solution x 2M(p, q). This is a linear equation for a
vector field X along the path x in B, and takes the
form

r@=@sX ¼ �rrf ðXÞ ½1�

where rrf is the covariant derivative of the
gradient rf , an operator on tangent vectors. Let �x
be the dimension of the space of solutions X to this
linear equation, with the boundary conditions
lims!	1X(s) = 0, and let �0x be the dimension of
the space of solutions to the adjoint equation

r@=@sX ¼ þrrf ðXÞ

We say that the trajectory x is ‘‘regular’’ if �0x = 0. In
this case, the trajectory space M(p, q) has the
structure of smooth manifold near x: its dimension
is �x and its tangent space is the space of solutions X
to [1]. The gradient flow is said to be Morse–Smale
if all trajectories between critical points are regular.
If f is any Morse function, one can always choose
the metric g so that the corresponding flow is
Morse–Smale. (It is also the case that one can leave
g fixed and perturb f to achieve the same effect.)
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In the Morse–Smale case, each M(p, q) is a
smooth manifold. The dimension of M(p, q) in the
neighborhood of a trajectory x depends only on
p and q, not otherwise on x. Indeed, even without
the regularity condition, the index of eqn [1],
namely the difference �x � �0x, is given by

�x � �0x ¼ indexðpÞ � indexðqÞ

where index(p) denotes the number of negative
eigenvalues (counting multiplicity) of the Hessian
at p. In the Morse–Smale case therefore, the
dimension of M(p, q) is given by index(p)�
index(q). If x(s) is a solution of the gradient-flow
equation, then so is the reparametrized trajectory
x(sþ c); and this is different from x(s) as long as
p 6¼ q. Let us denote by �M(p, q) the quotient of
M(p, q) by the action of R given by these reparame-
trizations. We have

dim �Mðp; qÞ ¼ indexðpÞ � indexðqÞ � 1 ðp 6¼ qÞ

as long as the trajectory space is nonempty.
Let F2 denote the field with two elements. The

Morse complex of a Morse–Smale gradient flow,
with coefficients in F2, is defined as follows. For
each i, let Ci(f ) be the finite-dimensional vector
space over F2 having a basis

ep1
; . . . ; epri

indexed by the critical points p1, . . . , pri
with index i.

For each pair of critical points p and q with indices
i and i� 1 respectively, let �pq 2 F2 denote the
number of points in the zero-dimensional manifold
�M(p, q), counted mod 2:

�pq ¼ # �Mðp; qÞ ðmod 2Þ

The Morse–Smale condition ensures that the zero-
dimensional space �M(p, q) is finite, so this definition
is satisfactory. Define a differential

� : Ciðf Þ!Ci�1ðf Þ

by

�ðepÞ ¼
X

indexðqÞ¼i�1

�pqeq

The first important fact is that � really is a
differential: as long as the flow is Morse–Smale,
we have

the composite � � � : Ciðf Þ!Ci�2ðf Þ is zero ½2�

We can therefore construct the homology of the
complex (C�(f ), �). This is the Morse homology:

Hiðf Þ ¼
ker � : Ciðf Þ!Ci�1ðf Þð Þ
im � : Ciþ1ðf Þ!Ciðf Þð Þ ½3�

The proof of [2] is as follows. Suppose that p has
index i and r is a critical point with index i� 2, and
consider �M(p, r), which has dimension 1. The key
step is to understand that �M(p, r) is noncompact,
and that its ends correspond to ‘‘broken trajec-
tories’’: pairs (x1, x2) (modulo reparametrization),
where x1 is a gradient trajectory from p to some q of
index i� 1, and x2 is a trajectory from q to r. The
number of ends is thus

P
q �qr�pq. Since the number

of ends of a 1-manifold is even, this sum is zero in
F2. This sum is also the matrix entry of � � � from ep

to er; so � � �= 0.
The main result about Morse homology in finite

dimensions is the following:

Theorem 1 The Morse homology Hi(f ) is iso-
morphic to the ordinary homology of the compact
manifold B with coefficients F2: the group Hi(B; F2).

This result can be proved by first showing that
Hi(f ) depends only on B, not on the choice of f or
the metric. (This step can be accomplished by
examining a nonautonomous flow of the form
dx=ds =�rf (s, x).) Then one can examine the
Morse complex in the case of a self-indexing
Morse function (where the value of f at the critical
points is a monotone-increasing function of their
index). In the self-indexing case, the unstable
manifolds of the critical points give rise to a cell
decomposition of the manifold B, and the Morse
complex is easily identified with the cellular chain
complex for this cell decomposition.

The sum of the dimensions of the Morse
homology groups cannot be larger than the sum of
the dimensions of the chain groups Ci(f ), which is
the total number of critical points. The above
theorem therefore implies the following basic ver-
sion of the ‘‘Morse inequalities’’:

Corollary 2 The number of critical points of a
Morse function f : B!R cannot be less thanP

i dim Hi(B; F2).

The Morse complex can be refined in various
ways. For example, one can use integer coefficients
in place of coefficients F2 by taking account of
orientations of the spaces of trajectories. One can
also introduce Morse theory with coefficients in a
local system, and in both these cases a version of the
above theorem continues to hold. One can also
study the Morse complex of a multivalued Morse
function: that is, one can start with closed 1-form �
on B, with nontrivial periods, and study the flow
generated by the corresponding vector field �g�1�.
Such a theory was developed by Novikov.

The Morse complex can be generalized in a
different direction, replacing f by a functional
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related to a geometric problem. The canonical
example of this (and one of the very few cases in
which the theory works as in the finite-dimensional
case) is the case that B = LW is the space of loops
u : S1!W in a Riemannian manifold W and f is the
‘‘energy function,’’ fE(u) =

R
(du=dt)2 dt. If the

Morse–Smale condition holds, then the Morse
homology Hi(fE) computes the homology of LW,
as expected. Critical points of fE are geodesics, and
the relationship between geodesics and the topology
of LW, for which Corollary 2 provides a prototype,
is an idea with many applications.

For the energy functional, the downward gradient-
flow equation is a parabolic equation (the ordinary
heat equation if the target space is Euclidean), and
a solution to the flow exists for each choice of
initial condition. Floer homology can be loosely
characterized as the Morse theory of certain
variational problems for which the gradient-flow
equation is not parabolic, but elliptic of first order:
the important models are the Cauchy–Riemann
equation in dimension 2, the anti-self-dual Yang–
Mills equations in dimension 4, or the closely
related Seiberg–Witten equations. For an elliptic
equation, one does not expect to solve the Cauchy
problem with arbitrary initial condition; so with
Floer homology, one is studying a functional for
which the gradient flow is not everywhere defined.
However, to define the Morse complex, the import-
ant thing is only that we have a good understanding
of the trajectory spaces M(p, q), which will now be
solution spaces for an elliptic problem of geometric
origin. The proof of Theorem 1 depends very much
on the fact that the flow is everywhere defined: this
theorem will therefore fail for the Morse complexes
arising in Floer theory, and one must look else-
where for a means to compute the Morse homology
groups.

Before discussing Floer homology in more specific
terms, we shall describe the problem in symplectic
geometry that motivated its development.

The Arnol’d Conjecture

A symplectic manifold of dimension 2n is a smooth
manifold W equipped with a 2-form ! which is
closed and nondegenerate. On a symplectic mani-
fold, one can associate to each smooth function
H : W!R a vector field XH on W: the vector field
is characterized by the property that

!ðXH;VÞ ¼ dHðVÞ

for all vector fields V. In this situation, one refers to
H as the Hamiltonian and XH as the corresponding

Hamiltonian vector field. If W is compact, or if XH

is otherwise complete, then this vector field gener-
ates a flow �t : W!W(t 2 R). We also wish to
consider the case that H is time dependent: we
suppose that Ht : W!R is a Hamiltonian which
varies smoothly with t 2 R and is periodic, in that
Htþ1 = Ht. In this case, there is a time-dependent
Hamiltonian vector field Xt, and we can consider
the flow �t that it generates: so for x 2W, the path
�t(x) will be the solution to

d

dt
�tðxÞ ¼ XtðxÞ ½4�

with initial condition �0(x) = x. The Arnol’d con-
jecture, in one formulation, concerns the 1-periodic
solutions to this equation, or equivalently the fixed
points of �1 : W!W. A fixed point x with �1(x) = x
is called nondegenerate if d�1 : TxX!TxX does not
have 1 as an eigenvalue. With this understood, one
version of the conjecture states:

Conjecture 3 Suppose W is compact and let Ht be
any 1-periodic, time-dependent Hamiltonian. If the
fixed points of �1 are all nondegenerate, then the
number of fixed points is not less than the sum of
the Betti numbers of the manifold W.

There is another, more general version of this
conjecture. Let L �W be a closed Lagrangian
submanifold: that is, an n-dimensional submanifold
such that the restriction of ! to L as a 2-form is
identically zero. Let L0 �W be another Lagrangian,
obtained from L by a Hamiltonian isotopy: that is,
L0 is �1(L), for some flow �t generated by a time-
dependent Hamiltonian Ht as above.

Question 4 If L and L0 intersect transversely, is it
always true that the number of intersection points of
L and L0 is at least the sum of the Betti numbers of
the manifold L:

#ðL \ L0Þ �
X

i

rankHiðLÞ?

This is phrased as a question rather than a
conjecture, because the answer is certainly ‘‘no’’ in
some cases. For example, L might be a circle
contained in a small disk in a symplectic 2-manifold,
in which case there is no reason why �1 should not
move the disk to be completely disjoint from itself.
Nevertheless, with extra hypotheses, it is known
that the answer is often ‘‘yes.’’

We can exhibit Conjecture 3 as a special case of
Question 4, as follows. Given a symplectic manifold
(V,!), we can form the product W = V	V, with the
symplectic form !W =�p�1!þ p�2!, where the pi are
the two projections. The result of this definition is
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that the diagonal in V 	 V is a Lagrangian
submanifold,

L �W ¼ V 	 V

for this symplectic form. Let Ht be a time-dependent
Hamiltonian on V, and let �t : V!V be the flow.
Then Ht � p2 is a time-dependent Hamiltonian
generating a flow on W. For the flow on W, the
image L0 of the diagonal L �W at time 1 is the
graph of �1 : V!V. Thus, (L \ L0) can be identified
with the set of fixed points of �1 in V, and an
affirmative answer to Question 4 for L �W implies
Conjecture 3 for V.

Conjecture 3 and Question 4 can both be
extended to the case of isolated degenerate fixed
points of �1 for Conjecture 3, or to the case of
isolated, nontransverse intersections for Question 4.
For example, one can ask whether, in the non-
transverse case, the sum of the intersection multi-
plicities can ever be less than the sum of the Betti
numbers.

Morse Theory and the Arnol’d Conjecture

The Arnol’d conjecture, and the related Question 4,
can both be studied by reformulating them as
questions about the number of critical points of a
carefully chosen functional.

We begin with the situation addressed by Con-
jecture 3. For simplicity, we suppose that �2(W) is
zero. Let B be the space of smooth, null-homotopic
loops in W:

B ¼ fu : S1!Wju is smooth and null homotopicg

This is a smooth, infinite-dimensional manifold.
There is a natural functional f0 :B!R, the sym-
plectic action, defined as

f0ðuÞ ¼
Z

D2

v�ð!Þ

where v : D2!W is any extension of the map
u : S1!W. The extension v exists because u is null
homotopic, and the value of f0 is independent of the
choice of v because �2(W) = 0. This functional can be
modified in the presence of a periodic Hamiltonian.
Introduce a coordinate t on S1 with period 1, and so
regard u as a periodic function of t. Write the
Hamiltonian as Ht as before, and define

f ðuÞ ¼ f0ðuÞ þ
Z 1

0

HtðuðtÞÞ dt

To compute the first variation of f, consider a one-
parameter family of loops us(t) = u(s, t) parametrized
by s 2 R. We compute

d

ds
f ðusÞ ¼

Z 1

0

!
@u

@s
;
@u

@t

� �
dt þ

Z 1

0

dHt
@u

@s

� �
dt

¼
Z 1

0

!
@u

@s
;
@u

@t
�XtðuÞ

� �
dt

using the relationship between dHt and Xt. Thus, a
loop u 2 B is a critical point of f :B!R if and only
if it is a solution of the equation

du

dt
¼ XtðuðtÞÞ ½5�

This means that there is a one-to-one correspon-
dence between these critical points and certain
1-periodic solutions of eqn [4]: these in turn
correspond to fixed points p of �1 with the
additional property that the path �t(p) from p to
p is null homotopic.

To consider the formal gradient flow of the
functional f, on must introduce a metric on B. A
Riemannian metric g on the symplectic manifold
(W,!) is compatible with ! if there is an almost-
complex structure J : TW!TW such that
!(X, Y) = g(JX, Y) for all tangent vectors X and Y
at any point of W. Let gt be a 1-periodic family of
compatible Riemannian metrics on W. Using these,
on can define an inner product on the tangent
bundle of B by the formula

hU;Vi ¼
Z 1

0

gtðUðtÞ;VðtÞÞ dt

in which U and V are tangent vectors at u 2 B,
regarded as vector fields along the loop u in W. We
can rewrite the above formula for the variation of
f in terms of this inner product:

@u

@s
; Jt

@u

@t
�XtðuÞ

� �� �
where Jt is the almost-complex structure corre-
sponding to gt. Formally then, a one-parameter
family of loops u(s, t) is a solution of the downward
gradient-flow equations for the functional f with
respect to this metric, if u satisfies the differential
equation

@u

@s
þ Jt

@u

@t
�XtðuÞ

� �
¼ 0 ½6�

In the absence of the term Xt, and with W replaced
by Cn with the standard J, this equation becomes the
Cauchy–Riemann equation du=d�z = 0, for a function
u of the complex variable z = sþ it, periodic in t.
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Let us now suppose we are in the situation of
Conjecture 3, so W is closed, and the fixed points of
�1 are nondegenerate. As we have seen, each fixed
point p of �1 corresponds to a 1-periodic solution up

of eqn [5], a critical point of f. For each pair of fixed
points p and q, introduce M(p, q) as the space of
solutions of the formal gradient-flow equations of f,
running from p to q: that is, M(p, q) is the space of
maps u : R 	 S1!W satisfying eqn [6], with

lim
s!�1

uðs; tÞ ¼ upðtÞ

lim
s!þ1

uðs; tÞ ¼ uqðtÞ

With these definitions in place, one can follow the
same sequence of steps that we outlined previously
in the context of finite-dimensional Morse theory, to
construct the Morse complex. First, if u belongs to
M(p, q), we can consider the linearization at u of
eqns [6], to obtain the counterpart of eqn [1]. These
are linear equations for a vector field U(s, t) along u
in W, and take the form

r@=@sU þ Jtr@=@tU þ hðUÞ ¼ 0 ½7�

where h is a linear operator of order zero. Let �u
denote the dimension of the space solutions U which
decay at s =�1, and let �0u denote the dimension of
the space of solutions of the formal adjoint
equation. Elliptic theory for the Cauchy–Riemann
equation, and the nondegeneracy condition for up

and uq, mean that the operator that appears on the
left-hand side of the equation is Fredholm: so both
�u and �0u are finite, and the index �u � �0u is
deformation invariant. This index depends only on
p and q: we give it a name,

�u � �0u ¼ indexðp; qÞ

As before, u is said to be regular if �0u is zero. For
suitable choice of the almost-complex structures Jt

(or equivalently the metrics gt), the Morse–Smale
condition will hold: that is, the trajectories in all
spaces M(p, q) are regular. In this case, each M(p, q)
is a smooth manifold and has dimension index(p,q)
if it is nonempty.

The ‘‘relative index’’ index(p, q) plays the role of
the difference of the Morse indices in the finite-
dimensional case. It can be defined whether or not
M(p, q) is empty by considering an equation such as
[7] along an arbitrary path u(s, t). In general, there is
no natural way to define the ‘‘index’’ of p: if we
wish, we can select one fixed point p0 and declare it
to have index zero; we can then define index(p) as
index(p, p0). Alternatively, we can regard the critical
points as indexed by an affine copy of Z (without a
preferred zero).

Imitating the construction of the Morse complex,
we define a vector space CF� over F2 as having a
basis consisting of elements ep indexed by the fixed
points p. We then define � : CF� !CF� by

�ep ¼
X

indexðp;qÞ¼1

�pqeq

where �pq is defined by counting points in �M(p, q) as
before. The vector space CF� is Z-graded if we make
a choice of critical point p0 to have index zero;
otherwise, CF� has an ‘‘affine’’ Z-grading. The map
� maps CFi into CFi�1.

To show that � is well defined, and to show that
� � �= 0, one must show that the zero-dimensional
spaces �M(p, q) are compact, and that the ends of
the one-dimensional spaces �M(p, r) correspond
bijectively to broken trajectories, as in the finite-
dimensional case. Both of these desired properties
hold, under the Morse–Smale conditions; but this is
a very special feature of the specific problem.
Without the hypothesis that �2(W) is zero, addi-
tional noncompactness can arise from the following
‘‘bubbling’’ phenomenon. There could be a
sequence of solutions ui 2M(p, q) to eqns [6], and
a point (s0, t0) in R 	 S1, such that for suitable
constants �i converging to zero, the rescaled
solutions

~uið�; �Þ ¼ uiðs0 þ �i�; t0 þ �i�Þ

converge on compact subsets of the plane R2 to a
nonconstant pseudoholomorphic map ~u : CP1!W,
or more precisely a solution of the equation

@~u

@�
þ Jt0

@~u

@�

� �
¼ 0

(In the original coordinates, the derivatives of the ui

would grow like 1=�i near (s0, t0).) A pseudoholo-
morphic sphere always has nontrivial homology
class (and therefore nontrivial homotopy class); so
this sort of noncompactness does not occur when
�2(W) = 0.

Granted the compactness results, the proof that
� � �= 0 runs as before, and we can construct a Floer
homology group,

HF� ¼ kerð�Þ=imð�Þ

Unlike the Morse homology of the energy func-
tional, the Floer homology does not yield the
ordinary homology of B. To compute it, one first
shows that it depends only on the symplectic
manifold (W,!), not on the choice of Hamiltonian
Ht or metrics gt: this step is similar to the proof that
the finite-dimensional Morse homology H�(f ) does
not depend on the Morse function. Once one has
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established this independence, HF� can be computed
by examining a special case. Floer did this by taking
the Hamiltonian to be independent of t and equal to
a small negative multiple �	h of a fixed Morse
function h : W!R on the symplectic manifold. If
the multiple 	 2 R is small enough, the only fixed
points of �1 are the stationary points of the flow,
and these are exactly the critical points of h.
Furthermore the only index-1 solutions of eqn [6]
for small 	 are the solutions u(s, t) with no t
dependence; and these are the solutions of
du=ds =�	rh, the downward gradient flow of h,
scaled by 	. In this case therefore, the Floer complex
CF� is precisely the Morse complex C�(h) of the
Morse function h, and Theorem 1 yields:

Theorem 5 For a periodic, time-dependent Hamil-
tonian Ht on a closed symplectic manifold (W,!)
with �2(W) = 0, the Floer homology HF� is iso-
morphic to the ordinary homology of W with F2

coefficients, H�(W; F2).

Because the generators of CF� correspond to fixed
points p of �1 such that the path �t(p) is null
homotopic, the number of these fixed points is not
less than the dimension of HF�, and therefore not
less than

P
i dim Hi(W; F2) because of the above

result. The sum of the mod 2 Betti numbers is at
least as large as the sum of the ordinary Betti
numbers (the dimensions of the rational homology
groups); so one deduces, following Floer,

Corollary 6 The Arnol’d conjecture (Conjecture 3)
holds for symplectic manifolds (W,!) satisfying the
additional condition �2(W) = 0.

Orientations can be introduced rather as in the
case of finite-dimensional Morse theory, allowing
one to define Floer groups with arbitrary
coefficients.

The Arnol’d conjecture is now known to hold in
complete generality, without the hypothesis on �2.
The proof has been achieved by successive exten-
sions of the Floer homology technique. When �2(W)
is nonzero, the space B is not simply connected. The
first complication that arises is that the symplectic
action functional f0, and therefore f also, is multi-
valued. This is not an obstacle initially, because rf
is still well defined, and the spaces M(p, q) of
gradient trajectories can still be assumed to satisfy
the Morse–Smale condition: this is the type of
Morse theory considered by Novikov, as mentioned
above. Because �1(B) is nontrivial, M(p, q) is a union
of parts Mz(p, q), one for each homotopy class of
paths from p to q. For each homotopy class z, we
have the index indexz(p, q), which is the dimension
of Mz(p, q).

The spaces Mz(p, q) may now have additional
noncompactness, due to the presence of pseudo-
holomorphic spheres ~u : CP1!W. The simplest
manifestation is when a sequence ui in Mz(p, q)
‘‘bubbles off’’ a single such sphere at a point (s0, t0),
and converges elsewhere to a smooth trajectory u0 in
Mz0 (p, q), belonging to a different homotopy class.
Let � be the homology class of the sphere ~u. Because
the sphere has positive area, the pairing of � with
the de Rham class [!] is positive: h[!], �i> 0. The
indices are related by

indexz0 ðp; qÞ ¼ indexzðp; qÞ � 2hc1ðWÞ; �i

where c1(W) 2 H2(W; Z) is the first Chern class of a
compatible almost-complex structure. The symplec-
tic manifold is said to be ‘‘monotone’’ if, in real
cohomology, c1(W) is a positive multiple of [!]. In
the monotone case, we always have indexz0 (p, q) <
indexz(p, q), and no bubbling off can occur for
trajectory spaces Mz(p, q) of index 2 or less: the
above formula either makes Mz0 (p, q) a space
of negative dimension (in which case it is empty)
or a zero-dimensional space (in which case one
has to exploit an additional transversality argument,
to show that the holomorphic spheres belonging
to classes � with hc1(W),�i= 1 cannot intersect one
of the loops up in W). Since the construction of
HF� involves only the trajectories of indices 1 and 2,
the construction goes through with minor changes.
Because indexz(p, q) depends on the path z,
the group HF� will no longer be Z-graded: the
grading is defined only modulo 2d, where d is the
smallest nonzero value of hc1(W), �i for spherical
classes �.

In the case that W is not monotone, additional
techniques are needed to deal with the essential
noncompactness of the trajectory spaces. These
techniques involve (amongst other things) multi-
valued perturbations on orbifolds – a strategy that
requires the use of rational coefficients in order to
perform the necessary averaging. For this reason, in
the monotone case, the Arnol’d conjecture is known
to hold only in its original form: with the ordinary
(rational) Betti numbers.

To address Question 4 for Lagrangian intersec-
tions, a closely related Floer homology theory is
used. Assume L is connected, and introduce the
space of smooth paths joining L to L0:

�ðW; L;L0Þ

¼ fu : ½0; 1�!W j uð0Þ 2 L; uð1Þ 2 L0g

Fix a point x0 in L, and let u0 be the path
u0(t) =�t(x0). Let B be the connected component
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of �(W; L, L0) containing u0. On B we have a
symplectic action functional, defined as

f ðuÞ ¼
Z
½0;1�	½0;1�

v�ð!Þ

where v : [0, 1]	 [0, 1]!W is a path in B with
v(0, t) = u0(t) and v(1, t) = u(t). The symplectic
action is single valued if �2(W, L) is trivial (even
though this condition does not guarantee that B is
simply connected). The critical points of f corre-
spond to constant paths whose image in W is an
intersection point of L and L0 (though not all such
constant paths belong to the connected component
B). If we fix a one-parameter family of compatible
metrics gt and almost-complex structures Jt on W,
then we can consider the downward gradient
trajectories of the functional. These are maps

u : R 	 ½0; 1�!W

satisfying the Cauchy–Riemann equation

@u

@s
þ Jt

@u

@t

� �
¼ 0

with boundary conditions u(s, 0) 2 L and u(s, 1) 2 L0.
With coefficients F2, a Morse complex can be
constructed much as in the case just considered. If
�2(W, L) is trivial, then the Floer homology group HF�
obtained as the homology of this Morse complex is
isomorphic to H�(L; F2); and as a corollary, Question
4 has an affirmative answer in this case.

Without the hypothesis that �2(W, L) is trivial,
one does not expect an affirmative answer to
Question 4 in all cases. There is a ‘‘monotone’’
case, in which HF� can always be defined; but it is
not always isomorphic to H�(L; F2): instead, there is
a spectral sequence relating the two. In the general
case, there is once again the need to use rational
coefficients in place of mod 2 coefficients, in order
to deal with the orbifold nature of the trajectory
spaces that appear. This raises the question of
orientability for the trajectory spaces. In contrast
to the Morse theory for Hamiltonian diffeomorph-
isms, there is an obstruction to orientability,
involving spin structures on L and W. Even when
the trajectory spaces are orientable, there are further
obstructions to the existence of a Morse differential
satisfying � � �= 0. The theory of these obstructions
is developed in Fukaya et al. (2000). There are still
open questions in this area.

Instanton Floer Homology

A ‘‘Floer homology theory’’ for 3-manifolds should
assign to each 3-manifold Y (satisfying perhaps some

additional topological requirements) a group, say
HF(Y). Furthermore, given a four-dimensional
cobordism W from Y1 to Y2, the theory should
provide a corresponding homomorphism of groups,
from HF(Y1) to HF(Y2). These homomorphisms
should satisfy the natural composition law for compo-
site cobordisms. One can formulate this by considering
the category in which an object is a closed, connected,
oriented 3-manifold Y, and in which the morphisms
from Y1 to Y2 are the oriented four-dimensional
cobordisms, considered up to diffeomorphism. A
Floer homology theory is then a functor from this
category (perhaps with some additional decorations or
restrictions) to the category of groups. Such a functor
was constructed by Floer (1988a), at least for the full
subcategory of homology 3-spheres (manifolds Y with
H1 	 (Y; Z) = 0). We outline the construction.

Let P!Y be a principal SU(2) bundle (necessarily
trivial). Let A denote the space of SU(2) connections
in the bundle P, and let A0 be any chosen basepoint
in A. Any other A 2 A can be written as A0 þ a, for
some 1-form a with values in the adjoint bundle
ad(P) whose fiber is the Lie algebra s u (2). So A is an
affine space,

A ¼ A0 þ �1ðY; adðPÞÞ

and we can identify the tangent space TAA at any
A with �1(Y; ad(P)). The Chern–Simons functional
is a smooth function

CS : A!R

depending on our choice of a reference connection
A0. It can be defined by stating that its derivative at
A 2 A is the linear map TAA!R given by

a 7!�
Z

Y

trða ^ FAÞ

where FA denotes the curvature of A, as an ad(P)-
valued 2-form on Y, and tr denotes the trace of a
matrix-valued 3-form. If we equip Y with a
Riemannian metric, then we have the L2 inner
product on �1(Y; ad(P)), with respect to which we
can consider the gradient of CS. The formal down-
ward gradient-flow equation on A is then

ðd=dsÞA ¼ � � FA ½8�

where � is the Hodge star on Y. If A(s) is a solution
defined on an interval [s1, s2], then we can form the
corresponding four-dimensional connection A on
[s1, s2]	 Y, and eqn [8] implies that A is a solution
of the anti-self-dual Yang–Mills equation, FþA = 0.
Here FþA is the self-dual part of the curvature 2-form
on the cylinder. The critical points of CS are the flat
connections on Y, with FA = 0.
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Let G denote the gauge group, by which we mean
the group of automorphisms of P. When a trivializa-
tion of P is chosen, G becomes the group of smooth
maps g : Y! SU(2). A connection A 2 A is irreducible
if its stabilizer in G consists only of the constant gauge
transformations �1. The functional CS is invariant
only under the identity component of G: it descends to
a function CS :A=G!R=(4�2Z). If we choose a
basepoint in Y, then the gauge-equivalence classes of
flat connections in A are in one-to-one correspond-
ence with conjugacy classes of representations,


 : �1ðYÞ! SUð2Þ

Given representations 
 and �, we write M(
,�) for
the quotient by G of the space of trajectories A(s)
which satisfy the gradient-flow equation [8] and
which are asymptotic to flat connections belonging
to the classes 
 and � as s!�1. There is a purely
four-dimensional interpretation of M(
, �): it can be
identified with the moduli space of solutions A to
the anti-self-dual Yang–Mills equation, or ‘‘instan-
tons,’’ on R 	 Y, satisfying the same asymptotic
conditions.

One defines the ‘‘instanton Floer homology’’ of Y,
roughly speaking, as the Morse homology arising
from the functional CS. In the case that Y is a
homology 3-sphere, Floer defined I�(Y) as the
homology H�(C, �) of a complex C whose generators
correspond to the irreducible representations 
, and
whose differential � is defined in terms of the one-
dimensional components of the moduli spaces
M(
, �). To carry out the construction of I�(Y), it
is necessary to perturb the functional CS to achieve
a Morse–Smale condition: this is done by adding a
function f :A!R defined in terms of the holonomy
of connections along families of loops in Y. The
group G is not connected, and for given 
 and �, the
moduli space M(
, �) has components differing in
dimension by multiples of 8. For this reason, I�(Y) is
a Z=8-graded homology theory. It is a topological
invariant of Y, and is functorial for cobordisms, in
the manner outlined at the beginning of this section.

Various extensions have been made, to allow the
definition of I�(Y) for 3-manifolds with nontrivial H1,
and to incorporate the reducible representations.
Although there have been some successes (Donaldson
2002), a completely satisfactory general theory has not
been constructed. The main difficulties stem from the
noncompactness of the instanton moduli spaces (a
bubbling phenomenon) and the interaction of this
bubbling with the reducible solutions.

The instanton Floer theory for 3-manifolds is
closely tied up with Donaldson’s polynomial invari-
ants of closed 4-manifolds, which are also defined
using the anti-self-dual Yang–Mills equations.

Seiberg–Witten Floer Homology

Seiberg–Witten Floer homology can be defined in a
manner very similar to the instanton case. Again, we
start with a Riemannian 3-manifold Y, equipped
now with a spinc structure s: a rank-2 Hermitian
vector bundle S!Y together with a Clifford multi-
plication 
 : ��(Y)!End(S). The configuration
space C is defined as the space of pairs (A, �),
where A is a spinc connection and � is a section of S.
In place of the Chern–Simons functional considered
above, we have the Chern–Simons–Dirac functional
CSD : C!R defined by

CSDðA;�Þ ¼ 1

4
CS trðAÞð Þ þ 1

2

Z
Y

h�;DA�i d�

where tr(A) denotes the connection induced by A on
the line bundle �2S and DA is the Dirac operator for
the connection A. The functional is invariant again
under the identity component of the gauge group G,
which this time is the group of maps g : Y! S1,
acting as automorphisms of S. The critical points are
the solutions (A, �) to the three-dimensional
‘‘Seiberg–Witten equations,’’

1
2 
ðFtrðAÞÞ � ð���Þ0 ¼ 0

DA� ¼ 0

in which the subscript 0 denotes the traceless part of
the endomorphism. If � and � are gauge-equivalence
classes of critical points, then we write M(�, �) for
the quotient by G of the space of gradient trajec-
tories from � to �.

As in the instanton case, M(�, �) has a four-
dimensional interpretation: it is the quotient by the
four-dimensional gauge group of a space of solu-
tions (A, F) on R 	 Y to the four-dimensional
Seiberg–Witten equations:

1
2 
 FþtrðAÞ

� �
� ðFF�Þ0 ¼ 0

DþAF ¼ 0

Here F is a section of the summand Sþ of the four-
dimensional spinc bundle S = Sþ 
 S�, and DþA :
�(Sþ)!�(S�) is the four-dimensional Dirac operator.

The action of the gauge group on C is free except
at configurations with � = 0. These reducible con-
figurations have an S1 stabilizer. Reducible critical
points of CSD correspond to flat connections in the
line bundle �2S. We can now distinguish two cases,
according to whether c1(S) is a torsion class or not.

If c1(S) is not a torsion class, then there are no flat
connections in �2S, so all critical points are
irreducible. In this case, there is a straightforward
Floer-type Morse theory for the functional CSD on
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the space C=G: for generators of our complex we
take the gauge-equivalence classes of critical points,
and we use the one-dimensional trajectory spaces
M(�, �) to define the boundary map. The resulting
Morse homology group is denoted HM�(Y, s). It has
a canonical Z=2-grading, and is a topological
invariant of Y and its spinc structure.

If c1(S) is torsion, the theory is more complex.
There will be reducible critical points, and one
cannot exclude these from the Morse complex and
still obtain a topological invariant of Y. One may
incorporate the reducible critical points in two
different ways, that are in a sense dual to one
another; and there is a third homology theory that
one can define, using the reducibles alone. Thus, one
can construct three Floer groups associated to Y
with the spinc structure s. The resulting theory
closely resembles the Heegaard Floer homology that
is described next.

Heegaard Floer Homology and Other
Floer Theories

Heegaard Floer homology is a Floer homology
theory for 3-manifolds that is formally similar to
Seiberg–Witten Floer homology, and conjecturally
isomorphic to it. Unlike the instanton and Seiberg–
Witten theories, its construction, due to Ozsváth
and Szabó, does not use gauge theory. Instead, one
begins with a decomposition of the 3-manifold into
two handlebodies with common boundary �, and
one studies a symplectic manifold sg�, the configu-
ration space of g-tuples of points on �, where
g denotes the genus. The Heegaard Floer groups are
then defined by a variant of the construction used
for Lagrangian intersections (see the section ‘‘Morse
theory and the Arnol’d conjecture’’), applied to a
particular pair of Lagrangian tori in sg�.

As in the case of Seiberg–Witten theory, Heegaard
Floer homology assigns to each oriented 3-manifold
Y three different Floer groups, HFþ(Y), HF�(Y), and
HF1(Y), related by a long exact sequence:

� � �!HFþðYÞ!HF�ðYÞ!HF1ðYÞ!HFþðYÞ! �� �

The first two groups are dual, in that there is
a nondegenerate pairing between HFþ(Y) and
HF�(�Y), where �Y denotes the same 3-manifold
with opposite orientation. If W is an oriented four-
dimensional cobordism from Y1 to Y2, then there
are associated functorial maps

FþðWÞ : HFþðY1Þ!HFþðY2Þ
F�ðWÞ : HF�ðY1Þ!HF�ðY2Þ
F1ðWÞ : HF1ðY1Þ!HF1ðY2Þ

In addition, if the intersection form of W is not
negative semidefinite, there is a map

FðWÞ : HF�ðY1Þ!HFþðY2Þ

As a special case, one can start with a closed
4-manifold X, and consider the cobordism W from
S3 to S3 obtained from X by removing two 4-balls.
In this case, the map

FðWÞ : HF�ðS3Þ!HFþðS3Þ

encodes a diffeomorphism invariant of the original
4-manifold X. This invariant is conjectured to be
equivalent to the Seiberg–Witten invariants of X.

Heegaard Floer homology, and its cousin Seiberg–
Witten Floer homology, have been applied success-
fully to settle long-standing problems in topology,
particularly questions related to surgery on knots.
An example of such an application is the theorem of
Kronheimer et al. that one cannot obtain the
projective space RP3 by surgery on a nontrivial
knot in the 3-sphere.

In these and other applications of both Heegaard
and Seiberg–Witten Floer homology, two key proper-
ties of the homology groups play an important part.
The first is a nonvanishing theorem, which shows, for
example, that these Floer groups can distinguish S1 	
S2 from any other manifold with the same homology.
The second is a long exact sequence, which relates the
Floer groups of the manifolds obtained by three
different surgeries on a knot. The latter property is
shared by the instanton Floer groups, as was shown by
Floer (Braam and Donaldson 1995).

Other Floer-type theories have been considered,
not all of which arise from a gradient flow, but in
which the boundary map of the complex is obtained
by counting solutions to a geometric differential
equation. At the time of writing, Floer homology is
an area of very active development.

See also: Four-Manifold Invariants and Physics; Gauge
Theoretic Invariants of 4-Manifolds; Gauge Theory:
Mathematical Applications; Knot Homologies; Ljusternik–
Schnirelman Theory; Minimax Principle in the Calculus of
Variations; Moduli Spaces: An Introduction;
Seiberg–Witten Theory; Topological Quantum
Field Theory: Overview.
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The objective of this article is to give an overview
of some advanced numerical methods commonly
used in fluid mechanics. The focus is set primarily
on finite-element methods and finite-volume
methods.

Fluid Mechanics Models

Let � be a domain in Rd(d = 2, 3) with boundary @�
and outer unit normal n. � is assumed to be
occupied by a fluid. The basic equations governing
fluid flows are derived from three conservation
principles: conservation of mass, momentum, and
energy. Denoting the density by 
, the velocity by u,
and the mass specific internal energy by ei, these
equations are

@t
þr � ð
uÞ ¼ 0 ½1�

@tð
uÞ þ r � ð
u� uÞ ¼ r � s þ 
f ½2�

@tð
eiÞ þ r � ð
ueiÞ ¼ s :e þ qT �r � jT ½3�

where s is the stress tensor, e = (1=2)(ruþru)T is
the strain tensor, f is a body force per unit mass
(gravity is a typical example), qT is a volume source
(it may model chemical reactions, Joule effects,
radioactive decay, etc.), and jT is the heat flux. In
addition to the above three fundamental conserva-
tion equations, one may also have to add L
equations that account for the conservation of

other quantities, say �‘, 1 
 ‘ 
 L. These quantities
may, for example, be the concentration of constitu-
ents in an alloy, the turbulent kinetic energy, the
mass fractions of various chemical species by unit
volume, etc. All these conservation equations take
the following form:

@tð
�‘Þ þ r � ð
u�‘Þ ¼ q�‘ �r � j�‘ ; 1 
 ‘ 
 L ½4�

Henceforth, the index ‘ is dropped to alleviate the
notation.

The above set of equations must be supplemented
with initial and boundary conditions. Typical initial
conditions are 
jt = 0 = 
0, ujt = 0 = u0, and �jt = 0 =�0.
Boundary conditions are usually classified into
two types: the essential boundary conditions and
the natural boundary conditions. Natural conditions
impose fluxes at the boundary. Typical examples are

ðs � nþR � uÞj@� ¼ au

ðjT � nþ rTeiÞj@� ¼ aT

and

ðj� � nþ r��Þj@� ¼ a�

The quantities R, rT , r�, au, aT , a� are given. Essen-
tial boundary conditions consist of enforcing bound-
ary values on the dependent variables. One typical
example is the so-called no-slip boundary condition:
uj@� = 0.

The above system of conservation laws is closed
by adding three constitutive equations whose pur-
pose is to relate each field s , jT , and j� to the fields

, u, and �. They account for microscopic properties
of the fluid and thus must be frame-independent.
Depending on the constitutive equations and
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adequate hypotheses on time and space scales,
various models are obtained. An important class of
fluid model is one for which the stress tensor is a
linear function of the strain tensor, yielding the so-
called Newtonian fluid model:

s ¼ ð�pþ �r � uÞI þ 2� e ½5�

Here p is the pressure, I is the identity matrix, and �
and � are viscosity coefficients. Still assuming
linearity, common models for heat and solute fluxes
consist of assuming

jT ¼��rT; j� ¼�Dr� ½6�

where T is the temperature. These are the so-called
Fourier’s law and Fick’s law, respectively.

Having introduced two new quantities, namely
the pressure p and the temperature T, two new
scalar relations are needed to close the system. These
are the state equations. One admissible assumption
consists of setting �= �(p, T). Another usual addi-
tional hypothesis consists of assuming that the
variations in the internal energy are proportional
to those in the temperature, that is, @ei = cP@T.

Let us now simplify the above models by
assuming that � is constant. Then, mass conserva-
tion implies that the flow is incompressible, that is,
r � u = 0. Let us further assume that neither �,�,
nor p depend on ei. Then, upon abusing the
notation and still denoting by p the ratio p=�, the
above set of assumptions yields the so-called
incompressible Navier–Stokes equations:

r � u ¼ 0 ½7�

@tuþ u � ru� ��uþrp ¼ f ½8�

As a result, the mass and momentum conservation
equations are independent of that of the energy and
those of the solutes:

�cPð@tT þ u � rTÞ � r � ð�rTÞ ¼ 2� e : e þ qT ½9�

@t�þ u � r�� 1

�
r � ðDr�Þ ¼ 1

�
q� ½10�

Another model allowing for a weak dependency of
� on the temperature, while still enforcing incom-
pressibility, consists of setting �= �0(1� �(T � T0)).
If buoyancy effects induced by gravity are important,
it is then possible to account for them by setting
f = �0g(1� �(T � T0)), where g is the gravitational
acceleration, yielding the so-called Boussinesq model.

Variations on these themes are numerous and a
wide range of fluids can be modeled by using
nonlinear constitutive laws and nonlinear state
laws. For the purpose of numerical simulations,

however, it is important to focus on simplified
models.

The Building Blocks

From the above considerations we now extract a
small set of elementary problems which constitute
the building blocks of most numerical methods in
fluid mechanics.

Elliptic Equations

By taking the divergence of the momentum equation
[8] and assuming u to be known and renaming p to
�, one obtains the Poisson equation

��� ¼ f ½11�

where f is a given source term. This equation plays a
key role in the computation of the pressure when
solving the Navier–Stokes equations; see [54b].
Assuming that adequate boundary conditions are
enforced, this model equation is the prototype for
the class of the so-called elliptic equations. A simple
generalization of the Poisson equation consists of the
advection–diffusion equation

u � r��r � ð�r�Þ ¼ f ½12�

where � > 0. Admissible boundary conditions are
(�@n�þ r�)j@� = a, r � 0, or �j@� = a. This type of
equation is obtained by neglecting the time deriva-
tive in the heat equation [9] or in the solute
conservation equation [10]. Mathematically speak-
ing, [12] is also elliptic since its properties (in
particular, the way the boundary conditions must
be enforced) are controlled by the second-order
derivatives. For the sake of simplicity, assume that
u = 0 in the above equation and that the boundary
condition is �j@� = 0, then it is possible to show that
� solves [12] if and only if � minimizes the
functional

J ð Þ ¼
Z

�

ðjr j2 � f Þ dx

where j � j is the Euclidean norm and  spans

H ¼  ;

Z
�

jr j2 dx <1; j@� ¼ 0

� �
½13�

Writing the first-order optimality condition for this
optimization problem yieldsZ

�

r� � r ¼
Z

�

f 

for all  2 H. This is the so-called variational
formulation of [12]. When u is not zero, no
variational principle holds but a similar way to
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reformulate [12] consists of multiplying the equation
by arbitrary functions in H and integrating by parts
the second-order term to giveZ

�

ðu � r�Þ þ �r� � r ¼
Z

�

f ; 8 2 H ½14�

This is the so-called weak formulation of [12]. Weak
and variational formulations are the starting point
for finite-element approximations.

Stokes Equations

Another elementary building block is deduced from
[8] by assuming that the time derivative and the
nonlinear term are both small. The corresponding
model is the so-called Stokes equations,

���uþrp ¼ f ½15�

r � u ¼ 0 ½16�

Assume for the sake of simplicity that the no-slip
boundary condition is enforced: uj@� = 0. Introduce
the Lagrangian functional

Lðv; qÞ ¼
Z

�

ðru :rv� qr � v� f � vÞ dx

Set

X ¼ v;

Z
�

jrvj2 dx <1; vj@� ¼ 0

� �

M ¼ q;

Z
�

q2 dx <1
� �

Then, the pair (u, p) 2 X �M solves the Stokes
equations if and only if it is a saddle point of L, that is,

Lðu; qÞ � Lðu; pÞ � Lðv; pÞ; 8ðv; qÞ 2 X �M ½17�

In other words, the pressure p is the Lagrange multi-
plier of the incompressibility constraint r � u = 0.
Realizing this fact helps to understand the nature of
the Stokes equations, specially when it comes to
constructing discrete approximations. A variational
formulation of the Stokes equations is obtained by
writing the first-order optimality condition, namely:Z

�

ð�ru :rv� pr � v� f � vÞ dx ¼ 0 8v 2 X

Z
�

qr � u dx ¼ 0 8q 2M

When the nonlinear term is not zero in the
momentum equation, or when this term is linear-
ized, there is no saddle point, but a weak formula-
tion is obtained by multiplying the momentum

equation by arbitrary functions v in X and integrat-
ing by parts the Laplacian, and by multiplying the
mass equation by arbitrary functions q in M:Z

�

ððu � ruÞ � vþ �ru :rv� pr � vÞdx ¼
Z

�

f �v ½18�

Z
�

qru ¼ 0 ½19�

Parabolic Equations

The class of elliptic equations generalizes to that of
the parabolic equations when time is accounted for:

@t�þ u � r��r � ð�r�Þ ¼ f ; �jt¼0 ¼ �0 ½20�

Fundamentally, this equation has many similarities
with the elliptic equation

	�þ u � r��r � ð�r�Þ ¼ f ½21�

where 	 > 0. In particular, the set of boundary
conditions that are admissible for [20] and [21] are
identical, that is, it is legitimate to enforce (�@n�þ
r�)j@� = a, r � 0, or �j@� = a. Moreover, solving [21]
is always a building block of any algorithm solving
[20]. The important fact to remember here is that if
a good approximation technique for solving [21] is
at hand, then extending it to solve [20] is usually
straightforward.

Hyperbolic Equations

When �=UL! 0, where U is the reference velocity
scale and L is the reference length scale, [20]
degenerates into the so-called transport equation

@t�þ u � r� ¼ f ½22�

This is the prototypical example for the class of
hyperbolic equations. For this equation to be well-
posed, it is necessary to enforce an initial condition
�jt = 0 =�0 and an inflow boundary condition, that
is, �j@�� = a, where @��= {x 2 @�; (u � n)(x) < 0} is
the so-called inflow boundary of the domain. To
better understand the nature of this equation,
introduce the characteristic lines X(x, s; t) of u(x, t)
defined as follows:

dtXðx; s; tÞ ¼ uðXðx; s; tÞ; tÞ
Xðx; s; sÞ ¼ x

½23�

If u is continuous with respect to t and Lipschitz
with respect to x, this ordinary differential equation
has a unique solution. Furthermore, [22] becomes

dt �ðXðx; s; tÞ; tÞ½ � ¼ f ðXðx; s; tÞ; tÞ ½24�
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Then

�ðx; tÞ ¼ �0ðXðx; t; 0ÞÞ þ
Z t

0

f ðXðx; t; 
Þ; 
Þ d


provided X(x, t; 
) 2 � for all 
 2 [0, t]. This shows
that the concept of characteristic curves is important
to construct an approximation to [22].

Meshes

The starting point of every approximation technique
for solving any of the above model problems consists
of defining a mesh of � on which the approximate
solution is defined. To avoid having to account for
curved boundaries, let us assume that the domain � is
a two-dimensional polygon (resp. three-dimensional
polyhedron). A mesh of �, say T h, is a partition of �
into small cells, hereafter assumed to be simple
convex polygons in two dimensions (resp. polyhe-
drons in three dimensions), say triangles or quad-
rangles (resp. tetrahedrons or cuboids). Moreover,
this partition is usually assumed to be such that if
two different cells have a nonempty intersection, then
the intersection is a vertex, or an entire edge, or an
entire face. The left panel of Figure 1 shows a mesh
satisfying the above requirement. The mesh in the
right panel is not admissible.

Finite Elements: Interpolation

The finite-element method is foremost an interpola-
tion technique. The goal of this section is to
illustrate this idea by giving examples.

Let T h = {Km}1�m�Nel
be a mesh composed of Nel

simplices, that is, triangles in two dimensions or
tetrahedrons in three dimensions. Consider the
following vector spaces of functions:

Vh ¼ fvh 2 C0ð��Þ; vhjKm
2 Pk; 1 � m � Nelg ½25�

where Pk denotes the space of polynomials of global
degree at most k. Vh is called a finite-element
approximation space. We now construct a basis for Vh.

Given a simplex Km in Rd, let vn be a vertex of
Km, let Fn be the face of Km opposite to vn, and

define nn to be the outward normal to Fn, 1 � n �
d þ 1. Define the barycentric coordinates

�nðxÞ ¼ 1� ðx� vnÞ � nn

ðvl � vnÞ � nn
; 1 � n � d þ 1 ½26�

where vl is an arbitrary vertex in Fn (the definition
of �n is clearly independent of vl provided vl belongs
to Fn). The barycentric coordinate �n is an affine
function; it is equal to 1 at vn and vanishes on Fn; its
level sets are hyperplanes parallel to Fn. The
barycenter of Km has barycentric coordinates

1

d þ 1
; . . . ;

1

d þ 1

� �
The barycentric coordinates satisfy the following
properties: for all x 2 Km, 0 � �n(x) � 1, and for all
x 2 Rd,

Xdþ1

n¼1

�nðxÞ ¼ 1 and
Xdþ1

n¼1

�nðxÞðx� vnÞ ¼ 0

Consider the set of nodes {an,m}1�n�nsh
of Km with

barycentric coordinates

i0
k
; . . . ;

id
k

� �
; 0 � i0; . . . ; id � k; i0 þ � � � þ id ¼ k

These points are called the Lagrange nodes of Km. It
is clear that there are nsh = (1=2)(kþ 1)(kþ 2)
of these points in two dimensions and nsh = (1=6)
(kþ 1)(kþ 2)(kþ 3) in three dimensions. It is
remarkable that nsh = dim Pk.

Let {b1, . . . , bN} =
S

Km2T h
{a1,m, . . . , ansh,m} be the

set of all the Lagrange nodes in the mesh. For Km 2 T h

and n 2 {1, . . . , nsh}, let j(n, m) 2 {1, . . . , N} be the
integer such that an, m = bj(n, m); j(n, m) is the global
index of the Lagrange node an, m. Let {’1, . . . ,’N} be
the set of functions in Vh defined by ’i(bj) = �ij, then it
can be shown that

f’1; . . . ; ’Ng is a basis for Vh ½27�

The functions ’i are called global shape functions.
An important property of global shape functions is
that their supports are small sets of cells. More
precisely, let i 2 {1, . . . , N} and let V i = {m; 9n;
i = j(n, m)} be the set of cell indices to which the
node bi belongs, then the support of ’i is

S
m2V i

Km.
For k = 1, it is clear that ’i jKm

=�n for all m 2 V i

and all n such that i = j(n, m), and ’i jKm
= 0

otherwise. The graph of such a shape function in
two dimensions is shown in the left panel of Figure 2.
For k = 2, enumerate from 1 to d þ 1 the vertices of
Km, and enumerate from d þ 2 to nsh the Lagrange
nodes located at the midedges. For a midedge node
of index d þ 2 � n � nsh, let b(n), e(n) 2 {1, . . . ,
d þ 1} be the two indices of the two LagrangeFigure 1 Admissible (left) and nonadmissible (right) meshes.
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nodes at the extremities of the edge in question. Then,
the restriction to Km of a P2 shape function ’i is

’ijKm
¼ �nð2�n � 1Þ; if 1 � n � d þ 1

4�bðnÞ�eðnÞ; if d þ 2 � n � nsh

�
½28�

Figure 2 shows the graph of two P2 shape functions
in two dimensions.

Once the space Vh is introduced, it is natural to
define the interpolation operator

�h : C0ð��Þ 3 v 7�!
XN
i¼1

vðbiÞ’i 2 Vh ½29�

This operator is such that for all continuous
functions v, the restriction of �h(v) to each mesh
cell is a polynomial in Pk and �h(v) takes the same
values as v at the Lagrange nodes. Moreover, setting
h = maxKm2T h

diam(Km), and defining

krkLp ¼
Z

�

jrjpdx

� �1=p

for 1 � p <1

the following approximation holds:

kv� �hðvÞkLp þ hkrðv��hðvÞÞkLp

� chkþ1kvkCkþ1ð��Þ ½30�

where c is a constant that depends on the quality of
the mesh. More precisely, for Km 2 T h, let �Km

be
the diameter of the largest ball that can be inscribed
into Km and let hKm be the diameter of Km. Then, c
depends on �= maxKm2T h

hKm=�Km . Hence, for the
mesh to have good interpolation properties, it is
recommended that the cells be not too flat. Families
of meshes for which � is bounded uniformly with
respect to h as h! 0 are said to be shape-regular
families.

The above example of finite-element approxima-
tion space generalizes easily to meshes composed of
quadrangles or cuboids. In this case, the shape
functions are piecewise polynomials of partial

degree at most k. These spaces are usually referred
to as Qk approximation spaces.

Finite Elements: Approximation

We show in this section how finite-element approx-
imation spaces can be used to approximate some
model problems exhibited in the section ‘‘Building
blocks.’’

Advection–Diffusion

Consider the model problem [21] supplemented
with the boundary condition (�@n�þ r�)j@� = g.
Assume � > 0,	þ (1=2)r � u � 0, and r � 0. Define

að�;  Þ ¼
Z

�

ð	�þ � � r�Þ þ �r� � r ð Þdx

þ
Z
@�

r� ds

Then, the weak formulation of [21] is: seek � 2 H
(H defined in [13]) such that for all  2 H

að�;  Þ ¼
Z

�

f dxþ
Z
@�

g ds ½31�

Using the approximation space Vh defined in [25]
together with the basis defined in [27], we seek an
approximate solution to the above problem in the
form �h =

PN
i = 1 Ui’i 2 Vh. Then, a simple way of

approximating [31] consists of seeking U =
(U1, . . . , UN)T 2 RN such that for all 1 � i � N

að�h; ’iÞ ¼
Z

�

f’idxþ
Z
@�

g’ids ½32�

This problem finally amounts to solving the follow-
ing linear system:

AU ¼ F ½33�

Figure 2 Two-dimensional Lagrange shape functions: piecewise P1 (left) and piecewise P2 (center and right).
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where Aij = a(’j,’i) and

Fi ¼
Z

�

f’idxþ
Z
@�

g’ids

The above approximation technique is usually
referred to as the Galerkin method. The following
error estimate can be proved:

k�� �hkLp þ hkrð�� �hÞkLp

� chkþ1k�kCkþ1ð��Þ ½34�

where, in addition to depending on the shape
regularity of the mesh, the constant c also depends
on �, 	, and �.

Stokes Equations

The line of thought developed above can be used to
approximate the Navier–Stokes problem [15]–[16].
Let us assume that the nonlinear term u � ru is
linearized in the form v � ru, where v is known. Let
T h be a mesh of �, and assume that finite-element
approximation spaces have been constructed to
approximate the velocity and the pressure, say Xh

and Mh. Assume for the sake of simplicity that Xh 	
X and Mh 	M. Assume that bases for Xh and Mh

are at hand, say {’1, . . . ,’Nu
} and { 1, . . . , Np

},
respectively. Set

aðu; jÞ ¼
Z

�

ððv � ruÞ � j þ �ru : rjdx

and

bðv;  Þ ¼ �
Z

�

 r � vdx

Then, we seek an approximate velocity uh =PNu

i = 1 Uiji and an approximate pressure ph =PNp

k = 1 Pk k such that for all i 2 {1, . . . , Nu} and all
k 2 {1, . . . , Np} the following holds:

aðuh;jiÞ þ bðji; phÞ ¼
Z

�

f � jidx ½35�

bðuh;  kÞ ¼ 0 ½36�

Define the matrix A 2 RNu, Nu such that
Aij = a(jj, ji). Define the matrix B 2 RNp, Nu such
that Bki = b(ji, k). Then, the above problem can be
recast into the following partitioned linear system:

A BT

B 0

� �
U
P

� �
¼ F

0

� �
½37�

where the vector F 2 RNu is such that Fi =
R

� f � ji.
An important aspect of the above approximation

technique is that, for the linear system to be

invertible, the matrix BT must have full row rank
(i.e., B has full column rank). This amounts to

9�h > 0; inf
qh2Mh

sup
vh2Xh

R
� qhr � vh dx

kvhkXkqhkM

� �h ½38�

where

kvhk2
X ¼

Z
�

jrvhj2dx; kqhk2
M ¼

Z
�

q2
h dx

This nontrivial condition is called the Ladyženskaja–
Babuška–Brezzi condition (LBB) in the literature.
For instance, if P1 finite elements are used to approx-
imate both the velocity and the pressure, the above
condition does not hold, since there are nonzero
pressure fields qh in Mh such that

R
� qhr � vhdx = 0

for all vh in Xh. Such fields are called spurious
pressure modes. An example is shown in Figure 3.
The spurious function alternatively takes the values
�1, 0, and þ1 at the vertices of the mesh so that its
mean value on each cell is zero.

Couples of finite-element spaces satisfying the
LBB condition are numerous. For instance, assuming
k � 2, using Pk finite elements to approximate the
velocity and Pk�1 finite elements to approximate the
pressure is acceptable. Likewise, using Qk elements
for the velocity and Qk�1 elements for the pressure
on meshes composed of quadrangles or cuboids is
admissible.

Approximation techniques for which the pressure
and the velocity degrees of freedom are not
associated with the same nodes are usually called
staggered approximations. Staggering pressure and
velocity unknowns is common in solution methods
for the incompressible Stokes and Navier–Stokes
equations; see also the subsection ‘‘Stokes
equations.’’

Finite Volumes: Principles

The finite-volume method is an approximation
technique whose primary goal is to approximate
conservation equations, whether time dependent or
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Figure 3 The P1=P1 finite element: the mesh (left); one

pressure spurious mode (right).
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not. Given a mesh, say T h = {Km}1�m�Nel,
and a

conservation equation

	@t�þr � Fð�;r�; x; tÞ ¼ f ½39�

(	= 0 if the problem is time independent and 	= 1
otherwise), the main idea underlying every finite-
volume method is to represent the approximate
solution by its mean values over the mesh cells
(�K1

, . . . ,�KNel
)T 2 RNel and to test the conservation

equation by the characteristic functions of the mesh
cells {1K1

, . . . , 1KNel
}. For each cell Km 2 T h, denote by

nKm
the outward unit normal vector and denote by Fm

the set of the faces of Km. The finite-volume approx-
imation to [39] consists of seeking (�K1

, . . . ,�KNel
)T 2

RNel such that the function �h =
PNel

m = 1 �Km
1K1m

satisfies the following: for all 1 � m � Nel

jKmj	dt�Km
ðtÞþ

X
�2Fm

Fm;�
h ð�h;rh�h; tÞ ¼

Z
K

fdx ½40�

where

jKmj ¼
Z

K

dx

rh�h is an approximation of r�, and Fm,�
h is an

approximation ofZ
�

Fð�;r�; x; tÞ � nKm
ds

The precise definition of the so-called approximate
flux Fm,�

h depends on the nature of the problem
(e.g., elliptic, parabolic, hyperbolic, saddle point)
and the desired accuracy. In general, the approx-
imate fluxes are required to satisfy the following
two important properties:

1. Conservativity: for Km, Kl 2 T h such that
�= Km \ Kl, Fm,�

h = �Fl,�
h .

2. Consistency: let  be the solution to [39], and set

 h ¼
1K1

jK1j

Z
K1

 dxþ � � � þ
1KNel

jKNel
j

Z
KNel

 dx

then

Fm;�
h ð h;rh h; tÞ!

Z
�

Fð ;r ;x; tÞ �nds as h! 0

The quantity

Fm;�
h ð h;rh h; tÞ �

Z
�

Fð ;r ; x; tÞ � n ds
����

����
is called the consistency error.

Note that [40] is a system of ordinary differential
equations. This system is usually discretized in time
by using standard time-marching techniques such as
explicit Euler, Runge–Kutta, etc.

The discretization technique described above is
sometimes referred to as cell-centered finite-volume
method. Another method, called vertex-centered
finite volume method, consists of using the char-
acteristic functions associated with the vertices of
the mesh instead of those associated with the cells.

Finite Volumes: Examples

In this section we illustrate the ideas introduced
above. Three examples are developed: the Poisson
equation, the transport equation, and the Stokes
equations.

Poisson Problem

Consider the Poisson equation [11] equipped with
the boundary condition @n�j@� = a. To avoid techni-
cal details, assume that � = [0, 1]d. Let Kh be a mesh
of � composed of rectangles (or cuboids in three
dimensions).

The flux function is F(�,r�, x) =�r�; hence,
Fm,�

h must be a consistent conservative approxima-
tion of �

R
� nKm

� r� ds . Let � be an interior face of
the mesh and let Km, Kl be the two cells such that
�= Km \ Kl. Let xKm , xKl

be the barycenters of Km

and Kl, respectively. Then, an admissible formula
for the approximate flux is

Fm;�
h ¼� j�j

jxKm
�xKl

j ð�Kl
� �Km

Þ ½41�

where j�j=
R
� ds . The consistency error is O(h) in

general, and is O(h2) if the mesh is composed of
identical cuboids. The conservativity is evident. If �
is part of @�, an admissible formula for the
approximate flux is Fm,�

h =�
R
� a ds . Then, upon

defining F i
Km

=FKm
n@� and F @

Km
=FKm

\ @�, the
finite-volume approximation of the Poisson problem
is: seek �h 2 RNel such that for all 1 � m � NelX

�2F i
Km

Fm;�
h ¼

Z
Km

f dxþ
X
�2F @

Km

Z
�

a ds ½42�

Transport Equation

Consider the transport equation

@t�þr � ðu�Þ ¼ f ½43�

�jt¼0 ¼ �0; �j@�� ¼ a ½44�

where u(x, t) is a given field in C1(��� [0, T]). Let T h

be a mesh of �. For the sake of simplicity, let us use
the explicit Euler time-stepping to approximate [40].
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Let N be positive integer, set �t = T=N, set tn = n�t
for 0 � n � N, and partition [0, T] as follows:

½0;T� ¼
[N�1

n¼0

½tn; tnþ1�

Denote by �n
h 2 RNel the finite-volume approxima-

tion of �h(tn). Then, [40] is approximated as
follows:

jKmj
�t
ð�nþ1

Km
� �n

Km
Þ þ

X
�2Fm

Fm;�
h ð�h;rh�h; t

nÞ

¼
Z

K

f ðx; tnÞ dx ½45�

where �0
Km

=
R

Km
�0 dx. The approximate flux Fm,�

h
must be a consistent conservative approximation ofR
� (u � nKm )� ds . Let � be a face of the mesh and let

Km, Kl be the two cells such that �= Km \ Kl (note
that if � is on @�,� belongs to one cell only and we
set Km = Kl). If � is on @��, set

Fm;�
h ¼

Z
�

ðu � nKm
Þa ds ½46�

If � is not on @��, set un
m,� =

R
� (u � nKm

)ds and
define

Fm;�
h ¼

�n
Km

un
m;� if un

m;� � 0

�n
Kl

un
m;� if un

m;� < 0

(
½47�

The above choice for the approximate flux is usually
called the upwind flux. It is consistent with the analysis
that has been done for [22], that is, information flows
along the characteristic lines of the field u; see [24]. In
other words, the updating of �nþ1

km
must be done by

using the approximate values �n
h coming from the cells

that are upstream the flow field.
An important feature of the above approximation

technique is that it is L1-stable, in the sense that

max0�n�N;1�m�Nel
�n

Km

�� �� � cðu0; f Þ

if the two mesh parameters �t and h satisfy
the so-called Courant–Friedrichs–Levy (CFL)
condition kukL1�t=h � c(�), where c(�) is a con-
stant that depends on the mesh regularity parameter
�= maxKm2T h

hKm=�Km . In one dimension, c(�) = 1.

Stokes Equations

To finish this short review of finite-volume methods,
we turn our attention to the Stokes problem (15)–(16)
equipped with the homogeneous Dirichlet boundary
condition uj@� = 0.

Let T h be a mesh of � composed of triangles (or
tetrahedrons). All the angles in the triangulation are
assumed to be acute so that, for all K 2 T h, the
intersection of the orthogonal bisectors of the sides
of K, say xK, is in K. We propose a finite-volume
approximation for the velocity and a finite-element
approximation for the pressure. Let {e1, . . . , ed} be a
Cartesian basis for Rd. Set 1k

Km
= 1Km

ek for all 1 �
m � Nel and 1 � k � d; then define

Xh ¼ span 11
K1
; . . . ;1d

K1
; . . . ; 11

KNel
; . . . ; 1d

KNel

n o
Let {b1, . . . , bNv

} be the vertices of the mesh, and let
{’1, . . . ,’Nv

} be the associated piecewise linear
global shape functions. Then, set (see the section
‘‘Finite elements: interpolation’’)

Nh ¼ spanf’1; . . . ; ’Nv
g

Mh ¼ fq 2 Nh;

Z
�

q dx ¼ 0g

The approximate problem consists of seeking
(uK1

, . . . , uKNel
) 2 RdNel and ph 2Mh such that for

all 1 � m � Nel, 1 � k � d, and all 1 � i � Nv,X
�2Fm

1k
Km
� Fm;�

h þ c 1k
Km
; ph

	 

¼
Z

Km

1k
Km
� f dx ½48�

cðuKm ; ’iÞ ¼ 0 ½49�

where

cðvKm ; phÞ ¼
Z

Km

vKm � rphdx

Moreover,

Fm;�
h ¼

�j�j
jxm � xlj

ðuKm
� uKl

Þ if � ¼ Km \ Kl

�j�j
dðxm; �Þ

uKm
if � ¼ Km \ @�

8>>><
>>>:

where d(xKm
, �) is the Euclidean distance between

xKm
and �. This formulation yields a linear system

with the same structure as in [37]. Note in particular
that

sup
vh2Xh

cðvh; phÞ
kvhkL1

¼ krphkL1 ½50�

Since the mean value of ph is zero, krphkL1 is a norm
on Mh. As a result, an inequality similar to [38] holds.
This inequality is a key step to proving that the linear
system is wellposed and the approximate solution
converges to the exact solution of (15)–(16).
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Projection Methods for Navier–Stokes

In this section we focus on the time approximation
of the Navier–Stokes problem:

@tu� ��uþ u � ruþrp ¼ f ½51a�

r � u ¼ 0 ½51b�

uj@� ¼ 0 ½51c�

ujt¼0 ¼ u0 ½51d�

where f is a body force and u0 is a solenoidal
velocity field. There are numerous ways to discretize
this problem in time, but, undoubtedly, one of the
most popular strategies is to use projection methods,
sometimes also referred to as Chorin–Temam
methods.

A projection method is a fractional-step time-
marching technique. It is a predictor–corrector
strategy aiming at uncoupling viscous diffusion and
incompressibility effects. One time step is composed
of three substeps: in the first substep, the pressure is
made explicit and a provisional velocity field is
computed using the momentum equation; in the
second substep, the provisional velocity field is
projected onto the space of incompressible (solenoi-
dal) vector fields; in the third substep, the pressure is
updated.

Let q > 0 be an integer and approximate the time
derivative of u using a backward difference formula of
order q. To this end, introduce a positive integer N, set
�t = T=N, set tn = n�t for 0 � n � N, and consider a
partitioning of the time interval in the form

½0;T� ¼
[N�1

n¼0

½tn; tnþ1�

For all sequences v�t = (v0, v1, . . . , vN), set

DðqÞvnþ1 ¼ �qvnþ1 �
Xq�1

j¼0

�jv
n�j ½52�

where q� 1 � n � N � 1. The coefficients �j are
such that

1

�t
ð�quðtnþ1Þ �

Xq�1

j¼0

�juðtn�jÞÞ

is a qth-order backward difference formula approx-
imating @tu(tnþ1). For instance,

Dð1Þvnþ1 ¼ vnþ1 � vn

Dð2Þvnþ1 ¼ 3
2v

nþ1 � 2vn þ 1
2v

n�1

Furthermore, for all sequences ��t = (�0,�1, . . . ,�N),
define

�?;nþ1 ¼
Xq�1

j¼0


j�
n�j ½53�

so that
Pq�1

j = 0 
jp(tn�j) is a (q� 1)th-order extrapola-
tion of p(tnþ1). For instance, p?, nþ1 = 0 for
q = 1, p?, nþ1 = pn for q = 2, and p?, nþ1 = 2pn � pn�1

for q = 3. Finally, denote by (u � ru)?, nþ1 a qth-
order extrapolation of (u � ru)(tnþ1). For instance,

ðu �ruÞ?;nþ1 ¼ un �run for q¼ 1
2un �run�un�1 �run�1 if q¼ 2

�

A general projection algorithm is as follows. Set
~u0 = u0 and �l = 0 for 0 � l � q� 1. If q > 1;
assume that ~u1, . . . , ~uq�1, p?, q and (u � ru)?, q have
been initialized properly. For n � q� 1, seek ~unþ1

such that ~unþ1
j@� = 0 and

DðqÞ

�t
~unþ1 � ��~unþ1 þr p?;nþ1 þ

Xq�1

j¼0

�j

�t
�n�j

 !

¼ Snþ1 ½54a�

where Snþ1 = f (tnþ1)� (u � ru)?, nþ1. Then solve

��nþ1 ¼ r � ~unþ1; @n�
nþ1
j@� ¼ 0 ½54b�

Finally, update the pressure as follows:

pnþ1 ¼ �q

�t
�nþ1 þ p?;nþ1 � �r � ~unþ1 ½54c�

The algorithm [54a–c] is known in the literature as
the rotational form of the pressure-correction
method. Upon denoting u�t = (u(t0), . . . , u(tN))
and p�t = (p(t0), . . . , p(tN)), the above algorithm
has been proved to yield the following error
estimates:

ku�t � ~u�tk‘2ðL2Þ � c�t2

krðu�t � ~u�tÞk‘2ðL2Þ þ kp�t � p�tk‘2ðL2Þ � c�t3=2

where k��tk2
‘2(L2) = �t

PN
n = 0

R
� j�nj2 dx.

A simple strategy to initialize the algorithm
consists of using D(1)u1 at the first step in [54a];
then using D(2)u2 at the second step, and proceed-
ing likewise until ~u1, . . . , ~uq�1 have all been
computed.

At the present time, projection methods count among
the few methods that are capable of solving the time-
dependent incompressible Navier–Stokes equations in
three dimensions on fine meshes within reasonable

Fluid Mechanics: Numerical Methods 373



computation times. The reason for this success is that
the unsplit strategy, which consists of solving

DðqÞ

�t
unþ1 � ��unþ1 þrpnþ1 ¼ Snþ1 ½55a�

r � unþ1 ¼ 0; unþ1
j@� ¼ 0 ½55b�

yields a linear system similar to [37], which usually takes
far more time to solve than sequentially solving [54a]
and [54b]. It is commonly reported in the literature that
the ratio of the CPU time for solving [55a]–[55b] to that
for solving [54a–c] ranges between 10 to 30.

See also: Compressible Flows: Mathematical Theory;
Computational Methods in General Relativity: The Theory;
Geophysical Dynamics; Image Processing: Mathematics;
Incompressible Euler Equations: Mathematical Theory;
Interfaces and Multicomponent Fluids;
Magnetohydrodynamics; Newtonian Fluids and
Thermohydraulics; Non-Newtonian Fluids; Partial
Differential Equations: Some Examples; Variational
Methods in Turbulence.
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Introduction

In the famous 1822 treatise by Jean Baptiste Joseph
Fourier, Théorie analytique de la chaleur, the Discours
préliminaire opens with: ‘‘Primary causes are
unknown to us; but are subject to simple and constant
laws, which may be discovered by observation, the
study of them being the subject of natural philosophy.
Heat, like gravity, penetrates every substance of the
universe, its rays occupy all parts of space. The object
of our work is to set forth the mathematical laws
which this element obeys. The theory of heat will
hereafter form one of the most important branches of
general physics.’’ After a brief discussion of rational
mechanics, he continues with the sentence: ‘‘But
whatever may be the range of mechanical theories,
they do not apply to the effects of heat. These make up
a special order of phenomena, which cannot be
explained by the principles of motion and equilibria.’’
Fourier goes on with a thorough description of the
phenomenology of heat transport and the derivation of
the partial differential equation describing heat trans-
port: the heat equation. A large part of the treatise is

then devoted to solving the heat equation for various
geometries and boundary conditions. Fourier’s treatise
marks the birth of Fourier analysis. After Boltzmann,
Gibbs, and Maxwell and the invention of statistical
mechanics in the decades after Fourier’s work, we
believe that Fourier was wrong and that, in principle,
heat transport can and should be explained ‘‘by the
principles of motion and equilibria,’’ that is, within the
formalism of statistical mechanics. But well over a
century after the foundations of statistical mechanics
were laid down, we still lack a mathematically
reasonable derivation of Fourier’s law from first
principles. Fourier’s law describes the macroscopic
transport properties of heat, that is, energy, in none-
quilibrium systems. Similar laws are valid for the
transport of other locally conserved quantities, for
example, charge, particle density, momentum, etc. We
will not discuss these laws here, except to point out
that in none of these cases macroscopic transport laws
have been derived from microscopic dynamics. As
Peierls once put it: ‘‘It seems there is no problem in
modern physics for which there are on record as many
false starts, and as many theories which overlook some
essential feature, as in the problem of the thermal
conductivity of [electrically] non-conducting crystals.’’

Macroscopic Law

Consider a macroscopic system characterized at
some initial time, say t = 0, by a nonuniform
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temperature profile T0(r). This temperature profile
will generate a heat, that is, energy current J(r).
Due to energy conservation and basic
thermodynamics:

cvðTÞ
@

@t
Tðr; tÞ ¼ �r � J ½1�

where cv(T) is the specific heat per unit volume. On the
other hand, we know that if the temperature profile is
uniform, that is, if T0(r) � T0, there is no current in
the system. It is then natural to assume that, for small
temperature gradients, the current is given by

JðrÞ ¼ ��ðTðrÞÞrTðrÞ ½2�

where �(T) is the conductivity. Here we have
assumed that there is no mass flow or other mode
of energy transport besides heat conduction (we
also ignore, for simplicity, any variations in density
or pressure). Equation [2] is normally called as
Fourier’s law. Putting together eqns [1] and [2], we
get the heat equation:

cvðTÞ
@

@t
Tðr; tÞ ¼ r � �ðTÞrT½ � ½3�

This equation must be completed with suitable
boundary conditions. Let us consider two distinct
situations in which the heat equation is observed to
hold experimentally with high precision:

1. An isolated macroscopic system, for example,
a fluid or solid in a domain � surrounded
by effectively adiabatic walls. In this case,
eqn [3] is to be solved subject to the initial
condition T(r, 0) = T0(r) and no heat flux
across the boundary of � (denoted by @�), that
is, n(r) � rT(r) = 0 if r 2 @� with n the normal
vector to @� at r. As t!1, the system reaches a
stationary state characterized by a uniform
temperature �T determined by the constancy of
the total energy.

2. A system in contact with heat reservoirs. Each
reservoir � fixes the temperature of some portion
(@�)� of the boundary @�. The rest of the
boundary is insulated. When the system reaches
a stationary state (again assuming no matter
flow), its temperature will be given by the
solution of eqn [3] with the left-hand side set
equal to zero,

r � ~JðrÞ ¼ r � ð�r~TðrÞÞ ¼ 0 ½4�

subject to the boundary condition ~T(r) = T� for
r 2 (@�)� and no flux across the rest of the
boundary.

The simplest geometry for a conducting system is
that of a cylindrical slab of height h and cross-

sectional area A. It can be either a cylindrical
container filled with a fluid or a piece of crystalline
solid. In both cases, one keeps the lateral surface of
the cylinder insulated. If the top and the bottom of
the cylinder are also insulated we are in case (1). If
one keeps the top and the bottom in contact with
thermostats at temperatures Th and Tb, respectively,
this is (for a fluid) the usual setup for a Benard
experiment. To avoid convection, one has to make
Th > Tb or keep jTh � Tbj small. Assuming unifor-
mity in the direction perpendicular to the vertical
x-axis one has, in the stationary state, a tempera-
ture profile ~T(x) with ~T(0) = Tb, ~T(h) = Th and
�(~T)d~T=dx = const. for x 2 (0, h).

In deriving the heat equation, we have implicitly
assumed that the system is described fully by specifying
its temperature T(r, t) everywhere in �. What this
means on the microscopic level is that we imagine the
system to be in local thermal equilibrium (LTE).
Heuristically, we might think of the system as being
divided up (mentally) into many little cubes, each large
enough to contain very many atoms yet small enough
on the macroscopic scale to be accurately described, at
a specified time t, as a system in equilibrium at
temperature T(r i, t), where r i is the center of the ith
cube. For slow variation in space and time, we can
then use a continuous description T(r, t). The theory
of the heat equation is very developed and, together
with its generalizations, plays a central role in modern
analysis. In particular, one can consider more general
boundary conditions. Here we are interested in the
derivation of eqn [2] from first principles. This clearly
presupposes, as a first fundamental step, a precise
definition of the concept of LTE and its justification
within the law of mechanics.

Empirical Argument

A theory of heat conduction has as a goal the
computation of the conductivity �(T) for realistic
models, or, at the very least, the derivation of
behavior of �(T) as a function of T. The early
analysis was based on ‘‘kinetic theory.’’ Its applica-
tion to heat conduction goes back to the works of
Clausius, Maxwell, and Boltzmann, who obtained a
theoretical expression for the heat conductivity of
gases, � �

ffiffiffiffi
T
p

, independent of the gas density. This
agrees with experiment (when the density is not too
high) and was a major early achievement of the
atomic theory of matter.

Heat Conduction in Gases

Clausius and Maxwell used the concept of a ‘‘mean
free path’’ �: the average distance a particle (atom or
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molecule) travels between collisions in a gas with
particle density �. Straightforward analysis gives
� � 1=���2, where � an ‘‘effective’’ hard-core diameter
of a particle. They considered a gas with temperature
gradient in the x-direction and assumed that the gas is
(approximately) in local equilibrium with density �
and temperature T(x). Between collisions, a particle
moves a distance � carrying a kinetic energy propor-
tional to T(x) from x to xþ �=

ffiffiffi
3
p

, while in the
opposite direction the amount carried is proportional
to T(xþ �

ffiffiffi
3
p

). Taking into account the fact that the
speed is proportional to

ffiffiffiffi
T
p

the amount of energy J
transported per unit area and time across a plane
perpendicular to the x-axis is approximately

J � �
ffiffiffiffi
T
p

TðxÞ � Tðxþ �
ffiffiffi
3
p
Þ

h i
� ���2

ffiffiffiffi
T
p dT

dx
½5�

and so � �
ffiffiffiffi
T
p

independent of �, in agreement with
experiment. It was clear to the founding fathers that
starting with a local equilibrium situation the process
described above will produce, as time goes on, a
deviation from LTE. They reasoned, however, that this
deviation from local equilibrium will be small when
(�=T)dT=dx� 1, the regime in which Fourier’s law is
expected to hold, and the above calculation should
yield, up to some factor of order unity, the right heat
conductivity. To have a more precise theory, one can
describe the state of the gas through the probability
distribution f (r, p, t) of finding a particle in the
volume element dr dp around the phase space point
(r, p). Here LTE means that

f ðr; p; tÞ ’ exp � p2

2mkTðrÞ

� �
where m is the mass of the particles. If one computes
the heat flux at a point r by averaging the microscopic
energy current at r, j = �v(1=2mv2), over f (r, p, t) then
it is only the deviation from local equilibrium which
makes a contribution. The result however is essentially
the same as eqn [5]. This was shown by Boltzmann,
who derived an accurate formula for � in gases by
using the Boltzmann equation. If one takes � from
experiment, the above analysis yields a value for �, the
effective size of an atom or molecule, which turns out
to be close to other determinations of the characteristic
size of an atom. This gave an evidence for the reality of
atoms and the molecular theory of heat.

Heat Conduction in Insulating Crystals

In (electrically) conducting solids, heat is mainly
transported by the conduction electron. In this case,
one can adapt the theory discussed in the previous

section. In (electrically) insulating solids, on the other
hand, heat is transmitted through the vibrations of the
lattice. In order to use the concepts of kinetic theory, it
is useful to picture a solid as a gas of phonons which
can store and transmit heat. A perfectly harmonic
crystal, due to the fact that phonons do not interact,
has an infinite thermal conductivity: in the language of
kinetic theory, the mean free path � is infinite. In a real
crystal, the anharmonic forces produce interactions
between the phonons and therefore a finite mean free
path. Another source of finite thermal conductivity
may be the lattice imperfections and impurities which
scatter the phonons. Debye devised a kind of kinetic
theory for phonons in order to describe thermal
conductivity. One assumes that a small gradient of
temperature is imposed and that the collisions between
phonons maintain local equilibrium. An elementary
argument gives a thermal conductivity analogous to
eqn [5] obtained in the last subsection for gases
(remembering, however, that the density of phonons
is itself a function of T)

� � cvc
2	 ½6�

where, with respect to eqn [5], � has been replaced by
cv, the specific heat of phonons,

ffiffiffiffi
T
p

by c, the (mean)
velocity of the phonons, and � by c	 , where 	 is the
effective mean free time between phonon collisions.
The thermal conductivity depends on the temperature
via 	 , and a more refined theory is needed to account
for this dependence. This was done by Peierls via a
Boltzmann equation for the phonons. In collisions
among phonons, the momentum of phonons is
conserved only modulo a vector of the reciprocal
lattice. One calls ‘‘normal processes’’ those where the
phonon momentum is conserved and ‘‘Umklap pro-
cesses’’ those where the initial and final momenta
differ by a nonzero reciprocal lattice vector. Peierls’
theory may be summarized (very roughly) as follows:
in the absence of Umklap processes, the mean free
path, and thus the thermal conductivity of an insulat-
ing solid, is infinite. A success of Peierls’ theory is to
describe correctly the temperature dependence of the
thermal conductivity. Furthermore, on the basis of this
theory, one does not expect a finite thermal conduc-
tivity in one-dimensional monoatomic lattices with
pair interactions. This seems so far to be a correct
prediction, at least in the numerous numerical results
performed on various models.

Statistical Mechanics Paradigm:
Rigorous Analysis

In a rigorous approach to the above arguments, we
have to first formulate precisely the problem on a
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mathematical level. It is natural to adapt the standard
formalism of statistical mechanics to our situation. To
this end, we assume that our system is described by
the positions Q and momenta P of a (very large)
number of particles, N, with Q = (q1, . . . , qN) 2
�N, � � Rd, and P = (p1, . . . , pN) 2 RdN. The
dynamics (in the bulk) is given by a Hamiltonian
function H(Q, P). A state of the system is a
probability measure 
(P, Q) on phase space. As
usual in statistical mechanics, the value of an
observable f (P, Q) will be given by the expected
value of f with respect to the measure 
. In the case of
a fluid contained in a region �, we can assume that
the Hamiltonian has the form

HðP;QÞ ¼
XN
i¼1

p2
i

2m
þ
X
j 6¼i

�ðqj � qiÞ þ uðqiÞ
" #

¼
XN
i¼1

p2
i

2m
þ VðQÞ ½7�

where �(q) is some short-range interparticle potential
and u(qi) an external potential (e.g., the interaction of
the particle with fixed obstacles such as a conduction
electron interacting with the fixed crystalline ions). If
we want to describe the case in which the temperature
at the boundary is kept different in different regions
@��, we have to properly define the dynamics at the
boundary of the system. A possibility is to use
‘‘Maxwell boundary conditions’’: when a particle hits
the wall in @��, it gets reflected and re-emerges with a
distribution of velocities

f�ðdvÞ ¼ m2

2�ðkT�Þ2
jvxj exp � mv2

2kT�

� �
dv ½8�

Several other ways to impose boundary conditions
have been considered in the literature. The notion of
LTE can be made precise here in the so-called
hydrodynamic scaling limit (HSL), where the ratio
of microscopic to macroscopic scales goes to zero.
The macroscopic coordinates r and t are related to
the microscopic ones q and 	 , by r = �q and t = ��	 ,
that is, if � is a cube of macroscopic sides l, then its
sides, now measured in microscopic length units, are
of length L = ��1l. We then suppose that at t = 0 our
system of N = �Ld particles is described by an
equilibrium Gibbs measure with a temperature
T(r) = T(�q): roughly speaking, the phase-space
ensemble density has the form


0ðP;QÞ � exp �
XN
i¼1


0ð�qiÞ
(

	 p2
i

2m
þ
X
j 6¼i

�ðqj � qiÞ þ uðqiÞ
" #)

½9�

where 
�1
0 (r) = T0(r). In the limit �! 0, � fixed, the

system at t = 0 will be macroscopically in LTE with
a local temperature T0(r) (as already noted, here we
suppress the variation in the particle density n(r)).
We are interested in the behavior of a macroscopic
system, for which �� 1, at macroscopic times
t 
 0, corresponding to microscopic times
	 = ���t,�= 2 for heat conduction or other diffu-
sive behavior. The implicit assumption then made
in the macroscopic description given earlier is that,
since the variations in T0(r) are of order � on a
microscopic scale, then for �� 1, the system will,
also at time t, be in a state very close to LTE, with
a temperature T(r, t) that evolves in time according
to Fourier’s law, eqn [1]. From a mathematical
point of view, the difficult problem is to prove that
the system stays in LTE for t > 0 when the
dynamics are given by a Hamiltonian time evolu-
tion. This requires proving that the macroscopic
system has some very strong ergodic properties, for
example, that the only time-invariant measures
locally absolutely continuous with respect to the
Lebesgue measure are, for infinitely extended
spatially uniform systems, of the Gibbs type. This
has only been proved so far for systems evolving
via stochastic dynamics (e.g., interacting Brownian
particles or lattice gases). For such stochastic
systems, one can sometimes prove the hydrodyna-
mical limit and derive macroscopic transport
equations for the particle or energy density and
thus verify the validity of Fourier law. Another
possibility, as we already saw, is to use the
Boltzmann equation. Using ideas of hydrodynami-
cal space and time scaling described earlier, it is
possible to derive a controlled expansion for the
solution of the stationary Boltzmann equation
describing the steady state of a gas coupled to
temperature reservoirs at the top and bottom. One
then shows that for �� 1, � being now the ratio
�=L, the Boltzmann equation for f in the slab has a
time-independent solution which is close to a local
Maxwellian, corresponding to LTE (apart from
boundary layer terms) with a local temperature and
density given by the solution of the Navier–Stokes
equations which incorporates Fourier’s law as
expressed in eqn [2]. The main mathematical
problem is in controlling the remainder in an
asymptotic expansion of f in power of �. This
requires that the macroscopic temperature gradient,
that is, jT1 � T2j=h, where h = �L is the thickness of
the slab on the macroscopic scale, be small. Even if
this apparently technical problem could be over-
come, we would still be left with the question of
justifying the Boltzmann equation for such steady
states and, of course, it would not tell us anything

Fourier Law 377



about dense fluids or crystals. In fact, the Boltz-
mann equation itself is really closer to a macro-
scopic than to a microscopic description. It is
obtained in a well-defined kinetic scaling limit in
which, in addition to rescaling space and time, the
particle density goes to zero, that is, �� �.

A simplified model of a crystal is characterized by
the fact that all atoms oscillate around given
equilibrium positions. The equilibrium positions
can be thought of as the points of a regular lattice
in Rd, say Zd. Although d = 3 is the physical
situation, one can also be interested in the case
d = 1, 2. In this situation, � � Zd with cardinality
N, and each atom is identified by its position
xi = iþ qi, where i 2 � and qi 2 Rd is the displace-
ment of the particle at lattice site i from this
equilibrium position. Since interatomic forces in
real solids have short range, it is reasonable to
assume that the atoms interact only with their
nearest neighbors via a potential that depends only
on the relative distance with respect to the equili-
brium distance. Accordingly, the Hamiltonians that
we consider have the general form

HðP;QÞ ¼
X
i2�

p2
i

2m
þ
X
ji�jj¼1

Vðqi � qjÞ þ
X

i

UiðqiÞ

¼
X
i2�

p2
i

2m
þ VðQÞ ½10�

where P = (pi)i2� and analogously for Q. We shall
further assume that as jqj ! 1 so do Ui(q) and
V(q). The addition of Ui(q) pins down the crystal
and ensures that exp [�
H(P, Q)] is integrable with
respect to dPdQ, and thus the corresponding Gibbs
measure is well defined. In this case, in order to fix the
temperature at the boundary, one can add a Langevin
term to the equation of particles on the boundaries,
that is, if i 2 @�� the equation for the particle is

_pi ¼ �@qi
HðP;QÞ � � pi þ

ffiffiffiffiffiffiffiffiffi
�T�

p
_wi ½11�

where _wi is a standard white noise. Other thermo-
statting mechanisms can be considered. In this case
we can also define LTE using eqn [9] but we run
into the same difficulties described above – although
the problem is somehow simpler due to the presence
of the lattice structure and the fact that the particles
oscillate close to their equilibrium points. We can
obtain Fourier’s law only by adding stochastic
terms, for example, terms like eqn [11], to the
equation of motion of every particle and assuming
that U(q) and V(q) are harmonic. These added
noises can be thought of as an effective description
of the chaotic motion generated by the anharmonic
terms in U(q) and V(q).

Just how far we are from establishing rigorously
the Fourier law is clear from our very limited
mathematical understanding of the stationary
nonequilibrium state (SNS) of mechanical systems
whose ends are, as in the example of the Benard
problem, kept at fixed temperatures T1 and T2.
Various models have been considered, for exam-
ple, models with Hamiltonian [10] coupled at the
boundaries with heat reservoirs described by eqns
[11]. The best mathematical results one can prove
are: the existence and uniqueness of SNS; the
existence of a stationary nontrivial heat flow;
properties of the fluctuations of the heat flow in
the SNS; the central-limit theorem type fluctua-
tions (related to Kubo formula and Onsager
relations; and large-deviation type fluctuations
related to the Gallavotti–Cohen fluctuation theo-
rem). What is missing is information on how the
relevant quantities depend on the size of the
system, N. In this context, the heat conductivity
can be defined precisely without invoking LTE. To
do this, we let ~J be the expectation value in the SNS
of the energy or heat current flowing from reservoir
1 to reservoir 2. We then define the conductivity
�L as ~J=(A�T=L), where �T=L = (T1 � T2)=L is the
effective temperature gradient for a cylinder of
microscopic length L and uniform cross section A,
and �(T) is the limit of �L when
�T! 0(T1 = T2 = T) and L!1. The existence of
such a limit with � positive and finite is what one
would like to prove.

See also: Dynamical Systems and Thermodynamics;
Ergodic Theory; Interacting Particle Systems and
Hydrodynamic Equations; Kinetic Equations;
Nonequilibrium Statistical Mechanics: Dynamical
Systems Approach; Nonequilibrium Statistical
Mechanics: Interaction Between Theory and Numerical
Simulations.
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Introduction

The Fourier–Mukai transform has been introduced
in the study of abelian varieties by Mukai and can
be thought of as a nontrivial algebro-geometric
analog of the Fourier transform. Since its original
introduction, the Fourier–Mukai transform turned
out to be a useful tool for studying various aspects
of sheaves on varieties and their moduli spaces, and
as a natural consequence, to learn about the
varieties themselves. Various links between geome-
try and derived categories have been uncovered; for
instance, Bondal and Orlov proved that Fano
varieties, and certain varieties of general type, can
be reconstructed from their derived categories.
Moreover, Orlov proved a derived version of the
Torelli theorem for K3 surfaces and also a structure
theorem for derived categories of abelian varieties.
Later, Kawamata gave evidence to the conjecture
that two birational smooth projective varieties with
trivial canonical sheaves have equivalent derived
categories, which has been proved by Bridgeland in
dimension 3.

The Fourier–Mukai transform also enters into
string theory. The most prominent example is
Kontsevich’s homological mirror-symmetry conjec-
ture. The conjecture predicts (for mirror dual pairs
of Calabi–Yau manifolds) an equivalence between
the bounded derived category of coherent sheaves
and the Fukaya category. The conjecture implies a
correspondence between certain self-equivalences
(given by Fourier–Mukai transforms) of the derived
category and symplectic self-equivalences of the
mirror manifold.

Besides their importance for geometrical aspects
of mirror symmetry, the Fourier–Mukai transforms
have also been important for heterotic string
compactifications. The motivation for this came
from the conjectured correspondence between the

heterotic string and F-theory, which both rely on
elliptically fibered Calabi–Yau manifolds. To give
evidence for this correspondence, an explicit descrip-
tion of stable holomorphic vector bundles was
necessary and inspired a series of publications by
Friedman, Morgan, and Witten. Their bundle con-
struction relies on two geometrical objects: a
hypersurface in the Calabi–Yau manifold together
with a line bundle on it; more precisely, they
construct vector bundles using a relative Fourier–
Mukai transform.

Various aspects and refinements of this construc-
tion have been studied by now. For instance, a
physical way to understand the bundle construction
can be given using the fact that holomorphic vector
bundles can be viewed as D-branes and that
D-branes can be mapped under T-duality to new
D-branes (of different dimensions).

We survey aspects of the Fourier–Mukai trans-
form, its relative version and outline the bundle
construction of Friedman, Morgan, and Witten. The
construction has led to many new insights, for
instance, the presence of 5-branes in heterotic string
vacua has been understood. The construction also
inspired a tremendous amount of work towards a
heterotic string phenomenology on elliptic Calabi–
Yau manifolds. For the many topics omitted the
reader should consult the ‘‘Further reading’’ section.

The Fourier–Mukai Transforms

Every object E of the derived category on the
product X	 Y of two smooth algebraic varieties X
and Y gives rise to a functor �E from the bounded
derived category D(X) of coherent sheaves on X to
the similar category on Y:

�E : DðXÞ ! DðYÞ
F 7!�EðFÞ ¼ R�̂�ð��F 
 EÞ

where �, �̂ are the projections from X	 Y to X
and Y, respectively, and 
 denotes the derived
tensor product. �E(F) is called Fourier–Mukai
transform with kernel E 2 D(X	 Y) (in analogy
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with the definition of an integral transform with
kernel). Note that given a Fourier–Mukai functor
�E, �E(F) is in general a complex having homol-
ogy in several degrees even if F is a sheaf.
Furthermore, a result by Orlov states that if X
and Y are smooth projective varieties then any
fully faithful functor D(X)!D(Y) is a Fourier–
Mukai functor.

In analogy with the Fourier transform, there is a
kind of ‘‘convolution product’’ giving the composi-
tion of two such functors. More precisely, given
smooth algebraic varieties X, Y, Z, and elements E 2
D(X� Y) and G 2 D(Y � Z), we can define G � E 2
D(X� Z) by

G � E ¼ R�XZ� ð��XYE� ��YZGÞ

where �XY , �YZ, �XZ are the projections from X�
Y � Z to the pairwise products giving a natural
isomorphism of functors

�G � �E ¼ �G�E

Another analogy with the Fourier transform can
be drawn. For this, assume that we have sheaves F
and G which only have one nonvanishing Fourier–
Mukai transform, the ith one �i(F) (where �i :
D(X)!Coh(Y), F 7!Hi(�E(F)); cf. remarks below)
in the case of F, and the jth one �j(G) in the case
of G. Given such sheaves, there is the Parseval
formula

Exth
XðF;GÞ ¼ Ext

hþi�j
Y ð�iðFÞ;� jðGÞÞ

which gives a correspondence between the exten-
sions of F, G and the extensions of their Fourier–
Mukai transforms. This formula can be considered
as the analog of the Parseval formula for the
ordinary Fourier transform for functions on a torus.

The Parseval formula can be proved using two
facts. First, for arbitrary coherent sheaves E, G the
Ext groups can be computed in terms of the derived
category, namely

ExtiðE;GÞ ¼ HomDðXÞðE;G½i�Þ

Second, the Fourier–Mukai transforms of F and G in
the derived category D(X) are given by �(F) =
�i(F)[�i] and �(G) = � j(G)[�j]. Since the Fourier–
Mukai transform is an equivalence of categories, we
have

HomDðXÞðF;G½i�Þ ¼ HomDðXÞð�iðFÞ;� jðGÞ½i� jþ h�Þ

implying the Parseval formula.
A first simple example of a Fourier–Mukai functor

can be given: let F be the complex in D(X�X)
defined by the structure sheaf O� of the diagonal

� � X�X. Then it is easy to check that �F:
D(X)!D(X) is isomorphic to the identity functor
on D(X). Moreover, if we shift degrees by n taking
F =O�[n] (a complex with only the sheaf O� placed
in degree n), then �F: D(X)!D(X) is the degree
shifting functor G 7!G[n].

As we will be interested in relative Fourier–Mukai
transforms for elliptic fibrations, let us consider the
case of a Fourier– Mukai transform on an elliptic
curve: consider an elliptic curve E with a fixed
origin p0 and identify E with Ê = Pic0(E) via
f : E! Ê, x 7!OE(x� p0). As kernel we take the
normalized Poincaré line bundle P := OE�E(��
{p0}� E� E� {p0}). The restriction of P to p0 � E
or E� p0 is isomorphic to the trivial line bundle
O. P has the universal property which can be
expressed by �P(k(x)) = f (x), where k(x) is the
sheaf supported at a point x 2 E; in particular,
�P(k(p0)) =OE and �P(OE) = k(p0)[�1], where OE

is the structure sheaf of E.

Relative Fourier–Mukai Transforms
for Elliptic Fibrations

It is often convenient to study problems for families
rather than for single varieties. The main advantage
of the relative setting is that base-change properties
(or parameter dependencies) are better encoded into
the problem. We can do that for Fourier–Mukai
functors as well. To this end, we consider two
morphisms p : X!B, p̂ : bX!B of algebraic vari-
eties. We will assume that the morphisms are flat
and so give nice families of algebraic varieties. We
shall define relative Fourier–Mukai functors in this
setting by means of a ‘‘kernel’’ E in the derived
category D(X�B

bX).
Let us make the relative setting explicit for elliptic

fibrations: an elliptic fibration is a proper flat
morphism p : X!B of schemes whose fibers are
Gorenstein curves of arithmetic genus 1. We also
assume that p has a section � : B ,!X taking values
in the smooth locus X0 !B of p. The generic fibres
are then smooth elliptic curves, whereas some
singular fibers are allowed. If the base B is a smooth
curve, elliptic fibrations were studied and classified
by Kodaira, who described all the types of singular
fibers that may occur, the so-called Kodaira curves.
When the base is a smooth surface, more compli-
cated configuration of singular curves can occur and
have indeed been studied by Miranda.

First let us fix notation and setup. We denote by
�= �(B) the image of the section, by Xt the fiber of
p over t 2 B (we assume, in what follows, B is either
a smooth curve or surface) and by it : Xt ,!X the
inclusion. Furthermore, !X=B is the relative dualizing
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sheaf and != R1p�OX!	 (p�!X=B)�, where the iso-
morphism is Grothendieck–Serre duality for p. The
sheaf L= p�!X=B is a line bundle whose first Chern
class we denote by K = c1(L). The adjunction
formula for � ,!X gives that �2 = �� 
 p�K as cycles
on X. Moreover, we will consider elliptic fibrations
with a section whose fibers are all geometrically
integral. This means that the fibration is isomorphic
with its Weierstrass model.

From Kodaira’s classification of possible singular
fibers one finds that the components of reducible
fibers of p which do not meet � form rational double
point configurations disjoint from �. Let X! �X be
the result of contracting these configurations and let
�p : �X!B be the induced map. Then all fibers of �p
are irreducible with at worst nodes or cusps as
singularities. In this case, one refers to �X as the
Weierstrass model of X.

The Weierstrass model can be constructed as
follows: the divisor 3� is relatively ample and, if
E=p�OX(3�)!	 OB�!�2�!�3 and �p :P=P(E�)!B
is the associated projective bundle, there is a
projective morphism j :X!P such that j(X)= �X.

Now special fibers of X!B can have at most
one singular point, either a cusp or a simple node.
Thus, in this case 3� is relatively very ample
and gives rise to a closed immersion j : X ,!P
such that j�OP(1) =OX(3�), where j is locally a
complete intersection whose normal sheaf is
N (X=P)!	 ��!��6 �OX(9�). This follows by rela-
tive duality since !P=B =

V
�P=B!	 ���!�5(�3), due

to the Euler exact sequence

0! �P=B ! ���Eð�1Þ ! OP ! 0

The morphism p : X!B is then a local complete
intersection morphism (cf. Fulton (1984)) and has a
virtual relative tangent bundle TX=B = [j�TP=B]�
[N X=P] in the K-group K�(X). The Todd class of
TX=B is given by

TdðTX=BÞ ¼ 1� 1
2 p�1Kþ 1

12 ð12� 
 p�1Kþ 13p�1K2Þ
� 1

2 � 
 p
�1K2 þ terms of higher degree

Now if p̂ : X̂!B denotes the dual elliptic fibration,
defined as the relative moduli space of torsion-free
rank-1 sheaves of relative degree 0, it is known that
for t 2 B there is an isomorphism X̂t ffi Xt between
the fibers of both fibrations. Since we assume that
the original fibration p : X!B has a section �, then
p and p̂ are globally isomorphic; hereafter we
identify X ffi bX, where X̂ denotes the compactified
relative Jacobian of X.

Note that X̂ is the scheme representing the
functor which, to any scheme morphism � : S!B,
associates the space of equivalence classes of S-flat

sheaves on ps: X�B S! S, whose restrictions to the
fibers of � are torsion-free (the usual definition of
‘‘torsion free’’ is only for integral varieties, i.e.,
varieties whose local rings have no zero-divisors. In
this case, a sheaf M is torsion free if for any open
subset U, any nonzero section m of M on U and
any nonzero section a of the relevant functions
sheaf, one has a 
m 6¼ 0. When the variety is not
integral (it is reducible, or nonreduced) this defini-
tion has no real meaning, then what substitutes the
notion of ‘‘torsion free’’ is the Simpson definition
of ‘‘pure of maximal dimension’’: a sheaf M is
‘‘torsion free’’ in this sense if the support of any of
its subsheaves is the whole variety (cf. Huybrechts
and Lehn (1997)), of rank 1 and degree 0; two such
sheaves F ,F0 are considered to be equivalent if
F0 ffi F � p�sL for a line bundle L on S (cf. Altman
and Kleiman (1980); note the Altman–Kleiman
compactification of the relative Jacobian applies to
our situation since we consider elliptic fibrations
with integral fibers). Moreover, the natural morph-
ism X! bX, x 7! Ix �OXt

(�(t)) is an isomorphism
(of B-schemes); here Ix is the ideal sheaf of the
point x in Xt.

Note also that if �: Y!Xt is the normalization
of one of our fibers Xt and z is the exceptional
divisor (the pre-image of the singular point x) then
��(OY(�z)) is the maximal ideal of x.

The variety bX is a fine moduli space. This means
that there exists a coherent sheaf P on X�B

bX flat
over bX, whose restrictions to the fibers of p̂ are
torsion free, and of rank 1 and degree 0. The sheaf
P is defined, up to tensor product, by the pullback
of a line bundle on bX, and is called the universal
Poincaré sheaf, which we will normalize by letting
Pj��BbX ’ OX. We shall henceforth assume that P is

normalized in this way, so that

P ¼ I� � ��OXð�Þ � �̂�OXð�Þ � q�!�1

where �, �̂ and q = p � �= p̂ � �̂ refer to the diagram

X × B X   

q

X 

p̂

X
p

π

B

π̂

and I� is the ideal sheaf of the diagonal immersion
X ,!X�B X.

Starting with the diagram and with the kernel
given by the normalized relative universal Poincaré
sheaf P on the fibered product X�B X, we define
the relative Fourier–Mukai transform as

� ¼ �P : DðXÞ ! DðXÞ
F 7!�ðFÞ ¼ R�̂�ð��F � PÞ
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Note that �(F) can be generalized if we allow
changes in the base space B, that is, we consider
base-change morphisms g : S!B.

We close this section with some remarks:

� An important feature of Fourier–Mukai functors
is that they are exact as functors of triangulated
categories. In more familiar terms, we can say
that for any exact sequence 0!N !F !G! 0
of coherent sheaves in X, we obtain an exact
sequence


 
 
 ! �i�1ðGÞ ! �iðN Þ ! �iðFÞ ! �iðGÞ !

�iþ1ðN Þ ! 
 
 


where we have written � = �E and �i(F) =
Hi(�(F)) denotes the ith cohomology sheaves of
the complexes �(F).

Given a Fourier–Mukai functor �E, a complex
F in D(X) satisfies the WITi condition (or is WITi)
if there is a coherent sheaf G on bX such that
�E(F) ’ G[i] in D(bX), where G[i] is the associated
complex concentrated in degree i. Furthermore,
we say that F satisfies the ITi condition if, in
addition, G is locally free.

When the kernel E is simply a sheaf Q on X�bX flat over bX, the cohomology and base-change
theorem (cf. Hartshorne (1977)) allows one to
show that a coherent sheaf F on X is ITi if and
only if Hj(X,F �Q�) = 0 for all � 2 bX and for all
j 6¼ i, where Q� denotes the restriction of Q to
X� {�} and F is WIT0 if and only if it is IT0.

The acronym ‘‘IT’’ stands for ‘‘index theorem,’’
while ‘‘W’’ stands for ‘‘weak.’’ This terminology
comes from Nahm transforms for connections on
tori in complex differential geometry.
� The Parseval formula for the relative Fourier–

Mukai transform has been proved by Mukai in
his original Fourier–Mukai transform for abelian
varieties and can be extended to any situation
in which a Fourier–Mukai transform is fully
faithful.
� For physical applications, it is often convenient to

work in cohomology H�(X, Q). The passage from
D(X) to H�(X, Q) can be described as follows. We
first send a complex Z 2 D(X) to its natural class
in the K-group; we then make use of the fact that
the Chern character ch maps K(X)!CH�(X)�Q
and finally we apply the cycle map to H�(X, Q).
This passage (by abuse of notation) is often denoted
by ch : D(X)!Heven(X, Q), it commutes with
pullbacks and transforms tensor products into
dot products. Moreover, if we substitute the
Mukai vector v(Z) = ch(Z)

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Td(X)

p
for the Chern

character ch(Z) then we find the commutative

diagram

D(X ) D(Y )  

H *(X, Q) H *(Y, Q)Φυ(E )

υ υ

ΦE 

This can be shown using the Grothendieck–
Riemann–Roch theorem and the fact that the
power series defining the Todd class starts with
constant term 1 and thus is invertible.

Vector Bundles for Heterotic Strings

A compactification of the ten-dimensional heterotic
string is given by a holomorphic, stable G-bundle V
(with G some Lie group specified below) over a
Calabi–Yau manifold X. The Calabi–Yau condition,
the holomorphy and stability of V are a direct
consequence of the required supersymmetry in the
uncompactified spacetime. We assume that the
underlying ten-dimensional space M10 is decom-
posed as M10 = M4 �X, where M4 (the uncompac-
tified spacetime) denotes the four-dimensional
Minkowski space and X a six-dimensional compact
space given by a Calabi–Yau 3-fold. To be more
precise: supersymmetry requires that the connection
A on V satisfies

F2;0
A ¼ F0;2

A ¼ 0; F1;1 ^ J2 ¼ 0

where J denotes a Kähler form of X. It follows that
the connection has to be a holomorphic connection
on a holomorphic vector bundle and, in addition,
satisfies the Donaldson–Uhlenbeck–Yau equation,
which has a unique solution if and only if the vector
bundle is polystable.

In addition to X and V, we have to specify a
B-field on X of field strength H. In order to get an
anomaly-free theory, the Lie group G is fixed to be
either E8 � E8 or Spin(32)=Z2 or one of their
subgroups and H must satisfy the identity

dH ¼ tr R ^ R� Tr F ^ F

where R and F are, respectively, the associated
curvature forms of the spin connection on X and the
gauge connection on V. Also tr refers to the trace of
the composite endomorphism of the tangent bundle
to X and Tr denotes the trace in the adjoint
representation of G. For any closed four-dimen-
sional submanifold X4 of the ten-dimensional space-
time M10, the 4-form tr R ^ R� Tr F ^ F must have
trivial cohomology. Thus, a necessary topological
condition V has to satisfy is ch2(TX) = ch2(V),
which simplifies to c2(TX) = c2(V) for Calabi–Yau
manifolds, V being an SU(n) vector bundle.
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A physical interpretation of the third Chern class
can be given as a result of the decomposition of the
ten-dimensional spacetime into a four-dimensional
flat Minkowski space and X. The decomposition of
the corresponding ten-dimensional Dirac operator
with values in V shows that massless four-
dimensional fermions are in one-to-one correspon-
dence with zero modes of the Dirac operator DV on
X. The index of DV can be effectively computed
using the Hirzebruch–Riemann–Roch theorem and
is given by

indexðDÞ ¼
Z

X

TdðXÞchðVÞ ¼ 1

2

Z
X

c3ðVÞ

equivalently, we can write the index as index(D) =P3
i = 0 (�1)k dim Hk(X, V). For stable vector bundles,

we have H0(X, V) = H3(X, V) = 0 and so the index
computes the net number of fermion generations Ngen

in the respective model.
Now it has been observed that the inclusion of

background 5-branes changes the anomaly con-
straint. Various 5-brane solutions of the heterotic
string equations of motion have been discussed in
the gauge 5-brane, the symmetric 5-brane, and the
neutral 5-brane. It has been shown that the gauge
and symmetric 5-brane solutions involve finite-size
instantons of an unbroken nonabelian gauge group.
In contrast, the neutral 5-branes can be interpreted
as zero-size instantons of the SO(32) heterotic
string. The magnetic 5-brane contributes a source
term to the Bianchi identity for the 3-form H,

dH ¼ tr R ^ R� Tr F ^ F þ n5

X
five-branes

�
ð4Þ
5

and integration over a 4-cycle in X gives the anomaly
constraint

c2ðTXÞ ¼ c2ðVÞ þ ½W�

The new term �(4)
5 is a current that integrates to 1 in

the direction transverse to a single 5-brane whose
class is denoted by [W]. The class [W] is the
Poincaré dual of an integer sum of all these sources
and thus [W] should be an integral class, represent-
ing a class in H2(X, Z). [W] can be further specified
taking by into account that supersymmetry requires
that 5-branes are wrapped on holomorphic curves
and thus [W] must correspond to the homology class
of holomorphic curves. This fact constrains [W] to
be an algebraic class. Further, algebraic classes
include negative classes; however, these lead to
negative magnetic charges, which are unphysical,
and so they have to be excluded. This constrains [W]
to be an effective class. Thus, for a given Calabi–
Yau 3-fold X the effectivity of [W] constrains the
choice of vector bundles V.

The study of the correspondence between the
heterotic string (on an elliptic Calabi–Yau 3-fold)
and F-theory (on an elliptic Calabi–Yau fourfold)
has led Friedman, Morgan, and Witten to introduce
a new class of vector bundles which satisfy the
anomaly constraint with [W] nonzero. As a result,
they prove that the number obtained by integration
of [W] over the elliptic fibers of the Calabi–Yau
3–fold agrees with the number of 3-branes given by
the Euler characteristic of the Calabi–Yau fourfold
divided by 24.

Fourier–Mukai Transforms and Spectral Covers

Let us now describe how the construction of vector
bundles out of spectral data (first considered in
Hitchin and Beauville, Narasimhan, and Ramanan)
can be easily described in the case of elliptic
fibrations by means of the relative Fourier–Mukai
transform. This construction was widely exploited
by Friedman, Morgan, and Witten to construct
stable vector bundles on elliptic Calabi–Yau three-
folds X, which we will summarize now.

If V!X is a vector bundle of rank n which is
semistable and of degree 0 on each fibre f of X!B,
then its Fourier–Mukai transform �1(V) is a torsion
sheaf of pure dimension 2 on X. The support of
�1(V) is a surface i : C ,!X, which is finite of degree
n over B. Moreover, �1(V) is of rank 1 on C and, if
C is smooth, then �1(V) = i�L is just the extension
by zero of some line bundle L 2 Pic(C). Conversely,
given a sheaf G!X of pure dimension 2 which is
flat over B, then �(G) is a vector bundle on X of
rank equal to the degree of supp(G) over B.

This correspondence between vector bundles on X
and sheaves on X supported on finite covers of B is
known as the spectral cover construction. The
torsion sheaf G is called the spectral sheaf (or line
bundle) and the surface C = supp(G) is called the
spectral cover.

For the description of vector bundles on elliptic
Calabi–Yau 3-folds X it is appropriate to take i�L
with Chern characters given by (�E, � 2 H2(B, Q)
and aE, sE 2 Z)

ch0ði�LÞ ¼ 0; ch1ði�LÞ ¼ n�þ ���

ch2ði�LÞ ¼ ����E þ aEf; ch3ði�LÞ ¼ sE

The characteristic classes of the rank-n vector bundle
V can be obtained if we apply the Grothendieck–
Riemann–Roch theorem to the projection �:

chðVÞ ¼ ��½�̂�ðchði�LÞÞ chðPÞTdðTX=BÞ�

where Td(TX=B) as given above.
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To make sure that the construction leads to SU(n)
vector bundles we set �E = (1=2)nc1 giving c1(V) = 0
and the remaining Chern classes are given by

c2ðVÞ ¼ ��ð�Þ�þ ��ð$Þ; c3ðVÞ ¼ �2�jS

where

$ ¼ 1
24c1ðBÞ2ðn3 � nÞ þ 1

2 	
2 � 1

4

� �
n�ð� � nc1ðBÞÞ

and � 2 H1, 1(C, Z) is some cohomology class
satisfying �C��= 0 2 H1, 1(B, Z). The general solu-
tion for � has been derived by Friedman, Morgan,
and Witten and is given by �=	(n�jC � �

�
C� þ

n��Cc1(B)) and �jS = �	���(��� � n��c1(B))� with
S = C \ �. The parameter 	 has to be determined
such that c1(L) is an integer class. If n is even,
	= m(m 2 Z) and in addition we must impose
�= c1(B) modulo 2. If n is odd, 	= mþ 1=2.

It remains to discuss the stability of V. The
stability depends on the properties of the defining
data C and L. If C is irreducible and L a line bundle
over C then V will be a vector bundle stable with
respect to the polarization

J ¼ 
J0 þ ��HB; 
 > 0

if 
 is sufficiently small. This has been proved by
Friedman, Morgan, and Witten under the additional
assumption that the restriction of V to the generic
fiber is regular and semistable. Here J0 refers to
some arbitrary Kähler class on X and HB a Kähler
class on the base B. It implies that the bundle V can
be taken to be stable with respect to J while keeping
the volume of the fiber f of X arbitrarily small
compared to the volumes of effective curves asso-
ciated with the base. That J is actually a good
polarization can be seen by assuming 
= 0. Now we
observe that ��HB is not a Kähler class on X since
its integral is non-negative on each effective curve C
in X; however, there is one curve, the fiber f, where
the integral vanishes. This means that ��HB is on the
boundary of the Kähler cone and, to make V stable,
we have to move slightly into the interior of the
Kähler cone, that is, into the chamber which is
closest to the boundary point ��HB. Also we note
that although ��HB is in the boundary of the Kähler
cone, we can still define the slope ���HB

(V) with
respect to it. Since (��HB)2 is some positive multiple
of the class of the fiber f, semistability with respect
to ��HB is implied by the semistability of the
restrictions Vjf to the fibers. Assume that V is not
stable with respect to J, then there is a destabilizing
sub-bundle V 0 � V with �J(V

0) � �J(V). But semi-
stability along the fibers says that ���HB

(V 0) �
���HB

(V). If we had equality, it would follow that
V 0 arises by the spectral construction from a proper

subvariety of the spectral cover of V, contradicting
the assumption that this cover is irreducible. So we
must have a strict inequality ���HB

(V 0) < ���HB
(V).

Now taking 
 small enough, we can ensure that
�J(V

0) < �J(V), thus V 0 cannot destabilize V.

D-Branes and Homological Mirror
Symmetry

Kontsevich proposed a homological mirror symme-
try for a pair (X, Y) of mirror dual Calabi–Yau
manifolds; it is conjectured that there exists a
categorical equivalence between the bounded
derived category D(X) and Fukaya’s A1 category
F (Y), which is defined by using the symplectic
structure on Y. A Lagrangian submanifold with a
flat bundle gives an object of F (Y). If we consider a
locally trivial family of symplectic manifolds Y (i.e.,
the symplectic form is locally constant as we vary Y
in the family) the object of F (Y) undergoes mono-
dromy transformations going round a loop in the
base. On the other hand, the object of D(X) is a
complex of coherent sheaves on X and under the
categorical equivalence between D(X) and F (Y) the
monodromy (of 3-cycles) is mapped to certain self-
equivalences in D(X).

Since all elements in D(X) can be represented by
suitable complexes of vector bundles on X, we can
consider the topological K-group and the image
Khol(X) of D(X). The Fourier–Mukai transform
�E : D(X)!D(X) induces then a corresponding
automorphism Khol(X)!Khol(X) and also an auto-
morphism on Heven(X, Q) if we use the Chern
character ring homomorphism ch : K(X)!Heven

(X, Q), as described above. With this in mind, we
can introduce various kernels and their associated
monodromy transformations.

For instance, let D be the associated divisor defining
the large-radius limit in the Kähler moduli space and
consider the kernel O�(D), with � being the diagonal
in X�X. The corresponding Fourier–Mukai trans-
form acts on an object G 2 D(X) as twisting by a line
bundle, that is, G 7!G�O(D). This automorphism is
then identified with the monodromy about the large
complex structure limit point (LCSL point) in the
complex structure moduli space.

Furthermore, if we consider the kernel given by
the ideal sheaf I� on �, we find that the action of
�I� on Heven(X) can be expressed by taking the
Chern character ring homomorphism:

chð�I�ðGÞÞ ¼ ch0ð�OX�XðGÞÞ � chðGÞ

¼
Z

chðGÞ 
 TdðXÞ
� �

� chðGÞ
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Kontsevich proposed that this automorphism
should reproduce the monodromy about the princi-
pal component of the discriminant of the mirror
family Y. At the principal component we have
vanishing S3 cycles (and the conifold singularity),
thus the action of this monodromy on cohomology
may be identified with the Picard–Lefschetz formula.

Now for a given pair of mirror dual Calabi–Yau
3-folds, it is generally assumed that A-type and
B-type D-branes exchange under mirror symmetry.
For such a pair, Kontsevich’s correspondence
between automorphisms of D(X) and monodromies
of 3-cycles can then be tested. More specifically, a
comparison relies on the identification of two
central charges associated to D-brane configurations
on both sides of the mirror pair.

For this, we first have to specify a basis for the
3-cycles �i 2 H3(Y, Z) such that the intersection form
takes the canonical form �i 
 �j = �j, iþb2, 1þ1 = �i, j for
i = 0, . . . , b2, 1. It follows that a 3-brane wrapped about
the cycle � =

P
i ni�

i has an (electric, magnetic)
charge vector n = (ni). The periods of the holomorphic
3-form � are then given by

�i ¼
Z

�i

�

and can be used to provide projective coordinates on
the complex structure moduli space. If we choose a
symplectic basis (Ai, Bj) of H2(Y, Z) then the Ai

periods serve as projective coordinates and the Bj

periods satisfy the relations �j = �i, j@F=@�i, where
F is the prepotential which has, near the large-
radius limit, the asymptotic form (as analyzed by
Candelas, Klemm, Theisen, Yau, and Hosono, cf.
‘‘Furt her readi ng’’):

F ¼ 1

6

X
abc

kabctatbtc þ
1

2

X
ab

cabtatb

�
X

a

c2ðXÞJa

24
ta þ

�ð3Þ
2ð2�iÞ3


ðXÞ þ const:

where 
(X) is the Euler characteristic of X, cab are
rational constants (with cab = cba) reflecting an
Sp(2h11 þ 2) ambiguity, and kabc is the classical
triple intersection number given by

kabc ¼
Z

X

Ja ^ Jb ^ Jc

The periods determine the central charge Z(n) of a
3-brane wrapped about the cycle � =

P
i ni[�i]:

ZðnÞ ¼
Z

�

� ¼
X

i

ni�i

On the other hand, the central charge associated
with an object E of D(X) is given by

ZðEÞ ¼ �
Z

X

e�taJa chðEÞ 1þ c2ðXÞ
24

� �

Now, physically it is assumed that the two central
charges are to be identified under mirror symmetry.
If we compare the two central charges Z(n) and
Z(E), then we obtain a map relating the Chern
characters ch(E) of E to the D-brane charges n. If we
insert the expressions for ch(E) in ch(�I� (E)), it
yields a linear transformation acting on n, such that
n6! n6 þ n3, which agrees with the monodromy
transformation about the conifold locus.

Similarly, the monodromy transformation about
the LCSL point corresponding to automorphisms
[E]! [E�OX(D)] can be made explicit.

Using the central charge identification, the auto-
morphism/monodromy correspondence has been
made explicit for various dual pairs of mirror
Calabi–Yau 3-folds (given as hypersurfaces in
weighted projective spaces). This identification pro-
vides evidence for Kontsevich’s proposal of homo-
logical mirror symmetry.

See also: Derived Categories; Mirror Symmetry: A
Geometric Survey.
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Introduction

Manifolds of dimension 4 play a distinguished role
in physics and have done so ever since special and
general relativity ushered in the celebrated four-
dimensional spacetime. It is also the case that
manifolds of dimension 4 play a distinguished role
in mathematics: many generalities about manifolds
of a general dimension do not apply in dimension 4;
there are also phenomena in dimension 4 with no
counterpart in other dimensions.

This article describes some of the more important
physical and mathematical properties of dimension 4.
We begin with an account of some topological and
geometric properties for manifolds in general, but
avoiding dimension 4, and then embark on the
dimension 4 discussion. The references at the end
will serve to take the reader further into the subject.

Topological, Piecewise-Linear, and
Differentiable Structures for Manifolds

In dealing with topological spaces which are mani-
folds, one distinguishes three types of manifolds M:
topological, piecewise-linear, and differentiable (also
called smooth). It is possible to describe the more
important differences between these three types
using topological techniques.

Consider then a manifold M of dimension n; M will
always be assumed to be compact, connected and

closed unless we indicate the contrary. The type of M is
determined by examining whether the transition
functions g�� are homeomorphisms, (invertible) piece-
wise-linear maps, or diffeomorphisms. Now, since the
transition functions are maps from one subset of Rn to
another, we introduce the groups TOPn, PLn, and
DIFFn which are all the homeomorphisms, piecewise-
linear maps, and diffeomorphisms of Rn, respectively.
We are naturally led to the three sets of inclusions:

TOP1 � TOP2 � 
 
 
 � TOPn � 
 
 

PL1 � PL2 � 
 
 
 � PLn � 
 
 


DIFF1 � DIFF2 � 
 
 
 � DIFFn � 
 
 

½1�

For each of the three sets of inclusions we pass to
the direct limit and construct the three limiting
groups

TOP; PL; DIFF ½2�

With these three groups are associated the classifying
spaces BTOP, BPL and BDIFF. The transition
functions g�� are those of the tangent bundle to M;
and there are three possible tangent bundles depending
on the type of M and we denote these tangent bundles
by TMTOP, TMPL, and TMDIFF in an obvious nota-
tion. Then to determine the tangent bundles TMTOP,
TMPL, and TMDIFF one simply selects an element of the
homotopy classes

½M;BTOP�; ½M;BPL�; and ½M;BDIFF� ½3�

respectively.
Given this threefold hierarchy of manifold struc-

tures one wishes to know when one can straighten
out a topological manifold to make it piecewise
linear; and also, when can one smooth a piece-
wise-linear manifold to make it differentiable?
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If dim M � 5 of M these two questions can be
formulated as lifting problems.

TOP versus PL for dim M 6¼ 4

Taking the first of them, so that we are comparing
piecewise-linear and topological structures on M,
one can check BPL fibers over BTOP with fiber
TOP/PL yielding

TOP=PL ! BPL

# �
BTOP

½4�

A method for straightening out a PL manifold is now
apparent: now a topological manifold is a choice of
map � : M!BTOP, and a factorization of � through
BPL will give M a PL structure. We show this below

BPL

� % # � � ¼ � � �

M ��! BTOP

½5�

The existence of the map � : M!BPL satisfying
�= � � � provides M with a PL structure and is a
lifting of the map � from the base BTOP to the total
space BPL.

This lifting method, for passing from TOP
structures to PL structures, does work, provided
dim M � 5, since we have the stability result that

TOPn

PLn
’ TOP

PL
; n � 5 ½6�

For the map � to exist the obstructions to the lifting
which are cohomology classes of the form

Hkþ1ðM;�kðTOP=PLÞÞ ½7�

must vanish. However, Kirby and Siebenmann have
shown that

TOP=PL ’ KðZ2; 3Þ ½8�

where K(Z2, 3) is Eilenberg–Mac Lane space so that
its sole nonvanishing homotopy group is in dimen-
sion 3 giving us

�n TOP=PLð Þ ¼ Z2 if n ¼ 3
0 otherwise

�
½9�

Any obstruction to �’s existence is a class e(M),
say, in

H4ðM; Z2Þ dim M � 5 ½10�

When e(M) vanishes, the map � exists and furnishes
M with a PL structure; if e(M) = 0 it is natural to go
on to ask how many (homotopy classes of) such �’s
exist? Standard obstruction theory says the relevant

homotopy classes are just the whole cohomology
group

HkðM;�kðTOP=PLÞÞ ½11�

which, since k = 3, is just

H3ðM; Z2Þ ½12�

So, for dim M � 5, we see that when a closed
topological manifold M acquires a PL structure by
the lifting process just described, then the possible
distinct PL structures are isomorphic to

H3ðM; Z2Þ ½13�

which is not zero in general.
Finally, if dim M � 3, then the notions PL and

TOP coincide, so we are left with the case dim M = 4
which we shall come to below. Now we wish to
describe the next step in the sequence TOP, PL,
DIFF which is the smoothing problem.

PL versus DIFF for dim M 6¼ 4

Similar ideas are used to address the question of
smoothing a piecewise-linear manifold – however,
the results are different. Let us assume that M is a
closed PL manifold with dim M � 5. This time the
fibration is

PL=DIFF ! BDIFF

# �

BPL

½14�

The smoothing of a piecewise-linear M can also be
handled with obstruction theory and leads us immedi-
ately to the consideration of the homotopy groups
�n(PL=DIFF). This time the nontrivial homotopy
groups of the fiber are much more numerous than in
the piecewise-linear case. In fact one has

�n PL=DIFFð Þ ¼

0 if n � 6
Z28 if n ¼ 7
Z2 if n ¼ 8

..

. ..
.

Z992 if n ¼ 11

..

. ..
.

8>>>>>>><
>>>>>>>:

½15�

The obstructions to passing from a PL to a DIFF
structure on M now lie in

Hkþ1ðM;�kðPL=DIFFÞÞ ½16�

and the number of distinct liftings comprises the
cohomology group

HkðM;�kðPL=DIFFÞÞ ½17�
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As an illustration of all this, consider the case
M = S7; then the first nontriviality occurs when n = 7
and so the obstruction to smoothing S7 lies in

H8ðS7;�7ðPL=DIFFÞÞ ½18�

which is of course zero – this means that S7 can be
smoothed, a fact which we know from first
principles. However, by the obstruction theory
introduced above, the resulting smooth structures
are isomorphic to

H7ðS7;�7ðPL=DIFFÞÞ¼H7ðS7; Z28Þ¼Z28 ½19�

Hence, we have the celebrated result of Milnor and
Kervaire and Milnor that S7 has 28 distinct
differentiable structures, 27 of which correspond to
what are known as exotic spheres.

Lastly, if dim M � 3, then PL and DIFF coincide –
this leaves us with the case of greatest interest
namely dim M = 4.

The Strange Case of Four Dimensions

In four dimensions there are phenomena which have
no counterpart in any other dimension. First of all,
there are topological 4-manifolds which have no
smooth structure, though if they have a PL structure,
then they possess a unique smooth structure. Second,
the impediment to the existence of a smooth structure
is of a completely different type to that met in the
standard obstruction theory – it is not the pullback of
an element in the cohomology of a classifying space,
that is, it is not a characteristic class. Also the four-
dimensional story is far from completely known.
Nevertheless, there are some very striking results
dating from the early 1980s onwards.

We begin by disposing of the difference between
PL and DIFF structures: our earlier results together
with the vanishing statement

�n PL=DIFFð Þ ¼ 0; n � 6 ½20�

mean that every PL 4-manifold possesses a unique
DIFF structure. Thus, we can take the crucial
difference to be between DIFF and TOP.

In Freedman (1982) all, simply connected, topo-
logical 4-manifolds were classified by their intersec-
tion form q.

We recall that q is a quadratic form constructed
from the cohomology of M as follows: take two
elements � and � of H2(M; Z) and form their cup
product � [ � 2 H4(M; Z); then we define q(�, �) by

qð�; �Þ ¼ ð� [ �Þ½M� ½21�

where (� [ �)[M] denotes the integer obtained by
evaluating � [ � on the generating cycle [M] of the

top homology group H4(M; Z) of M. Poincaré
duality ensures that such a form is always non-
degenerate over Z and so has det q =	1; q is then
called unimodular. Also we refer to q, as ‘‘even’’ if
all its diagonal entries are even, and as ‘‘odd’’
otherwise.

Freedman’s work yields the following:

Theorem (Freedman). A simply connected
4-manifold M with even intersection form q belongs
to a unique homeomorphism class, while if q is
odd there are precisely two nonhomeomorphic
manifolds M with q as their intersection form.

This is a very powerful result – the intersection
form q very nearly determines the homeomorphism
class of a simply connected M, and actually only
fails to do so in the odd case where there are still
just two possibilities. Further, every unimodular
quadratic form occurs as the intersection form of
some manifold.

As an illustration of the impressive nature of
Freedman’s work, choose M to be the sphere S4,
since H2(S4; Z) is trivial, then q is the zero quadratic
form and is of course even; we write this as q = ;.
Now recollect that the Poincaré conjecture in four
dimensions is the statement that any homotopy
4-sphere, S4

h say, is actually homeomorphic to S4.
Well, since H2(S4

h; Z) is also trivial then any S4
h also

has intersection form q = ;. Applying Freedman’s
theorem to S4

h immediately asserts that S4
h belongs to

a unique homeomorphism class which must be that
of S4 thereby establishing the Poincaré conjecture.

Freedman’s result combined with a much earlier
result of Rohlin (1952) also gives us an example of a
nonsmoothable 4-manifold: Rohlin’s theorem asserts
that given a smooth, simply connected, 4-manifold
with even intersection form q, then the signature –
the signature of q being defined to be the difference
between the number of positive and negative eigen-
values of q – �(q) of q is divisible by 16.

Now write

q¼

2 �1 0 0 0 0 0 0
�1 2 �1 0 0 0 0 0

0 �1 2 �1 0 0 0 0
0 0 �1 2 �1 0 0 0
0 0 0 �1 2 �1 0 �1
0 0 0 0 �1 2 �1 0
0 0 0 0 0 �1 2 0
0 0 0 0 �1 0 0 2

0
BBBBBBBBB@

1
CCCCCCCCCA
¼E8 ½22�

(E8 is actually the Cartan matrix for the exceptional
Lie algebra e8), then, by inspection, q is even, and
by calculation, it has signature 8. By Freedman’s
theorem there is a single, simply connected, 4-mani-
fold with intersection form q=E8. However, by
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Rohlin’s theorem, it cannot be smoothed since its
signature is 8.

The next breakthrough was due to Donaldson
(1983). Donaldson’s theorem is applicable to defi-
nite forms q, which by appropriate choice of
orientation on M we can take to be positive definite.
One has:

Theorem (Donaldson). A simply connected, smooth
4-manifold, with positive-definite intersection form
q is always diagonalizable over the integers to
q = diag(1, . . . , 1).

One can immediately deduce that no, simply
connected, 4-manifold for which q is even and
positive definite can be smoothed!

For example, the manifold with q = E8 
 E8 has
signature 16 (by Rohlin’s theorem). But since E8 is
even, then so is E8 
 E8 and so Donaldson’s
theorem forbids such a manifold from existing
smoothly.

In fact, in contrast to Freedman’s theorem, which
allows all unimodular quadratic forms to occur as
the intersection form of some topological manifold,
Donaldson’s theorem says that in the positive-
definite, smooth, case only one quadratic form is
allowed, namely I.

Donaldson’s work makes contact with physics
because it uses the Yang–Mills equations as we now
outline.

Let A be a connection on a principal SU(2) bundle
over a simply connected 4-manifold M with posi-
tive-definite intersection form. If the curvature
2-form of A is F, then F has an L2 norm which is
the Euclidean Yang–Mills action S. One has

S ¼ kFk2 ¼ �
Z

M

trðF ^ �FÞ ½23�

where �F is the usual dual 2-form to F. The minima
of the action S are given by those A, called
instantons, which satisfy the famous self-duality
equations

F ¼ �F ½24�

Given one instanton A which minimizes S one can
perturb about A in an attempt to find more
instantons. This process is successful and the space
of all instantons can be fitted together to form a
global moduli space of finite dimension. For the
instanton which provides the absolute minimum of
S, the moduli space M is a noncompact space of
dimension 5.

We can now summarize the logic that is used to
prove Donaldson’s theorem: there are very strong
relationships between M and the moduli space M;

for example, let q be regarded as an n� n matrix
with precisely p unit eigenvalues (clearly p � n and
Donaldson’s theorem is just the statement that
p = n), then M has precisely p singularities which
look like cones on the space CP2. These combine to
produce the result that the 4-manifold M has the
same topological signature Sign(M) as p copies of
CP2; and so they have signature a – b, where a of
the CP2’s are oriented as usual and b have the
opposite orientation. Thus,

Sign ðMÞ ¼ a� b ½25�

Now by definition, Sign (M) is the signature �(q) of
the intersection form q of M. But, by assumption, q is
positive definite n� n so �(q) = n = Sign (M). Hence,

n ¼ a� b ½26�

However, aþ b = p and p � n so we can say that

n ¼ a� b; p ¼ aþ b � n ½27�

but one always has aþ b � a� b so we have

n � p � n) p ¼ n ½28�

which is Donaldson’s theorem.

Donaldson’s Polynomial Invariants

Donaldson extended his work by introducing poly-
nomial invariants also derived from Yang–Mills
theory and to discuss them we must introduce
some notation.

Let M be a smooth, simply connected, orientable
Riemannian 4-manifold without boundary and A be
an SU(2) connection which is anti-self-dual so that

F¼� � F ½29�

Then the space of all gauge-inequivalent solutions to
this anti-self-duality equation – the moduli space
Mk – has a dimension given by the integer

dimMk¼ 8k� 3ð1þ bþ2 Þ ½30�

Here k is the instanton number which gives the
topological type of the solution A. The instanton
number is minus the second Chern class c2(F) 2
H2(M; Z) of the bundle on which the A is defined.
This means that we have

k ¼ �c2ðFÞ½M� ¼
1

8�2

Z
M

trðF ^ FÞ 2 Z ½31�

The number bþ2 is defined to be the rank of the
positive part of the intersection form q of M.
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A Donaldson invariant qM
d, r is a symmetric integer

polynomial of degree d in the 2-homology H2(M; Z)
of M

qM
d;r : H2ðMÞ � � � � �H2ðMÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

d factors

�!Z ½32�

Given a certain map mi,

mi : HiðMÞ!H4�iðMkÞ ½33�

if � 2 H2(M) and � represents a point in M, we
define qM

d, r(�) by writing

qM
d;rð�Þ ¼ md

2ð�Þmr
0ð�Þ½Mk� ½34�

The evaluation of [Mk] on the RHS of the above
equation means that

2d þ 4r ¼ dimMk ½35�

so that Mk is even dimensional; this is achieved by
requiring bþ2 to be odd.

Now the Donaldson invariants qM
d, r are differential

topological invariants rather than topological invari-
ants but they are difficult to calculate as they require
detailed knowledge of the instanton moduli space
Mk. However they are nontrivial and their values
are known for a number of 4-manifolds M. For
example, if M is a complex algebraic surface, a
positivity argument shows that they are nonzero
when d is large enough. Conversely, if M can be
written as the connected sum

M ¼M1#M2

where both M1 and M2 have bþ2 > 0, then they all
vanish.

Topological Quantum Field Theories

Turning now to physics, it is time to point out that
the qM

d, r can also be obtained, Witten (1988), as the
correlation functions of twisted N = 2 supersym-
metric topological quantum field theory.

The action S for this theory is given by

S ¼
Z

M

d4x
ffiffiffi
g
p

tr
1

4
F��F

�� þ 1

4
F���F

��

�

þ 1

2
�D�D

�	þ iD� �

�� � i�D� 

�

� i

8
�½
��; 
��� �

i

2
	½ �;  ��

� i

2
�½�; �� � 1

8
½�; 	�2

�
½36�

where F�� is the curvature of a connection A� and
(�,	, �, �,
��) are a collection of fields introduced

in order to construct the right supersymmetric
theory; � and 	 are both spinless while the multiplet
( �,
��) contains the components of a 0-form, a
1-form, and a self-dual 2-form, respectively.

The significance of this choice of multiplet is that
the instanton deformation complex used to calculate
dimMk contains precisely these fields.

Even though S contains a metric, its correlation
functions are independent of the metric g so that S
can still be regarded as a topological quantum field
theory. This is because both S and its associated
energy momentum tensor T
 (�S=�g) can be written
as BRST commutators S = {Q, V}, T = {Q, V 0} for
suitable V and V 0.

With this theory, it is possible to show that the
correlation functions are independent of the gauge
coupling and hence we can evaluate them in a small
coupling limit. In this limit, the functional integrals
are dominated by the classical minima of S, which
for A� are just the instantons

F�� ¼ �F��� ½37�

We also need � and 	 to vanish for irreducible
connections. If we expand all the fields around the
minima up to quadratic terms and do the resulting
Gaussian integrals, the correlation functions may be
formally evaluated.

A general correlation function of this theory is
given by

<P>¼
Z
DF exp½�S�PðFÞ ½38�

where F denotes the collection of fields present in
S and P(F ) is some polynomial in the fields.

S has been constructed so that the zero modes in
the expansion about the minima are the tangents to
the moduli space Mk. This suggests doing the DF
integration as follows: express the integral as an
integral over modes, then integrate out all the
nonzero modes first leaving a finite-dimensional
integration over the compactified moduli space
Mk. The Gaussian integration over the nonzero
modes is a boson–fermion ratio of determinants,
which supersymmetry constrains to be 	1, bosonic
and fermionic eigenvalues being equal in pairs.

This amounts to writing

<P>¼
Z
Mk

Pn ½39�

where Pn denotes some n-form over Mk and
n = dimMk. If the original polynomial P(F ) is
judiciously chosen, then calculation of <P> repro-
duces evaluation of the Donaldson polynomials qM

d, r.
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The Seiberg–Witten Equations

The Seiberg–Witten equations constitute another
breakthrough in the work on the topology of
4-manifolds, since they greatly simplify the calcula-
tion of the data supplied by the Donaldson
polynomial invariants. We shall discuss this later
below but turn now to the equations themselves.

If we choose an oriented, compact, closed,
Riemannian manifold M, then the data we need for
the Seiberg–Witten equations are a connection A on
a line bundle L over M and a ‘‘local spinor’’ field  .
The Seiberg–Witten equations are then

@=A ¼ 0; Fþ ¼ � 1
2

� � ½40�

where @=A is the Dirac operator and � is made from
the gamma matrices �i according to � = (1=2)
[�i, �j]dxi ^ dxj.

We call  a local spinor because global spinors
may not exist on M; however, in dimension 4,
orientability guarantees that a spinc structure exists
on M (a choice of spinc structure on M is an extra
piece of data in the Seiberg–Witten case);  is then
the appropriate section for the spinc bundle and
behaves locally like a spinor coupled to the U(1)
connection A. Let Spinc(M) denote the set of
isomorphism classes of spinc structures on M then,
for the case bþ2 > 1 – the case bþ2 = 1 has some
technicalities – the Seiberg–Witten invariants deter-
mine a map SW of the form

SW : SpincðMÞ�!Z ½41�

We emphasize that A is just a U(1) abelian
connection and so F = dA, with Fþ denoting the
self-dual part of F.

We shall now have a look at an example of a new
result obtained directly from the Seiberg–Witten
equations. The equations clearly provide the
absolute minima for the action

S ¼
Z

M

j@=A j2 þ 1
2jF
þ þ 1

2
� � j2

n o
½42�

If we use a Weitzenböck formula to relate the
Laplacian r�ArA to @= �A@=A plus curvature terms, we
find that S satisfiesZ

M

j@=A j2 þ 1
2jF
þ þ 1

2
� � j2

n o
¼
Z

M

jrA j2 þ 1
2jF
þj2 þ 1

8j j
4 þ 1

4Rj j
2

n o
½43�

¼
Z

M

jrA j2 þ 1
4jFj

2 þ 1
8j j

4 þ 1
4Rj j

2
n o

þ �2c2
1ðLÞ ½44�

where R is the scalar curvature of M and c1(L) is the
Chern class of L.

We notice that the action now looks like one for
monopoles. But now suppose that R is positive and
that the pair (A, ) is a solution to the Seiberg–
Witten equations, then the left-hand side (LHS) of
this last expression is zero and all the integrands on
the RHS are positive so the solution must obey  = 0
and Fþ= 0. A technical point is that if M has bþ2 > 1,
then a perturbation of the metric can preserve the
positivity of R but perturb Fþ= 0 to be simply F = 0
rendering the connection A flat. Hence, in these
circumstances, the solution (A, ) is the trivial one.
This means that we have a new kind of vanishing
theorem in four dimensions.

Theorem (Witten 1994). No 4-manifold with bþ2 >
1 and nontrivial solution to the Seiberg–Witten
equations admits a metric of positive scalar curvature.

Now, for technical reasons, we assume that the
qM

d, r have the property that

qM
d;rþ2 ¼ 4qM

d;r ½45�

A simply connected M with this property is called of
simple type. We also define ~qM

d by writing

~qM
d ¼

qM
d;0; if d¼ðbþ2 þ 1Þ mod 2

1
2 qM

d;1; if d¼ bþ2 mod 2

(
½46�

The generating function GM(�) is now given by

GMð�Þ ¼
X1
d¼0

1

d!
~qM

d ð�Þ ½47�

According to Kronheimer and Mrowka (1994),
GM(�) can be expressed in terms of a finite number
of classes (known as basic classes) 
i(
i 2 H2(M))
with rational coefficients ai (the Seiberg–Witten
invariants) resulting in the formula

GMð�Þ ¼ exp½� � �=2�
X

i

ai exp½
i � �� ½48�

Hence, for M of simple type, the polynomial
invariants are determined by a (finite) number of
basic classes and the Seiberg–Witten invariants.

Returning now to the physics we find that the
quantum field theory approach to the polynomial
invariants relates them to properties of the moduli
space for the Seiberg–Witten equations rather than
to properties of the instanton moduli space Mk.

The moduli space for the Seiberg–Witten equa-
tions, unlike the instanton case, is compact and
generically has dimension

c2
1ðLÞ � 2
ðMÞ � 3�ðMÞ

4
½49�
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(M) and �(M) being the Euler characteristic and
signature of M, respectively. When

c2
1ðLÞ ¼ 2
ðMÞ þ 3�ðMÞ ½50�

we get a zero-dimensional moduli space consisting
of a finite collection of points

fP1; . . . ;PNg ½51�

Now each point Pi has a sign �i = 	1 associated
with it coming from the sign of the determinant of
elliptic operator whose index gave the dimension of
the moduli space. The sum of these signs is an
integer topological invariant denoted by nL, that is,

nL ¼
XN
j¼1

�i ½52�

Returning now to our formula for GM(�), one
finds that

GMð�Þ¼ 2pðMÞ exp½� ��=2�
X

T

nL exp½c1ðLÞ ��� ½53�

pðMÞ ¼ 1þ 1
4 ð7
ðMÞ þ 11�ðMÞÞ ½54�

and the sum over L on the RHS of the formula is
over line bundles L that satisfy

c2
1ðLÞ ¼ 2
ðMÞ þ 3�ðMÞ ½55�

that is, it is a sum over L with zero-dimensional
Seiberg–Witten moduli spaces.

Comparison of the two formulas for GM(�) – the
first mathematical in origin and the second physi-
cal – allows one to identify the Seiberg–Witten
invariants ai and the Kronheimer–Mrowka basic
classes 
i as the c1(L)’s.

The results described thus far are for simply
connected 4-manifolds but this condition is not
obligatory for and there is also a theory in the non-
simply-connected case (Mariño and Moore 1999).

The physics underlying these topological results is
of great importance since many of the ideas
originate there. It is known that the computation
of the Donaldson invariants there uses the fact that
the N = 2 gauge theory is asymptotically free. This
means that the ultraviolet limit being one of weak
coupling is tractable. However, the less tractable
infrared or strong-coupling limit would do just as
well to calculate the Donaldson invariants since
these latter are metric independent.

In Seiberg and Witten’s work, this infrared
behavior is actually determined and it is found
that, in the strong-coupling infrared limit, the theory
is equivalent to a weakly coupled theory of abelian
fields and monopoles. There is also a duality

between the original theory and the theory with
monopoles which is expressed by the fact that the
(abelian) gauge group of the monopole theory is the
dual of the maximal torus of the group of the
nonabelian theory.

We recall that the Yang–Mills gauge group in this
discussion is SU(2). Seiberg and Witten’s results
mean the replacement of SU(2) instantons used to
compute the Donaldson invariants by the counting
of U(1) monopoles. This calculation of the non-
abelian Donaldson data by abelian Seiberg–Witten
data theory is much like the representation theory of
a nonabelian Lie group G where everything is
determined by an abelian object: the maximal torus.

The theory considered by Seiberg and Witten
possesses a collection of quantum vacua labeled by a
complex parameter u which turns out to parametrize a
family of elliptic curves. A central part is played by a
function �(u) on which there is a modular action of
SL(2, Z). The successful determination of the infrared
limit involves an electric–magnetic duality and the
whole matter is of very considerable independent
interest for quantum field theory, quark confinement,
and string theory in general.

Seiberg–Witten Theory and Exotic
Structures on 4-Manifolds

We saw earlier that, when dim M 6¼ 4, a manifold
may possess a finite number of differentiable
structures, S7 having 28 distinct smooth structures.
However, in dimension 4, Seiberg–Witten theory has
been used to show that there are many 4-manifolds
with a countable infinity of smooth structures. We
just mention two: the K3 surface has infinitely
many smooth structures as does the manifold
CP2#5CP

2
: This is another instance of how dimen-

sion 4 differs from all other dimensions. This infinite
variety of exotic smooth structures in four dimen-
sions is also of great interest to physics.

An outstanding four-dimensional matter still is the
smooth Poincaré conjecture which asks whether a
smooth 4-manifold M homotopic to S4 is diffeo-
morphic to S4? Such an M is certainly homeomorphic
to S4 because this is the standard Poincaré conjecture
proved by Freedman and, if the answer to this question
is yes then S4 would be an example of a 4-manifold
with no exotic smooth structures. There is at present
no consensus on the answer to this question.

Exotic Structures on Open 4-Manifolds

If M is an open manifold, that is, a noncompact
manifold without boundary, and M = Rn then, for
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n 6¼ 4, there is only one smooth structure; but for
n = 4, there are exotic differentiable structures on
R4. In fact, Gompf showed that there is a continuum
of exotic differentiable structures that can be placed
on R4.

Symplectic and Kähler 4-Manifolds

Many 4-manifolds are symplectic, and symplectic
manifolds are central in physics; there are many results
obtained using Seiberg–Witten theory concerning the
topology and geometry of symplectic manifolds. The
exotic K3 structures referred to above are all symplec-
tic and so there is no shortage of symplectic structures
even within one homeomorphism class. Taubes
obtained far-reaching new results for symplectic
4-manifolds including establishing an equivalence
between the Seiberg–Witten invariants in the symplec-
tic case and the Gromov invariants.

Kähler manifolds possess, simultaneously, com-
patible, Riemannian, symplectic and complex struc-
tures and, beginning with Witten’s work, there are
many results to be found for Kähler 4-manifolds
using Seiberg–Witten techniques.

4-Manifolds with Boundary

There is a very important extension of the Donaldson–
Seiberg–Witten theory to 4-manifolds M with bound-
ary @M = N. When @M 6¼ �, the Donaldson invariants
are not numerical invariants but take values in HF(N)
where HF(N) denotes what is called the Floer
homology of the 3-manifold N. Topological quantum
field theory is the ideal setting for this theory since it
naturally treats manifolds with boundaries. The Floer
homology groups HF(N) act as Hilbert spaces for the
quantum fields defined on the boundary. There is now
a full interplay of 4-manifold theory and 3-manifold
theory as well as Yang–Mills theory in three and four
dimensions. This interplay is often realized by taking
two 4-manifolds M1 and M2 with the same boundary
N and joining them along N to obtain a closed
4-manifold M so that

M ¼M1 [N M2 ½56�

Given a 3-manifold N, and an SU(2) connection
A, Floer studied the critical points of the Chern–
Simons function f(A) defined by

f ðAÞ ¼ 1

8�2

Z
N

tr A ^ dAþ 2
3A ^ A ^ A

� �
½57�

where f(A) is regarded as a function on the infinite-
dimensional space A of connections. The function f(A)
changes by an integer under a gauge transformation
and so descends to a single-valued gauge-invariant

function on the space of gauge orbits A=G if one
considers exp (2�kif (A)) where k 2 Z (G being the
group of gauge transformations). Morse theory
applied to this infinite-dimensional setting gives an
infinite Morse index to each critical point, a pathology
which is avoided by only defining the difference of the
index between two critical points using spectral flow.
The critical points correspond, via gradient flow and a
consideration of the instanton equations

F ¼ � � F ½58�

on the 4-manifold N � R, to the flat connections on
the 3-manifold N. The latter are identifiable as the
set of (equivalence classes) of representations of the
fundamental group �1(M) in the gauge group SU(2),
that is, with

Homð�1ðNÞ; SUð2ÞÞ=Ad SUð2Þ ½59�

For the Seiberg–Witten formulation, let Â denote a
connection on the 3-manifold N with curvature
F(Â). Then the Chern–Simons function f(A) is
replaced by the abelian Chern–Simons function
together with a quadratic fermion term resulting in
the function f SW(Â), defined by

f SWðÂÞ ¼
Z

N

�D=Â�þ Â ^ FðÂÞ
n o

½60�

where D=Â denotes the self-adjoint Dirac operator in
three dimensions acting on a spinor � on N; because
of the presence of the Chern–Simons function
f SW(Â) is only defined up to a multiple of 8�2 in a
manner similar to the case for f (A). Gradient flow
together with the Seiberg–Witten equations on the
4-manifold N � R result in critical points corre-
sponding to the solutions to

D=Â� ¼ 0; FðÂÞ ¼ �1
2��� ½61�

which is a three-dimensional version of the Seiberg–
Witten equations.

The critical point theory of these two functions f (A)
and f SW(Â) permit the construction of the instanton
Floer homology groups HFinst(N) and HFSW(N),
respectively. In fact, there are several kinds of Floer
homology: Lagrangian Floer homology, instanton
Floer homology, Heegard–Floer homology, Seiberg–
Witten–Floer homology and conjectures concerning
their relations to one another.

There are still many unanswered questions of
joint interest to mathematicians and physicists in the
entire area of 4-manifold theory.

See also: Electric–Magnetic Duality; Gauge Theoretic
Invariants of 4-Manifolds; Floer Homology; Topological
Quantum Field Theory: Overview.
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Introduction

Since the 1970s, dimension theory for dynamics has
evolved into an independent field of mathematics.
Its main goal is to measure complexity of invariant
sets and measures using fractal dimensions. The
history of fractal dimensions is closely related to
the names of H Minkowski (Minkowski content,
1903), H Hausdorff (Hausdorff dimension,
1919), G Bouligand (Bouligand dimension, 1928),
L S Pontryagin and L G Schnirelmann (metric order,
1932), P Moran (Moran geometric constructions,
1946), A S Besicovitch and S J Taylor (Besicovitch–
Taylor index, 1954), A Rényi (Rényi spectrum
for dimensions, 1957), A N Kolmogorov and
V M Tihomirov (metric dimension, Kolmogorov

complexity, 1959), Ya G Sinai, D Ruelle, R Bowen
(thermodynamic formalism, Bowen’s equation,
1972, 1973, 1979), B Mandelbrot (fractals and
multifractals, 1974), J L Kaplan and J A Yorke
(Lyapunov dimension, 1979), J E Hutchinson (frac-
tals and self-similarity, 1981), C Tricot, D Sullivan
(packing dimension, 1982, 1984), H G E Hentschel
and I Procaccia (Hentschel–Procaccia spectrum for
dimensions, 1983), Ya Pesin (Carathéodory–Pesin
dimension, 1988), M Lapidus and M van Franken-
huysen (complex dimensions for fractal strings,
2000), etc. Fractal dimensions enable us to have a
better insight into the dynamics appearing in various
problems in physics, engineering, chemistry, medi-
cine, geology, meteorology, ecology, economics,
computer science, image processing, and, of course,
in many branches of mathematics. Concentrating on
box and Hausdorff dimensions only, we describe
basic methods of fractal analysis in dynamics, sketch
their applications, and indicate some trends in this
rapidly growing field.
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Fractal Dimensions

Box Dimensions

Let A be a bounded set in RN, and let d(x, A) be
Euclidean distance from x to A. The Minkowski
sausage of radius " around A (a term coined by
B Mandelbrot) is defined as "-neighborhood of A,
that is, A" := {y2RN: d(y, A) < "}. By the upper
s-dimensional Minkowski content of A, s � 0,
we mean

M�sðAÞ :¼ lim
"!0

jA"j
"N�s

2 ½0;1�

Here j�j denotes N-dimensional Lebesgue measure.
The corresponding upper box dimension is defined by

dimBA :¼ inffs � 0: M�sðAÞ ¼ 0g

The lower s-dimensional Minkowski contentMs
�(A)

and the corresponding lower box dimension dimBA
are defined analogously. The name of box dimen-
sion stems from the following: if we have an "-grid
in RN composed of closed N-dimensional boxes
with side ", and if N(A, ") is the number of boxes of
the grid intersecting A, then

dimBA¼ lim
"!0

log NðA; "Þ
logð1="Þ

and analogously for dimBA. It suffices to take any
geometric subsequence "k = b�k in the limit, where
b > 1 (H Furstenberg, 1970). There are many other
names for the upper box dimension appearing in the
literature, like the Cantor–Minkowski order, Min-
kowski dimension, Bouligand dimension, Borel
logarithmic rarefaction, Besicovitch–Taylor index,
entropy dimension, Kolmogorov dimension, fractal
dimension, capacity dimension, and limit capacity.
If A is such that dimBA = dimBA, the common value
is denoted by d := dimBA, and we call it the box
dimension of A. If, in addition to this, both Md

�(A)
and M�d(A) are in (0,1), we say that A is
Minkowski nondegenerate. If, moreover, Md

�(A) =
M�d(A) =:Md(A)2 (0,1), then A is said to be
Minkowski measurable.

Assume that A is such that d := dimBA and
Md(A) exist. Then the value of Md(A)�1 is called
the lacunarity of A (B Mandelbrot, 1982). A
bounded set A�RN is said to be porous (A Denjoy,
1920) if there exist � > 0 and � > 0 such that
for every x2A and r2 (0, �) there is y2RN such
that the open ball B�r(y) is contained in Br(x) nA.
If A is porous then it is easy to see that dimBA < N
(O Martio and M Vuorinen, 1987, A Salli, 1991).

We proceed with two examples. Let
A := C(a), a2 (0, 1=2), be the Cantor set obtained

from [0, 1] by consecutive deletion of 2k middle
open intervals of length ak(1� 2a) in step k2N [
{0}. Then dimB A = ( log 2)=( log (1=a)) (G Bouligand,
1928), and A is nondegenerate, but not Minkowski
measurable (Lapidus and Pomerance, 1993). For
the spiral � of focus type defined by r = m’�� in
polar coordinates, where �2 (0, 1) and m > 0 are
fixed, ’ � ’1 > 0, we have dimB � = 2=(1þ �)
(Y Dupain, M Mendés-France, C Tricot, 1983). It
is Minkowski measurable (Žubrinić and Županović,
2005), and the larger m, the smaller the lacunarity;
see Figure 1.

Hausdorff Dimension

For a given subset A of RN (not necessarily
bounded) and s � 0 we define Hs(A) := lim"! 0

inf {
P1

i = 1 ri
s}2 [0,1], where the infimum is taken

over all finite or countable coverings of A by open
balls of radii ri � ". The value of Hs(A) is called
s-dimensional Hausdorff outer measure of A. The
Hausdorff dimension of A, sometimes called the
Hausdorff–Besicovitch dimension, is defined by

dimH A :¼ inffs � 0: HsðAÞ ¼ 0g

If A is bounded then dimH A � dimBA � dimBA � N.
We say that A is Hausdorff nondegenerate (or d-set)

if Hd(A)2 (0,1) for some d � 0. Cantor sets share
this property, and dimHC(a) = ( log 2)=( log (1=a)),
where a2 (0, 1=2) (Hausdorff, 1919).

Gauge Functions

The notions of Minkowski contents and Hausdorff
measure can be generalized using gauge functions
h : [0, "0)!R that are assumed to be continuous,
increasing, and h(0) = 0. For example,

M�hðAÞ :¼ lim
"!0

jA"j
"N

hð"Þ

and similarly for Mh
�(A) (M Lapidus and C He,

1997), while for Hh(A) it suffices to change ri
s with

h(ri) in the above definition of the Hausdorff outer
measure (Besicovitch, 1934). Gauge functions are
used for sets that are Minkowski or Hausdorff

Figure 1 Spirals of equal box dimensions (4/3) and different

lacunarities (0.43 and 0.05).

Fractal Dimensions in Dynamics 395



degenerate. The aim, if possible, is to find an explicit
gauge function so that the corresponding generalized
Minkowski contents or Hausdorff measure of A be
nondegenerate.

Methods of Fractal Analysis in Dynamics

Thermodynamic Formalism

Thermodynamic formalism has been developed by
Sinai (1972), Ruelle (1973), and Bowen (1975),
using methods of statistical mechanics in order to
study dynamics and to find dimensions of various
fractal sets. We first describe a ‘‘dictionary’’ for
explicit geometric constructions of Cantor-like sets.
Let Xp be the set of all sequences i = (i1, i2, . . . ) of
elements ik from a given set of p symbols, say
{1, 2, . . . , p}. We endow Xp with the metric d(i, j) :=P

k 2�kjik � jkj and introduce the one-sided shift
operator (or left shift) � : Xp!Xp defined by
(�(i))n = inþ1, that is, �(i1, i2, i3, . . . ) = (i2, i3, i4, . . . ).
A set Q ˝ Xp is called the symbolic dynamics if it is
compact and �-invariant, that is, �(Q) ˝ Q. Hence,
(Q,�) is a symbolic dynamical system. Denote
i[n] := (i1, . . . , in). Given a continuous function
’ : Q!R, let us define the topological pressure of
’ with respect to � by

Pð’Þ :¼ lim
n!1

1

n
log

X
fi½n�:i2Qg

Eði½n�Þ

Eði½n�Þ :¼ exp sup
fj2Q: j½n�¼i½n�g

Xn�1

k¼0

’ð�kðjÞÞ
 !

The topological entropy of � jQ is defined by
h(�jQ) := P(0), that is,

hð�jQÞ¼ lim
n!1

1

n
log #fi½n�: i2Qg

where # denotes the cardinal number of a set. The
above function ’n :=

Pn�1
k = 0 ’ 	 �k has the property

’nþm =’n þ ’m 	 �n, and therefore we speak about
additive thermodynamic formalism. Topological pres-
sure was introduced by D Ruelle (1973) and extended
by P Walters (1976). Bowen’s equation (1979) has a
very important role in the computation of the
Hausdorff dimension of various sets. For the unknown
s2R, and with a suitably chosen function ’, this
equation reads

Pðs’Þ¼ 0

Geometric Constructions

A geometric construction (Q, �) in Rm indexed by
symbolic dynamics Q is a family � of compact sets

�i[n]�Rm, i2Q, n2N, such that diam�i[n]! 0 as
n!1, �i[nþ1] ˝ �i[n], �i[n] = int�i[n] for every i2Q
and all n, and int�i[n] \ int�j[n] = ; whenever
i[n] 6¼ j[n] (Moran’s open set condition). This family
induces the Cantor-like set

F :¼
\1
n¼1

[
i2Q

�i½n�

 !

(see Figure 2). The mapping h : Q! F defined by
h(i) := \1n = 1 �i[n] is called the coding map of F. The
above geometric construction includes well-known
iterated function systems of similarities as a special
case. If �1, . . . ,�p are given numbers in (0, 1), and �i[n]

are balls of radii ri[n] :=�i1 . . .�in , then s := dimH F is
the unique solution of Bowen’s equation P(s’) = 0,
where ’ is defined by ’(i) := log�i1 (Ya Pesin and
H Weiss, 1996). In this case Bowen’s equation is
equivalent to Moran’s equation (1946),

Xp

k¼1

�k
s¼ 1

This result has been generalized by L Barreira (1996)
using the Carathéodory–Pesin construction (1988).
Let us illustrate Barreira’s theory of nonadditive
thermodynamic formalism with a special case.
Assume that (Q, �) is a geometric construction for
which the sets �i[n] are balls, and let there exist � > 0
such that ri[nþ1] � � � ri[n] and ri[nþm] � ri[n]r�n(i)[m] for
all i2Q, n, m2N. Then dimH F = dimB F = s, where
s is the unique real number such that

lim
n!1

1

n
log

X
fi½n�:i2Qg

ri½n�
s¼ 0 ½1�

This is a special case of Barreira’s extension of
Bowen’s equation to nonadditive thermodynamic
formalism. Moran’s equation can be deduced from
[1] by defining ri[n] :=�i1 . . .�in , where i = (i1, i2, . . . ),
and �1, . . . ,�p 2 (0, 1) are given numbers. Pesin and
Weiss (1996) showed that Moran’s open set condi-
tion can be weakened so that partial intersections of
interiors of pairs of basic sets in the family � are
allowed. Thermodynamic formalism has been used
to study the Hausdorff dimension of Julia sets

Δ1

Δ11 Δ12 Δ21 Δ22

Δ2

Figure 2 Cantor-like set.
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(Ruelle, 1982), horseshoes (H McCluskey and
A Manning, 1983), etc.

An important example of symbolic dynamics is the
topological Markov chain XA generated by a p
 p
matrix A with entries aij 2 {0, 1}:

XA :¼fi ¼ ði1; i2; . . .Þ 2Xp: aikikþ1
¼ 1 for all k2Ng

It is a compact, �-invariant subset of Xp. The map
� jXA is called the subshift of finite type (Bowen,
1975). A construction of Cantor-like set F using
dynamics Q = Xp is called a simple geometric con-
struction, while a geometric construction is said to be a
Markov geometric construction if Q = XA. If F is
obtained by a Markov geometric construction such
that all �i[n] are balls of radii ri[n] :=�i1 . . .�in , where
�ij 2 (0, 1), ij 2 {1, . . . , p}, then dimBF = dimHF = s,
where s is the unique solution of equation
�(AMs) = 1. Here Ms := diag(�1

s, . . . ,�p
s) and

�(AMs) is the spectral radius of the matrix AMs. This
and more general results have been obtained by Pesin
and Weiss (1996).

Any Cantor-like set F obtained via iterated
function system of similarities satisfying Moran’s
open set condition is Hausdorff nondegenerate
(Moran, 1946). If F is of nonlattice type, that is,
the set { log�1, . . . , log�p} is not contained in r �Z
for any r > 0, then F is Minkowski measurable
(D Gatzouras, 1999).

Hyperbolic Measures

Let X be a complete metric space and assume that
f : X!X is continuous. Let � be an f-invariant Borel
probability measure on X (i.e., �(f�1(A)) =�(A)
for measurable sets A) with a compact support.
The Hausdorff dimension of �, and the lower and
upper box dimensions of � (L-S Young, 1982) are
defined by

dimH� :¼ inffdimH Z : Z ˝ X; �ðZÞ ¼ 1g
dimB� :¼ lim

�!0
inffdimBZ : Z ˝ X; �ðZÞ � 1� �g

dimB� :¼ lim
�!0

inffdimBZ : Z ˝ X; �ðZÞ � 1� �g

It is natural to introduce the lower and upper
pointwise dimensions of � at x2X by

d�ðxÞ :¼ lim
r!0

log�ðBrðxÞÞ
log r

and similarly d�(x). It has been shown by Young
(1982) that if X has finite topological dimension and
if � is exact dimensional, that is, d�(x) = d�(x) =: d
for �-a.e. x2X, then

dimH �¼ dimB � ¼ d

She also proved that hyperbolic measures (ergodic
measures with nonzero Lyapunov exponents), invar-
iant under a C1þ�-diffeomorphism, � > 0, are exact
dimensional. F Ledrappier (1986) derived exact
dimensionality for hyperbolic Bowen–Ruelle–Sinai
measures. This result was extended by Ya Pesin and
Ch Yue (1996) to hyperbolic measures with semilocal
product structure. J-P Eckmann and D Ruelle (1985)
conjectured that the exact dimensionality holds for
general hyperbolic measures, and this was proved by
Barreira, Pesin, and Schmeling (1996). More precisely,
if f is a C1þ�-diffeomorphism on a smooth Riemann
manifold X without boundary, and if � is f-invariant,
compactly supported Borel probability measure, then
its hyperbolicity implies that

d�ðxÞ¼ d�ðxÞ¼ ds
�ðxÞþ du

�ðxÞ

for �-a.e. x2X, where ds
�(x) and du

�(x) are stable
and unstable pointwise dimensions of � at x
introduced by Ledrappier and Young (1985).

Multifractal Analysis of Functions and Measures

Invariant sets of many dynamical systems are not
self-similar. Roughly speaking, the aim of multi-
fractal analysis is to make a decomposition of the
invariant set with respect to desired fractal proper-
ties and then to study a fractal dimension of each
set of the decomposition. Some dynamical systems
have invariant sets equal to graphs of Hölderian
functions f : RN!R, so that wavelet methods can
be used. One of the goals of multifractal analysis
of functions is to study the spectrum of singularities
of f defined by

df ð�Þ :¼ dimHH�ðf Þ

introduced by U Frisch and G Parisi (1985) in the
context of fully developed turbulence. Here H�(f ) is
the set of points at which the corresponding
pointwise Hölder exponent of f is equal to � � 0.
If the function f is self-similar then df (�) is real
analytic and strictly concave (first increasing and
then decreasing) on an explicit interval (a, a)
(S Jaffard, 1997). It is natural to consider the set
C�,�(f ) of points x0 called chirps of order (�, �)
(Y Meyer 1996), at which f behaves roughly
like jx� x0j� sin (1=jx� x0j�),� > 0. The function
Df (�, �) := dimHC�,�(f ) is called the chirp spectrum
of f (S Jaffard 2000). Wavelet methods have found
applications in the study of evolution equations
and in modeling and detection of chirps in
turbulent flows (S Jaffard, Y Meyer, R D Robert,
2001).

Basic ideas of multifractal analysis have been
introduced by physicists T Halsey, M H Jensen,
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L P Kadanoff, I Procaccia, and B I Shraiman (1988).
In applications it often deals with an invariant
ergodic probability measure associated with the
dynamical system considered. Multifractal analysis
of a Borel finite measure � defined on RN consists in
the study of the function

d�ð�Þ :¼ dimHK�ð�Þ; � � 0

called the spectrum of pointwise dimensions of �.
Here K�(�) is the set of points where the pointwise
dimension of � is equal to �:

K�ð�Þ :¼fx2RN: d�ðxÞ¼ d�ðxÞ ¼ �g

It is also of interest to study the Hausdorff
dimension of irregular set K(�) := {x2RN: d�(x) <
d�(x)}. These sets are pairwise disjoint and consti-
tute a multifractal decomposition of RN, that is,

RN ¼Kð�Þ [ [�2RK�ð�Þð Þ

The function d�(�) provides an important informa-
tion about the complexity of multifractal decom-
position. In many situations, there is an open
interval (�,�) on which the function d�(�) is
analytic and strictly concave (first increasing and
then decreasing), and equal to the Legendre trans-
form of an explicit convex function. We thus obtain
an uncountable family of sets K�(�) with positive
Hausdorff dimension, which shows enormous com-
plexity of the multifractal decomposition of RN.
These and related questions have been studied by
L Olsen (1995), K Falconer (1996), Pesin and Weiss
(1996), Barreira and Schmeling (2000), and many
other authors.

Local Lyapunov Dimension

Let � be an open set in RN and let f : �!RN be a
C1-map. To any fixed x2� we assign N singular
values a1 � a2 � � � � � aN � 0 of f, defined as square
roots of eigenvalues of the matrix f 0(x)> � f 0(x),
where f 0(x) is the Jacobian of f at x, and f 0(x)> its
transpose. The local Lyapunov dimension of f at x is
defined by

dimLðf ; xÞ :¼ jþ s

where j is the largest integer in [0, N] such that
a1� � � aj � 1 (if there is no such j we let j = 0), and
s2 [0, 1) is the unique solution of a1� � � aja

s
jþ1 = 1

(except for j = N, when we define s = 0). This
definition, due to B R Hunt (1996), is close to that of
Kaplan and Yorke (1979). The Jacobian f 0(x) con-
tracts k-dimensional volumes (that is, a1 � � � ak < 1) if
and only if dimL(f , x) < k. In this case, we say that f is
k-contracting at x. Furthermore, the function
x 7! dimL(f , x) is upper-semicontinuous, so that for

any compact subset A of � the Lyapunov dimension
of f on A,

dimLðf ;AÞ :¼ max
x2A

dimLðf ; xÞ

is well defined. Yu S Ilyashenko conjectured that if f
locally contracts k-dimensional volumes then the
upper box dimension of any compact invariant set is
<k. Hunt (1996) proved that if A is a compact,
strictly invariant set of f (i.e., f (A) = A) then

dimBA � dimLðf ;AÞ ½2�

This is an improvement of dimHA � dimL(f , A)
obtained by A Douady and J Oesterlé (1980), and
independently by Ilyashenko (1982). M A Blinchevs-
kaya and Yu S Ilyashenko (1999) proved that if A is any
attractor of a smooth map in a Hilbert space that
contracts k-dimensional volumes then dimBA � k. See
[3] below.

A continuous variant of this method is used in
order to obtain estimates of fractal dimensions of
global attractors of dynamical systems (X, S) on a
Hilbert space X. Here S(t), t � 0, is a semigroup of
continuous operators on X, that is, S(t þ s) = S(t)S(s)
and S(0) = I. A set A in X is called a global attractor
of dynamical system if it is compact, attracting
(i.e., for any bounded set B and " > 0 there exists t0

such that for t � t0 we have S(t)B ˝ A"), and A is
strictly invariant (i.e., S(t)A = A for all t � 0).

Applications in Dynamics

Logistic Map

M Feigenbaum, a mathematical physicist, intro-
duced and studied the dynamics of the logistic map
f� : [0, 1]! [0, 1], f�(x) :=�x(1� x),�2 (0, 4]. Tak-
ing �=�1 � 3.570 the corresponding invariant set
A� [0, 1] (i.e., S1(A) [ S2(A) = A, where Si are two
branches of f�1

� ) has both Hausdorff and box
dimensions equal to �0.538 (P Grassberger 1981,
P Grassberger and I Procaccia, 1983). The set A
has Cantor-like structure, but is not self-similar.
Its multifractal properties have been studied by
U Frisch, K Khanin, and T Matsumoto (2004).

Smale Horseshoe

In the early 1960s S Smale defined his famous
horseshoe map and showed that it has a strange
invariant set resulting in chaotic dynamics. The
notion of strange attractor was introduced in 1971
by Ruelle and Takens in their study of turbulence.
Let S be a square in the plane and let f : R2!R2 be
a map transforming S as indicated in Figure 3, such
that on both components of S \ f�1(S) the map f is
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affine and preserves both horizontal and vertical
directions, and such that points 1, 2, 3, and 4 are
mapped to 10, 20, 30, and 40. Iterating f we get
backward invariant set �� := \1j = 0 f�j(S), forward
invariant set �þ := \1j = 0 f j(S), and invariant set
(horseshoe) �f := �þ \ ��. These sets have the
Cantor set structure. More precisely, assuming that
the contraction parameter of f in vertical direction is
a2 (0, 1=2), and the expansion parameter in hor-
izontal direction is b > 2, then �þ= [0, 1]
 C(a),
where C(a) is the Cantor set, ��= C(1=b) 
 [0, 1], and
�f = C(1=b) 
 C(a), so that dimB�þ= dimH�þ= 1þ
( log 2)=( log (1=a)) and

dimB�f ¼ dimH�f ¼
log 2

log b
þ log 2

logð1=aÞ

This is a special case of a general result about
horseshoes in R2 (not necessarily affine), due to
McCluskey and Manning (1983), stated in terms of
the pressure function. Analogous result as above can
be obtained for Smale solenoids. In R3 it is possible
to construct affine horseshoes �f such that dimH�f <
dimB�f (M Pollicott and H Weiss, 1994).

Smale discovered a connection between homoclinic
orbits and the horseshoe map. It has been noticed that

fractal dimensions have important role in the study of
homoclinic bifurcations of nonconservative dynamical
systems. Since the 1970s the relationship between
invariants of hyperbolic sets and the typical dynamics
appearing in the unfolding of a homoclinic tangency
by a parametrized family of surface diffeomorphisms
has been studied by J Newhouse, J Palis, F Takens,
J-C Yoccoz, C G Moreira and M Viana. The main
result is that if the Hausdorff dimension of the
hyperbolic set involved in the tangency is <1 then
the parameter set where the hyperbolicity prevails has
full Lebesgue density. If the Hausdorff dimension is
>1, then hyperbolicity is not prevalent. This result and
its proof were inspired by previous work of
J M Marstrand (1954) about arithmetic differences of
Cantor sets on the real line. According to the result by
Moreira, Palis, and Viana (2001) the paradigm
‘‘hyperbolicity prevails if and only if the Hausdorff
dimension is <1’’ extends to homoclinic bifurcations
in any dimension.

Using methods of thermodynamic formalism
McCluskey and Manning (1983) proved that if f
is the above horseshoe map, then there exists a
C1-neighborhood U of f such that the mapping
f 7! dimH�f is continuous. Continuity of box and
Hausdorff dimensions for horseshoes has been
studied also by Takens, Palis, and Viana (1988).

Lorenz Attractor

E N Lorenz (1963), a meteorologist and student of
G Birkhoff, showed by numerical experiments that
for certain values of positive parameters �, r, b, the
quadratic system

_x¼ �ðy� xÞ; _y¼ rx� y� xz; _z¼ xy� bz

has the global attractor A, for example, for �= 10,
r = 28, b = 8=3. In this case dimB A� 2.06, which is
a numerical result (Grassberger and Procaccia,
1983). Using the analysis of local Lyapunov dimen-
sion along the flow in A, G A Leonov (2001) showed
that if �þ 1 � b � 2 and r�2(4� b)þ 2�(b� 1)

(2�� 3b) > b(b� 1)2 then

dimBA � 3� 2ð�þ bþ 1Þ

�þ 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�� 1Þ2 þ 4r�

q

Hénon Attractor

M Hénon (1976), a theoretical astronomer, discovered
the map f : R2!R2, f (x, y) := (aþ by� x2, x), cap-
turing several essential properties of the Lorenz
system. In the case of a = 1.4 and b = 0.3, Hunt
(1996) derived from [2] that for any compact, strictly
f-invariant set A in the trapping region [�1.8, 1.8]2

S

1 2

34

S ∩ f –1(S )

S ∩ f –1(S ) ∩ f –2(S )

f –2(S ) ∩ f –1(S ) ∩ S ∩ f (S )∩ f 2(S )

A B

f (s)

f (A)

f (B )

f 2(S )4′′

4′

3′

2′
1′

1′′
2′′3′′

Figure 3 The Smale horseshoe.
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there holds dimBA < 1.5. Numerical experiments
show that dimB A� 1.28 (Grassberger, 1983). Assum-
ing a > 0, b2 (0, 1), and P�(x�, x�)2A, where P� are
fixed points of f, Leonov (2001) obtained that

dimBA � 1þ 1

1� ln b= lnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2
� þ b

p
� x�Þ

Here

x� :¼ 1

2
b� 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðb� 1Þ2 þ 4a

q� �
The proof is based on the study of local Lyapunov
dimension of f and its iterates on A.

Embedology

The physical relevance of box dimensions in the
study of attractors is related to the problem of
finding the smallest possible dimension n sufficient
to ‘‘embed’’ an attractor into Rn. If A�Rk is a
compact set and if n > 2dimBA, then almost every
map from Rk into Rn, in the sense of prevalence, is
one-to-one on A and, moreover, it is an embedding
on smooth manifolds contained in A (T Sauer,
J A Yorke, and M Casdagli, 1991). If A is a strange
attractor then the same is true for almost every
delay-coordinate map from Rk to Rn. This improves
an earlier result by H Whitney (1936) and F Takens
(Takens’ embedology, 1981). The above notion of
prevalence means the following: a property holds
almost everywhere in the sense of prevalence if it
holds on a subset S of the space V := C1(Rk, Rn) for
which there exists a finite-dimensional subspace
E�V (probe space) such that for each v2V we
have that vþ e2 S for Lebesgue a.e. e2E.

Julia and Mandelbrot Sets

M Shishikura (1998) proved that the boundary of the
Mandelbrot set M generated by fc(z) := z2 þ c has the
Hausdorff dimension equal to 2, thus answering
positively to the conjecture by B Mandelbrot,
J Milnor, and other mathematicians. Also for Julia
sets there holds dimH J(fc) = 2 for generic c in M
(i.e., on the set of second Baire category). The proof is
based on the study of the bifurcation of parabolic
periodic points. Also, each baby Mandelbrot set sitting
inside of M has the boundary of Hausdorff dimension
2 (L Tan, 1998). Shishikura’s results hold for more
general functions f (z) := zd þ c, where d � 2.

For Julia sets J(fc) generated by fc(z) := z2 þ c
there holds d(c) := dimH J(fc) = 1þ jcj2=(4 log 2)þ
o(jcj2) for c! 0. This and more general results
have been obtained by Ruelle (1982). He also
proved that the function d(c) when restricted to the
interval [0,1) is real analytic in [0, 1=4) [ (1=4,1).

Furthermore, it is left continuous at 1/4 (O Bodart
and M Zinsmeister, 1996), but not continuous
(A Douady, P Sentenac, and M Zinsmeister, 1997).
Discontinuity of this map is related to the phenom-
enon of parabolic implosion at c = 1=4. The deriva-
tive d0(c) tends to þ1 from the left at c = 1=4 like
(1=4� c)d(1=4)�3=2 (G Havard and M Zinsmeister,
2000). Here d(1=4)� 1.07, which is a numerical
result. Analysis of dimensions is based on methods
of thermodynamic formalism.

C McMullen (1998) showed that if 	 is an
irrational number of bounded type (i.e., its contin-
ued fractional expansion [a1, a2, . . . ] is such that the
sequence (ai) is bounded from above) and
f (z) := z2 þ e2
	iz, then the Julia set J(f ) is porous.
In particular, dimBJ(f ) < 2. Y C Yin (2000) showed
that if all critical points in J(f ) of a rational map
f : C!C are nonrecurrent (a point is nonrecurrent
if it is not contained in its !-limit set) then J(f ) is
porous, hence dimBJ(f ) < 2. Urbański and Przytycki
(2001) described more general rational maps such
that dimBJ(f ) < 2.

Spiral Trajectories

A standard planar model where the Hopf–Takens
bifurcation occurs is _r = r(r2l þ

Pl�1
i = 0 air

2i), ’̇= 1,
where l2N. If � is a spiral tending to the limit
cycle r = a of multiplicity m (i.e., r = a is a zero of
order m of the right-hand side of the first equation
in the system) then dimB � = 2� 1=m. Furthermore,
for m > 1 the spiral is Minkowski measurable
(Žubrinić and Županović, 2005). For m = 1 the
spiral is Minkowski nondegenerate with respect to
the gauge function h(") := "( log (1="))�1.

Infinite-Dimensional Dynamical Systems

In many situations the dynamics of the global attractor
A of the flow corresponding to an auto-
nomous Navier–Stokes system is finite-dimensional
(Ladyzhenskaya, 1972). This means that there exists a
positive integer N such that any trajectory in A is
completely determined by its orthogonal projection
onto an N-dimensional subspace of a Hilbert space X.
The aim is to find estimates of box and Hausdorff
dimensions of the global attractor, in order to under-
stand some of the basic and challenging problems of
turbulence theory. If A is a subset of a Hilbert space X,
its Hausdorff dimension is defined analogously as for
A�RN. The definition of the upper box dimension
can be extended from A�RN to

dimBA :¼ lim"!0
log mðA; "Þ
logð1="Þ ½3�
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where m(A, ") is the minimal number of balls
sufficient to cover a given compact set A�X. The
value of log m(A, ") is called "-entropy of A.

Foiaş and Temam (1979), Ladyzhenskaya (1982),
A V Babin and M I Vishik (1982), Ruelle (1983),
and E Lieb (1984) were among the first who
obtained explicit upper bounds of Hausdorff and
box dimensions of attractors of infinite-dimensional
systems. For global attractors A associated with
some classes of two-dimensional Navier–Stokes
equations with nonhomogeneous boundary condi-
tions it can be shown that dimBA � c1Gþ c2Re3=2,
where G is the Grashof number, Re is the Reynolds
number, and ci are positive constants (R M Brown,
P A Perry, and Z Shen, 2000). V V Chepyzhov and
A A Ilyin (2004) obtained that dimBA �
(1=

ffiffiffi
2
p


)(�1j�j)1=2G for equations with homoge-
neous boundary conditions, where ��R2 is a
bounded domain, and �1 is the first eigenvalue of
��. In the case of periodic boundary conditions
Constantin, Foiaş, and Temam (1988) proved that
dimBA � c1G2=3(1þ log G)1=3, while for a special
class of external forces there holds dimHA � c2G2=3

(V X Liu, 1993). Let us mention an open problem by
V I Arnol’d: is it true that the Hausdorff dimension
of any attracting set of the Navier–Stokes equation
on two-dimensional torus is growing with the
Reynolds number?

In their study of partial regularity of solutions
of three-dimensional Navier–Stokes equations,
L Caffarelli, R Kohn, and L Nirenberg (1982)
proved that the one-dimensional Hausdorff mea-
sure in space and time (defined by parabolic
cylinders) of the singular set of any ‘‘suitable’’
weak solution is equal to zero. A weak solution is
said to be singular at a point (x0, t0) if it is
essentially unbounded in any of its neighborhoods.
Dimensions of attractors of many other classes of
partial differential equations (PDEs) have been
studied, like for reaction–diffusion systems, wave
equations with dissipation, complex Ginzburg–
Landau equations, etc. Related questions for non-
autonomous PDEs have been considered by V V
Chepyzhov and M I Vishik since 1992.

Probability

Important examples of trajectories appearing in
physics are provided by Brownian motions. Brow-
nian motions ! in RN, N � 2, have paths !([0, 1]) of
Hausdorff dimension 2 with probability 1, and they
are almost surely Hausdorff degenerate, since
H2(!([0, 1])) = 0 for a.e. ! (S J Taylor, 1953).
Defining gauge functions h(") := "2 log (1=")

log log log (1=") when N = 2, and h(") := "2 log (1=")

when N � 3, there holds Hh(!([0, 1]))2 (0,1) for
a.e. ! (D Ray, 1963, S J Taylor, 1964). If N = 1 then
a.e. ! has the box and Hausdorff dimensions of
the graph of !j[0, 1] equal to 3/2 (Taylor, 1953), and
for the gauge function h(") := "3=2 log log (1=") the
corresponding generalized Hausdorff measure is
nondegenerate. In the case of N � 2 we have the
uniform dimension doubling property (R Kaufman,
1969). This means that for a.e. Brownian motion !
there holds dimH!(A) = 2 dimHA for all subsets
A� [0,1). There are also results concerning almost
sure Hausdorff dimension of double, triple, and
multiple points of a Brownian motion and of more
general Lévy stable processes.

Fractal dimensions also appear in the study of
stochastic differential equations, like

dxt ¼ X0ðxtÞ dt þ
Xd

k¼1

XkðxtÞ d	kðtÞ; x0 ¼ x2RN

The stochastic flow (xt)t�0 in RN is driven by a
Brownian motion (	(t))t�0 in Rd. Let us assume that
Xk, k = 0, . . . , d, are C1-smooth T-periodic divergence-
free vector fields on RN. Then for almost every
realization of the Brownian motion (	(t))t�0, the set of
initial points x generating the flow (xt)t�0 with linear
escape to infinity (i.e., limt!1(jxtj=t) > 0) is dense
and of full Hausdorff dimension N (D Dolgopyat,
V Kaloshin, and L Koralov, 2002).

Other Directions

There are many other fractal dimensions important
for dynamics, like the Rényi spectrum for dimen-
sions, correlation dimension, information dimen-
sion, Hentschel–Procaccia spectrum for dimensions,
packing dimension, and effective fractal dimension.
Relations between dimension, entropy, Lyapunov
exponents, Gibbs measures, and multifractal rigidity
have been investigated by Pesin, Weiss, Barreira,
Schmeling, etc. Fractal dimensions are used to study
dynamics appearing in Kleinian groups (D Sullivan,
C J Bishop, P W Jones, C McMullen, B O Stratmann,
etc.), quasiconformal mappings and quasiconfor-
mal groups (F W Gehring, J Väisäla, K Astala,
C J Bishop, P Tukia, J W Anderson, P Bonfert-Taylor,
E C Taylor, etc.), graph directed Markov systems
(R D Mauldin, M Urbański, etc.), random walks on
fractal graphs (J Kigami, A Telcs, etc.), billiards
(H Masur, Y Cheung, P Bálint, S Tabachnikov,
N Chernov, D Szász, I P Tóth, etc.), quantum
dynamics (J-M Barbaroux, J-M Combes, H
Schulz-Baldes, I Guarneri, etc.), quantum gravity
(M Aizenman, A Aharony, M E Cates, T A Witten,
G F Lawler, B Duplantier, etc.), harmonic analysis
(R S Strichartz, Z M Balogh, J T Tyson, etc.),
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number theory (L Barreira, M Pollicott, H Weiss,
B Stratmann, B Saussol, etc.), Markov processes
(R M Blumenthal, R Getoor, S J Taylor, S Jaffard,
C Tricot, Y Peres, Y Xiao, etc.), and theoretical
computer science (B Ya Ryabko, L Staiger,
J H Lutz, E Mayordomo, etc.), and so on.

See also: Bifurcations of Periodic Orbits; Chaos and
Attractors; Dissipative Dynamical Systems of Infinite
Dimension; Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Ergodic Theory;
Generic Properties of Dynamical Systems; Holomorphic
Dynamics; Homoclinic Phenomena; Hyperbolic
Dynamical Systems; Image Processing: Mathematics;
Lyapunov Exponents and Strange Attractors; Partial
Differential Equations: Some Examples; Polygonal
Billiards; Quantum Ergodicity and Mixing of
Eigenfunctions; Stochastic Differential Equations;
Synchronization of Chaos; Universality and
Renormalization; Wavelets: Applications; Wavelets:
Mathematical Theory.
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Introduction

Interacting particles sometimes collectively behave
in ways that take us by complete surprise. In a
superfluid 4He atoms flow without viscosity,
and in a superconductor electrons flow without
resistance. Such behaviors announce emergent
structures and principles which have often found
applications in other areas. This article concerns
the surprising collective effects that occur when
electrons are confined in two dimensions and
subjected to a strong transverse magnetic field.
At low temperatures, the Hall resistance (defined

below) exhibits plateaus on which it is precisely
quantized at

RH ¼
h

fe2
½1�

where h and e are fundamental constants and f is a
plateau-specific rational fraction. This phenomenon
is known as the ‘‘fractional quantum Hall effect’’
(FQHE), or, after its discoverers, the ‘‘Tsui–Stormer–
Gossard’’ (TSG) effect. The underlying state provides
a new paradigm for collective behavior in nature, and
is understood in terms of a new class of quasiparticles
known as ‘‘composite fermions,’’ which are topologi-
cal bound states of electrons and quantized vortices.
This article will outline the basics of the experimental
phenomenology and our theoretical understanding of
this effect.
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The Hall Effect

The Ohm’s law, I = V=R, tells us that the current
through a resistor is proportional to the applied
voltage. The local form of the law is

J ¼ �E ½2�

where � is the conductivity, and J = q�v is the
current density for particles of charge q and density
� moving with a velocity v.

In 1879, E H Hall discovered that in the presence of
a crossed electric and magnetic fields (E and B),
the current flows in a direction ‘‘perpendicular’’ to the
plane containing the two fields. Alternatively, the
passage of current induces a voltage perpendicular to
the direction of the current flow. This is known as
the Hall effect (see Figure 1). The phenomenon has a
classical origin. A consequence of the Lorentz force
law of electrodynamics,

F ¼ q Eþ 1

c
v� B

� �
½3�

which gives the force on a particle of charge q
moving with a velocity v, is that for crossed electric
and magnetic fields the particle drifts in the
direction E� B with a velocity v = cE=B. The
current density is therefore given by J = q�v, where
� is the (three-dimensional) density of particles. That
produces the Hall resistivity

�H ¼
Ey

Jx
¼ B

�qc
½4�

The von Klitzing Effect

Molecular beam epitaxy allows controllable layer
by layer growth in which one type of semiconductor,
say GaAs, can be grown on top of another, say
AlxGa1�xAs, to produce an atomically sharp interface.
By appropriately doping such structures, electrons can

be captured at the interface, thus producing a two-
dimensional electron system (2DES). We note that
these are three-dimensional electrons confined to move
in two dimensions. The interaction has the standard
Coulomb form V(r) = e2=�r, where � is the dielectric
constant of the host material. (In a hypothetical world
which has only two space dimensions, the interaction
would be logarithmic.)

The ‘‘integral quantum Hall effect’’ (IQHE) or the
‘‘von Klitzing effect’’ was discovered unexpectedly
by von Klitzing and collaborators in 1980, in their
study of Hall effect in a 2DES. In two dimensions,
one defines the Hall resistance as

RH ¼
VH

I
½5�

which, from classical electrodynamics, is expected to
be proportional to the magnetic field B. That is indeed
the case at small magnetic fields. At sufficiently high B,
however, quantum mechanical effects appear in a
dramatic manner. The essential observations are as
follows.

1. When plotted as a function of the magnetic field
B, the Hall resistance exhibits numerous plateaus. On
any given plateau, RH is precisely quantized with
values given by

RH ¼
h

ne2
½6�

where n is an integer (hence the name ‘‘integral
quantum Hall effect’’). The plateau occurs in the
vicinity of � � Be=�hc = n, where � is the ‘‘filling
factor’’ (defined below).

2. In the plateau region, the longitudinal resis-
tance exhibits an Arrhenius behavior:

RL � exp � �

2kBT

� �
½7�

This gives a filling-factor dependent energy scale �,
which indicates the presence of a gap in the
excitation spectrum. RL vanishes in the limit T ! 0.

The absolute accuracy of the quantization has
been established to a few parts in 108 for 1�
uncertainty, and the relative accuracy to a few
parts in 1010. There is presently no known
‘‘intrinsic’’ correction to the quantization. Perhaps,
the most remarkable aspect of the effect is its
universality. It is independent of the sample type,
geometry, various material parameters (the band
mass of the electron or the dielectric constant of the
semiconductor), and disorder. The combination
h=e2 also occurs in the definition of the fine

B

I

I

VL VH

Figure 1 Schematics of magnetotransport measurement. I, VL,

and VH are the current, longitudinal voltage, and the Hall

voltage, respectively. The longitudinal and Hall resistances are

defined as RL�VL=I and RH � VH=I.
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structure constant �= e2=�hc, the value of which is
approximately 1/137. The Hall effect measure-
ments in dirty, solid state systems thus provide
one of the most accurate values for �. Finally, the
lack of resistance at T = 0 is to be contrasted with
ordinary metals, for which the resistance at T ! 0,
called the residual resistance, is finite and propor-
tional to disorder.

The TSG Effect

The next revolution occurred in 1982 with the
discovery of the TSG effect, that is, plateaus on
which the Hall resistance is quantized at values
given by eqn [1] (see Figure 2). The observation
of the RH = h=fe2 plateau is often referred to as
the observation of the fraction f. Improvement
of experimental conditions has led to the observa-
tion of a large number of fractions over the
years, revealing the richness of the TSG effect.
At the time of the writing of this article, the
number of observed fractions is more than 50 if
one counts only fractions below unity. As in the
von Klitzing effect, the longitudinal resistance
exhibits an Arrhenius behavior, vanishing in the
limit T ! 0.

Landau Levels

The Hamiltonian for a nonrelativistic electron
moving in two space dimensions in a perpendicular
magnetic field is given by

H ¼ 1

2mb

pþ eA

c

� �2

½8�

Here, mb is the electron’s band mass and �e its
charge. For a uniform magnetic field, the vector
potential A satisfies

�� A ¼ Bẑ ½9�

Because A is a linear function of the spatial
coordinates, it follows that H is a generalized two-
dimensional harmonic oscillator Hamiltonian which
is quadratic in both the spatial coordinates and in
the canonical momentum p =�i�h�, and therefore
can be diagonalized exactly.

A convenient gauge choice is the symmetric gauge:

A ¼ B� r

2
¼ B

2
ð�y; x; 0Þ ½10�

With the magnetic length ‘=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�hc=eB

p
and the

cyclotron energy �h!c = �heB=mbc chosen as the

3

2.5

1.5

0.5

2

1

0

0

R
H

 (
h 

/e
 2 )

R

4/3

5/7

3/7

4/7

4/5

1/32/5

10 20 30

4/9

5/9

2/3

3/5

7/5

5/3

Magnetic field (T)

4 3 2

Figure 2 The TSG effect. The Hall resistance (RH) exhibits many precisely quantized plateaus, concurrent with minima in the

longitudinal resistance (R). Reproduced with permission from Perspectives in Quantum Hall Effects; HL Stormer and DC Tsui;

SD Sarma and A Pinczuk (eds.); Copyright ª 1997, Wiley. Reprinted with permission of John Wiley & Sons, Inc.
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units for length and energy, the Hamiltonian can be
expressed as

H ¼ 1

2
�i

@

@x
� y

2

� �2

þ �i
@

@y
þ x

2

� �2
" #

½11�

Choosing as independent variables

z � x� iy; �z � xþ iy ½12�

we get

H ¼ 1

2
�4

@2

@z@�z
þ 1

4
z�z� z

@

@z
þ �z

@

@�z

� �
½13�

Now define the following sets of ladder operators:

b ¼ 1ffiffiffi
2
p �z

2
þ 2

@

@z

� �
½14�

by ¼ 1ffiffiffi
2
p z

2
� 2

@

@�z

� �
½15�

ay ¼ 1ffiffiffi
2
p �z

2
� 2

@

@z

� �
½16�

a ¼ 1ffiffiffi
2
p z

2
þ 2

@

@�z

� �
½17�

which have the property that

½a; ay� ¼ 1; ½b; by� ¼ 1 ½18�

and all the other commutators are zero. In terms of
these operators, the Hamiltonian can be written as

H ¼ ayaþ 1
2 ½19�

The eigenvalue of aya is an integer, n, called the
Landau level (LL) index. The z-component of the
canonical angular momentum operator, the only
relevant component for the two-dimensional prob-
lem, is defined as

Lz ¼ �i
@

@�
¼ �z

@

@�z
� z

@

@z
¼ aya� byb ½20�

Exploiting the property [H, Lz] = 0, the eigenfunctions
will be chosen to diagonalize H and Lz simultaneously.
The eigenvalue of Lz will be denoted by �m. The
analogy to the Harmonic oscillator problem immedi-
ately gives the solution

Hjm; ni¼ Enjm; ni ½21�

where

En ¼ nþ 1

2

� �
½22�

and

jm; ni ¼ ðbyÞmþnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmþ nÞ!

p ðayÞnffiffiffiffi
n!
p j0; 0i ½23�

where m =�n, �nþ 1, . . . . The single-particle orbital
at the bottom of the two ladders defined by the two sets
of raising and lowering operators is

hrj0; 0i � �0;0ðrÞ ¼
1ffiffiffiffiffiffi
2	
p e�z�z=4 ½24�

which satisfies

aj0; 0i¼ bj0; 0i¼ 0 ½25�

The single-particle states are particularly simple in
the lowest Landau level (n = 0):

�0;mðrÞ ¼ hrj0;mi ¼
zm e�z�z=4‘2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2	‘22mm!
p ½26�

Aside from the ubiquitous Gaussian factor, a general
state in the lowest Landau level is given by a
polynomial of z; it does not involve any �z. In other
words, apart from the Gaussian factor, the lowest
Landau level wave functions are analytic functions of z.

Landau Level Degeneracy

The state �0, m(r) is peaked strongly at r =
ffiffiffiffiffiffiffi
2m
p

‘.
Neglecting order-1 effects, there are m states in the
lowest Landau level in a disk of radius r =

ffiffiffiffiffiffiffi
2m
p

‘,
giving a degeneracy of (2	‘2)�1 per unit area per
Landau level. (The same degeneracy is obtained for
higher Landau levels as well.) It is equal to B=
0,
where 
0 = hc=e is called the flux quantum, that is,
there is one state per flux quantum in each Landau
level.

Filling Factor

The number of filled Landau levels, called the filling
factor, is given by

� ¼�2	‘2 ¼ �
0

B
½27�

The Origin of Plateaus

The von Klitzing effect can be explained in terms of
a model which neglects the interactions between
electrons. It occurs because the ground state at an
integral filling is unique and nondegenerate, sepa-
rated from excitations by a gap. Laughlin (1981)
showed that the disorder-induced Anderson locali-
zation also plays a crucial role in the establishment
of the Hall plateaus. To see this, imagine changing
the filling away from an integer by adding some
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electrons or holes. In a perfect system, the additional
particles would also be free to carry current, but in
the actual, disordered sample, they are immobilized
by impurities (which create localized states in the
energy gap), and do not contribute to transport. The
transport properties therefore remain unaffected as
the filling factor is varied slightly away from an
integer, and the system continues to behave as
though it had filled shells.

The Lowest Landau Level Problem

The TSG effect arises due to interelectron interaction.
We wish to obtain solutions for the Schrödinger
equation

H� ¼ E� ½28�

at an arbitrary filling �, where

H ¼
X

j

1

2mb

�h

i
rj þ

e

c
Aðr jÞ

� �2

þ e2

�

X
j<k

1

jr j � rkj
½29�

The first term on the right-hand side is the kinetic
energy in the presence of a constant external
magnetic field B =r� A, and the second term is
the Coulomb interaction energy. (The Zeeman
energy is not included explicitly because we con-
sider, for now, magnetic fields that are sufficiently
high that only fully spin-polarized states are
relevant.) It is convenient to consider the limit
(e2=�‘)=(�h!c)! 0, when the Coulomb interaction is
so weak that it is not able to cause Landau level
mixing, so electrons can be taken to be within the
lowest Landau level. The kinetic energy then is an
irrelevant constant which can be thrown away, and
the Hamiltonian reduces to

H ¼ PLLL
e2

�

X
j<k

1

jr j � rkj
PLLL ½30�

‘‘which must be solved with the lowest LL restric-
tion,’’ as explicitly indicated by the lowest LL
projection operator PLLL. The problem is thus
mathematically well defined, but requires degenerate
perturbation theory in an enormously large Hilbert
space, with N=�

Nð Þ many particle basis vectors. The
usual perturbative techniques are not useful due to
the absence of a small parameter in the problem;
e2=�‘ merely sets the energy scale in the lowest
Landau level.

Composite-Fermion Theory

Inspired by the qualitative similarity between the
integral and the fractional Hall effects, the composite-

fermion (CF) theory (Jain 1989) postulates that the
eigenfunctions of interacting electrons at filling factor
�, ��, are related to the (known) eigenfunctions of
noninteracting electrons at filling factor ��, ��� , accord-
ing to

�� ¼ PLLL���

Y
j<k

ðzj � zkÞ2p ½31�

where PLLL denotes projection of the wave function
on its right into the lowest Landau level. The filling
factors are related by

� ¼ ��

2p�� þ 1
½32�

which can be seen as follows: the largest power of z1

in ��� (neglecting order-one corrections) is N=��, as
follows from the definition of the filling factor. The
largest power of z1 on the right-hand side is
therefore pN(N � 1)þN=��. This is the number of
flux quanta penetrating the ‘‘sample.’’ Dividing it by
N and taking the limit N !1 gives the inverse of
the filling factor ��1. These wave functions are now
known to capture the correct nonperturbative
physics of the TSG effect (see below), and also
to provide extremely accurate representations for
the actual correlated ground states and their excita-
tions. They recover Laughlin’s 1983 wave function
for the ground state at �= 1=(2pþ 1), while clarify-
ing that it is a part of a much bigger conceptual
structure.

Physical Interpretation

The crucial property of the wave function in eqn [31]
is that the complex Jastrow factor

Q
j<k (zj � zk)2p

binds 2p vortices on each electron. More precisely,
each electron sees 2p vortices on every other electron,
in that a complete loop of an electron around any other
electron produces a phase of 2	� 2p. The bound state
is interpreted as a particle, called the ‘‘composite
fermion.’’ Because the vortex is a topological object, so
is the composite fermion. The vorticity 2p is quantized
to be an even integer, as required by the single-
valuedness and antisymmetry requirements of quan-
tum mechanics, which will be seen to lie at the root of
the exact quantization of the Hall resistance.

When composite fermions move about, they experi-
ence, in addition to the Aharonov–Bohm (AB) phase,
also the Berry phases coming from vortices on other
composite fermions. Imagine taking a composite
fermion in a closed loop enclosing an area A. The
phase associated with that loop is given by

�� ¼ �2	
BA


0
þ 2	2pNenc ½33�
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where Nenc is the number of composite fermions
inside the loop. The first term is the familiar AB
phase due to a charge going around in a loop. The
second is the Berry phase due to 2p vortices going
around Nenc particles, with each particle producing
a phase of 2	. Replacing Nenc by its average value
�A shows that, on average, �� is equal to the AB
phase from an ‘‘effective’’ magnetic field

B� ¼ B� 2p�
0 ½34�

The composite fermions thus experience an effective
magnetic field B� which is much smaller than the
external, applied field B. That lies at the heart of the
phenomenology of this lowest Landau level liquid.
One treats composite fermions as noninteracting
in the simplest approximation. They form their own
Landau-like levels in B�. Their filling factor is
defined as ��= �
0=B

�, with which eqn [34]
becomes equivalent to eqn [32]. The effective field
B� can be antiparallel to B, in which case
��= �
0=B

� is formally negative. For negative values
of ��,��� in eqn [31] is defined as ��j��j= [�j��j]

�,
because complex conjugation is equivalent to
switching the direction of the magnetic field.

Fermion Chern–Simons Theory

Lopez and Fradkin (1991) developed a field-theoretic
formulation of composite fermions through a singular
gauge transformation defined by

� ¼
Y
j<k

zj � zk

jzj � zkj

� �2p

�0 ½35�

under which the eigenvalue problem of eqn [29]
transforms into

H0�0 ¼ E�0 ½36�

H0 ¼ 1

2mb

X
i

pi þ
e

c
Aðr iÞ �

e

c
aðr iÞ

� �2
þV ½37�

aðr iÞ ¼
2p

2	

0

X0
j

�i
ij ½38�

where


jk ¼ i ln
zj � zk

jzj � zkj

is the relative angle between the particles j and k. The
magnetic field corresponding to a(r i) is given by

bi ¼ �i � aðr iÞ ¼ 2p
0

X0
l

�2ðr i � r lÞ ½39�

The above transformation thus amounts to attaching
a point flux of strength �2p
0 to each electron,
which is how the composite fermion is modeled
in this approach. (A flux quantum is topologically
equivalent to a vortex.) This definition is reminis-
cent of the treatments of particles obeying fractional
statistics (‘‘anyons’’) introduced by Leinaas and
Myrheim (1977) and Wilczek (1982); an anyon is
modeled as an electron bound to a point flux of
magnitude �
0, where � determines the winding
statistics.

It is not possible to proceed further without making
approximations. The usual approach is to make a
‘‘mean-field’’ approximation, which amounts to
spreading the point flux on each electron into a
uniform magnetic field. Formally, one writes

A� a � A� þ �A ½40�

�� A� ¼ B�ẑ ½41�

The transformed Hamiltonian is written as

H0 ¼ 1

2mb

X
i

pi þ
e

c
A�ðr iÞ

� �2
þV þ V 0

¼ H00 þ V þ V 0 ½42�

V is the Coulomb interaction and V 0 denotes the
terms containing �A. The solution to H00 is trivial,
describing free fermions in an effective magnetic
field B�. We have thus decomposed the Hamiltonian
into a part H00, which can be solved exactly, and the
rest, V þ V 0, which is to be treated perturbatively.

Lopez and Fradkin recast the problem in the
language of functional integrals, which is suitable
for studying corrections to the mean-field theory.
One writes the zero-temperature quantum partition
function

Z ¼
Z
D D �Da exp

i

�h
S

� �
½43�

S ¼
Z

d2r

Z
dtL ½44�

L ¼  �ði@t � a0Þ þ
1

2mb

�i�h�þ e

c
A� e

c
a

� �
 

			 			2
þ 1

2p
0
a0�� aþ

Z
d2

r 0�ðrÞVðr � r 0Þ�ðr 0Þ ½45�

where  and  � are anticommuting Grassmann
variables. The flux attachment is introduced
through a Lagrange multiplier a0; because a0 enters
linearly in the action, it can be integrated out to
produce a delta function that imposes the
constraint

�� aðrÞ ¼ 2p
0�ðrÞ ¼ 2p
0 
�ðrÞ ðrÞ ½46�

Fractional Quantum Hall Effect 407



This formalism is closely related to the topological
Chern–Simons (CS) field theory. Recall that the CS
Lagrangian has the form

LCS � ���
A�F�
 ¼ 2���
A�@�A
 ½47�

where F�� = @�A� � @�A�, and ���
 is the antisym-
metric Levy-Civita tensor, with �012 = 1. The index
takes values �= 0, 1, 2, the first being the time
component and the remaining space components.
The CS action is invariant, up to surface terms,
under a gauge transformation, because the change in
LCS under a functional variation �A� = @�� is a total
derivative.

Zhang et al. (1989) noted that the term propor-
tional to a0�� a in eqn [45], which enforces flux
attachment, is precisely equal to the CS Langrangian
in the Coulomb gauge. Write

LCS ¼
1

4p
0
���
a�@�a


¼ 1

2p
0
�ija0@iaj �

1

4p
0
�ijai@0aj

½48�

where i, j represent the spatial components
(i, j = 1, 2), and the time components have been
displayed explicitly in the second step (@0 = @t). The
first term on the right-hand side of eqn [48] is
identical to the third term on the right-hand side of
eqn [45]. In the Fourier space the last term is
proportional to

�ijaiðq; !Þð�i!Þajð�q;�!Þ ½49�

By choosing the x-axis along q, the Coulomb gauge
condition q.a = 0 implies a2(q,!) = 0, guaranteeing
that the last term in eqn [48] is identically zero.

The constraint of eqn [46] is used to eliminate
the two factors of density in the last term of
eqn [45]. The action is then quadratic in the
fermion field, which can be integrated out. Various
response functions can be expressed as correlation
functions of the vector potential field and their
averages over the CS field configurations are
evaluated perturbatively by standard diagrammatic
methods.

The fermion CS theory is believed to capture the
topological properties of composite fermions, but
has not lent itself, because of the lack of a small
parameter, to quantitative calculations. It is not
known what classes of Feynman diagrams will need
to be summed to eliminate the electron mass mb

(which is not a parameter of the lowest Landau
problem – see eqn [30]) in the fermion CS

approach). Halperin et al. (1993) proceeded by
replacing mb by an adjustable parameter m�,
interpreted as the composite-fermion mass. Murthy
and Shankar (1997) proposed to separate out
the inter- and intra-Landau level degrees of
freedom by making a sequence of further
transformations.

Consequences

Fractional Quantum Hall Effect

The CF theory provides a simple understanding of
why gaps open up at ‘‘fractional’’ fillings, which
happens at those fillings �= f for which composite
fermions fill integral numbers of CF Landau levels.
That results in Hall plateaus at RH = h=fe2 in the
presence of disorder. The fractional QHE is thus
understood as the integral QHE for composite
fermions.

Sequences of Fractions

The integral fillings of composite fermions corre-
spond to fractional fillings of electrons given by

� ¼ jnj
2pjnj � 1

½50�

which are precisely the observed fractions. Some of
these are:

f ¼ jnj
2jnj þ 1

¼ 1

3
;
2

5
; . . . ;

10

21
½51�

f ¼ jnj
2jnj � 1

¼ 2

3
;
3

5
; . . . ;

10

19
½52�

f ¼ jnj
4jnj þ 1

¼ 1

5
;
2

9
; . . . ;

6

25
½53�

f ¼ jnj
4jnj � 1

¼ 2

7
;
2

5
; . . . ;

6

23
½54�

Particle–hole symmetry in the lowest Landau level
also implies fractions 1� f . The fractions appear
in the form of sequences because they are all
derived from the sequence of integers. The Hall
quantization is exact because the right-hand side
of eqn [50] is made up of whole numbers and
therefore is not susceptible to small perturbations
in the Hamiltonian. The CF theory unifies the
FQHEs and IQHEs.
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Fermi Sea at Half Filling

Equation [50] is consistent with the fact that only
odd-denominator fractions have been observed in
the lowest Landau level (i.e., with f < 1). Halperin
et al. (1993) and Kalmeyer and Zhang (1992)
proposed that at the simplest even-denominator
fraction, namely �= 1=2, composite fermions form
a Fermi sea. This was motivated by the fact that the
effective magnetic field is B�= 0 at �= 1=2. A
number of experiments have directly measured the
Fermi sea of composite fermions. The TSG effect
with f = 1=2 is absent because the Fermi sea has
gapless excitations.

Effective Magnetic Field

For small values of B� (i.e., in the vicinity of
�= 1=2), the cyclotron radius of composite fermions
can be very large compared to the radius of the
cyclotron orbit of a classical electron in B. Direct
measurements of the cyclotron orbit in several
geometric experiments have confirmed that the
charge carriers experience a magnetic field B� rather
than B.

Fractional Charge

Laughlin (1983) showed that the presence of a gap
at a fractional filling implies the existence of
fractionally charged excitations. He obtained an
excitation through the adiabatic insertion of a point
flux quantum at, say the origin, which can be
gauged away at the end leaving behind an exact
excited state. The Faraday’s law implies that the
azimuthal component of the induced electric field is
E
 =�(2	r)�1 d
=dt. The current density then is
jr = �HE
, where �H = fe2=h is the Hall conductivity.
The charge leaving the area defined by a circle of
radius r per unit time is 2	rjr. The total charge
leaving this area in the adiabatic process then is

Q ¼
Z

2	rjr dt ¼ ��H
0 ¼ �fe ½55�

The charge excess associated with the excitation is
therefore fe. It is in general not an elementary
excitation. For f = n=(2pn� 1), it can be shown to
be a collection of n elementary excitations, giving a
charge of e�= e=(2pn� 1) for a single elementary
excitation.

Microscopic Tests

Exact solutions of the Schrödinger equation can be
obtained, for a finite number of particles, by a brute-
force diagonalization of the Hamiltonian in the

lowest LL subspace, which enables a rigorous and
nontrivial testing of the CF theory. Figure 3 shows
some typical comparisons, which help test both the
qualitative and the quantitative aspects of the CF
theory in a model-independent manner. The low-
energy spectrum of interacting electrons at B is
explicitly seen to have a one-to-one correspondence
to that of weakly interacting electrons at B�.
Furthermore, there is a remarkably good quantita-
tive agreement. The predicted energies agree with
the exact energies to better than 0.05%, and the
overlaps between the wave functions of eqn [31]
with the exact eigenfunctions are close to 100%.
Such comparisons are even more convincing in light
of the fact that the wave functions of eqn [31]
do not contain any adjustable parameters for the
states at � in eqn [50], because the ground state
wave function and its low-energy excitations at
��= n are unique and fully known: the former is
the Slater determinant corresponding to n filled
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Landau levels, and the latter are the excitons.
The predicted energies are calculated by determining
the expectation values of the full Hamiltonian
of eqn [30] with respect to the wave functions in
eqn [31].

More Physics

Spin

At small Zeeman energies, partially spin-polarized
or spin-unpolarized FQHE states become possible.
The TSG effect with spin is well described by a
generalization of the CF theory. The observed
fractions are still given by eqn [50], but with

n ¼ n" þ n# ½56�

where n" is the number of occupied spin-up Landau-
like CF bands and n# is the number of occupied
spin-down Landau-like CF bands. There are in
general several states with different spin polariza-
tions possible at any given fraction. The observed
quantum phase transitions as a function of the
Zeeman energy, which can be changed by increasing
the parallel component of the magnetic field, are
consistent with this picture. Direct measurements of
the spin polarization further confirm this, but also
see evidence for certain additional fragile states,
which are presumably caused by the residual
interaction between composite fermions.

Bilayers

It has been proposed that for two parallel 2DES
planes at small separations and at total filling �= 1,
neutral interlayer excitons (each exciton made up of
an electron in one layer and a hole in the other)
undergo Bose–Einstein condensation, producing a
true off-diagonal long-range order. Tunneling and
transport experiments by Eisenstein and collabora-
tors provide evidence for nontrivial behavior under
such conditions. The resistivity in the antisymmetric
channel is very small but does not vanish.

Pairing

An even-denominator fraction f = 5=2 has been
observed. Writing 5=2 = 2þ 1=2 and noting that
the lowest LL contributes 2 (counting the spin
degree of freedom), �= 5=2 corresponds to a filling
of 1/2 in the second Landau level. The most
promising scenario for the explanation of the 5/2
effect is that composite fermions form a p-wave
paired state, which opens up a gap to excitations.
This state is believed to be well described by a

Pfaffian wave function proposed by Moore and
Read (1991)

�Pf
1=2 ¼ Pf

1

zi � zj

� �

�
Y
i<j

ðzi � zjÞ2 exp � 1

4

X
k

jzkj2
 !

½57�

The Pfaffian of an antisymmetric matrix M is
defined, apart from an overall factor, as

PfðMijÞ ¼ AðM12M34 . . . MN�1;NÞ ½58�

where A is the antisymmetrization operator. The
Bardeen–Cooper–Schrieffer wave function

�BCS ¼ A½
0ðr1; r2Þ
0ðr3; r4Þ . . .
0ðrN�1; rNÞ� ½59�

has the same form as the Pfaffian in eqn [58].
Hence, Pf 1=(zi � zj) describes a p-wave pairing of
electrons, and �Pf

1=2 is interpreted as a paired state of
composite fermions carrying two vortices.

FQHE of Composite Fermions

Recently, some fractions other than those in eqn [50]
have been observed, for example, f = 4=11 and
f = 5=13. These are understood as the delicate
‘‘fractional’’ QHE of composite fermions at ��= 1þ
1=3 and ��= 1þ 2=3.

TSG Effect in Higher Landau Levels

The short-range part of the Coulomb interaction
is less effective in higher Landau levels because
of the greater spread of the electron wave func-
tion. As a result, composite fermions are less
stable, often losing to charge density wave states.
A few fractions have been observed in the second
Landau level (1/3, 2/3, 2/5, 1/2) and one (1/3) in
the third.

Edge states

There is a gap to excitations in the bulk at the
magic fillings of eqn [50], but there is no gap at the
edge of the sample. The dynamics of the low-energy
edge excitations is formally equivalent to that of a
chiral one-dimensional Tomonaga–Luttinger liquid.
Wen (1991) argued that the exponent characterizing
the long-distance behavior of this liquid is quan-
tized, fully determined by the filling factor of the
bulk state. Experimental studies of the tunneling
of an external electron into the edge of an
FQHE system provide evidence for a nontrivial
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Tomonaga–Luttinger liquid but do not find the
predicted universal value for the edge exponent.
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Introduction

In several models coming from very different
applications, one needs to describe physical phe-
nomena where the state function may present some
regions of discontinuity. We may think, for instance,
of problems arising in fracture mechanics, where the
function which describes the displacement of the
body has a jump along the fracture, phase transi-
tions, or also of problems of image reconstruction,

where the function that describes a picture (the
intensity of black, e.g., in black-and-white pictures)
has naturally some discontinuities along the profiles
of the objects.

The Sobolev space analysis is then no longer
appropriate for this kind of problem, since Sobolev
functions cannot have jump discontinuities along
hypersurfaces, as, on the contrary, is required by the
models above. For a rigorous presentation of
variational problems involving functions with dis-
continuities, the essential tool is the space, BV, of
functions with bounded variation. The first ideas
about this space were developed by De Giorgi in the
1950s, in order to provide a variational framework to
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study the problems of minimal surfaces, and several
monographs are now available on the subject. We
quote, for instance, the classical volumes of Evans
and Gariepy (1992), Federer (1969), Giusti (1984),
Massari and Miranda (1984), Ziemer (1989), and the
recent book by Ambrosio et al. (2000), where a
systematic presentation is given, also in view of the
applications mentioned above.

The Space BV

Consider a generic open subset � of RN, which, for
simplicity, we take bounded and with a Lipschitz
boundary. In the following, we denote by LN(E), or
simply jEj, the Lebesgue measure of E in RN, while
Hk denotes the k-dimensional Hausdorff measure.

Definition 1 We say that a function u 2 L1(�) is a
function of bounded variation in � if its distribu-
tional gradient Du is an RN-valued finite Borel
measure on �. In other words, we haveZ

�

uDi�dx ¼ �
Z

�

� dDiu

8� 2 C1c ð�Þ; 8i ¼ 1; . . . ;N ½1�

where Diu are finite Borel measures. The space of all
functions of bounded variation in � is denoted by
BV(�).

The space BV(�) is clearly a vector space and,
with the norm

kukBVð�Þ ¼ kukL1ð�Þ þ jDujð�Þ ½2�

it becomes a Banach space. The total variation
jDuj(�) appearing above is intended as

jDujð�Þ

¼ sup
XN
i¼1

Z
�

�i dDiu : � 2 C1c ð�; RNÞ; j�j � 1

( )

¼ sup �
Z

�

u div� dx : � 2 C1c ð�; RNÞ; j�j � 1

� �

and is sometimes indicated by
R

� jDuj. The space
BVloc(�) is defined in a similar way, requiring that
u 2 BV(�0) for every �0 �� �.

From the point of view of functional analysis, the
space BV(�) does not verify the nice properties of
Sobolev spaces. In particular,

� the Banach space BV(�) is not separable;
� the Banach space BV(�) is not reflexive; and
� the class of smooth functions is not dense in

BV(�) for the norm [2].

The above issues motivate why the norm [2] is not
very helpful in the study of variational problems
involving the space BV(�). On the contrary, the
weak� convergence defined below is much more
suitable to treat minimization problems for integral
functionals.

Definition 2 We say that a sequence (un) weakly�

converges in BV(�) to a function u 2 BV(�) if un ! u
strongly in L1(�) and Dun ! Du in the weak�

convergence of measures.

The weak� convergence on BV(�) satisfies the
following properties:

� Compactness Every bounded sequence in BV(�)
for the norm [2] admits a weakly� convergent
subsequence.
� Lower-semicontinuity The norm [2] is sequen-

tially lower-semicontinuous with respect to the
weak� convergence.
� Density Every function u 2 BV(�) can be

approximated, in the weak� convergence, by a
sequence (un) of smooth functions.

The density property above can be actually made
stronger: in fact, the approximation of (un) to u
holds in the sense that

un ! u strongly in L1ð�Þ

Dun ! Du weakly� as measures

jDunjð�Þ ! jDujð�Þ

8>>>><
>>>>:

Further properties of the space BV(�) concern
the embeddings into Lebesgue spaces, traces,
and Poincaré-type inequalities. More precisely, we
have:

� Embeddings The space BV(�) is embedded
continuously into LN=(N�1)(�) and compactly
into Lp(�) for every p < N=(N � 1).
� Traces Every function u 2 BV(�) has a bound-

ary trace which belongs to L1(@�), and the trace
operator from BV(�) into L1(@�) is continuous.
� Poincaré inequalities There exist suitable con-

stants c1 and c2 such that for every u 2 BV(�)

Z
�

juj dx � c1 jDujð�Þ þ
Z
@�

juj dHN�1

� �
Z

�

ju� u�j dx � c2jDujð�Þ

where u� ¼
1

j�j

Z
�

u dx

� �
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Sets of Finite Perimeter

An important class of functions with bounded
variation are those that can be written as 1E, the
characteristic function of a set E, taking the value 1
on E and 0 elsewhere. This is the natural class where
many phase-transition problems with sharp inter-
faces may be framed.

Definition 3 For a measurable set E � RN the
perimeter of E in � is defined as

PerðE;�Þ¼ jD1Ejð�Þ

The equality above is intended as Per(E, �) =þ1
whenever 1E =2BV(�). If Per(E, �) <þ1 then the set
E is called a set of finite perimeter in �.

Note that by the compactness property above for
BV functions, a family of characteristic functions of
sets with finite perimeter in a bounded open set �
with equibounded perimeter is weakly�-precompact,
and its limit is of the same form.

For a set E of finite perimeter in �, we may define
the inner normal versor and the reduced boundary
as follows.

Definition 4 Let E be a set of finite perimeter in �.
We call reduced boundary @�E the set of all points
x 2 � \ sptjD1Ej such that the limit

�EðxÞ ¼ lim
r!0

D1E BrðxÞð Þ
jD1Ej BrðxÞð Þ

exists and satisfies j�E(x)j= 1. The vector �E(x) is
called the generalized inner normal versor to E.

In order to link the measure-theoretical objects
introduced above with some structure property of sets
of finite perimeter, we introduce, for every t 2 [0, 1]
and every measurable set E � RN, the set Et defined by

Et ¼ x 2 RN: lim
r!0

jE \ BrðxÞj
jBrðxÞj

¼ t

� �
½3�

For instance, if E is a smooth domain of RN, E1 is
the interior part of E, E0 is its exterior part, while
E1=2 is the boundary @E.

The main properties of the reduced boundary and
of the generalized inner normal versor are stated in
the following result.

Theorem 5 Let E be a set of finite perimeter in �.
Then its reduced boundary @�E coincides HN�1-a.e.
with the set E1=2 introduced in Definition 3, and we
have the equality

PerðE;�Þ ¼ HN�1ð� \ @�EÞ ¼ HN�1ð� \ E1=2Þ

Moreover, the generalized inner normal versor �E(x)
exists for HN�1-a.e. x 2 @�E, and we have

D1E ¼ �EðxÞHN�19@�E

Note that the lower-semicontinuity of jD1Ej(�)
entails the lower-semicontinuity of E 7!HN�1(� \
@�E) with respect to the weak�-convergence of 1E.
As a consequence, we may apply the direct methods
of the calculus of variations to obtain, for example,
existence of minimizers of

min PerðE;RNÞ �
Z

E

g dx

� �
that are sets with prescribed mean curvature g. This
lower-semicontinuity property can be further gen-
eralized, for example, as in the following result for
anisotropic perimeters.

Theorem 6 Let ’ : SN�1 ! R be a Borel function.
The energy Z

�\@�E
’ð�EÞ dHN�1

is lower-semicontinuous with respect to the weak�-
convergence of 1E in BV(�) if and only if the
positively one-homogeneous extension of ’ from
SN�1 to RN is convex.

This result immediately implies the existence of
solutions of isovolumetric problems of the form

min

Z
@�E

’ð�EÞ dHN�1: jEj ¼ c

� �

whose solutions are obtained by suitably scaling the
Wulff shape of ’.

The Structure of BV Functions

The simplest situation occurs when N = 1 and so � is
an interval of the real line. In this case, decomposing
the derivative u0 into positive and negative parts, and
taking their primitives, we obtain that u 2 BV(�) if
and only if u is the sum of two bounded monotone
functions (one increasing and one decreasing). There-
fore, in the one-dimensional case, the BV functions
share all the properties of monotone functions.

The situation is more delicate when N > 1, for
which we need the notion of approximate limit.

Definition 7 Let u 2 BV(�). We say that u has the
approximate limit z at x if

lim
r!0

1

jBrðxÞj

Z
BrðxÞ
juðyÞ � zjdy ¼ 0
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The set where no approximate limit exists is called
the approximate discontinuity set, and is denoted by
Su. In a similar way, when x 2 Su we may define the
approximate values zþ and z�, by requiring that

lim
r!0

1

jBþr ðx; �Þj

Z
Bþr ðx;�Þ

juðyÞ � zþj dy¼ 0

lim
r!0

1

jB�r ðx; �Þj

Z
B�r ðx;�Þ

juðyÞ � z�j dy¼ 0

where

Bþr ðx; �Þ ¼ y 2 BrðxÞ: ðy� xÞ � � > 0f g

B�r ðx; �Þ ¼ y 2 BrðxÞ: ðy� xÞ � � < 0f g

Analogous definitions can be given in the vector-
valued case, when u 2 BV(�; Rm).

The triplet (zþ, z�, �) in Definition 7 is unique up
to interchanging zþ with z� and changing sign to �,
and is denoted by (uþ(x), u�(x), �u(x)).

We are now in a position to describe the structure
of the measure Du when u 2 BV(�), or more
generally u 2 BV(�; Rm). We first apply the
Radon–Nikodym theorem to Du and we decompose
it into absolutely continuous and singular parts:
Du = (Du)a þ (Du)s. We denote by ru the density of
the absolutely continuous part, so that we have

Du ¼ ru � LN þ ðDuÞs

The singular part (Du)s can be further decomposed
into an (N � 1)-dimensional part, concentrated on
the approximate discontinuity set Su, and the
remaining part, which vanishes on all sets with
finite HN�1 measure. More precisely, if u 2
BV(�; Rm), we have

Du¼ru � LN þ uþðxÞ � u�ðxÞð Þ
	 �uðxÞ � HN�19Su þ ðDuÞc ½4�

the three terms on the right-hand side are mutually
singular and are, respectively, called the absolutely
continuous part, the jump part, and the Cantor part
of the gradient measure Du.

In the vector-valued case, Du is an m
N matrix
of finite Borel measures, ru is an m
N matrix of
functions in L1(�), and the jump term in [4] is an
(N � 1)-dimensional measure of rank 1. The struc-
ture of the Cantor part (Du)c is described by the
Alberti’s rank-1 theorem (see Alberti (1993)).

Theorem 8 For every u 2 BV(�; Rm) the Cantor
part (Du)c is a measure with values in the m
N
matrices of rank 1.

Convex Functionals on BV

Many problems of the calculus of variations deal
with the minimization of energies of the form

FðuÞ ¼
Z

�

f ðx; u;DuÞ dx ½5�

The direct methods to obtain the existence of at
least a minimizer require some coercivity hypotheses
on F, as well as its lower-semicontinuity. This
last issue, already rather delicate when working
in Sobolev spaces (see, e.g., Buttazzo (1989)
and Dacorogna (1989)), presents additional difficul-
ties when the unknown function u varies in the
space BV(�), due to the fact that Du is a measure,
and the precise meaning of the integral in [5] has to
be clarified.

In this section, we limit ourselves to consider the
simpler situation of convex functionals, and we also
assume that the integrand f (x, u, Du) depends only
on x and Du. It is then convenient to study the
problem in the framework of functionals defined on
the space of finite Borel vector measures M(�; Rk).
Let f : RN 
 Rk ! [0, þ1] be a Borel function such
that

� f is lower-semicontinuous, and
� f (x, � ) is convex for every x 2 RN.

We denote by f1(x, z) the recession function
associated with f, given by

f1ðx; zÞ ¼ lim
t!þ1

f ðx; z0 þ tzÞ
t

where z0 is any point in Rk such that f (x, z0) < þ1
(in fact, the definition above is independent of the
choice of z0). Then we may consider the functional

Fð�Þ ¼
Z

�

f x; �aðxÞð Þdxþ
Z

�

f1 x;
d�s

dj�sj

� �
dj�sj ½6�

where �=�a � dxþ �s is the Lebesgue–Nikodym
decomposition of � into absolutely continuous and
singular parts, and the notation d�s=dj�sj stands for
the density of �s with respect to its total variation
j�sj. For simplicity, the last term on the right-hand
side of [6] is often denoted by

R
� f1(x,�s).

For the functional F, the following lower-
semicontinuity result holds (see, e.g., Buttazzo
(1989).

Theorem 9 Under the assumptions above the func-
tional [6] is sequentially lower-semicontinuous for the
weak� convergence onM(�; Rk). Moreover, if

f ðx; zÞ � c0jzj � aðxÞ
with c0 > 0 and a 2 L1ð�Þ ½7�
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then the functional F turns out to be coercive for the
same topology.

From Theorem 9 we deduce immediately a lower-
semicontinuity result for functionals defined on
BV(�; Rm).

Corollary 10 Under the assumptions above on the
integrand f(with k = mN) the functional defined on
BV(�; Rm) by

FðuÞ ¼
Z

�

f x; ðDuÞað Þ dx

þ
Z

�

f1 x;
dðDuÞs

djDujs
� �

djDujs ½8�

is sequentially lower-semicontinuous for the weak�

convergence. Moreover, under the assumption [7]
the functional F is coercive with respect to the same
topology.

For some extensions of the result above to the case
when f (x, � ) is quasiconvex (in the vector-valued
situation m > 1), we refer the interested reader to
Fonseca and Müller (1992) and references therein.

Fixing boundary data is another difference
between variational problems on Sobolev spaces
and on BV spaces. Due to the fact that the class
{u 2 BV(�): u = u0 on @�} is not weakly� closed, to
set in a correct way a minimum problem of Dirichlet
type on BV(�) with datum u0 2 BV(RN) it is
convenient to consider a larger domain �0 �� �
and for every u 2 BV(�) the extended function

~u ¼ u on �
u0 on �0 n �

�
whose distributional gradient is

D~u ¼Du9�þDu09�0 n ��

þ ðu0 � uÞ��HN�19@�

�� being the exterior normal versor to �. We have
then the following functional on BV(�0):

~Fð~uÞ ¼
Z

�0
f x; ðD~uÞað Þ dxþ

Z
�0

f1 x; ðD~uÞsð Þ

¼
Z

�

f x; ðDuÞað Þ dxþ
Z

�0n�
f x; ðDu0Það Þ dx

þ
Z

�

f1 x; ðDuÞsð Þ þ
Z

�0n��

f1 x; ðDu0Þsð Þ

þ
Z
@�

f1 x; ðu0 � uÞ��ð Þ dHN�1

If we drop the constant termZ
�0n�

f x; ðDu0Það Þ dxþ
Z

�0n��

f1 x; ðDu0Þsð Þ

irrelevant for the minimization, we end up with the
functional

Fu0
ðuÞ ¼ FðuÞ þ

Z
@�

f1ðx; ðu0 � uÞ��Þ dHN�1

where F is as in [8]. The Dirichlet problem we
consider is then

min

�
FðuÞ þ

Z
@�

f1ðx; ðu0 � uÞ��ÞdHN�1:

u 2 BVð�Þ
�

½9�

For instance, if f (z) = jzj, problem [9] becomes

min

Z
�

jDuj þ
Z
@�

ju� u0j dHN�1: u 2 BVð�Þ
� �

Under the assumptions considered, the problem
above admits a solution u 2 BV(�), but in general
we do not have u = u0 on @� in the sense of BV
traces.

Nonconvex Functionals on BV

In order to introduce the class of nonconvex
functionals on BV(�), let us denote v = Du so that
every functional �(v) provides an energy F(u). If we
work in the setting of Sobolev spaces, we have u 2
W1, p(�) (p � 1), which implies v 2 Lp(�; RN); now,
it happens that in this case all ‘‘interesting’’
functionals � are convex. More precisely, it can be
proved that a functional � : Lp(�; RN)! [0, þ1],
which is

� sequentially lower-semicontinuous for the weak
convergence of Lp(�; RN), and
� local on Lp(�; RN) in the sense that �(vþw) =

�(v)þ �(w) whenever v �w 
 0 in �,

has to be necessarily convex, and of the form

�ðvÞ ¼
Z

�

�ðx; vðxÞÞ dx

for a suitable integrand � such that �(x, � ) is
convex. Then the energies F(u) defined on Sobolev
spaces and obtained by a functional �(v) through
the identification v = Du are necessarily convex.
This is no longer true if � is defined on the space
M(�; RN) of measures, and hence F is defined on
BV(�). The first example of a nonconvex functional
� on M(�; RN) in the literature comes from the
so-called Mumford–Shah model for computer vision
(see below) and is given by

�ð�Þ ¼
Z

�

j�aðxÞj2dxþ#ðA�Þ
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where �a is the absolutely continuous part of �, A� is
the set of atoms of �, and # is the counting measure.
The functional � is set equal to þ1 on all measures
� whose singular part �s is nonatomic. A general
representation result (see Bouchitte and Buttazzo
(1992) and references therein) establishes that a
functional � :M(�; RN)! [0, þ1], which is

� sequentially lower-semicontinuous for the weak�

convergence of M(�; RN), and
� local on M(�; RN) in the sense that �(�þ �) =

�(�)þ �(�) whenever � and � are mutually
singular in �,

has to be of the form

�ð�Þ ¼
Z

�

�ðx; �aÞ d�þ
Z

�

�1ðx; �cÞ

þ
Z

�

 ðx; �#ðxÞÞ d#

where � is a non-negative measure, �=�a � dxþ
�c þ �# is the decomposition of � into absolutely
continuous, Cantor, and atomic parts, �(x, v) is an
integrand convex in v, and �1 is its recession
function. The novelty is now represented by the
integrand  (x, v) which has to be subadditive in v
and satisfying the compatibility condition

lim
t!þ1

�ðx; tvÞ
t

¼ lim
t!0þ

 ðx; tvÞ
t

When � has a superlinear growth the condition
above gives that the slope of  (x, � ) at the origin has
to be infinite. For instance, in the Mumford–Shah
case we have

�ðx; vÞ ¼ jvj2;  ðx; vÞ ¼ 1 if v 6¼ 0
0 if v ¼ 0

�
½10�

Coming back to the case u 2 BV(�), we have the
decomposition (see [4]):

Du ¼ ru � LN þ ðDuÞc þ ½u��uðxÞ � HN�19Su

where we considered, for simplicity, only the scalar
case m = 1 and denoted by [u] the jump uþ � u�.
We have then the functional

FðuÞ ¼
Z

�

�ðx;ruÞ dxþ
Z

�

�1ðx; ðDuÞcÞ

þ
Z

Su

 ðx; ½u��uÞ dHN�1

For instance, in the homogeneous–isotropic
case, when �(x, v) and  (x, v) are independent

of x and depend only on jvj, the formula above
reduces to

FðuÞ ¼
Z

�

�ðjrujÞdxþ �jDujcð�Þ

þ
Z

Su

 ðj½u�jÞdHN�1 ½11�

where �,�, satisfy the compatibility condition

� ¼ �1ð1Þ ¼ lim
t!0þ

 ðtÞ
t

½12�

In the original Mumford–Shah model for computer
vision, � is a rectangle of the plane, u0: �! [0, 1]
represents the gray level of a picture, c1 and c2 are
positive scale and contrast parameters, and the
variational problem under consideration is

min

Z
�

jruj2dxþ c1

Z
�

ju� u0j2dx

�

þ c2HN�1ðSuÞ: ðDuÞc 
 0

�
½13�

The solution u then represents the reconstructed
image, whose contours are given by the jump set Su.
We refer to Giorgi and Ambrosio (1988) and to the
book by Morel and Solimini (1995) for further
details about this model.

Analogously, in the case of the study of fractures
of an elastic membrane, a problem similar to [13]
provides the vertical displacement u of the mem-
brane, together with its fracture set Su. We refer to
some recent papers (see Dal Maso and Toader
(2002) and Francroft and Marigo (1998), and
references therein) for a more detailed description
of fracture mechanics problems, even in the more
delicate vectorial setting of elasticity.

Using the functional F in [11] we have the
generalized Mumford–Shah problem,

min FðuÞ þ c1

Z
�

ju� u0j2dx : u 2 BVð�Þ
� �

where � is convex,  is subadditive, and the
compatibility condition [12] is fulfilled.

If we set K = Su and assume that it is closed, the
Mumford–Shah problem can be rewritten as

min

�Z
�nK
jruj2dxþ c1

Z
�nK
ju� u0j2dx

þ c2HN�1ðK \ �Þ : K � �� closed;

u 2 H1ð� n KÞ
�
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and this justifies the name ‘‘free discontinuity
problems,’’ which is often used in this setting.

The regularity properties of optimal pairs (u, K)
are far from being fully understood; some partial
results are available but the Mumford–Shah
conjecture:

� in the case N = 2 for an optimal pair (u, K) the set
K is locally the finite union of C1, 1 arcs

remains still open. We refer to Ambrosio et al.
(2000) for a list of the regularity results on the
problem above that are known thus for.
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Introduction

Free probability is a probability theory adapted to
quantities with the highest degree of noncommutativ-
ity. A basic feature of this is that the definition of
independence is modified in such a way that the freely
independent random variables will not commute in
general. The exploration of this notion of indepen-
dence, which was initially motivated by questions
about operator algebras (Voiculescu 1985), has
produced a theory that runs parallel to an unexpect-
edly large part of classical probability theory. The
applications of the theory have also gone into
unexpected directions, once it turned out that the
large-N limit of systems of random matrices is a key
asymptotic model in the theory (Voiculescu 1991).
There are several signs like the connections to large N
for random matrices and to the combinatorics of
noncrossing partitions (Speicher 1998) (which corre-
spond to certain planar diagrams), that perhaps these

connections may go even further towards the large-N
limit of models in gauge theory.

In this article the noncommutative probability and
the random matrix angle will be emphasized and
very little will be said about the operator algebras
and the combinatorics. After discussing free inde-
pendence and models based on free products of
groups and creation and annihilation operators on
the Boltzmann full Fock space, we continue with the
semicircle law, which is the substitute for the Gauss
law in this context, and with the nonlinear free
harmonic analysis arising from addition and multi-
plication of free random variables.

We then devote two longer sections to the
asymptotic free independence of large random
matrices and to free entropy, the free probability
analog of Shannon’s information-theoretic entropy
for continuous random variables.

Freeness of Noncommutative
Random Variables

Classical probability deals with expectation values
of numerical random variables, that is, with
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numerical functions on a space of events and with
their integrals with respect to a probability measure
on the space of events. In noncommutative prob-
ability, the random variables, like quantum-mechan-
ical quantities, are elements of a noncommutative
algebra A over C, with unit 1 2 A, which is
endowed with a linear expectation functional
’ : A!C, so that ’(1) = 1. Frequently, A is a
�-algebra of operators on some Hilbert space H and
’(T) = hT� , �i for some unit vector �2H. We call
(A,’) a noncommutative probability space and the
elements a 2 A, noncommutative random variables.
In this section we shall discuss the basics around the
notion of freeness (Voiculescu 1985), which plays
the role of independence in free probability.

If �= (ai)i2I � A is a family of noncommutative
random variables, the role of joint distribution is
played by the collection of noncommutative moments
’(ai1 . . . ain). This can also be extended by linearity to a
distribution functional �� : ChXi j i 2 Ii!C, where
ChXi j i 2 Ii is the ring of polynomials in noncommu-
tative indeterminates Xi(i 2 I) and

��ðPðXiji 2 IÞÞ ¼ ’ðPðaiji 2 IÞÞ

If A is a C�-algebra of operators on H, a = a� 2 A
and ’( � ) = h�� , �i, the distribution of a can also be
identified with the probability measure �a on R

�að!Þ ¼ hEð!; aÞ�; �i

where E( � ; a) is the spectral measure of a. Indeed,
then

�aðPðXÞÞ ¼
Z

PðtÞd�aðtÞ

A family (Ai)i2I � A, 1 2 Ai of subalgebras is
‘‘free’’ (which is short for freely independent) if

’ða1 . . . anÞ ¼ 0

whenever aj 2 Aij , 1 � j � n, ij 6¼ ijþ1 and ’(aj) = 0.
(Here it is only required that consecutive aj’s be in
different Ai’s. Thus, we may have i1 = i3, provided
i1 6¼ i2.)

A family of sets of random variables (!i)i2I, !i � A
is free if the algebras Ai generated by 1 [ {!i} are free
in (A,’).

Except for rather trivial situations, free random
variables in (A,’) do not commute.

Note also that, as in the case of classical
independence, if (!i)i2I are disjoint freely indepen-
dent sets of random variables, then, if the distribu-
tions �!i

(i 2 I) are given, the distribution �! of
!=

S
i2I !i is completely determined.

Example 1 Let the group G be the free product of
its subgroups (Gi)i2I, that is, G is generated by these

subgroups and there is no nontrivial relation among
elements of different Gi’s. Further, let � be the
regular representation �(g)eh = egh of G on the
Hilbert space with orthonormal basis (eg)g2G.
Then, with respect to the expectation functional
�(T) = hTee, eei on operators on l2(G), the sets
(�(Gi))i2I are freely independent.

Example 2 If H is a complex Hilbert, let
T H=

L
k�0H�k denote the full Boltzmann Fock

space, with vacuum vector 1 so that H�0 = C1.
If h 2 H and � 2 T H, let l(h)�= h� � denote the
left creation operator and ’(X) = hX1, 1i the
vacuum expectation. Then, if the Hi(i 2 I)
are pairwise orthogonal subspaces in H, the
�-subalgebras of operators generated by l(Hi) [
l�(Hi), indexed by i 2 I, are freely independent
with respect to ’.

Free Independence with Amalgamation
over a Subalgebra

The classical notion of conditional independence
also has a free counterpart based on the notion of
free independence with amalgamation over a sub-
algebra. This subject is technically more complicated
and we will only aim at giving an idea about what
kind of concepts are involved.

In the classical context, if (X, �,�) is a probability
space with a �-algebra �, then the conditional
independence with respect to a �-subalgebra of
events, �0 � �, amounts to replacing in the defini-
tion of independence the expectation functional
(which is the integral with respect to �) by the
conditional expectation functional L1(X, �,�)

E!
L1(X, �0,�(�0)).

In free probability, one considers an extension of
the theory, from the (A,’) framework to an (A,�, B)
framework (Voiculescu 1995), where A is an algebra
with unit over C, B 3 1 is a subalgebra, and
� : A!B is B–B-bilinear and �jB = idB. Then the
definition of B-freeness (or free independence with
amalgamation over B) of a family of subalgebras
(Ai)i2I, B � Ai � A requires that

�ða1 . . . anÞ ¼ 0

whenever aj 2 Aij , ij 6¼ ijþ1(1 � j � n), and �(aj) = 0.
In the case of a unital �-algebra of bounded

operators M with an expectation functional
�( � ) = h��, �i which is tracial (i.e., �([m1, m2]) = 0 if
m1, m2 2M) and given a subalgebra 1 2 N �M, as
in the classical theory, there is a certain canonical
construction in operator algebra theory of a ‘‘con-
ditional expectation’’ � : �M! �N, where �M, �N are
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algebras of operators obtained as completion-
separates from M and N. With this construction, in
the trace-state setting there is complete analogy with
the classical notion of conditional independence.

Several other constructions of free probability
have been extended to the (A,�, B) B-valued
context.

A group-theoretic example similar to Example 1
can be constructed from a group G which is a free
product with amalgamation over a subgroup H � G
of subgroups H � Gi � Gi 2 I. Then A is the
algebra constructed from the left-regular representa-
tion of G, whereas B is an algebra constructed from
the left-regular representation of H.

The Semicircle Law

In free probability the semicircle law appears as the
limit law in the free central limit theorem
(Voiculescu 1985). Here is a weak, rather algebraic,
version of this fact:

If (an)n2N are freely independent in (A,’) and
satisfy the conditions that

’ðanÞ ¼ 0ðn 2 NÞ
lim

N!1
N	1

X
1�n�N

’ a2
n

� �
¼ 1

sup
n2N

’ ak
n

� ���� ��� ¼ Ck <1ðk 2 NÞ

then, if SN = N	1=2
P

1�n�N an, we have the conver-
gence of moments of the distribution of SN to the
semicircle distribution

lim
N!1

’ðSk
NÞ ¼ ð2�Þ

	1

Z 2

	2

tkð4	 t2Þ1=2 dt

Thus, the semicircle law, given by the density
(2�)	1(4	 t2)1=2 on [	2, 2] is the free analog of the
(0,1) Gauss law.

Two coincidences involving the semicircle law
should be noted.

The field operators s(h) = 2	1(l(h)þ l(h)�) on the
Boltzmann Fock space (Example 2) have semicircle
distributions with respect to the vacuum expectation
	( � ) = h�1, 1i. It turns out that this goes farther: if
H=HR �R C is the complexification of a real
Hilbert space, then the map HR 3 h! s(h) is the
analog in free probability of the Gaussian process
over the Hilbert space HR (Voiculescu 1985). It is
often called the semicircular process over HR. This
points to an important connection of free prob-
ability to the full Boltzmann statistics.

The other coincidence is that the semicircle law is
well known as the Wigner limit distribution of

eigenvalues of large Gaussian random matrices. As
we shall see, this is a clue to a deep connection of
free probability to the large-N limit of random
matrices (Voiculescu 1991).

Free Convolution Operations

In classical probability theory, the distribution of
the sum of two independent random variables is
computed by the convolution product of their
distributions. This has a free probability analog.
If a,b are free random variables in (A,’) with
distributions �a,�b : C[X]!C, then the joint
distribution �{a, b} is completely determined by
�a,�b and in particular �aþb, the distribution of aþ b,
also depends only on �a,�b. It follows that there
is an additive free convolution operation þ on
distributions so that �aþ�b =�aþb whenever a, b are
free (Voiculescu 1985). The same can be done with
multiplication replacing addition, and this defines the
multiplicative free convolution operation 
 by
the equation �a
�b =�ab, when a, b are free
(Voiculescu 1985). A slightly surprising feature of 

is that in spite of noncommutativity of a and b,
the multiplicative operation 
 turns out to be
commutative, which of course is obvious for þ.

In the classical context, convolutions are bilinear
operations which can be computed using integrals.
The free convolutions are quite nonlinear and their
computation is via another route, which can also be
explained by a classical analogy. Classically, the
logarithm of the Fourier transform linearizes con-
volution, that is,

log Fð� � 
Þ ¼ log Fð�Þ þ log Fð
Þ

and we may compute � � 
 as the ( logF )	1 of
logF (�)þ logF (
). The linearizing transform for þ
is the R-transform (Voiculescu 1986), which is
obtained by the following procedure.

If � : C[X]!C is a distribution, let G�(z) = z	1 þP
n�1 �(Xn)z	n	1, which, in case � is a compactly

supported probability measure on R, is the Laurent
series at 1 of the Cauchy transformZ

d�ðtÞ
t 	 z

From this, one obtains, by inversion at1, the series
K�, so that G�(K�(z)) = z and one defines
R�(z) = K�(z)	 z	1, which is a power series in z. Then

R� ¢ 
 ¼ R� þ R


In case the distribution corresponds to a measure,
the formal inversion amounts to inverting an
analytic function.
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For the multiplicative operation þ, it is more
convenient to describe an analog of the Mellin trans-
form, that is, no logarithm will be taken. This is the
S-transform (Voiculescu 1991), obtained as follows.

If � : C[X]!C is a distribution with �(X) 6¼ 0,
one forms  �(z) =

P
n�1 �(Xn)zn and its inverse ��

so that  �(��(z)) = z. Then

S�ðzÞ ¼ z	1ð1þ zÞ��ðzÞ

has the property that

S�
 
 ¼ S�S


The free central limit theorem can be easily
proved using the R-transform. Another easy applica-
tion of the R-transform is to find the free analog of
the Poisson law, that is,

lim
n!1
ðð1	 a=nÞ�0 þ a=n�1Þ¢

where a > 0. The free Poisson law is

� ¼ ð1	 aÞ�0 þ 
 if 0 � a � 1

 if a > 1

�
where 
 has support [(1	 a1=2)2, (1þ a1=2)2] and
density (2�t)	1(4a	 (t 	 (1þ a))2)1=2. This distribu-
tion is well known in random matrix theory as the
Marchenko–Pastur distribution, again a coincidence
pointing to a random matrix theory connection.

Because probability measures on R are distribu-
tions of self-adjoint operators and a sum of self-
adjoint operators is again such an operator, the
additive free convolution þ yields an operation on
probability measures on R. Similarly, it can be
shown that
 gives rise to operations on probability
measures on {z 2 C j jzj= 1} and on probability
measures on [0,1).

With the R-transform machinery at hand, the free
analogs of many of the classical results around
addition of independent random variables have been
developed (we recommend Voiculescu (1998c) for a
survey of these developments). This includes the
classification of infinitely divisible laws (Levy–
Khintchine type theorem), classification of stable
laws, domains of attraction, and convolution semi-
groups. Note that the free laws are rather different
from the classical ones, but the classification results
are quite parallel, that is, the indexing parameters
are almost the same. The situation is similar in the
multiplicative context. As in the classical case, these
results about laws yield in particular processes with
independent increments, which in the free frame-
work are free increments.

As in the classical setting, also in the free setting,
convolution semigroups are connected to differential

equations. In the additive free case, a semigroup is a
family (�t)t�0 of probability measures on R, so that
�tþs =�tþ�s. If G(t,z) is the Cauchy transform of �t

(which is an analytic function on the half-plane
Im z > 0), the equation (Voiculescu 1986) is a
semilinear complex PDE:

@G

@t
þ R�1

ðGÞ @G

@z
¼ 0

where R�1
is the R-transform of �1. In particular,

when �1 is the semicircle law, R�1
(z) =�z � > 0 and

the PDE is a complex Burgers equation in the upper
half-plane.

Noncrossing Partitions

The series expansion of the R-transform

R�ðzÞ ¼
X
n�0

Rnð�Þzn

has as coefficients polynomials Rn(�) in the
moments �(Xk). More precisely, assigning to �(Xk)
a degree k, Rn(�) is a polynomial of degree n and
Rn(�)	 �(Xn) = polynomial in �(Xk) with k < n.
The linearization property of the R-transform
implies that

Rnð�þ 
Þ ¼ Rnð�Þ þ Rnð
Þ

For classical convolution, polynomials with simi-
lar properties satisfying

Cnð� � 
Þ ¼ Cnð�Þ þ Cnð
Þ

are called cummulants and satisfy

log �ðezXÞ ¼
X
n�1

Cmð�Þzn

There are combinatorial formulas involving the
lattice of all partitions of the set {1, . . . , n} which give
the classical cummulants. For free cummulants, like
Rn(�) and generalizations of these, there are similar
formulas provided the lattice of all partitions is
replaced by the lattice NC(n) of noncrossing partitions
(Speicher 1998). A partition �= (V1, . . . , Vm) of
{1, . . . , n} is noncrossing if there are no a < b < c < d
so that {a, c} � Vk, {b, d} � Vl and k 6¼ l.

More generally, a family R(n)(a1, . . . , an) of free
cummulants, where a1, . . . , an are in some (A,’), is
defined recursively as follows (Speicher 1998). For
n = 1, one has R(1)(a) =’(a). If �= (V1, . . . , Vm) 2
NC(n), where Vk = {i(1, k) < � � � < i(nk, k)}, we
define

R½��ða1; . . . ; anÞ ¼
Y

1�k�m

RðjVkjÞðaið1;kÞ; . . . ; aiðnk;kÞÞ
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The recurrence relation for cummulants is then

’ða1 . . . anÞ ¼
X

�2NCðnÞ
R½��ða1; . . . ; anÞ

Note that the right-hand side involves only R(k)’s
with k � n and that actually R(n) appears only in
and is equal to R[({1, . . . , n})](a1, . . . , an) (the coars-
est partition).

A key property of R(n)(a1, . . . , an) is that if
{1, . . . , n} =�q 
 and (ak)k2�, (al)l2
 are freely inde-
pendent, then R(n)(a1, . . . , an) = 0.

If � is the distribution of a 2 (A,’), then the
cummulants Rn(�) are given by

Rnð�Þ ¼ RðnÞða; . . . ; aÞ

The noncrossing condition on partitions corre-
sponds to a planarity requirement for diagrams and
as such is very suggestive of connections to planar
diagrams occurring in the constant term of large-N
expansions from random matrix theory and more
generally gauge theory.

For more details on the subject of noncrossing
partitions, we refer the reader to the memoir by
Speicher (1998).

Asymptotic Freeness of Random
Matrices

The explanation for the coincidences between certain
laws in free probability and in random matrix theory
is that freeness occurs asymptotically among random
matrices in the large-N limit (Voiculescu 1991).

Random matrices can be put in a noncommutative
probability framework (AN,’N), where
AN = L1	0(�,MN; d�) (the N 
N complex matrix-
valued functions on the probability space (�, d�)
which are p-integrable for all p 2 [1,1)) and the
expectation functional is

’NðXÞ ¼ N	1

Z
�

tr Xð!Þd�ð!Þ

The basic example is provided by an n-tuple of
Gaussian random matrices (Voiculescu 1991). Let

T
ðNÞ
j ¼ a

ðNÞ
p;q;j

� �
1�p; q�N

2 N; 1 � j � n

where a(N)
p, q; j = a(N)

q, p; j and the a(N)
p, q; j1 � p � q � N,

1 � j � n are (0, N	1)-Gaussian and independent.
Then (T(N)

j )1�j�n as N!1 converges in noncommu-
tative distribution to the freely independent n-tuple
(l(ej)þ l�(ej))1�j�n in the Boltzmann Fock space

context of Example 2 for an orthonormal system
e1, . . . , en 2 H, that is, convergence of moments:

lim
N!1

’N T
ðNÞ
i1
� � �TðNÞik

� �
¼ hðlðei1Þ þ l�ðei1ÞÞ � � � ðlðeikÞ þ l�ðeikÞÞ1; 1i

In particular, the limit variables (l(ej)þ l�(ej))1�j�n

are free.
More generally, asymptotic freeness of variables

or sets of variables in (AN,’N) can be defined
without the existence of a limit distribution, that is,
by requiring only that the freeness relations among
noncommutative moments hold asymptotically as
N!1.

Note that in these random matrix questions, the
joint classical distribution of an n-tuple of random
matrices (X(N)

1 , . . . , X(N)
n ) in AN is a probability

measure on (MN)n which contains more informa-
tion than the collection of noncommutative
moments, which is the distribution of the noncom-
mutative variables in (AN,’N). In particular, for one
random matrix the classical distribution gives the
joint distribution of all entries, whereas the non-
commutative distribution gives information only
about the distribution of eigenvalues.

From the Gaussian n-tuple using operator techni-
ques much more general asymptotic freeness results
have been obtained. For instance (Voiculesu 1998b):

Let (X(N)
1 , . . . , X(N)

m , Y(N)
1 , . . . , Y(N)

n ) be (mþ n)-
tuples of self-adjoint N 
N random matrices with
classical joint distribution �N on (Msa

N)mþn. Assume
that �N is invariant under the action of the unitary
group U(N) which takes (X1, . . . , Xm, Y1, . . . , Yn)
into (X1, . . . , Xm, UY1U�, . . . , UYnU�) and assume
that there is a bound R on the operator norms
kX(N)

j k and kY(N)
j k independent of N. Then the

sets {X(N)
1 , . . . , X(N)

m } and {Y(N)
1 , . . . , Y(N)

n } are asymp-
totically free as N!1.

Note that the uniform bound on the operator
norms can be easily replaced by weaker conditions.

Once we know that certain random matrices are
asymptotically free and that the large-N limit in
noncommutative distribution exists, the results of
free probability apply. For instance, if X(N) and Y(N)

are asymptotically free and have limit distributions
� and 
, then the limit distribution of X(N) þ Y(N)

and of X(N)Y(N) are the free convolutions �þ 
 and,
respectively, �
 
.

Free probability techniques have also been suc-
cessful in dealing with other questions about the
asymptotic behavior of random matrices.

If T(N)
1 , . . . , T(N)

n is an n-tuple of i.i.d. Hermitian
Gaussian random, then the uniform operator norms
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of polynomials in noncommutative indeterminates
have the property that

lim
N!1

kPðTðNÞ1 ; . . . ;TðNÞn Þk
¼ kPðlðe1Þ þ lðe1Þ�; . . . ; lðenÞ þ lðenÞ�Þk

almost surely (Haagerup and Thorbjoernsen).
This result is a far-reaching generalization of the

results about largest eigenvalues of one Gaussian
random matrix. The use of operator-valued free
random variables (with respect to certain subalge-
bra) was an essential ingredient in the proof. Also, in
another direction, freeness of operator-valued free
random variables was used to obtain a free prob-
ability treatment of Gaussian random band matrices
and generalizations of these (Shlyakhtenko 1996).

Finally, quite recently, extensions of the free
probability framework have appeared which are
adapted to the study of fluctuations of systems of
random matrices in the large-N limit.

Free Entropy

There are free probability analogs also for information-
theoretic quantities (Voiculescu 1994, 1998a).

Let (f1, . . . , fn) be an n-tuple of classical numerical
random variables the joint distribution of which has
density p(t1, . . . , tn) with respect to the n-dimensional
Lebesgue measure �n on Rn. The entropy quantity
associated by Shannon to (f1, . . . , fn) is

Hðf1; . . . ; fnÞ ¼ 	
Z

Rn
p log p d�n

The free analog of H(f1, . . . , fn) is the free entropy
quantity �(X1, . . . , Xn). Here Xj = X�j , 1 � j � n, are
noncommutative self-adjoint random variables in
(M,�), where M is a �-algebra of bounded operators
on a Hilbert space H. The expectation functional in
addition to the positivity properties, equivalent to
the requirement that it can be defined by a unit
vector �( � ) = h��, �i, also has the property of a trace
�(XY) = �(YX) for all X, Y 2M. For instance, the
noncommutative random variables arising from the
large-N limit of n-tuples of self-adjoint random
matrices live in noncommutative probability frame-
works (M,�) of this kind.

There are two approaches to defining free entropy
and, since there are only partial results about the
equivalence of these approaches, the quantities
obtained are denoted by �(X1, . . . , Xn) (Voiculescu
1994) and ��(X1, . . . , Xn) (Voiculescu 1998a). The
quantity � is often referred to as the ‘‘microstates
free entropy,’’ its definition being inspired by the
Boltzmann formula S = k log W, whereas the other
entropy, sometimes called ‘‘microstates-free free

entropy,’’ is obtained via a free probability analog
of the Fisher information (Voiculescu 1998a).

The microstates used to define � are matricial and
the reason why this choice produced a quantity with
the right behavior with respect to free independence
can be found in the asymptotic freeness properties of
random matrices.

Given Xj = X�j 2M,1 � j � n and m 2 N, k 2 N,
	 > 0 the microstates �(X1, . . . , Xn; m, k, 	) are
n-tuples (A1, . . . , An) of self-adjoint k
 k matrices,
such that, for noncommutative moments of order up
to m, we have

jk	1trkðAi1 . . . AipÞ 	 �ðXi1 . . . XipÞj < 	

where 1 � p � m, 1 � ij � n, 1 � j � p.
One obtains �(X1, . . . , Xn) by taking the infimum

over 	 > 0 and m 2 N of

lim sup
k!1

k	2 log vol �ð. . .Þ þ n

2
log k

� �
where vol is the volume on (Msa

k )n corresponding to
the Hilbert–Schmidt norm Hilbert space structure
(Voiculescu 1994).

When n = 1, there is a simple formula for �(X). If
� is the probability measure on R which represents
the distribution of X = X� 2M with respect to the
expectation � , then

�ðXÞ ¼
ZZ

log js	 tjd�ðsÞd�ðtÞ þ C

where the exact value of the constant C is
3/4þ 1/2 log 2�.

For n > 1 there is no simple formula for
�(X1, . . . , Xn), but there are several properties
which provide a better understanding of this
quantity.

If Xj are such that �(Xj) > 	1, then

�ðX1; . . . ;XnÞ ¼ �ðX1Þ þ � � � þ �ðXnÞ

if and only if X1, . . . , Xn are freely independent in
(M, �). Clearly, this property of � with respect to
free independence is analogous to the property of
H(f1, . . . , fn) with respect to classical independence.

Further, if F1, . . . , Fn are power series in n
noncommuting indeterminates, there is a change-
of-variable formula

�ðF1ðX1; . . . ;XnÞ; . . . ; FnðX1; . . . ;XnÞÞ
¼ log j det jðJ ðFÞÞ þ �ðX1; . . . ;XnÞ

involving the Kadison–Fuglede positive determinant
j det j and a certain noncommutative Jacobian
J (F), F = (F1, . . . , Fn) defined in Mn �M�Mop,
where Mop is the opposite algebra of M. (For
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definitions and the many technical conditions under
which this formula holds, see Voiculescu (1994).)

The free entropy � also satisfies semicontinuity,
subadditivity, and a semicircular bound (analogous
to the classical Gaussian bound) properties.

An unexpected feature of � is a degeneration of
convexity. If the trace state � is a convex combina-
tion � = �� 0 þ (1	 �)� 00, where � 0, � 00 are trace states
and where � 0 6¼ � 00 on the algebra generated by
X1, . . . , Xn, and n > 1, then

�ðX1; . . . ;XnÞ ¼ 	1

(for a reference consult the survey Voiculescu
(2002)).

With the free entropy at hand, an important
variational problem can be formulated for the
noncommutative distribution of an n-tuple of self-
adjoint noncommutative random variables
T1, . . . , Tn in the tracial context. The quantity to
be maximized is

�ðT1; . . . ;TnÞ 	 �ðPðT1; . . . ;TnÞÞ

where P is a given self-adjoint polynomial in
noncommutative indeterminates (see Voiculescu
(2002) for comments on this problem). If n = 1,
this is a classical problem for the logarithmic energyZZ

log js	 tjd�ðsÞd�ðtÞ 	
Z

PðtÞd�ðtÞ

where � is a probability measure on R.
To explain the second approach, based on Fisher

information, we begin by recalling some facts about
Fisher information in the classical context.

If f is a numerical random variable with distribu-
tion given by the density p(t) on R, then

Fisherðf Þ ¼
Z 	p0

p

� 	2

p dt ¼ d

dt

� 	�
1












L2ðR;p dtÞ

Here d=dt is the differential operator defined on test
functions in L2(R, p dt). Then

p0

p
¼ 	 d

dt

� 	�
1

The classical connection to entropy is that the Fisher
information is a derivative of the entropy when the
variable becomes the starting point of a Brownian
motion. This can be written as

Fisherðf Þ ¼ d

dt
Hðf þ t1=2gÞjt¼0

where g and f are independent and g is (0, 1)
Gaussian.

The several-variables version is treated by using
partial derivatives.

The analog in free probability of the Fisher
information (Voiculescu 1998a) is obtained by
using the free difference quotient derivations,
which are the appropriate derivations in this
maximally noncommutative setting. On the poly-
nomials in n noncommutative indeterminates, the
kth partial free difference quotient

@k : ChX1; . . . ;Xni ! ChX1; . . . ;Xni�2

is defined on noncommutative monomials by the
formula

@kXi1 � � �Xip ¼
X
fjjij¼kg

Xi1 � � �Xij	1
�Xijþ1

� � �Xip

If Xj = X�j , 1 � j � n, are noncommutative ran-
dom variables in (M, �), which do not satisfy any
nontrivial algebraic relations, to simplify matters we
can assume that M is generated by X1, . . . , Xn and
identify M with ChX1, . . . , Xni. The trace state �
gives rise to a scalar product hm1, m2i= �(m�2m1) on
M. Let L2(M, �) denote the Hilbert space obtained
from M. Then, skipping some technicalities, @k will
give rise to a densely defined operator of L2(M, �)
into L2(M, �)� L2(M, �). If 1� 1 is in the domain of
the adjoints @�k, the free Fisher information of the
n-tuple X1, . . . , Xn is defined to be

��ðX1; . . . ;XnÞ ¼
X

1�k�n

k@�kð1� 1Þk2
L2ðM;�Þ

In case 1� 1 is not in the domain of some @�k, the
free Fisher information is given the value 1.

The ‘‘microstates-free free entropy’’ �� is then
defined by

��ðX1; . . . ;XnÞ ¼
n

2
log 2�e

þ
Z 1

0

n

1þ t
	��

�


ðX1 þ t1=2S1; . . . ;Xn þ t1=2SnÞ
	

dt

where S1, . . . , Sn are (0, 1)-semicircular and freely
independent and also freely independent of
{X1, . . . , Xn}.

For n = 1 it is known that ��(X) =�(X) and the
free Fisher information is

��ðXÞ ¼ 2�2

3

Z
p3ðtÞdt

if p(t) is the density with respect to the Lebesgue
measure of the distribution of X. The computation
of @�1� 1 is possible in the one-variable case and up
to a factor the result is (Hp)(X), where Hp is the
Hilbert transform of p.

Free Probability Theory 423



Several of the classical inequalities for the Fisher
information have free probability analogs
(Voiculescu 1998a) (Cramer–Rao inequality, Stam
inequality, information-log-Sobolev inequality, and
others).

For n > 1 only � � ��, the easier of the inequal-
ities among � and ��, has been established (Biane
et al. 2003). This result was obtained based on an
important connection of � and �� to large deviations.
The deviations studied are for the noncommutative
distributions of n-tuples of matrices in the case of an
n-tuple of Gaussian random matrices. In this context
� is related to the quantity to be estimated and �� is
related to the rate function.

For more details on free entropy, the reader is
referred to the survey articles by Voiculescu (1998c,
2002).

Concluding Comments

For more details, additional results, and
bibliography, we refer the reader to the exposi-
tions in Voiculescu (1998c), Voiculescu et al.
(1992) and Speicher (1998). To get even more
detail, the reader may consult, besides the original
papers of the present author, those of P Biane,
R Speicher, D Shlyakhtenko, K J Dykema, A Nica,
U Haagerup, H Bercovici, L Ge, F Radulescu,
A Guionnet, T Cabanal–Duvillard, M Anshelevich,
to name a few of the main contributors.

Also, via random matrices, there are connections
to physics models (especially large-N 2D Yang–Mills
QCD) in work of I M Singer, M Douglas, D Gross–
R Gopakumar, P Zinn–Justin. In a loose sense, one
may view the noncrossing partitions combinatorics
as related to the work on planar diagrams and the
large-N limit of t’Hooft and Brezin–Itzykson–Parisi–
Zuber in the 1970s.

See also: Large Deviations in Equilibrium Statistical
Mechanics; Large-N and Topological Strings; Random
Matrix Theory in Physics.
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Introduction

Functional equations have a long and interesting
history in connection with mathematical physics and
touch upon many branches of mathematics. They
have arisen in the context of both classical and
quantum completely integrable systems in several
different ways and we shall survey some of these.

In the great majority of cases functional equations
appear in the integrable system setting as the result
of an ansatz: a particular form of a solution is either
guessed or postulated, the consistency of which
yields a functional equation. What the ansatz is for
can vary significantly. As outlined below, amongst
others, one may postulate algebraic structures in the
form of the existence of a Lax pair or of conserved
quantities; in the quantum setting, one may postu-
late properties of a ground-state wave function or
the ring of commuting differential operators.
Appearing in this way, functional equations are
really just another of the (significant) tools-of-the-
trade for constructing and discovering new integr-
able systems. However, as one surveys both the
functional equations and the functions they describe
one sees certain common features. The functions are
most frequently associated with an elliptic curve, a
genus-1 abelian variety. One can seek to associate
these to another fundamental ingredient of modern
integrable systems, the Baker–Akhiezer function.
Indeed, very few of the ansätze made directly
suggest that the systems being constructed will be
completely integrable. This very desirable property
usually is a bonus of the construction and hints of
more fundamental connections. Another fundamen-
tal connection we shall mention is that with
topology. The phase space of a completely integr-
able system is rather special, admitting (generically)
a foliation by tori. The functional equations we
encounter often also characterize the Hirzebruch
genera associated with the index theorems of known
elliptic operators. These are typically evaluated by
Atiyah–Bott fixed-point theorems for circle actions
on the manifold. A general understanding of the
various interconnections has yet to be achieved.

To bring to focus our discussion we shall concen-
trate on functional equations arising from studying
systems with an arbitrary number of particles
(n below). In principle, there could be many different
interactions between the particles and symmetry will

be used to limit these. The use of symmetry is a key
ingredient, often implicit, in the various ansätze we
shall describe. For simplicity, we shall most often focus
on the situation where the particles are identical. In
algebraic terms, we focus on the symmetric group Sn

and root systems of type an; generalizations frequently
exist for other root systems and Weyl groups and we
shall simply note this at the outset.

Lax Pairs

The modern approach to integrable systems is to
utilize a Lax pair, that is, a pair of matrices L, M such
that the zero curvature condition _L = [L, M] is
equivalent to the equations of motion. By construc-
tion, Lax pairs produce the conserved quantities tr Lk.
To establish integrability, one must further show both
that there are enough functionally independent con-
served quantities and that these are in involution.
(R-matrices are the additional ingredient of the
modern approach to establishing involutivity.) Lax
pairs can fail on both counts, and so the construction
of a Lax pair is but the first step in establishing a
system to be completely integrable. The great merit of
the modern approach is that it provides a unified
framework for treating the many disparate completely
integrable systems known. Unfortunately the construc-
tion of a Lax pair is often far from straightforward and
typically hides the ‘‘clever tricks’’ frequently employed
in establishing integrability. In the present context, we
shall outline how functional equations have been used
to construct Lax pairs. The paradigm for this approach
is the Calogero–Moser system.

Beginning with the ansatz (for n� n matrices)

Ljk ¼ pj�jk þ gð1� �jkÞAðqj � qkÞ

Mjk ¼ g �jk

X
l 6¼ j

Bðqj � qlÞ � ð1� �jkÞCðqj � qkÞ

2
4

3
5

one finds _L = [L, M] yields the equations of motion
for the Hamiltonian system (n � 3)

H ¼ 1

2

X
j

p2
j þ g2

X
j<k

Uðqj � qkÞ

UðxÞ ¼ AðxÞAð�xÞ þ const:

½1�

provided C(x) = �A0(x), and that A(x) and B(x)
satisfy the functional equation

Aðxþ yÞ½BðxÞ � BðyÞ� ¼ AðxÞA0ðyÞ � AðyÞA0ðxÞ ½2�

This is a particular example of a more general
functional equation whose solution will be described
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below. For the present, we simply note that for this
system the corresponding potential is the Weier-
strass }-function, A(x)A(�x) =}(�)� }(x), and the
resulting Hamiltonian system [1] is known as the
Calogero–Moser system. It is completely integrable
though, as already remarked, the ansatz did not
necessitate this. The Lax pair presented here and the
reduction of its consistency to a functional equation
and algebraic constraints follows Calogero (1976) in
which he discovered the elliptic generalization of the
model he had introduced in 1975.

A different ansatz for a Lax pair is

Ljk ¼ _qj�jkþð1� �jkÞ
ffiffiffiffiffiffiffiffiffi
_qj _qk

q
Aðqj�qkÞ

Mjk ¼ �jk

X
l 6¼ j

_qlBðqj�qlÞþ ð1� �jkÞ
ffiffiffiffiffiffiffiffiffi
_qj _qk

q
Cðqj�qkÞ

Now the consistency of the Lax pair yields equations
of motion of the form

€qj ¼
X
k 6¼ j

_qj _qkVðqj � qkÞ

VðxÞ ¼
AðxÞ Að�xÞ

CðxÞ Cð�xÞ

�����
����� ¼ �Vð�xÞ

provided B(x) = B(�x), C(x) = A0(x)� A(x)G(x),
where we have defined G(x) = B(x)þ (1=2)V(x),
and the functions satisfy the functional equation

Aðxþ yÞ ¼ AðxÞAðyÞ þ

AðxÞ AðyÞ

A0ðxÞ A0ðyÞ

�����
�����

GðxÞ �GðyÞ

¼

AðxÞ AðyÞ

CðxÞ CðyÞ

�����
�����

GðxÞ �GðyÞ ½3�

Again we shall briefly defer describing the solution
of this equation and simply note that the general
solution for V(x) is again given in terms of the
Weierstrass }-function V(x) =}0(x)=(}(�)� }(x))
and that the equations of motion follow from the
Hamiltonian

H ¼
X

j

epj

Y
k 6¼ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
}ð�Þ � }ðqj � qkÞ

q

This is known as the Ruijsenaars–Schneider model
and it too is completely integrable. The Lax pair
here was constructed by Bruschi and Calogero.

In the two examples of Lax pairs just presented,
each particle interacts with every other pairwise. By
modifying the ansatz, it is possible to construct
models that interact with just their nearest neighbors
(which include the Toda systems). More generally,

an ansatz exists for a Lax pair associated with
equations of motion of the form

€qj ¼
X
k 6¼ j

ðaþ b _qjÞðaþ b _qkÞVjkðqj � qkÞ ½4�

which unifies, for example, the Calogero–Moser,
Ruijsenaars–Schneider, and Toda systems. The
functional equations now encountered are typically
(and whenever b 6¼ 0) of the form

�1ðxþ yÞ ¼

�2ðxÞ �2ðyÞ
�3ðxÞ �3ðyÞ

�����
�����

�4ðxÞ �4ðyÞ
�5ðxÞ �5ðyÞ

�����
�����

½5�

This functional equation, for five a priori unknown
functions, includes [2] and [3] as special cases.

The general analytic solution of [5] is, up to
symmetries, given by

�1ðxÞ ¼
�ðx; �1Þ
�ðx; �2Þ

;
�2ðxÞ

�3ðxÞ

 !
¼

�ðx; �1Þ

�0ðx; �1Þ

 !

�4ðxÞ

�5ðxÞ

 !
¼

�ðx; �2Þ

�0ðx; �2Þ

 !

where

�ðx; �Þ � �ð� � xÞ
�ð�Þ�ðxÞ e

�ð�Þx ½6�

Here, �(x) = �(x)0=�(x) is the Weierstrass �-function.
The solution of [2] arises as the �2! 0 limit of [5].

The proof of the general solution just stated
is in fact constructive (Braden and Buchstaber
1997). The parameters appearing in the solution
are determined as follows. Suppose x0 is a generic
point for [5]. Then (for k = 1, 2), we have that

@y ln
�2kðxþ x0Þ �2kðyþ x0Þ

�2kþ1ðxþ x0Þ �2kþ1ðyþ x0Þ

�����
�����
����
y¼0

¼ �ð�kÞ � �ðxÞ � �ð�k � xÞ � �k

¼ � 1

x
� �k þ

X
l¼0

Fl
xlþ1

ðl þ 1Þ! ½7�

The Laurent expansion determines the parameters
g1, g2 (which are the same for both k = 1, 2)
characterizing the elliptic functions of [6] by

g2 ¼ 5
3 F2 þ 6F2

0

� �
; g3 ¼ 6F3

0 � F2
1 þ 5

3F0F2

and the parameters �k via F0 = �}(�k). Here,
}(x) = ��0(x) is the Weierstrass elliptic }-function

426 Functional Equations and Integrable Systems



with periods 2!, 2!0 that satisfies the differential
equation

}0ðxÞ2 = 4}ðxÞ3 � g2}ðxÞ � g3

The constructive nature of the solutions of [5] means
that it is straightforward to construct solutions to
various specializations of the equation such as

�1ðxþ yÞ ¼ �4ðxÞ�5ðyÞ þ �4ðyÞ�5ðxÞ

(obtained by requiring �2(x) =�2
4(x) and �3(x) =

�2
5(x)). More complicated functional equations such as

�1ðxþ yÞ ¼�2ðxþ yÞ�2ðxÞ�3ðyÞ
þ�3ðxþ yÞ�4ðxÞ�5ðyÞ ½8�

may be solved using the solutions of [5].
Finally, let us note that the general system [4] may

lead to functional equations not just of the form [5],
for example,

�6ðxþ yÞ ¼�1ðxþ yÞ �4ðxÞ � �5ðyÞð Þ

þ
�2ðxÞ �3ðyÞ
�02ðxÞ �03ðyÞ

����
���� ½9�

The general analytic solution to [9] has yet to be
determined although particular solutions are known.

As a final example of a functional equation
coming from an ansatz for a Lax pair, consider

Ljk ¼
ffiffiffiffiffiffiffiffiffi
pjpk

p
Aðqj � qkÞ; Mjk ¼

ffiffiffiffiffiffiffiffiffi
pjpk

p
Cðqj � qkÞ

where we now assume A(0) and C(0) regular. Then
the consistency of this Lax pair corresponds to the
equations of motion for the Hamiltonian

H ¼
Xn

j;k

pjpkf ðqj � qkÞ ½10�

provided f is even and the functional equation

2A0ðxþ yÞ f ðxÞ � f ðyÞ½ �

� Aðxþ yÞ f 0ðxÞ � f 0ðyÞ½ � ¼
AðxÞ AðyÞ
CðxÞ CðyÞ

����
���� ½11�

is satisfied. The Hamiltonian system [10] corre-
sponds to geodesic motion. Nonanalytic solutions
are known to the functional equation [11].

An Algebraic Ansatz: Conserved
Quantities

Another way in which functional equations may
appear is by making an ansatz for an additional
conserved quantity beyond the Hamiltonian. For two

and three particles on the line, Hietarinta derived
functional equations by seeking a second quartic or
cubic integral (respectively). Here, a key ingredient is
the assumption of a further invariant polynomial in the
momenta. Polynomial invariance, together with sym-
metry, is quite constraining. Consider

Theorem 1 Let H and P be the (natural) Hamilto-
nian and center of mass momentum

H ¼ 1

2

Xn

i¼1

p2
i þ V; P ¼

Xn

i¼1

pi

Denote by Q an independent third-order quantity

Q ¼
Xn

i¼1

p3
i þ

1

6

X
i 6¼ j 6¼k

dijkpipjpk þ
X
i 6¼ j

dijp
2
i pj

þ 1

2

X
ij

aijpipj þ
X

i

bipi þ c

If these are Sn-invariant and Poisson-commute,

P;Hf g ¼ P;Qf g ¼ Q;Hf g ¼ 0

then

V ¼ 1

6

X
i 6¼ j

} qi � qj

� �
þ const:

and we have the Calogero–Moser system.

Here, the symmetric group invariance means that
for any coefficient 	ij(q1, q2, . . . , qn) in the expan-
sions above, we have 	�(i)�(j)(q�(1), q�(2), . . . , q�(n)) for
all � 2 Sn. In particular, V(q1, q2, . . . , qn) = V(q�(1),
q�(2), . . . , q�(n)) for all � 2 Sn. We remark that had we
begun with particles of possibly different particle
masses, H = (1=2)

Pn
i = 1 mip

2
i þ V; the effect of

Sn-invariance is such as to require these masses to
be the same. Thus, we are assuming the Sn-invariant
Hamiltonian of the theorem. Finally, by ‘‘an
independent third-order quantity’’ Q, we mean one
functionally independent of H and P and for which
one cannot obtain an invariant of lower degree by
subtracting multiples of P3 and PH. We are not
dealing with quadratic conserved quantities here.

The assumed polynomial behavior of the con-
served quantities means that when calculating
Poisson brackets, the coefficients of independent
monomials must vanish. This, together with sym-
metry, leads to the functional equation

1 1 1

FðxÞ FðyÞ FðzÞ
F0ðxÞ F0ðyÞ F0ðzÞ

�������
������� ¼ 0; xþ yþ z ¼ 0 ½12�
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The result follows in light of

Theorem 2 Let f be a three-times differentiable
function satisfying the functional equation [12]. Up
to the manifest invariance

FðxÞ ! 	Fð�xÞ þ 


the solutions of [12] are one of F(x) =}(xþ d),
F(x) = ex or F(x) = x. Here, } is the Weierstrass
}-function and 3d is a lattice point of the }-function.

Again we note that the ansatz per se has not
established complete integrability: the ansatz leads
us to the Calogero–Moser model whose complete
integrability must be established by other means.
This result may be interpreted as a rigidity theorem
for the an Calogero–Moser system and in part
explains this models’ ubiquity: demanding a cubic
invariant together with Sn-invariance necessitates
the model. A natural generalization is to replace the
Sn-invariance with the invariance of a general
Weyl group W and make connection with the
Calogero–Moser models associated to other root
systems (Perelomov 1990).

We shall encounter the functional equation [12]
again in this survey and now note that this may be
generalized to

1 1 1

FðxÞ GðyÞ HðzÞ

F0ðxÞ G0ðyÞ H0ðzÞ

���������

���������
¼ 0; xþ yþ z ¼ 0 ½13�

If F, G, and H are three-times differentiable func-
tions satisfying the functional equation [13], then,
up to the manifest invariance,

FðxÞ ! 	Fð�xþ �1Þ þ 


GðxÞ ! 	Gð�xþ �2Þ þ 


HðxÞ ! 	Hð�xþ �3Þ þ 


where �1 þ �2 þ �3 = 0, the nonconstant solutions of
[13] are given by F(x) = G(x) = H(x) = ex, x, or }(x).
If (say) H(z) is a constant then either

1. one of the functions F(x) or G(y) is the same
constant as H(z), in which case the remaining
function is arbitrary, or

2. F(x) = G(x) = ex.

We remark that in fact the exponential and linear
function solutions satisfy [12] and [13] without the
constraint xþ yþ z = 0. Further, the theorems
immediately give the general analytic solutions to

the same functional equations viewed as functions of
a complex variable, showing that the solutions are
in fact meromorphic. These theorems were estab-
lished in Braden and Byatt-Smith (1999) where
earlier results are described.

Quantum Calogero–Moser Systems

Quite a bit is known about the quantum general-
izations of the Calogero–Moser system. The poly-
nomial and Weyl group W-invariance of the
classical conserved quantities is replaced by a
commutative ring R of W-invariant, holomorphic,
differential operators, whose highest-order terms
generate W-invariant differential operators with
constant coefficients. The Poisson bracket is then
replaced by a commutator of operators. When this
is done functional equations again ensue and one
finds that the potential term for the Laplacian H
(the quantum Hamiltonian) has Calogero–Moser
potential appropriate to W (Oshima and Sekiguchi
1995). In this setting, it is known that the
commutativity of just a few low-order elements of
R dictate the form of the potential and the
commuting algebra (at least for the classical root
systems). In particular, Theorem 1 above is the classical
analog for the an root system of a quantum result where
a functional equation equivalent to [12] was obtained
by requiring the commutativity of certain linear,
quadratic, and cubic holomorphic differential opera-
tors. Taniguchi’s results (Taniguchi 1997) are also
indicative of the rigidity of these quantum models: ifH
is the quantum Hamiltonian just discussed, and Q1, 2

are holomorphic (but not a priori W-invariant),
differential operators of appropriate degrees for
which [Q1, 2,H] = 0, then Q1, 2 2 R and consequently
[Q1,Q2] = 0.

An Algebraic Ansatz: The Poincaré
Algebra

We have earlier encountered the Ruijssenaars–
Schneider models when considering functional
equations ensuing from ansatz for Lax pairs. These
models were however discovered by another route
(Ruijsenaars and Schneider 1986) in the course
of investigating mechanical models obeying the
Poincaré algebra

fH;Bg ¼ P; fP;Bg ¼ H; fH;Pg ¼ 0 ½14�

Here, H will be the Hamiltonian of the system
generating time translations, P is a space-translation
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generator, and B the generator of boosts. Ruijsenaars
and Schneider began with the ansatz

H ¼
Xn

j¼1

cosh pj

Y
k 6¼ j

f ðxj � xkÞ

P ¼
Xn

j¼1

sinh pj

Y
k 6¼ j

f ðxj � xkÞ

B ¼
Xn

j¼1

xj

With this ansatz and the canonical Poisson bracket
{pi, xj} = �ij, the first two Poisson brackets of [14]
involving the boost operator B are automatically
satisfied. The remaining Poisson bracket is then

fH;Pg ¼ �
Xn

j¼1

@j

Y
k 6¼ j

f 2ðxj � xkÞ

� 1

2

X
j 6¼k

coshðpj � pkÞ
Y
l 6¼ j

f ðxj � xlÞ

�
Y

m 6¼ k

f ðxk � xmÞ @j ln f ðxk � xjÞ
�

þ @k ln f ðxj � xkÞÞ

and for the independent terms proportional to
cosh (pj � pk) to vanish we require that f 0(x)=f (x) be
odd. This entails that f (x) is either even or odd
(Ruijsenaars and Schneider assumed the function even)
and in either case F(x) = f 2(x) is even. Supposing that
f (x) is so constrained, then the final Poisson bracket is
equivalent to the functional equation

fH;Pg ¼ 0()
Xn

j¼1

@j

Y
k 6¼ j

f 2ðxj � xkÞ ¼ 0 ½15�

For n = 3, eqn [15] takes precisely the form [12]
with F(x) = f 2(x). From Theorem 2, the even
solutions to this have the form F(x) =}(x)þ c.
This was found by Ruijsenaars and Schneider who
further showed this function satisfies [15] for all n.
The general solution to [15] has recently been
established.

Theorem 3 (Byatt-Smith and Braden 2003). The
general even solution of [15] amongst the class of
meromorphic functions whose only singularities on
the real axis are either a double pole at the origin, or
double poles at np (p real, n 2 Z) is:

(i) for all odd n given by the solution of Ruijsenaars
and Schneider while
(ii) for even n � 4, there are in addition to the
Ruijsenaars–Schneider solutions the following:

FiðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð}ðzÞ � ejÞð}ðzÞ � ekÞ

q
½16�

where i, j, k are a cyclic permutation of 1, 2, 3.

These functions have simple expressions in terms
of Weierstrass elliptic functions, theta functions, and
the Jacobi elliptic functions (Whittaker and Watson
1927). For example,

F1ðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð}ðzÞ � e2Þð}ðzÞ � e3Þ

p
¼ �2ðzÞ�3ðzÞ

�2ðzÞ

¼ �3ðvÞ�4ðvÞ
�2

1ðvÞ
�021 ð0Þ

4!2�3ð0Þ�4ð0Þ
¼ b

dnðuÞ
sn2ðuÞ

where

�	ðzÞ ¼
�ðzþ !	Þ
�ð!	Þ

e�z�ð!	Þ

u ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1 � e3
p

z

v = z=2!, b = e1 � e3 with !1 =!, !2 =�!� !0, and
!3 =!0. For appropriate ranges of z the solutions
are real. Their degenerations yield all the even
solutions with only a double pole at x = 0 on
the real axis. These degenerations may in fact
coincide with the degenerations of the Ruijsenaars–
Schneider solution.

Thus far, complete integrability has not been
mentioned. The models discovered by Ruijsenaars
and Schneider not only exhibited an action of the
Poincaré algebra but were completely integrable as
well. In particular, Ruijsenaars and Schneider
demonstrated the Poisson commutativity for their
solutions of the light-cone quantities

S	k ¼
X

I
f1;2;...;ng
jIj¼k

exp 	
X
i2I

pi

 !Y
i2I
j 62I

f ðxi � xjÞ ½17�

Then, H = (S1 þ S�1)=2 and P = (S1 � S�1)=2. (Note
the even/oddness of the functions f (x) means that there
really are only n functionally independent quantities.)
It is an open problem whether the new solutions [16]
of Theorem 3 yield integrable systems. We know that
these new solutions do not always yield Poisson
commuting quantities using the ansatz of Ruijsenaars
and Schneider, but as yet one cannot rule out other
Poisson commuting conserved quantities.
Quantum Ruijsenaars–Schneider Models

Ruijsenaars later investigated the quantum version
of the classical models he and Schneider introduced.
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From the outset, he sought operator analogs of the
light-cone quantities [17]. He showed that (for
k = 1, . . . , n)

Ŝk ¼
X

I
f1;2;...;ng
jIj¼k

Y
i2I
j62I

hðxj � xiÞ1=2

� exp �
ffiffiffiffiffiffiffi
�1
p



X
i2I

@i

 !Y
i2I
j62I

hðxi � xjÞ1=2

pairwise commute if and only if

X
I
f1;2;...;ng
jIj¼k

Y
i2I
j 62I

hðxj � xiÞhðxi � xj � i
Þ

0
B@

�
Y
i2I
j 62I

hðxi � xjÞhðxj � xi � i
Þ

1
CA¼ 0 ½18�

held for all k and n � 1. Here, 
 is an arbitrary
positive number and the sum is over all subsets with
k elements. Observe that upon dividing [18] by

 and letting 
! 0 this yields [15] with F(x) =
h(x)h(�x) when k = 1.

Ruijsenaars found a solution to [18] which has
subsequently been shown to be unique. The general
solution of the functional equation [18] analytic in a
neighborhood of the real axis with either a simple
pole at the origin or an array of such poles at np on
the real axis (n 2 Z) is given by

hðxÞ ¼ b
�ðxþ �Þ
�ðxÞ�ð�Þ e	x ½19�

This solution is related to the earlier Ruijsenaars–
Schneider solution via

�ðxþ �Þ�ðx� �Þ
�2ðxÞ�2ð�Þ ¼ }ð�Þ � }ðxÞ
Geometric Ansatz

We have already encountered the Hamiltonian
system [10] corresponding to geodesic motion
while discussing Lax pairs. We shall now consider
various ansätze with a geometric flavor and their
attendant functional equations.

It is known that the Ruijsenaars–Schneider model
has the Calogero–Moser system as a scaling limit.
Other scaling limits also exist for the Ruijsenaars–
Schneider model. In particular, we may consider one
in which the Poincaré algebra scales to either the
Galilean algebra or a central extension of the
Galilean algebra.
Similar to our analysis of the Poincaré algebra, we
find that the functions

H ¼ 1

2

Xn

j¼1

p2
j

Y
k 6¼ j

f ðxj � xkÞ;

P ¼
Xn

j¼1

pj

Y
k 6¼ j

f ðxj � xkÞ; B ¼
Xn

j¼1

xj

obey the algebra

fH;Bg ¼ P; fP;Bg ¼ �; fH;Pg ¼ 0 ½20�

if and only if f (x) is either an even or odd function
satisfying

Xn

j¼1

Y
k 6¼ j

f ðxj � xkÞ ¼ � ½21�

where � is a constant. When �= 0 this is the
Galilean algebra, while � 6¼ 0 is a central extension
of the Galilean algebra. Again we are encountering
models of the form H = (1=2)

Pn
j = 1 gjjp2

j and so
dealing with diagonal metrics. We note that if [21]
holds for n = 3 then it holds for all n; and if it
holds for n = 4 then it holds for all ‘‘even’’ n. This
type of behavior was already encountered in
Theorem 3.

Some particular solutions of [21] are known
although the general solution is not known as yet.
The odd functions f (x) = 1=x (�= 0), coth (x) (�= 1
for n odd and �= 0 for n even),

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
}(x)� e	

p
(�= 0)

yield solutions for example. Interestingly, in the
case of an even number of particles, particular cases
of the elliptic Ruijsenaars–Schneider model are in
this list.

Diagonal metrics arise in many settings in integr-
able systems. By taking the ansatz

ds2 ¼
Xn

i¼1

Y
j 6¼ i

�ðxi � xjÞ
 !

ðdxiÞ2

we may construct and solve a functional equation to
show that the potentially nonvanishing curvature
components Ri

jik, Ri
jjk(k 6¼ i, j), and Ri

jij have

1. Ri
jik = Ri

jjk = 0 (k 6¼ i, j) if and only if
�(x) =	(e2bx � 1)a or 	xa. We may set 	= 1 by
rescaling x.

2. Ri
jij = (�1)nb2 when �(x) = (e2bx � 1).

3. Ri
jij = 0 when �(x) = x.

Thus, �(x) = x yields a solution of the Lamé
equations. These metrics are of Stäckel form. The
rational degenerations of the Galilean models above
are given by this theorem. They may be understood
as a parabolic limit of Jacobi elliptic coordinates.
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Similar techniques may be applied to the more
general metric

ds2 ¼
Xn

i¼1

�iðxiÞ
Y
j 6¼ i

�ðxi � xjÞ
 !

ðdxiÞ2

to show that Ri
jik = Ri

jjk = 0(k 6¼ i, j) if and only
if �(x) =	(e2bx � 1)a or 	xa.
Ground-State Factorization

Some years ago, Sutherland and Calogero consid-
ered the problem as to when the ground-state wave
function of a one-dimensional n-body Schrödinger
equation with pairwise interactions would factorize.
Thus, the problem is to determine those potentials
v(x) for which

� �h2

2

Xn

i¼1

@2
i þ

1

2

X
i 6¼ j

vðxi � xjÞ � E

( )

� ��ðx1; x2 . . . xnÞ ¼ 0 ½22�

and where

��ðx1; x2 . . . xnÞ ¼
Y
i<j

 ðxi � xjÞ

It is convenient to set

 ðxi � xjÞ ¼ exp
1

�h

Z xi�xj

f ðxÞ dx

� �
Substitution now shows

�h2

2

Xn

i¼1

@2
i

�� ¼ �h
X
i<j

f 0ðxi � xjÞ þ
X
i<j

f ðxi � xjÞ2
(

þ
X

i<j<k

f ðxi � xjÞf ðxi � xkÞ
�

� f ðxi � xjÞf ðxj � xkÞ

þ f ðxj � xkÞf ðxi � xkÞ
	)

��

Comparison with [22] shows that this may be
expressed in terms of two-body potentials if and
only if we have the functional equation

f ðaÞf ð�bÞ � f ðaÞf ðcÞ þ f ðcÞf ð�bÞ
¼G1ðaÞ þG1ðcÞ þG2ð�bÞ; aþ bþ c ¼ 0 ½23�

Now [23] is not quite the functional equation
studied by Sutherland and Calogero. On physical
grounds, Sutherland implicitly, and Calogero expli-
citly, made the ‘‘assumption’’ that f is an odd
function. This ensured that the potential was even
and so bounded from below; equally it may be
imposed so that  (xi � xj) = (xj � xi) and the
ground state describes bosons. With this assump-
tion, one arrives at the functional equation of
Sutherland:

f ðaÞf ðbÞ þ f ðbÞf ðcÞ þ f ðcÞf ðaÞ
¼ GðaÞ þGðbÞ þGðcÞ ½24�

Actually the assumption of f being odd is unneces-
sary. One can show that there is a bijection between
analytic solutions of [23] and analytic solutions of
[24] for which f 0(x) is even. Upon requiring a
potential of the stated form then necessitates f
being odd. Whatever, we arrive at the functional
equation [24]. This is connected with [12] by

Lemma 4 If aþ bþ c = 0, then

f 00ðaÞ f 00ðbÞ f 00ðcÞ
f 0ðaÞ f 0ðbÞ f 0ðcÞ

1 1 1

�������
������� ¼ 0 ½25�

() f ðaÞ þ f ðbÞ þ f ðcÞð Þ2¼ FðaÞ þ FðbÞ þ FðcÞ ½26�

() f ðaÞf ðbÞ þ f ðbÞf ðcÞ þ f ðcÞf ðaÞ
¼ GðaÞ þGðbÞ þGðcÞ ½27�

Now, we may use Theorem 2 to determine those
potentials with factorizable ground-state wave func-
tions. We remark that the �-function potential a�(x)
of many-body quantum mechanics on the line,
which also has a factorizable ground-state wave
function, can be viewed as the 	 ! 0 limit of
�b=	 sinh2(�x=	þ 
i=3) with 
a	= 6b. Thus, all
of the known quantum mechanical problems with
factorizable ground-state wave function are included
in [12].
Baker–Akiezer Functions

Baker–Akiezer functions are one of the foundations
of the algebro-geometric or finite-gap integration of
integrable systems. These functions may be viewed
as an extension of the exponential function to curves
of arbitrary genus g. They have essential singula-
rities at various points on the curve and a prescribed
asymptotic expansion at these points. The functions
may be described in terms of theta functions on the
Jacobian of the curve, and suitable meromorphic
differentials on the curve. The functions [6] and [19]
may be viewed as the Baker–Akhiezer function for a
genus-1 curve. Now, just as the exponential function
satisfies Cauchy’s functional equation one may ask
what functional equations (if any) characterize the
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Baker–Akiezer function. This is an area of research
still ongoing. Theta functions of a general abelian
variety are known to satisfy addition formulas with
N = 2g terms. It appears Baker–Akiezer functions
satisfy a similar functional equation with far fewer
terms. Such a characterization of Baker–Akiezer
functions, if found, will provide an analogous
answer to that of the Riemann–Schottky problem
which seeks to describe the Jacobians of curves
amongst general abelian varieties.

The functional equations [5], and after suitably
symmetrizing [9], are particular cases of the func-
tional equation

XN
i¼0

�3iðxþ yÞ �3iþ1ðxÞ �3iþ1ðyÞ
�3iþ2ðxÞ �3iþ2ðyÞ

����
���� ¼ 0 ½28�

with N = 1 in the former case and N = 2 in the
latter. In the case �3iþ2 =�03iþ1, these may be viewed
as differentiated forms of

XN
i¼0

�3iðxþ yÞ�3iþ1ðxÞ�3iþ1ðyÞ ¼ 1 ½29�

For N = 0, this is Cauchy’s equation characterizing
the exponential function and for N = 2 it is
equivalent to [8]. For N = 1 and N = 2, Buchstaber
and Krichever have shown that ‘‘all’’ the solutions to
this equation are the Baker–Akhiezer functions
corresponding to algebraic curves of genus 1 and
2, respectively. In general, the Baker–Akhiezer
functions for a genus-g curve are known to satisfy
[29] for N = g. Thus, many of the equations we have
encountered are related to Baker–Akhiezer func-
tions. Dubrovin, Fokas, and Santini have shown that
Baker–Akhiezer functions for a genus-g curve are
related to the functional equation

qðx; yÞqðy; zÞ
qðx; zÞ ¼ rðx; yÞ � rðz; yÞ þ

Xg

k¼1

skðyÞpkðx; zÞ

Multivariable generalizations of [29] have been sought
as a means of characterizing Baker–Akhiezer functions
but such a characterization remains unproved as yet.
Topology

Several of the functional equations we have encoun-
tered also arise in topology, where the German and
Russian schools have powerfully applied functional
equations to formal group laws and genera. It is still
unclear whether these common threads form part of
a greater fabric. A genus is a ring homomorphism

’ : ��Q ! R; ’ð1Þ ¼ 1
where � is the cobordism ring and R an integral
domain over Q. To each even power series Q(x) with
Q(0) = 1, one can associate a genus ’Q and vice versa
(Hirzebruch et al. 1992). Defining the odd power
series f (x) = x=Q(x) with first term 1 and coefficients
in R, the inverse function g = f�1 is such that

g0ðyÞ ¼
X1
n¼0

’QðCPnÞyn

The genus corresponding to Q(x) = x= tanh(x) is
known as the L-genus; it takes the value 1 on every
even complex projective space. The genus corre-
sponding to Q(x) = (x=2)=sinh(x=2) is known as the
Â-genus. The so-called (string-inspired) Witten or
elliptic genus corresponds to Q(x) = x=�(x). Certain
genera may be associated with the index of natural
differential operators on the manifold. Thus, the
signature of M, sign(M), is given in terms of the de
Rham differential d and its adjoint d�,

indðd þ d�Þ ¼ signðMÞ ¼
Y2n

j¼0

xj

tanhðxjÞ

 !
½M�

with variants for the Â-genus and elliptic genus.
Further, when a compact topological group acts on
the manifold, Atiyah and Bott showed how these
indices may be determined from the fixed point sets
of the action.

Now, functional equations arise naturally in this
context when seeking genera with special properties.
Novikov’s school has shown, for example, that the
genera associated with the index theorems of known
elliptic operators arise as solutions of functional
equations which are particular examples of [5].
Similarly, one may seek the following property of
a genus ’: for the fiber bundle p : E

F�!B with
smooth fiber and base, one has that

’ðEÞ ¼ ’ðFÞ � ’ðBÞ

Such a genus is said to be strictly multiplicative. It
may be shown that a genus is strictly multiplicative
in bundles with fiber CPn�1 if and only if

Xn

j¼1

Y
k 6¼ j

1

f ðxj � xkÞ
¼ � ½30�

which is essentially [21]. Following the remarks of
that equation, a genus ’ is strictly multiplicative for
all fiber bundles with fibers CPn�1 if and only if it is
strictly multiplicative for all fiber bundles with fiber
CP2, in which case the genus is the L-genus. If, on the
other hand, we only demand strict multiplicativity for
all fiber bundles with fibers CP2k�1, then this is
equivalent to requiring it to hold for all fiber bundles
with fiber CP3, in which case the genus is an elliptic
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genus. That the same functional equations arise in
both the integrable systems and topological settings
may reflect something deeper. String theory physics,
for example, allows some topology changes such as
flops, and physical quantities such as the partition
function should reflect this invariance; invariance
under classical flops characterizes the elliptic genus.
In addition, connections have been made between the
complex cobordism ring and conformal field theory.
Other Areas

The constraints placed on this review have meant that
several further applications of functional equations
and integrable systems can only be noted. Using an
ansatz together with functional equations, Wojcie-
chowski gives an analog of the Bäcklund transforma-
tion for integrable many-body systems. Similarly,
Inozemtsev constructs generalizations of the
Calogero–Moser models, while this route was used to
construct new solutions to the Witten–Dijkgraaf–
Verlinde–Verlinde (WDVV) equations by Braden,
Marshakov, Mironov, and Morozov. In the quantum
regime, Gutkin derived and solved several functional
relations by requiring a nondiffractive potential, while
functional equations have been used to construct
R-operators, solutions of the quantum Yang–Baxter
equation on a function space.

See also: Calogero–Moser–Sutherland Systems of
Nonrelativistic and Relativistic Type; Classical r-matrices,
Lie Bialgebras, and Poisson Lie Groups; Cohomology
Theories; Eigenfunctions of Quantum Completely
Integrable Systems; Integrability and Quantum Field
Theory; Integrable Systems and Algebraic Geometry;
Integrable Systems: Overview; Lie Groups: General
Theory; Quantum Calogero–Moser Systems; Toda
Lattices; WDVV Equations and Frobenius Manifolds.
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The Domain of Integration

Functional integration is integration over function
spaces, that is, the variable of integration is a
function f with values in a D-dimensional manifold:

f : U�!MD ½1�

Generically a space of functions is an infinite-
dimensional space. Our understanding of infinite-
dimensional spaces has progressed significantly
during the twentieth century, and we can formulate
functional integration in its proper setting.

Let F be the domain of integration, and f 2 F
the variable of integration. If the domain of f is
a subset U of R, the functional integral is called
a path integral; if U is of dimension higher than 1
(e.g., spacetime), F is often called a space of
histories.

The information necessary for defining a domain
of integration includes

� the domain and the range of the variable of
integration f,
� the analytical properties of f, and
� possibly additional information, such as require-

ments on the values of f on its boundary.

Examples of variables of integration f in [1]

The domain U of f may be a time interval, a scale
range, or any parameter. The range MD of f may be
a group manifold, a Riemannian manifold, a
symplectic manifold, a multiply-connected space,
etc., or simply RD. The domain of integration F
may be a space of pointed paths, for example,

x :¼ T !MD; T ¼ ta; tb½ � ½2�

x tbð Þ ¼ xb 2MD for all x 2 F

The paths x may be continuous (e.g., Brownian
paths), or may have square integrable derivatives;
F is then an L2, 1 space (e.g., quantum physics).Z

T

dt _xðtÞj j2<1; x 2 F ½3�

Given a domain of integration F , one needs to
select a volume element appropriate to F . This is a
challenge which has been met in a number of cases
(Cartier and DeWitt-Morette 2006). Examples are
given below. Given a volume element, one can then
characterize the functionals F on F integrable with
respect to the chosen volume element.
Two Basic Techniques

The two most useful techniques for computing
integrals are change of variable of integration and
integration by parts. They follow from fundamental
properties that apply to functional integrals as well
as to ordinary integrals. Let us recall them in the
context of ordinary integrals.

Let f and g be functions on R of compact support.
Let I stand for integration

Iðf Þ ¼
Z

R

dx f ðxÞ; x 2 R

and D for derivation of f with respect to x,

ðDf ÞðxÞ ¼ d

dx
f ðxÞ

The fundamental rule

DI ¼ 0 ¼) 0 ¼ d

dx

Z
R

dx f ðxÞ ½4�

The functional I(f ) is invariant under a change of
variable of integration.

Another fundamental rule is ID = 0:

ID ¼ 0 ¼) 0 ¼
Z

d f ðxÞgðxÞð Þ

¼
Z

df ðxÞ � gðxÞ þ
Z

dgðxÞ � f ðxÞ ½5�

The fundamental rules [4] and [5] apply to
functional integration. The derivation D can be
either a functional derivative or a Lie derivative
defined as follows. Let K be the reals R or the
complex C, let f be a differentiable functional on a
Banach space X

f : U � X�!K ½6�

The functional derivative Df jx0
of f at x0 is defined

by the equation

f x0 þ hð Þ � f x0ð Þ ¼ Df jx0
hþ RðhÞ ½7�

with the norm kR(h)k of order less than the
norm khk.

The Lie derivative LV along the vector field V is
conceptually intuitive and of practical interest: an
infinite-dimensional space X of paths x is not an
intuitive concept, but a one-parameter family of
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Figure 1 A one-parameter family of paths with fixed endpoints.
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paths {x(�)} 2 X, with � 2 [0, 1], is a convenient
tool for dealing with X:

xð�Þ : T !MD

xð�; tÞ :¼ xð�Þð ÞðtÞ 2MD
½8�

Set x(0) = x0. A differentiable family {x(�)} defines a
vector field V(x0) along the path x0 (see Figure 1):

Vðx0Þ :¼ d

d�
xð�Þ

����
�¼0

V x0ðtÞð Þ ¼ @

@�
xð�; tÞ

����
�¼0

½9�

The functional vector field V on the tangent bundle
of X defines a group of transformations on X, and a
Lie derivative LV of tensor fields on X.

The Lie derivative LV obeys the Cartan (Elie and
Henri) equation

LV ¼ d{V þ {Vd ½10�

where d is the exterior differential and {V is the
interior product, defined as usual on Banach spaces.

Remark (Berezin integrals). To show the power of
the rules [4] and [5], we can mention that they
provide Berezin rules of integration over Grassmann
variables (Cartier and DeWitt-Morette 2006).
Path Integrals and Quantum Dynamics

The history of path integrals in quantum physics did
not begin with the definitions of domain of integra-
tion, volume elements, etc. It began with the Ph.D.
thesis of R P Feynman in 1942. Feynman expressed
the time evolution of a system as the limit N =1 of
the following N-tuple integral:

xtjxað Þ ¼ lim
N¼1

Z Z
� � �
Z

xtjxNð ÞdxN xNjxN�1ð Þ

� dxN�1 � � � x2jx1ð Þ dx1 x1jx0ð Þ ½11�
where the time interval T = [t, 0] has been replaced
by N of its points {ti}, 1 � i � N:

t0 < t1 < � � � < tN < t ½12�

and the path x : T ! RD is replaced by N of its values

xi :¼ x tið Þ ½13�

Dirac (1933) had shown that (xtjx0) defines the
exponential of a quantum function SQ, by

exp iSQ xt; x0; tð Þ=�h
� �

:¼ xtjx0ð Þ ½14�

such that the real part of SQ is the classical action
function (a.k.a. Hamilton’s principal function;
further studies have shown that the correct state-
ment is: the real part is the classical action, up to
order �h), and the imaginary part of SQ is of order �h,
the normalized Planck constant

�h ¼ h=2� ½15�

Feynman remarked that for a system with
Lagrangian L the short-time probability amplitude
(xtþ�tjxt) is ‘‘often equal to

A�1 exp i �t L
xtþ�t � xt

�t
; xtþ�t

� �.
�h

� �
½16�

within a normalizing constant A as the limit �t
approaches zero.’’ The absolute value of A can be
obtained from a unitary requirement (Morette 1951).

Feynman expressed the finite probability ampli-
tude as a path integral, limit of the discretized
expression [11]

xtjx0ð Þ ¼
Z
Dx exp iSðxÞ=�hð Þ ½17�

where S(x) is the action functional

SðxÞ ¼
Z t

t0

dsL _xðsÞ; xðsÞð Þ ½18�

The undefined symbol Dx is a ‘‘volume element’’ on
the space of paths, corresponding to the infinite
product of the normalization constant A�1.

The issues raised by the path integral [17] are

� the definition of the volume element Dx; and
� a method for computing [17] for a given action

functional S.

The explicit calculation of the limit [11] of an
N-tuple integral when N =1 is a Herculean task of
very limited use. But two other methods of wide
applications, leaving the volume element Dx as a
heuristic symbol, have vindicated the power of
functional integration: the diagram technique and
the semiclassical expansions.
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Feynman devised practical rules for computing
asymptotic expansions of path integrals, order by
order in perturbation theory. The rules are depicted
by graphs, known as the Feynman diagrams
(’t Hooft and Veltmann 1973). Feynman’s first
explicit nontrivial calculation was the Lamb shift.
It earned him the Nobel prize in 1965 (Feynman
1966). The diagram technique is widely used in
quantum mechanics and quantum field theory. The
time ordering provided by the time parameter in
quantum mechanics becomes, in quantum field
theory, a chronological ordering dictated by light
cones.

Another explicit calculation of a path integral [17]
uses the Taylor expansion of the action functional
S(x) around one of its values. It is known as the
background method (DeWitt 2004). It is called a
semiclassical WKB approximation when one expands
around an extremum S(xcl) where xcl is a solution of
the Euler–Lagrange equation S0(xcl) = 0 (Wenzel
1926, Kramers 1927, Brillouin 1926).

Introduced in 1951 (Morette (1951)) semiclassical
approximations are now the subject of a rich
literature reviewed briefly below.
Gaussian Volume Elements

A lesson from Gaussians on RD suggests a definition
of volume elements on infinite-dimensional Banach
spaces X. Let

IDðaÞ :¼
Z

RD

dx exp � �
a
jxj2

� �
for a > 0 ½19�

dx ¼ dx1 � � � dxD and jxj2 ¼
XD
j¼1

xj
� �2¼ �ijx

ixj

An elementary calculation gives ID(a) = aD=2. There-
fore, when D =1,

I1ðaÞ ¼
0 if 0 < a < 1
1 if a ¼ 1
1 if 1 < a

(
½20�

This is clearly an unsatisfactory situation, but it can
be corrected by introducing a dimensionless volume
element:

Dax :¼ 1

aD=2
dx1 � � � dxD ½21�

The volume elementDax can be defined by the integralZ
RD
Dax exp � �

a
jxj2 � 2�ihx0; xi

� �
:¼ exp �a�jx0j2

� �
½22�
where x0 is in the dual RD of RD. Equation [22]
suggests the following generalization of Gaussians
on RD to Gaussians on a Banach space X:Z

X

Ds;Qx exp � �
s

QðxÞ
� �

exp �2�ihx0; xið Þ

:¼ exp �s�W x0ð Þð Þ ½23�

where s 2 {1, i}, Q(x) is a quadratic form on X (see
condition on Q below). W(x0) is a quadratic form on
the dual X0 of X, inverse of Q(x) in the following
sense. Set

QðxÞ¼hDx; xi and W x0ð Þ¼ hx0;Gx0i ½24�

where h , i is a duality product, for example, the
product of x 2 X and Dx 2 X0; then

DG ¼ 1X0 ; GD ¼ 1X ½25�

Equation [23] defines a Gaussian volume element d�
by its Fourier transform

F�s;Q x0ð Þ :¼
Z

X

d�s;QðxÞ exp �2�ihx0; xið Þ

:¼ exp �s�W x0ð Þð Þ ½26�

where the Gaussian volume element

d�s;QðxÞ
R
¼Ds;QðxÞ exp � �

s
QðxÞ

� �
½27�

This is a qualified equality valid upon integration.
The definition of the Gaussian volume element by

its Fourier transform F� is valid for s = 1 (Wiener
integral) when Q(x) > 0; it is valid for s = i
(Feynman integral) when ReQ(x) > 0.

Remark Volume elements were introduced with
the notation such as dx; later they were identified
with forms such as != dx. In [26] we omit d on the
left-hand side (LHS) for visual clarity.

Example (diagram expansion). The following inte-
grals follow readily (Cartier and DeWitt-Morette
2006) from the definition [26]. Let x0 be in the dual
X0 of X, Z

X

d�s;QðxÞhx0; xi2nþ1 ¼ 0 ½28�

Z
X

d�s;QðxÞhx0; xi2n ¼ 2n!

2nn!

s

2�

� �n
W x0ð Þn ½29�

Z
X

d�s;QðxÞhx01; xi � � � hx02n; xi

¼ s

2�

� �nX
W x0i1 ; x

0
i2ð Þ � � �W x0i2n�1

; x0i2n
ð Þ ½30�
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Figure 2 Linear maps. (Published with permission by Elsevier,

North Holland.)
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where
P

is a sum without repetitions of identical
terms.

For instance when n = 1, eqn [30] readsZ
X

d�s;QðxÞhx01; xihx02; xi ¼
s

2�
W x01; x

0
2ð Þ ½31�

W(x01, x02) is called the two-point function (a.k.a. the
propagator). In a diagram it stands for a line from
x01 to x02.

Feynman diagrams represent Gaussian integrals of
polynomials.

For instance when n = 2, the diagram representa-
tion of [30] is the sum of three terms,

W x01; x
0
2

� �
W x03; x

0
4

� �
þW x01; x

0
3

� �
W x02; x

0
4

� �
þW x01; x

0
4

� �
W x02; x

0
3

� �
Example (Linear maps). Linear maps on RD are
limited to L : x!Ax, where A is a D�D constant
matrix. Linear maps on a Banach space X offer
many possibilities:

(i) Projections. For example, let x : T!R and

L : x 2 X�! x t1ð Þ; x t2ð Þ; . . . ; x tnð Þf g 2 RnÞ ½32�

This projection is a discretization of the path,
useful in particular in numerical calculations of path
integrals. Equation [32] is unambiguous, whereas
the limit of the discretized expression [11] is ill-
defined.

(ii) Liouville decomposition. For example, let D be
a second-order differential operator on a space of
paths x : [ta, tb]!MD vanishing on the boundary,
x(ta) = 0, x(tb) = 0. Let {’k} be a complete, orthogo-
nal set of eigenfunctions of D, then the decomposi-
tion of x into the basis {’k},

x�ðtÞ ¼
X1
k¼1

u� �kðtÞ ½33�

is a linear map

L : x 2 X�! u1; . . . ; u1
� �

2 R1

It is useful in particular for diagonalizing (see,
e.g., [107]) the Green function G of D [25] (a.k.a.
the covariance in a Gaussian integral [24], or the
two-point function in [31]).

(iii) Volterra maps. For example, let L : X!Y by

yðtÞ ¼
Z

T

ds �ðt � sÞxðsÞ

�ðt � sÞ ¼ 1 for s < t; 0 otherwise ½34�
Let X be the space of square-integrable functions
on T and Y be an L2, 1 space (square-integrable
function for which the first derivative is also square
integrable) then L maps the canonical quadratic
form on X into the canonical quadratic form on Y,
hence the canonical Gaussian on X into the
canonical Gaussian on Y. The identity mapping i
from Y into the space C of continuous functions
maps the canonical Gaussian on Y into the Wiener
Gaussian on C (DeWitt-Morette et al. 1979).

The linear maps [32]–[34] and their obvious
generalizations have been used for computing
explicitly many functional integrals (see Figure 2).
The basic formula readsZ

X

d�XðxÞFðxÞ ¼
Z

Y

d�YðyÞf ðyÞ; F ¼ f 	 L ½35�

where the Fourier transform F� is given by

F�Y ¼ F�X 	 ~L ½36�
~L is the transpose of the linear map L defined by

h~Ly0; xi ¼ hy0;Lxi ½37�

Computing F�Y does not require any calculation. It
can be read off eqn [36]. Computing d�Y is easy in a
number of cases such as the following:

1. Y is finite-dimensional. In other words [35] is
a cylindrical integral. Then

d�YðyÞ ¼ dy1 � � � dyD detQij

� �1=2

� exp � �
s

QðyÞ
� �

½38�

where Q(y) is an abbreviation of

QYðyÞ ¼ QYij y iy j ½39�

its inverseWY0 ðy0Þ in the sense of ½24�–½25� is

WY 0 ðy0Þ ¼Wij
Y 0y
0
iy
0
j ½40�

that is given by [36]:

WY0 ðy0Þ ¼WX0 	 ~L ½41�



438 Functional Integration in Quantum Physics
WX0 is the quadratic form defining �X by [26].
When D is small, say less than 4, and this is not an
unusual situation, it is easy to compute [38].

Example (Wiener Gaussians and Brownian
motion). The Wiener Gaussian on the space PaR
of pointed paths x : T ! R, T = [ta, tb], x(ta) = 0 is
defined by its variance [26]:

Wðx0Þ :¼
Z

T

dx0ðt0Þ
Z

T

dx0ðsÞ infðt; sÞ ½42�

Let Y be the Wiener differential space consisting of
the differences of two consecutive values of x on the
n-discretized time interval. The space Y is finite
dimensional,

L : X ! Y

by y j ¼ x tjþ1

� �
� x tj

� �
¼ h�tjþ1

� �tj
;xi

It follows from [37] that

~Ly0 ¼
X

j

y0j �tjþ1
� �tj

� �
and

d�Yð�xÞ ¼ dy1 � � � dyn 1Qn
j¼1 s�tj

� �1=2

� exp � �
s

X
j

�xj

� �2

�tj

 !
½43�

where �tj := tjþ1 � tj and �xj := x(tjþ1)� x(tj).
When s = 1 the Gaussian �Y defines the distribu-

tion of a Brownian path. The Gaussian �X of
covariance inf(t, s) is the Wiener measure. &

2. In semiclassical approximations, QX is the
Hessian (second variation) of an action functional S:

QXðhÞ ¼
d2

d�2
S xð�Þð Þ

�����
�¼0

with h ¼ @

@�
xð�Þ

����
�¼0

½44�

where {x(�)} is a one-parameter family of paths [8].
The Jacobi field technology (the Jacobi operator is
defined by [103]; a Jacobi field is a solution of
[102]) yields the inverse of WY0 and its determinants
(Cartier and DeWitt-Morette 2006); they have been
worked out for a variety of boundary conditions on
classical paths.
Volume Elements Other than Gaussian

The definition [26]–[27] of Gaussian volume ele-
ments is a particular case of volume elements on a
Banach space � defined by
Z
�

D�;Z’ ��ð’; JÞ :¼ ZðJÞ ½45�

for ’ in �, and J in the dual �0 of �. The volume
element D�, Z is defined by two continuous bounded
functionals

�: �� �0 �!C and Z : �0 �!C ½46�

In quantum field theory, ’ is a field and J is a
source. The functional Z(J) is then the Schwinger
generating functional for the n-point functions. An
axiomatic and applications of functional integrals
on � with volume elements D�, Z can be found in
(Cartier and DeWitt-Morette (1993)).

Example (Poisson volume elements) (Cartier and
DeWitt-Morette (2006) and Collins (1997)). A
Poisson random variable is a random variable N
taking values in the set N of non-negative integers
such that the probability pn that N = n is

pn :¼ PrðN ¼ nÞ :¼ expð��Þ�
n

n!
; � 
 0 ½47�

Thanks to the normalizing constant exp (��),P1
n = 0 pn = 1. The parameter � is the mean value of N:

hNi ¼ � ½48�

A record of fortuitous events occurring at random
times t0 < T1 < T2 � � � can consist either of the
number N(t) of events occurring at times less than
or equal to t, or of the waiting times

Wk ¼ Tk � Tk�1 ½49�

between two consecutive events.

When the waiting times are stochastically inde-
pendent and when

Pr t < Wk < t þ dtð Þ ¼ paðtÞ dt ½50�

paðtÞ ¼ a expð�atÞ; t > 0 ½51�

the record is a Poisson random variable. It is related
to the number of events N(t) as follows.

Let T be a finite time interval [t0, t00], and

NT ¼ Nðt00Þ �Nðt0Þ ½52�

the number of events during T. The random variable
NT follows a Poisson law [47] with mean value

�aðTÞ ¼ aðt00 � t0Þ ½53�

For mutually disjoint time intervals T(1), T(2), . . . the
random variables NT(1) , NT(2) , . . . are stochastically
independent.

Whereas the parameter � must be real non-
negative, the parameter a can be pure imaginary;
therefore, Poisson processes defined by waiting
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Figure 3 A Poisson path in X4.
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times can be used in quantum physics as well as in
probability. When a is real, it is called the decay
constant because its physical dimension is [time]�1.

A Poisson path x 2 Xn is characterized by n jumps
and the jump times during a given time interval
T = [ta, tb] (Figure 3 illustrates a Poisson path
in X4). The space X of Poisson paths is the union
of all Xn:

X ¼ [Xn ½54�

One can define a volume element Da, T on X by its
Fourier transform:Z

X

Da;Tx � exp ihx; f ið Þ :¼ exp

Z
T

dt a eif ðtÞ
	 


½55�

Here a path x 2 Xn, characterized by n jump times
T1, . . . , Tn, is represented by the sum

�T1
þ � � � þ �Tn

Hence

hx; f i ¼ f T1ð Þ þ � � � þ f Tnð Þ ½56�

The dimensionless volume element on T is

dvðtÞ ¼ a dt

Therefore,

volðTÞ ¼ aT; T ¼ tb � Ta

volðXnÞ ¼ anTn=n! ½57�

volðXÞ ¼ exp volðTÞð Þ ½58�

and it makes sense to write formally

X ¼ exp T

It can be proved that the volume element Da, Tx is a
measure, in the technical sense of the word (Cartier
and DeWitt-Morette 2006).
Functional integration on spaces of Poisson paths
have been used extensively in solutions of Klein–
Gordon equations, the telegrapher equation and the
Dirac equation (Cartier and DeWitt-Morette 2006).

Other volume elements of interest in quantum
physics include (LaChapelle 2004):

� gamma volume elements, which are to gamma
probability distributions what Gaussian volume
elements are to Gaussian probability distribu-
tions; and
� Hermite volume elements convenient for integrat-

ing Wick-ordered polynomials.

A Dirac ‘‘�-function’’ is formally the limit of a
Gaussian integral. Formally, one can introduce a Dirac
functional volume element as the limit of a Gaussian
volume element.
The Koszul Formula

There are several roadblocks on the road from finite
to infinite-dimensional spaces. For instance, a
volume in a D-dimensional space is a top-differential
form, that is, a D-form. There is no top-form in an
infinite-dimensional space – neither on Grassmann
manifolds since Grassmann forms are totally sym-
metric tensors. A D-form in RD has only one strict
component and is equivalent to a scalar density of
weight 1, but scalar densities of weight 1 do not
form an algebra.

For these reasons, volume elements have so far
been defined by integrals [26], [27], [43], and [55].
Short of giving an explicit expression for their
differential forms, one can require them to satisfy
the Koszul formula

LX! ¼ DivðXÞ! ½59�

where ! is a volume element on a Banach space X,
X a vector field generating a group of transforma-
tions on X, LX the Lie derivative defined by X, and
Div(X) the standard generalization of div(ergence)
on finite-dimensional spaces (see, e.g., Cartier and
DeWitt-Morette (2006) for the explicit expression of
divergences on Riemannian, symplectic, Grassmann
manifolds). The Koszul formula dictates how a
volume element changes under a group of
transformations.

It often happens that an object cannot be defined
per se, but that it is sufficient to define its variation. For
example, one does not define potentials, but potential
differences; the ratio of infinite-dimensional determi-
nants can be defined without defining each determi-
nant; the work of Wiener on ‘‘differential-spaces,’’
which is a landmark in functional integration, is based
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on differences between two consecutive values of a
function, etc. Similarly, the Koszul formula does not
define ! but gives its variation LX!.
The Operator Formalism of Quantum
Physics

Functional integrals can be used to represent
operator matrix elements, and solutions of the
Schrödinger equation.

1. Matrix elements of operators on Hilbert spaces.
Symbolically,

h�j exp �iHt=�hð Þj�i ¼
Z

X��

Dx exp iSðxÞ=�hð Þ ½60�

The domain of integration X�� is a space of paths
x on [t, 0] satisfying initial conditions that
characterize the quantum state �, and final
conditions that characterize the quantum state �.
The action functional S yields the Hamiltonian H.

A key property of path integrals is their
representations of matrix elements of time-
ordered operators. The path parameter (time,
scale, or any other parameter) provides the
operator ordering [11]. A simple example is the
two-point function of the Wiener measure [42]:Z

X

d�ðxÞ xðtÞxðsÞ ¼ infðt; sÞ ½61�

The function integral orders the time, that is, the
argument of the variable of integration. In
quantum field theory, time ordering becomes a
chronological ordering dictated by light cones.

2. Schrödinger equation and other parabolic equa-
tions (Cartier and DeWitt-Morette 2006).

The following theorem provides the mathematical
underpinning for a great variety of functional inte-
grals. It also provides a construction of functional
integrals, which begins with the symmetries of a given
physical system rather than its action functional. The
theorem consists of two parts: the definition of a
functional integral, and the partial differential equa-
tion satisfied by the value of the functional integral, as
a function of a set of parameters.

Given a manifold M, consider the contractible
space P0M of pointed L2, 1 paths over T = [ta, tb]:

x : T !M; e:g:, xðtbÞ ¼ xb;

i:e:, x 2 P0M ½62�

Given Dþ 1 vector field Y, {X(�)}, generators of
group of transformations on M, define a map

P : P0RD ! PbM by z! x ½63�
explicitly

dxðt; zÞ ¼ Xð�Þ xðt; zÞð Þdz� þ Y xðt; zÞð Þdt ½64�

xðtb; zÞ ¼ xb; zðtbÞ ¼ 0 ½65�

In general, the vector fields do not commute and the
solution of [64]–[65] is of the form

xðt; zÞ ¼ xb �
X
ðt; zÞ ½66�

where �(t, z) is an element of a group of right
actions on M, defined by the Dþ 1 generators Y,
{X(�)}:

xb �
X

t þ t0; z� z0ð Þ ¼ xb �
X
ðt; zÞ �

X
ðt0; z0Þ

The path z defined on [ta, t] is followed by the path
z0 on [t, t0].

Consider the following functional integral over
P0RD of a functional of paths on PbM:

UT�ð ÞðxbÞ :¼
Z
P0RD

Ds;Qz exp ��
s

QðzÞ
� �

� � xb �
X
ðt; zÞ

� �
½67�

where

QðzÞ ¼
Z

T

dt h�� _z�ðtÞ _z�ðtÞ ½68�

The functional (UT�) at xb is a function �(T, xb). It
is a solution of the generalized Schrödinger equation,

@�

@T
¼ s

�
h��LXð�ÞLXð�Þ�þ LY� ½69�

This equation is valid on manifolds M (e.g., frame
bundles, U(N) bundles, multiply connected spaces,
symplectic manifold phase space) in arbitrary sys-
tems of coordinates.

Example (Polar coordinates on RD). Let us
abbreviate z�(t) to z�, x1(t) to r, and x2(t) to �. It
follows from

z1 ¼ r cos �; z2 ¼ r sin � ½70�

that

dr ¼ cos � � dz1 þ sin � � dz2

¼: X1
ð1Þdz1 þX1

ð2Þdz2

d� ¼ � sin �

r
dz1 þ cos �

r
dz2

¼: X2
ð1Þdz1 þX2

ð2Þdz2

8>>>>>>>><
>>>>>>>>:

½71�
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The dynamical vector fields are, therefore,

Xð1Þ ¼ cos �
@

@r
� sin �

r

@

@�
½72�

Xð2Þ ¼ sin �
@

@r
þ cos �

r

@

@�
½73�

Here h�� = ��� and eqn [69] reads

@�

@t
¼ s

4�

@2

@r2
þ 1

r2

@2

@�2
þ 1

r

@

@r

	 

� ½74�

This example is trivial because x(t, z) is not a
functional of z but a function of z(t) given by [70].
In the following example, x(t, z) is a functional of z.

Example (Paths with values on a Riemannian
manifold (MD, g)). Consider the frame bundle over
MD and a connection 	 defining the horizontal lift
_
(t) of a vector _x(t),

_
ðtÞ ¼ 	ð
ðtÞÞ � _xðtÞ ½75�

In order to bring eqn [75] in the form [64], we think
of a frame u(t) as a linear map from RD into the
tangent space Tx(t)M

D:

uðtÞ : RD ! TxðtÞM
D ½76�

Let

_zðtÞ :¼ uðtÞ�1 _xðtÞ ½77�

Choose a basis {e(A)} in RD and {e(�)} in Tx(t)M
D

such that

_zðtÞ ¼ _zAðtÞeðAÞ ¼ uðtÞ�1ð _x�ðtÞeð�ÞÞ ½78�

Insert u(t) 	 u(t)�1 into [75], then

_
ðtÞ ¼ XðAÞ 
ðtÞð Þ _zAðtÞ ½79�

where the dynamical vector fields are

XðAÞð
ðtÞÞ ¼ ð	ð
ðtÞÞ 	 uðtÞÞ � eðAÞ ½80�

The construction [64]–[69] gives a parabolic equation
on the bundle. If the connection 	 is the metric
connection, then the parabolic equation on the bundle
gives, by projection on the base space, the parabolic
equation with the Laplace–Beltrami operator. Expli-
citly, the projection on the base space of [67] is

 tb; xbð Þ :¼
Z
PbRD

Ds;QðzÞ exp ��
s

QðzÞ
� �

� � Dev zð ÞðtaÞð Þ ½81�

where Dev is the Cartan development map, namely
the bijection, defined by [82], from the space of
pointed paths z on TbMD (identified to RD via the
frame uB) into the space of pointed paths x on MD

(paths such that x(tb) = xb):

	 	 
ð ÞðtÞ ¼: Dev zð ÞðtÞ ½82�

	 is the projection on the base space. The path
integral [81] is the solution of the equations

@

@tb
 ðtb; xbÞ ¼

s

4�
� ðtb; xbÞ ½83�

 ðta; xÞ ¼ �ðxÞ ½84�

where � is the Laplace–Beltrami operator on (MD, g),

� ¼ gijDiDj ½85�

and Di is the covariant derivative defined by the
Riemann connection 	.
Semiclassical Expansions

Classical mechanics is a limit of quantum
mechanics; therefore, it is natural to expand the
action functional S of a given system around, or
near, its classical value – namely its minimum S(q),
where q is a solution of the Euler–Lagrange
equation,

S0ðqÞ ¼ 0 ½86�

Set

SðxÞ ¼SðqÞ þ S0ðqÞ � � þ 1

2!
S00ðqÞ � ��

þ 1

3!
S000ðqÞ � ��� þ � � � ½87�

where x 2 X is a path

x : T !MD

and �, � 2 TqX is a vector field at q 2 X. The second
variation of S is called its Hessian

S00ðqÞ�� ¼: Hess q; �; �ð Þ ½88�

The arena of semiclassical expansions of a func-
tional integral schematically written as

I ¼
Z

Xa;b

Dx exp iSðxÞ=�hð Þ � �ð x tað Þð ÞÞ ½89�

consists of the intersection Ua, b of two spaces
Xa, b � X the space of paths satisfying D initial
conditions (a) and D final conditions (b), and
U2D(S) the space of critical points of S

q 2 U2DðSÞ; S0ðqÞ ¼ 0 ½90�

Ua;b :¼ Xa;b \U2DðSÞ ½91�
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Figure 4 Intersection of the space Pa, bMD (abbreviated to

Xa, b ) of paths on MD with fixed points, and the 2D-dimensional

space U2D (S) of critical points of the system S. (Adapted from a

Plenum Press publication with permission by Springer-Verlag.)
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The nature of the intersection Ua, b determines the
behavior of the system S. Figure 4 shows the
intersection of the space Xa, b of paths on MD with
fixed points. It also shows the space U2D(S) of
critical points of S.

We consider first the case in which Ua, b consists
of a single point q, or several isolated points q(i). The
semiclassical expansion consists in dropping the
terms beyond the Hessian:

IWKB :¼
Z

Xb

D� exp
2�i

h

	
SðqÞ þ 1

2
S00ðqÞ � ��


	 

� �ðxðtaÞÞ ½92�

where the initial wave function � accounts for the D
initial conditions of the system, and Xb is the space
of pointed paths

xðtbÞ ¼ xb; and �ðtbÞ ¼ 0 for every x 2 Xb ½93�
WKB Approximations

The integral IWKB is the Gaussian defined by the
Hessian. Explicit calculations of IWKB exploit the
power of Jacobi fields of S at q.

Example (Momentum-to-position transitions) (e.g.,
Cartier and DeWitt-Morette 2006). We have

IWKBðxb; tb; pa; taÞ¼ exp
2�i

h
S qðtbÞ; pðtaÞð Þ

� det
@2S

@qiðtbÞ@pjðtaÞ

	 
1=2

½94�

where S is the action function (a.k.a. Hamilton’s
principal function)

S qðtbÞ; pðtaÞð Þ ¼ SðqÞ þ hpa; xðtaÞi ½95�

where the classical path q is characterized by its
initial momentum pa and its final position xb. The
proof of [94] rests on the following property of
quadratic forms Q. Let L : X ! Y linearly and

QX ¼ QY 	 L ½96�

According to the notations used in [26], [27],Z
X

DXðxÞ exp � �
s

QXðxÞ
� �

¼ 1 ½97�

According to [35], [27],

1 ¼
Z

X

DXðxÞ exp � �
s

QXðxÞ
� �

¼
Z

Y

DYðLxÞ exp � �
s

QYðLxÞ
� �

½98�

¼ jdetLj
Z
DYðxÞ exp � �

s
QXðxÞ

� �
½99�

If s = 1, that is, if QX and QY are positive definite,
thenZ

X

DYðxÞ exp��QXðxÞð Þ ¼¼ det QX=QYð Þ�1=2 ½100�

If s = i, that is, for Feynman integralsZ
X

DYðxÞ exp ��QXðxÞð Þ

¼ det QX=QYð Þj j�1=2iIndðQX=QY Þ ½101�

where ‘‘Ind(QX=QY)’’ is the ratio of the numbers of
negative eigenvalues of QX and QY respectively, and
i =

ffiffiffiffiffiffi
�1
p

= ei�=2.

Equation [100] is a key equation for semiclassical
expansions where it is convenient to break up the
second variation S00(q)�� into two quadratic forms:

S00ðqÞ�� ¼ Q0ð�Þ þQð�Þ ½102�

where Q0 is the kinetic energy. The quadratic form
Q0 is a convenient Gaussian volume element for
computing [92]. Moreover, splitting the Hessian
into Q0 þQ corresponds to splitting the system into
a ‘‘free’’ system and a perturbation.

In eqns [100] and [101] the determinant of the
ratios of the infinite-dimensional quadratic forms
QX=QY have been shown (Cartier and DeWitt-
Morette 2006) to be a finite-dimensional determi-
nant, thanks to Jacobi field technology.
Degenerate Hessians; Beyond WKB

When Ua, b consists of isolated points, the Hessian is
not degenerate, and the semiclassical expansion is
usually called the (strict) WKB approximation.
When the Hessian is degenerate,

S00ðqÞ�� ¼ 0 for � 6¼ 0 ½103�



Figure 5 A flow of particles scattered by a repulsive Coulomb

potential. (Reprinted from Physical Review D with permission by

the American Physical Society.)
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there is at least one nonzero Jacobi field h along q,

S00ðqÞh ¼ 0; h 2 TqU2DðSÞ ½104�

with D vanishing initial conditions (a) and D
vanishing final conditions (b). Equation [104] is
the defining equation of Jacobi fields. The vanishing
boundary conditions imply that h 2 TqXa, b as well
as being a Jacobi field.

For understanding the intersections Ua, b when the
Hessian is degenerate, one can construct the follow-
ing basis for the intersecting tangent spaces
TqU2D(S) and TqXa, b:

� Basis for TqU2D(S): a complete set (if it exists) of
linearly independent Jacobi fields. It can be
constructed by varying the 2D conditions (a), (b)
satisfied by q 2 Xa, b.
� Basis for TqXa, b: a complete set of orthonormal

eigenvectors {�k} of the Jacobi operator J (q)
defined by the Hessian

S00ðqÞ � �� ¼: hhJ ðqÞ; �i; �i ½105�

J ðqÞ�k ¼ �k�k; k 2 f0; 1; . . .g ½106�

The basis {�k} diagonalizes the Hessian. When
the Hessian is degenerate, there is at least one
eigenvector of J (q) with zero eigenvalue.

1. The intersection Ua, b is of dimension l > 0. Let
{uk} be the coordinates of � in the {�k} basis of
TqXa, b. Then the diagonalized Hessian is

S00ðqÞ � �� ¼
X1
k¼0

�kðukÞ2 ½107�

There are l zero eigenvalues {�k} when the system of
Euler–Lagrange equations decouples (possibly after
a change of variable in Xa, b) into two sets: l
constraint equations, and D� l equations determin-
ing D� l coordinates {qA} of q. Say l = 1, for
simplicity. Then

SðxÞ¼SðqÞ þ c0u0 þ 1

2

X1
k¼1

�kðukÞ2

þOðjuj3Þ ½108�

where

c0 ¼
Z

T

dt
�S
�qjðtÞ�

j
0ðtÞ ½109�

The change of variable � ! {uk} is a linear change
of variable of type [33]. The integral [92]
decomposes into the product of an ordinary integral
over u0 and a Gaussian functional integral defined
by a nondegenerate quadratic form. The integral
over u0 yields a Dirac �-function, �(c0=h). The
propagator vanishes unless the conservation law
c0 = 0 is satisfied.

Conservation laws appear in the classical limit of
quantum physics. The quantum system may have
less symmetry than its classical limit.

2. The intersection Ua, b is a multiple root of the
Euler–Lagrange equation. The flow of classical
solutions has an envelope, known as a caustic.
Caustics abound in physics: the soap bubble
problem, scattering of particles by a repulsive
Coulomb potential (see Figure 5), rainbow scatter-
ing from a source at infinity, glory scattering etc.
(Cartier and DeWitt-Morette 2006).

Let us consider a specific example for simplicity.
For instance, the scattering of particles of given
momenta pa by a repulsive Coulomb potential.
Let q and q� be two solutions of the Euler–
Lagrange equation with slightly different boundary
conditions at tb. Compute I(x�

b , tb; pa, ta) by expand-
ing the action functional not around q� but around q.
The path q� is not in Xa, b and the expansion of the
action functional has to be carried up to and including
the third variation. As before, let {uk} be the
coordinates of � in the base {�k}, k 2 {0, 1 . . . }. The
integral over u0 is an Airy integral


�1=3Ai 
�1=3c
� �Z

R

du0 exp i cu0 þ 

3

u0
� �3

� �� �
½110�

where


 ¼�
�h

Z
T

dr

Z
T

ds

Z
T

dt
�3S

�q�ðrÞ�q�ðsÞ�q�ðtÞ

���
0ðrÞ�

�
0ðsÞ�

�
0ðtÞ

½111�

c ¼ � 2�

h

Z
T

dt
�S
�qðtÞ ��0ðtÞ x�

b � xb

� �
½112�
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The leading contribution of the Airy function when
h tends to zero can be computed by the stationary
phase method. When x�

b is in the ‘‘illuminated’’
region, the probability amplitude I(x�

b , tb; pa, ta)
oscillates rapidly as h tends to zero. When x�

b is in
the ‘‘dark’’ region, the probability amplitude decays
exponentially. Quantum mechanics softens up the
caustics.

The two kinds of degeneracies described in
sections (1) and (2) may occur simultaneously. This
happens, for instance, in glory scattering for which
the cross section, to leading terms in the semiclassi-
cal expansions, has been obtained by functional
integration in closed form in terms of Bessel
functions (Cartier and DeWitt-Morette 2005).

3. The intersection Ua, b is the empty set. There is
no classical solution corresponding to the quantum
transition. This phenomenon, called ‘‘tunneling’’ or
‘‘barrier penetration,’’ is a rich chapter of quantum
physics which can be found in most of the books
listed under ‘‘Further reading.’’
A Multipurpose Tool

Functional integration provides insight and techni-
ques to quantum physics not available from the
operator formalism. Just as an example, one can
quote the section ‘‘Beyond WKB’’ which has often
been dismissed in the operator formalism by stating
that ‘‘WKB breaks down’’ in such cases.

The power of functional integration stems from
the power of infinite-dimensional spaces. For
instance, compare the Lagrangian of a system with
its action functional

SðxÞ ¼
Z

T

dt L _xðtÞ; xðtÞð Þ; x 2 Xa;b

x : T !MD; S : Xa;b ! R ½113�

A classical solution q of the system can be defined
either by a solution of the Euler–Lagrange equation,
together with the boundary conditions dictated by
q 2 Xa, b or by an extremum of the action func-
tional, S0(q) = 0. The path q is a significant point in
Xa, b but it is not isolated and the Hessian S00(q)
gives much information on q, such as conservation
laws, caustics, tunneling.

A list of applications is beyond the scope of this
article. We treat only two applications, then give in
the ‘‘Further reading’’ section a short list of books
that develop such applications as polarons, phase
transitions, properties of quantum gases, scattering
processes, many-body theory of bosons and fer-
mions, knot invariants, quantum crystals, quantum
field theory, anomalies, etc.
The Homotopy Theorem for Paths Taking Their
Values in a Multiply-Connected Space

The space Xa, b of paths x

x : T !MD; x 2 Xa;b

probes the global properties of their ranges MD.
When MD is multiply connected, Xa, b is the sum of
distinct homotopy classes of paths. The integral over
Xa, b is a linear combination of integrals over each
homotopy class of paths. The coefficients of this
linear combinations are provided by the homotopy
theorem.

The principle of superposition of quantum states
requires the probability amplitude for a given
transition to be a linear combination of probability
amplitudes. It follows that the absolute value of the
probability amplitude for a transition from the state
a at ta to the state b at tb has the form

K b; tb; a; tað Þj j ¼
X
�

�ð�ÞK� b; tb; a; tað Þ
�����

����� ½114�

where K� is the interval over paths in the same
homotopy class. The homotopy theorem (Laidlaw
and Morette-DeWitt 1971) and (Schulman 1971) in
Cartier and DeWitt-Morette (2006)) states that the
set {�(�)} forms a representation of the fundamental
group of the multiply connected space MD. One
cannot label a homotopy class by an element of the
fundamental group unless one has chosen a point
c 2MD and a homotopy class for paths going from
c to a and for paths going from c to b – in brief,
unless one has chosen a homotopy mesh on MD.
The fundamental group based at c is isomorphic to
the fundamental group based at any other point of
MD but not canonically so. Therefore, eqn [114] is
only an equality between absolute values of prob-
ability amplitudes. The proof of the homotopy
theorem consists in requiring [114] to be indepen-
dent of the chosen homotopy mesh.
Application: Systems of n-Indistinguishable
Particles in RD

In order that there be a one-to-one correspondence
between the system and its configuration space,

x : T ! RD�n=Sn ¼: RD;n

where Sn is the symmetric group for n permutations;
the coincidence points in RD, n are excluded so that
Sn acts effectively on RD, n. Note that R1, n is not
connected, but R2, n is multiply connected. When
D 
 3, RD, n is simply connected and the fundamen-
tal group on RD, n is isomorphic to Sn.
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There are only two scalar unitary representations
of Sn:

�B : � 2 Sn ! 1 for all permutations �

�F : � 2 Sn !
1 for even permutations

�1 for odd permutations

�
Therefore, in R3 there are two different propagators
of indistinguishable particles:

Kbose ¼
X
�

�Bð�ÞK� ½115�

is a symmetric propagator

Kfermi ¼
X
�

�Fð�ÞK� ½116�

is an antisymmetric propagator.
The arguments leading to the existence of (scalar)

bosons and fermions in R3 fails in R2. Statistics
cannot be assigned to particles in R2; particles
‘‘without’’ statistics have been called anyons.

Application: a Spinning Top

Schulman’s analysis of the Schrödinger equation for
a spinning top (Schulmann 1968) motivated the
formulation of the homotopy theorem. Therefore,
Schulman’s results can easily be formulated as an
application of [114].

Application: Instantons (DeWitt 2004)

The homotopy theorem reformulated for functional
integrals applies to the total houtjini amplitude of
instantons in Minkowski spacetime.

Scaling Properties of Gaussians

We rewrite the definition [26] of Gaussian volume
elements asZ

X

d�GðxÞ exp �2�ihx0; xið Þ :¼ exp ��iWðx0Þð Þ ½117�

where the covariance G is defined by the variance W,

Wðx0Þ ¼ hx0;Gx0i

In quantum field theory the definition [26] readsZ
�

d�Gð’Þ exp �2�ih J; ’ið Þ :¼ exp ��iWð JÞð Þ ½118�

where ’ is a field on spacetime (Minkowski, or
Euclidean) and J is called the source. A Gaussian �G

can be decomposed into the convolution of any
number of Gaussians. For example, if

W ¼W1 þW2 �! G ¼ G1 þG2 ½119�
then

�G ¼ �G1
� �G2

½120�

Explicitly, in QFTZ
�

d�Gð’Þ exp �2�ih J; ’ið Þ

¼
Z

�

d�G2
’2ð Þ

Z
d�G1

’1ð Þ

� exp �2�ih J; ’1 þ ’2ið Þ ½121�

where

’ ¼ ’1 þ ’2 ½122�

The additive property [119] makes it possible to
express a covariance G as an integral over an
independent scale variable.

Let � 2 [0,1] be an independent scale variable.
(some authors use � 2 [1,1[ and ��1 2 [0, 1[). A
scale variable has no physical dimension:

½�� ¼ 0 ½123�

The scaling operator S� acting on a function f of
length dimension [f ] is by definition

S�f ðxÞ :¼ �½f �f x=�ð Þ ½124�

the scaling of an interval [a, b[ is given by
S�[a, b[ = {s=�js 2 [a, b[}, that is,

S�½a;b½ ¼ ½a=�; b=�½ ½125�

The scaling of a functional F is

S�Fð Þð’Þ ¼ F S�’ð Þ ½126�

In order to decompose a covariance into an integral
of scale-dependent contributions we note that a
covariance G is a two-point function [31]. In
quantum field theory [118], the engineering length
dimension of G is twice the field dimension

½G� ¼ 2½’� ½127�

Let x, y 2 spacetime and G be a Laplacian Green
function. One can introduce a scaled (truncated)
Green function

G½l0;l½ðx; yÞ :¼
Z l

l0

d�s Ss=l0u jx� yjð Þ ½128�

where

½l� ¼ 1; ½s� ¼ 1; d�s ¼ ds=s

l0 � l; ½u� ¼ ½G� ½129�

such that

lim
l0¼0;l¼1

G½l0;l ½ðx; yÞ ¼ Gðx; yÞ ½130�
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Example G(x, y) = cD=jx� yjD�2; then the only
requirement on the function u in [128] is

Z 1
0

d�rr�2½’�uðrÞ ¼ cD; ½r� ¼ 1 ½131�

All objects defined by the scaled covariance [128]
are labeled with the interval [l0, l[. For instance,
a Gaussian volume element �G[l0, l[

is abbreviated
to �[l0, l[.
A Coarse-Graining Operator

The following coarse-graining operator has been
used for constructing a parabolic semigroup equa-
tion in the scaling variable (Brydges et al. 1998):

PlF :¼ Sl=l0 � �½l0;l½ � F ½132�

where the convolution product is by definition

�½l0;l½ � F
� �

ð’Þ ¼
Z

�

d�½l0;l½ð ÞFð’þ  Þ

The coarse-graining operator Pl rescales the con-
volution of a Gaussian volume element �[l0, l[ so that
all volume elements entering the construction of the
semigroup renormalization equation are scale
independent.

Some properties of the coarse-graining operator:

� Pl2Pl1 = Pl2l1=l0 .
� The scaled eigenfunctions of the coarse-graining

operator are Wick-ordered monomials (Wurm
and Berg 2002)

Pl : ’nðxÞ : ½l0;1½ ¼
l

l0

	 
n½’�
: ’n l0

l
x

	 

: ½l0;1½ ½133�

Note that Pl preserves the scale range.
� Let H be the generator of the coarse-graining

operator

H :¼ @
�

@l
Pl

����
l¼l0

;
@�

@l
¼ l

@

@l
½134�

The semigroup renormalization equation (a.k.a.
the flow equation)

@�

@l
PlFð’Þ ¼ HPlFð’Þ

Pl0Fð’Þ ¼ Fð’Þ
½135�

Brydges et al. have applied the coarse-graining
operator to the quantum field theory known as
‘‘�’4’’ (more precisely the Wick-ordered Lagrangian
of �’4). The flow equation [135] plays the role of
the ‘‘�-function’’ equation in perturbative quantum
field theory.
Functional Integrals in Quantum Field Theory

Functional integrals in quantum field theory have
been modeled to some extent on path integrals in
quantum mechanics: mutatis mutandis, the defini-
tion [23] of Gaussian volume elements, the diagram
expansion [30], the property [36] of linear maps,
semiclassical expansions [87], the homotopy theo-
rem [114], and the scaling eqns [135] apply to
functional integrals in quantum field theory. The
time ordering encoded in a path integral becomes a
chronological ordering dictated by light cones in
functional integrals of fields on Minkowski fields.

The fundamental difference between quantum
mechanics (systems with a finite number of degrees
of freedom) and quantum field theory (systems with
an infinite number of degrees of freedom) can be
said to be ‘‘radiative corrections.’’ In quantum field
theory, the concept of ‘‘particle’’ is intrinsically
associated to the concept of ‘‘field.’’ A particle is
affected by its field. Its mass and charge are
modified by the surrounding fields, namely its own
and other fields interacting with it. One speaks of
‘‘bare mass’’ and ‘‘renormalized mass’’ when the
bare mass is renormalized by surrounding fields.
Computing radiative corrections is a delicate proce-
dure because the Green functions G defined by [25]
are singular. Regularization techniques have been
developed for handling singular Green functions.

Particles in quantum mechanics are simply particles,
and bosons and fermions can be treated separately.
Not so in quantum field theory. Therefore, the
configuration space in quantum field theory is a
supermanifold. For functional integrals in this theory,
we refer the reader to the ‘‘Further reading’’ section, in
particular to the book of A Das for an introduction, to
the book of B DeWitt for an in-depth study, and to the
book of K Fujikawa and H Suzuki for applications to
quantum anomalies.
Concluding Remarks

The key issue in functional integration is the domain
of integration, that is, a function space. This infinite-
dimensional space, say X, cannot be considered as
the limit n =1 of Rn.

Concepts of RD stated without reference to D are
likely to be meaningful on X. Other approaches
which have been used for exploring X are

� projective system of finite-dimensional spaces
coherently defined on X (DeWitt-Morette et al.
1979),
� one-parameter curves on X (Figure 1), and
� projecting X on finite-dimensional spaces (cylind-

rical integrals).
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Functional integration has advanced our under-
standing of infinite-dimensional spaces, and like all
good mathematical tools, it improves with usage.

See also: BRST Quantization; Euclidean Field Theory;
Feynman Path Integrals; Infinite-Dimensional
Hamiltonian Systems; Knot Theory and Physics;
Malliavin Calculus; Path Integrals in Noncommutative
Geometry; Quantum Mechanics: Foundations; Stationary
Phase Approximation; Topological Sigma Models.
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Introduction

Several asymptotic problems in the calculus of
variations lead to the following question: given a
sequence F k of functionals, defined on a suitable
function space, does there exist a functional F such
that the solutions of the minimum problems for F k

converge to the solutions of the corresponding
minimum problems for F? �-convergence, introduced
by Ennio De Giorgi and his collaborators in 1975, and
developed as a powerful tool to attack a wide range of
applied problems, provides a unified answer to this
kind of question.

Definition and Main Properties

Let U be a topological space with a countable
base and let F k be a sequence of functions defined
on U with values in the extended real line
R := R [ {�1, þ1}. We say that F k �-converges
to a function F :U ! R, or that F is the �-limit of
F k, if for every u 2 U the following conditions are
satisfied:

1. For every sequence uk converging to u in U we
have

FðuÞ � lim inf
k!1

F kðukÞ

2. There exists a sequence uk converging to u in U
such that

FðuÞ ¼ lim
k!1
F kðukÞ

Property (1) appears to be a variant of the usual
definition of lower semicontinuity. Property (2)
requires the existence, for every u 2 U, of a ‘‘recovery
sequence,’’ which provides an approximation of the
value of F at u by means of values attained by F k

near u.

It follows immediately from the definition that,
if F k �-converges to F , then F k þ G �-converges to
F þ G for every continuous function G :U ! R.

The first general property of �-limits is lower
semicontinuity: if F k �-converges to F , then F is
lower semicontinuous on U; that is,

FðuÞ � lim inf
k!1

FðukÞ

for every u 2 U and for every sequence uk converg-
ing to u in U.

Another important property of �-convergence is
compactness: every sequence F k has a �-convergent
subsequence.

For every k assume that the function F k has a
minimum point uk. The following property is the
link between �-convergence and convergence of
minimizers: if F k �-converges to F and uk con-
verges to u, then u is a minimum point of F and
F k(uk) converges to F (u), hence

min
v2U
FðvÞ ¼ lim

k!1
min
v2U
F kðvÞ ½1�

Under suitable coerciveness assumptions, the
convergence of uk is obtained by a compactness
argument. We recall that a sequence of functions F k

is said to be equicoercive if for every t 2 R there
exists a compact set Kt (independent of k) such that

fu 2 U:F kðuÞ � tg � Kt ½2�

for every k.
If F k is equicoercive and �-converges to F , the

previous result implies that [1] holds. If, in addition,
F is not identically þ1, then the sequence uk of
minimizers considered above has a subsequence ukj

which converges to a minimizer u of F . The whole
sequence uk converges to u whenever F has a unique
minimizer u.

In many applications to the calculus of variations,
U is the Lebesgue space Lp(�; Rm), with � a
bounded open subset of Rn and 1 � p <þ1, but
the effective domains of the functionals F k, defined
as {u 2 U:F k(u) 2 R}, are often contained in the
Sobolev space W1,p(�; Rm), composed of all func-
tions u 2 Lp(�; Rm) whose distributional gradient



ru belongs to Lp(�; Rm�n). When one considers
homogeneous Dirichlet boundary conditions, the
effective domains of the functionals F k are often
contained in the smaller Sobolev space W1,p

0 (�; Rm),
composed of all functions of W1,p(�; Rm) which
vanish on the boundary @�, technically defined as
the closure of C10 (�; Rm) in W1,p(�; Rm).

In this case, the equicoerciveness condition [2] can
be obtained by using Rellich’s theorem, which
asserts that the natural embedding of W1,p

0 (�; Rm)
into Lp(�; Rm) is compact. Therefore, a sequence of
functionals F k defined on Lp(�; Rm) is equicoercive
if there exists a constant � > 0 such that

F kðuÞ � �
Z

�

jrujpdx

for every u 2W1,p
0 (�; Rm), while F k(u) = þ1 for

every u =2W1,p
0 (�; Rm).

Homogenization Problems

Many problems for composite materials (fibered or
stratified materials, porous media, materials with
many small holes or fissures, etc.) lead to the study
of mathematical models with many interacting scales,
which may differ by several orders of magnitude.
From a microscopic viewpoint, the systems considered
are highly inhomogeneous. Typically, in such com-
posite materials, the physical parameters (such as
electric and thermal conductivity, elasticity coeffi-
cients, etc.) are discontinuous and oscillate between
the different values characterizing each component.

When these components are intimately mixed,
these parameters oscillate very rapidly and the
microscopic structure becomes more and more com-
plex. On the other hand, the material becomes quite
simple from a macroscopic point of view, and it tends
to behave like an ideal homogeneous material, called
‘‘homogenized material.’’ The purpose of the mathe-
matical theory of homogenization is to describe this
limit process when the parameters which describe the
fineness of the microscopic structure tend to zero.

Homogenization problems are often treated by
studying the partial differential equations that
govern the physical properties under investigation.
Due to the small scale of the microscopic structure,
these equations contain some small parameters. The
mathematical problem consists then in the study of
the limit of the solutions of these equations when the
parameters tend to zero. �-convergence is a very
useful tool to obtain homogenization results for
systems governed by variational principles, which
are the only ones described in this article.

Let Q := (�1=2, 1=2)n be the open unit cube in Rn

centered at 0. We say that a function u defined on Rn is
Q-periodic if, for every z 2 Rn with integer coordi-
nates, we have u(xþ z) = u(x) for every x 2 Rn.

Let f : Rn � Rm�n ! [0,þ1) be a function such
that x 7! f (x, �) is measurable and Q-periodic on Rn

for every � 2 Rm�n and � 7! f (x, �) is convex on Rm�n

for every x 2 Rn. Given a bounded open set � � Rn

and a constant p > 1, let F " : Lp(�; Rm)! [0,þ1]
be the family of functionals defined by

F "ðuÞ :¼
R

� f x=";ruð Þ dx if u 2W1;p
0 ð�; RmÞ

þ1 otherwise

(

In the applications to composite materials, the func-
tional F " represents the energy of the portion of the
material occupying the domain �. The fact that the
energy density depends on x=" reflects the "-periodic
structure of the material, which implies that the energy
density oscillates faster and faster as "! 0.

Assume that there exist two constants � � � > 0
such that

�j�jp � f ðx; �Þ � �ð1þ j�jpÞ ½3�

for every x 2 � and every � 2 Rm�n. Then for every
sequence "k ! 0 the functionals F "k

�-converge to
the functionalF hom : Lp(�; Rm)! [0,þ1] defined by

F homðuÞ :¼
R

� fhomðruÞ dx if u 2W1;p
0 ð�; RmÞ

þ1 otherwise

(

½4�

The integrand fhom : Rm�n ! [0,þ1) is obtained by
solving the cell problem

fhomð�Þ :¼ min
w2W1;p

per ðQ;RmÞ

Z
Q

f ðx; � þrwÞ dx ½5�

where W1,p
per (Q; Rm) denotes the space of functions

w 2W1,p
loc (Rn; Rm) which are Q-periodic.

The function fhom is always convex and satisfies
[3]. If it is strictly convex, the basic properties of
�-convergence imply that for every g 2 Lq(�; Rm),
with 1=pþ 1=q = 1, the solutions u" of the minimum
problems

min
v2W1;p

0
ð�;RmÞ

Z
�

f
x

"
;rv

� �
� gðxÞv

h i
dx ½6�

converge in Lp(�; Rm), as "! 0, to the solution u of
the minimum problem

min
v2W1;p

0
ð�;RmÞ

Z
�

fhomðrvÞ � gðxÞv½ � dx ½7�
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Similar results can be proved for nonhomogeneous
Dirichlet boundary conditions, as well as for
Neumann boundary conditions.

In the special case m = 1, p = 2, and

f ðx; �Þ ¼ 1

2

Xn

i;j¼1

aijðxÞ�j �i ½8�

with aij(x) Q-periodic, the function fhom takes the
form

fhomð�Þ ¼
1

2

Xn

i;j¼1

ahom
ij �j �i

for suitable constant coefficients ahom
ij .

By considering the Euler equations of the prob-
lems [6] and [7] in this special case, from the
previous result we obtain the homogenization
theorem for symmetric elliptic operators in diver-
gence form, which asserts that for every g 2 L2(�)
the solutions u" of the Dirichlet problems

�
Xn

i;j¼1

Di aij
x

"

� �
Dju"ðxÞ

� �
¼ gðxÞ on �

u"ðxÞ ¼ 0 on @�

converge in L2(�) to the solution u of the Dirichlet
problem

�
Xn

i;j¼1

ahom
ij DiDjuðxÞ ¼ gðxÞ on �

uðxÞ ¼ 0 on @�

An extensive literature is devoted to precise
estimates of the homogenized coefficients ahom

ij ,
depending on various structure conditions on the
periodic coefficients aij(x). Some of these esti-
mates are based on a clever use of the variational
formula [5].

Explicit formulas for ahom
ij are known in the case

of layered materials, which correspond to the case
where Rn is periodically partitioned into parallel
layers on which the coefficients aij(x) take constant
values.

Easy examples show that, even if the composite
material is isotropic at a microscopic layer (i.e.,
aij(x) = a(x)�ij for some scalar function a(x)), the
homogenized material can be anisotropic (i.e.,
ahom

ij 6¼ a�ij), due to the anisotropy of the periodic
function a(x), which describes the microscopic
distribution of the different components of the
composite material.

In the vector case m > 1, the convexity hypothesis
on � 7! f (x, �) is not satisfied by the most interesting
functionals related to nonlinear elasticity. If � 7! f (x, �)
is not convex, one can still prove that F "k

�-converges

to a functional F hom : Lp(�; Rm)! [0,þ1] of the
form [4], but this time fhom : Rm�n ! [0,þ1) cannot
be obtained by solving a problem in the unit cell.
Instead, it is given by the asymptotic formula

fhomð�Þ :¼ lim
R!1

1

Rn
min

w2W1;p
0
ðQR;RmÞ

Z
QR

f ðx; � þrwÞ dx

where QR := (�R=2, R=2)n is the open cube of side
R centered at 0. Similar formulas can be obtained
for quasiperiodic integrands f and for stochastic
homogenization problems.

In the nonperiodic case one can prove that, if
g" : Rn � Rm�n ! [0,þ1) are arbitrary Borel func-
tions satisfying [3], with constants independent of ",
and G" : Lp(�; Rm)! [0,þ1] are defined by

G"ðuÞ :¼
R

� g"ðx;ruÞ dx if u 2W1;p
0 ð�; RmÞ

þ1 otherwise

(

then there exists a sequence "k ! 0 such that the
functionals G"k

�-converge to a functional G of the
form

GðuÞ :¼
R

� gðx;ruÞ dx if u 2W1;p
0 ð�; RmÞ

þ1 otherwise

(

with g satisfying [3].
In this case, no easy formula provides the integrand

g(x, �) in terms of simple operations on the integrands
g"k

(x, �). The indirect connection between these
integrands can be obtained by introducing the
functions M"(x, �, �) defined, for x 2 �, � 2 Rm�n,
and 0 < � < dist(x, @�), by

M"ðx; �; �Þ :¼ min
w2W1;p

0
ðBðx;�ÞÞ

Z
Bðx;�Þ

g"ðy; � þrwÞ dy

where B(x, �) is the open ball with center x and radius
�. These functions describe the local behavior of the
integrands g" in some special minimum problems. The
sequence G"k

�-converges to G if and only if

gðx; �Þ ¼ lim inf
�!0

lim inf
k!1

M"k
ðx; �; �Þ
jBðx; �Þj

¼ lim sup
�!0

lim sup
k!1

M"k
ðx; �; �Þ
jBðx; �Þj

for almost every x 2 � and every � 2 Rm�n.
Similar results have also been proved for integral

functionals of the form

G"ðuÞ :¼
R

� g"ðx; u;ruÞ dx if u 2W1;p
0 ð�; RmÞ

þ1 otherwise

(

under suitable structure conditions for the inte-
grands g".
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Perforated Domains

In some homogenization problems, the integrand is
fixed, but the domain depends on a small parameter "
and its boundary becomes more and more fragmented
as "! 0. A typical example is given by periodically
perforated domains with small holes. Given a
bounded open set � � Rn and a compact set K � Q,
both with smooth boundaries, for every " > 0 we
consider the perforated sets

�" :¼ �n
[

z2Z"
�

ð"zþ "KÞ ½9�

where Z"
� is the set of vectors z 2 Rn with integer

coordinates such that "zþ "Q � �.
Given g 2 L2(�), let F " : L2(�)! [0,þ1] be the

functionals defined by

F "ðuÞ :¼
R

�"

1
2 jruj2 � gu
h i

dx if u 2W1;2
0 ð�Þ

þ1 otherwise

(

½10�

Minimizing [10] is equivalent to solving the mixed
problems

��u" ¼ g on �"

u" ¼ 0 on @� ½11�
@u"
@�
¼ 0 on @�"n@�

The homogenization formula [5] is still valid, with
minor modifications. It leads to a matrix of
coefficients ahom

ij such that

Xn

i;j¼1

ahom
ij �j�i :¼ min

w2W1;2
per ðQÞ

Z
QnK
j� þrwj2 dx

for every � 2 Rn. For every sequence "k ! 0 the �-limit
of the functionals F "k

is the functional F : L2(�)!
[0,þ1] defined by

FðuÞ :¼

R
�

1

2

Xn

i;j¼1

ahom
ij Dju Diu�mgu

" #
dx

if u 2W1;2
0 ð�Þ

þ1 otherwise

8>>>><
>>>>:

where m := jQnKj is the volume fraction of the
sets �".

Since a slight modification of the functionals F "

satisfies an equicoerciveness condition, it follows
from the basic properties of �-convergence that the
solutions u" of the mixed problems [11] in the
perforated domains [9], extended to the holes so
that u" are harmonic on �n ��" and u" 2W1,2

0 (�),

converge in L2(�) to the solution u of the Dirichlet
problem

�
Xn

i;j¼1

ahom
ij DiDju ¼ mg on �

u ¼ 0 on @�

Therefore, the asymptotic effect of the small holes
with Neumann boundary condition is a change in
the coefficients of the elliptic equation.

In the case of Dirichlet boundary conditions, it is
interesting to consider perforated domains with
holes of a different size, namely

�" :¼ �n
[

z2Z"
�

ð"zþ "n=ðn�2ÞKÞ ½12�

with "n=(n�2) replaced by exp (�1="2) if n = 2, while
the case n = 1 gives only trivial results.

Given g 2 L2(�), let G" : L2(�)! [0,þ1] be the
functionals defined by

G"ðuÞ :¼
R

�"

1
2 jruj2�gu
h i

dx if u2W1;2
0 ð�"Þ

þ1 otherwise

(
½13�

Minimizing [13] is equivalent to solving the Dirichlet
problems

��u" ¼ g on �"

u" ¼ 0 on @�"

�
½14�

For every sequence "k ! 0 the �-limit of the
functionals G"k

is the functional G : L2(�) ! [0,þ1]
defined by

GðuÞ :¼
R

�
1
2 jruj2þ c

2u2�gu
h i

dx if u2W1;2
0 ð�Þ

þ1 otherwise

(

where, for n� 3,

c :¼ capðKÞ :¼ inf
w2C1c ðRnÞ
w¼1 on K

Z
Rn
jrwj2dx

Since a slight modification of the functionals G"
satisfies an equicoerciveness condition, it follows
from the basic properties of �-convergence that the
solutions u" of the Dirichlet problems [14] in the
perforated domains [12], extended as zero on
� n �", converge in L2(�) to the solution u if the
Dirichlet problem

��uþ cu ¼ g on �

u ¼ 0 on @�
½15�

In the electrostatic interpretation of these problems,
the boundary @�" is a conductor kept at potential
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zero. The extra term cu in [15] is due to the electric
charges induced on @�" by the charge distribution g.

These results on Dirichlet and Neumann boundary
conditions have been extended to more general
functionals and also to a wide class of nonperiodic
distributions of small holes.

Dimension Reduction Problems

In the study of thin elastic structures, like plates,
membranes, rods, and strings, it is customary to
approximate the mechanical behavior of a thin three-
dimensional body by an effective theory for two- or
one-dimensional elastic bodies. �-convergence provides
a useful tool for a rigorous deduction of the lower-
dimensional theory.

Let us focus on the derivation of plate theory from
three-dimensional finite elasticity. The reference
configuration of the thin three-dimensional elastic
body is a cylinder of the form

�" :¼ S� � "
2
;
"

2

� �
where " > 0 and S is a bounded open subset of R2

with smooth boundary. We assume that the body is
hyperelastic, with stored elastic energyZ

�"

WðruÞ dx

where u : �" ! R3 is the deformation. The energy
density W : R3�3! [0,þ1], depending on the
material, is continuous and frame indifferent; that
is, W(QF) = W(F) for every rotation Q and every
F 2 R3�3, where QF denotes the usual product of
3�3 matrices. We assume that W vanishes on the
set SO(3) of rotations, is of class C2 in a
neighborhood SO(3), and satisfies the inequality

WðFÞ � � dist2ðF;SOð3ÞÞ for every F 2 R3�3 ½16�

with a constant � > 0.
Plate theory is obtained in the limit as "! 0 when

the densities of the volume forces applied to the
body have the form "2f (x1, x2), with f 2 L2(S; R3).
We assume that f is balanced; that is,Z

�"

f dx ¼ 0;

Z
�"

x ^ f dx ¼ 0

Stable equilibria are then obtained by minimizing
the functionalsZ

�"

WðruÞ � "2f � u
� �

dx ½17�

on W1,2(�"; R3).

To study the behavior of [17] as "! 0, it is
convenient to change variables, so that the scaled
deformations v(x1, x2, x3) := u(x1, x2, "x3) are
defined on the same domain

� :¼ S� � 1

2
;
1

2

� �
The scaled energy density W" : R3�3 ! [0,þ1] is
then defined as

W"ðF1jF2jF3Þ :¼W F1jF2j
1

"
F3

� �

where (F1jF2jF3) denotes the 3�3 matrix with
columns F1, F2, and F3. This implies thatZ

�"

WðruÞ � "2 f � u
� �

dx

¼ "
Z

�

W"ðrvÞ � "2 f � v
� �

dx

The asymptotic behavior of the minimizers of
these functionals can be obtained from the knowl-
edge of the �-limit of the functionals
F " : L2(�; R3)! [0,þ1] defined by

F "ðvÞ :¼
1

"2

Z
�

W"ðrvÞ dx if v 2W1;2ð�; R3Þ

þ1 otherwise

8<
:

Let us fix a sequence "k ! 0. The �-limit of F "k

turns out to be finite on the set �(S; R3) of all
isometric embeddings of S into R3 of class W2,2; that
is, v 2 �(S; R3) if and only if v 2W2, 2(S; R3) and
(rv)Trv = I a.e. on S. The elements of �(S; R3) will
be often regarded as maps from � into R3,
independent of x3.

To describe the �-limit, we introduce the quad-
ratic form Q3 defined on R3�3 by

Q3ðFÞ :¼ 1
2 D2WðIÞ½F; F�

which is the density of the linearized energy for the
three-dimensional problem, and the quadratic form Q2

defined on the space of symmetric 2� 2 matrices by

Q2

a11 a12

a12 a22

� �

:¼ min
ðb1;b2;b3Þ2R3

Q3

a11 a12 b1

a12 a22 b2

b1 b2 b3

0
B@

1
CA

The �-limit of F "k
is the functional F : L2

(�; R3)! [0,þ1] defined by

FðvÞ :¼
1
12

R
� Q2ðAÞ dx if v 2 �ðS; R3Þ

þ1 otherwise

�
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where A(x1, x2) denotes the second fundamental
form of v; that is,

Aij :¼ �DiDjv � � ½18�

with normal vector � := D1v ^D2v.
The equicoerciveness of the functionals F " in

L2(�; R3) is not trivial for this problem: it follows
from [16] through a very deep geometric rigidity
estimate which generalizes Korn’s inequality
(see Friesecke et al. (2002)). The basic properties of
�-convergence imply that

min
u2W1;2ð�";R

3Þ

Z
�"

WðruÞ � "2f � u
� �

dx

¼ "3 min
v2�ðS;R3Þ

Z
S

1

12
Q2ðAÞ � f � v

	 

dx0 þ oð"3Þ

with x0 := (x1, x2) and A defined by [18].
For every " > 0 let u" be a minimizer of [17] and let

v"(x1, x2, x3) := u"(x1, x2, "x3). Then the basic proper-
ties of �-convergence imply that there exists a sequence
"k ! 0 such that v"k

(x1, x2, x3) converges in L2(�; R3)
to a solution v(x1, x2) of the minimum problem

min
v2�ðS;R3Þ

Z
S

1

12
Q2ðAÞ � f � v

	 

dx0 ½19�

These results provide a sound mathematical justification
of the reduced two-dimensional theory of plates based
on the minimum problem [19].

Similar results have been proved for shells,
membranes, rods, and strings.

Phase Transition Problems

The Cahn–Hilliard gradient theory of phase transi-
tions deals with a fluid with mass m, under
isothermal conditions, confined in a bounded open
subset � of Rn with smooth boundary, whose Gibbs
free energy, per unit volume, is a prescribed function
W of the density distribution u. Given a small
parameter " > 0, the energy functional F " : L1(�)!
[0,þ1] has the form

F "ðuÞ :¼
R

� WðuÞþ "2jruj2
h i

dx if u2AðmÞ

þ1 otherwise

8<
: ½20�

where A(m) is the set of all functions u2W1,2(�)
with

R
� u=m.

We assume that W : R! [0,þ1) is continuous
and that there exist �, � 2 R, with �j�j < m < �j�j,
such that W(t) = 0 if and only t =� or t = �.
Moreover, we assume that W(t)!þ1 as t!	1.
In the minimization of F ", the Gibbs free energy
W(u) favors the functions whose values are close to �

and �, which represent the pure phases, while the
gradient term penalizes the transitions between
different phases.

It is easy to see that for every sequence "k! 0
the sequence F "k

�-converges to the functional
F : L1(�)! [0,þ1] defined by

FðuÞ :¼
R

� WðuÞ dx if
R

� u ¼ m

þ1 otherwise

�

The set M(�, �, m) of minimum points of F is
composed of all measurable functions u on � which
take only the values � and � (on E� and E�,
respectively), and satisfy the mass constraint �jE�j þ
�jE�j= m, which is equivalent to

jE�j ¼
� j�j �m

� � � ½21�

From the basic properties of �-convergence, we
deduce that

min
u2AðmÞ

Z
�

WðuÞ þ "2jruj2
h i

dx! 0 ½22�

and that there exists a sequence "k! 0 such that the
minimizers u"k

of F "k
converge in L1(�) to a

function u which takes only the values � and �
and satisfies [21].

This result can be improved by considering the
rescaled functionals

G"ðuÞ :¼ 1

"
F "ðuÞ ½23�

where F " is defined by [20]. Then for every
sequence "k! 0 the sequence G"k

�-converges to
the functional G : L1(�)! [0,þ1] defined by

GðuÞ :¼ 2cPðE�;�Þ if u 2Mð�; �;mÞ
þ1 otherwise

�
where

c :¼
Z �

�

ffiffiffiffiffiffiffiffiffiffiffi
WðtÞ

p
dt

and

PðE;�Þ

:¼ sup

Z
E

div’ dx : ’ 2 C1
c ð�; RnÞ; j’j � 1

� �
is the Caccioppoli–De Giorgi perimeter of E in �,
which coincides with the (n� 1)-dimensional mea-
sure of � \ @E when E is smooth enough.

Note that the effective domain A(m) of the
functionals G" is disjoint from the effective domain
of the limit functional G, which is the set of all
functions u 2M(�, �, m) with P(E�, �) < þ1.
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As the functionals [20] and [23] have the same
minimizers, we deduce that there exists a sequence
"k! 0 such that the minimizers u"k

of F "k
converge in

L1(�) to a function u which takes only the values
� and �, satisfies [21], and fulfills the minimal
interface criterion

PðE�;�Þ � PðE;�Þ

for every measurable set E � � with jEj= jE�j.
Moreover, [22] can be improved, and we obtain

min
u2W1;2ð�Þ

F "ðuÞ ¼ "2cPðE�;�Þ þ oð"Þ

Similar results have been proved when the term
jruj2 in [20] is replaced by a general quadratic form
like [8], which leads to an anisotropic notion of
perimeter.

Free-Discontinuity Problems

Free-discontinuity problems are minimum problems
for functionals composed of two terms of different
nature: a bulk energy, typically given by a volume
integral depending on the gradient of an unknown
function u; and a surface energy, given by an
integral on the unknown discontinuity surface of u.
These problems arise in many different fields of
science and technology, such as liquid crystals,
fracture mechanics, and computer vision.

The prototype of free-discontinuity problems is
the minimum problem proposed by David Mumford
and Jayant Shah:

min
ðu;KÞ2A

Z
�nK
jruj2dxþHn�1ðK \ �Þ

(

þ
Z

�nK
ju� gj2dx

)
½24�

where � is a bounded open subset of Rn, Hn�1

denotes the (n� 1)-dimensional Hausdorff measure,
g 2 L1(�), and A is the set of all pairs (u, K) with K
compact, K � Rn, and u 2 C1(� n K).

In the applications to image segmentation problems
the dimension n is 2 and the function g represents the
grey level of an image. Given a solution (u, K) of the
minimum problem [24], the set K is interpreted as
the set of the relevant boundaries of the objects in
the image, while u provides a smoothed version of the
image. The first term in [24] has a regularizing effect,
the purpose of the second term is to avoid over-
segmentation, while the last term, called ‘‘fidelity term,’’
forces u to be close to g. Of course, in the applications
these terms are multiplied by different coefficients,
whose relative values are very important for image

segmentation problems, since they determine the
strength of the effect of each term. However, the
mathematical analysis of the problem can be easily
reduced to the case where all coefficients are equal to 1.

To solve [24], it is convenient to introduce a weak
formulation of the problem based on the space
GSBV(�) of generalized special functions with
bounded variation (see Ambrosio et al. (2000)).
Without entering into details, here it is enough to
say that every u 2 GSBV(�) has, at almost every
point, an approximate gradient ru in the sense of
geometric measure theory. This is a measurable map
from � into Rn which coincides with the usual
gradient in the sense of distributions on every open
subset U of � such that u 2W1,1(U).

The functional F : L1(�)! [0,þ1] used for the
weak formulation of [24] is defined by

FðuÞ :¼
R

� jruj2dxþHn�1ðJuÞ if u2GSBVð�Þ
þ1 otherwise

(

½25�

where Ju is the jump set of u, defined in a measure-
theoretical way as the set of points x2� such that

lim sup
�!0

1

jBðx; �Þj

Z
Bðx;�Þ

juðyÞ � aj dy > 0

for every a 2 R.
For every g 2 L1(�), the functional

FðuÞ þ
Z

�

ju� gj2dx

is lower semicontinuous and coercive on L1(�);
therefore, the minimum problem

min
u2L1ð�Þ

FðuÞ þ
Z

�

ju� gj2dx

� �
½26�

has a solution. The connection with the Mumford–
Shah problem is given by the following regularity
result, proved by Ennio De Giorgi and his colla-
borators: if u is a solution of [26] and Ju is its
closure, then Hn�1(� \ (JunJu)) = 0, u 2 C1(�n Ju),
and (u, Ju) is a solution of [24].

Since the numerical treatment of [24] and [26] is
quite difficult, �-convergence has been used to
approximate [26] by means of minimum problems
for integral functionals, whose minimizers can be
obtained by standard numerical techniques.

Let us consider the nonlocal functionals
F " : L1(�)! [0,þ1] defined by

F "ðuÞ :¼
1

"

Z
�

f "Avðjruj2;x; "Þ
� �

dx if u 2W1;2ð�Þ

þ1 otherwise

8<
:
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where

Avðjruj2; x; "Þ

:¼ 1

jBðx; "Þ \ �j

Z
Bðx;"Þ\�

jruðyÞj2dy

and f : [0,þ1)! [0,þ1) is any increasing continu-
ous function with f (0) = 0, f 0(0) = 1, and f (t)! 1=2
as t!þ1. Then for every sequence "k! 0 the
sequence F "k

�-converges to F .
Given g 2 L1(�), for every " > 0 let u" be a

solution of the minimum problem

min
u2W1;2ð�Þ
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þ
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�

ju� gj2dx

�
From the basic properties of �-convergence it
follows that there exists a sequence "k! 0 such
that u"k

converges in L1(�) to a solution u of [26],
so that (u, Ju) is a solution of [24].

Other approximations by nonlocal functionals use
finite differences instead of averages of gradients.

A different approximation can be obtained by
using the local functionals G" : (L1(�))2! [0,þ1]
defined by

G"ðu;vÞ :¼

Z
�

g�"ðvÞjruj2þ "
2
jrvj2þ 1

2"
hðvÞ

	 

dx

if ðu;vÞ 2 ðW1;2ð�ÞÞ2

þ1 otherwise

8>>><
>>>:

where g�" (t) :=�"þ t2, 0<�" << ", and h(t) :=
(1� t)2 for 0� t� 1, while h(t) :=þ1 otherwise. Let
G : (L1(�))2! [0,þ1] be the functional defined by

Gðu; vÞ :¼ FðuÞ if v ¼ 1 a:e: on �
þ1 otherwise

�
where F is defined [25]. Then for every sequence
"k ! 0 the sequence G"k

�-converges to G.
Given g 2 L1(�), for every " > 0 let (u", v") be a

solution of the minimum problem

min
ðu;vÞ2ðW1;2ð�ÞÞ2

Z
�

g�"ðvÞjruj2 þ "
2
jrvj2

h
þ 1

2"
hðvÞ þ ju� gj2



dx ½27�

From the basic properties of �-convergence it
follows that there exists a sequence "k! 0 such
that u"k

converges in L1(�) to a solution u of [26],
so that (u, Ju) is a solution of [24].

The approximation of the solutions of [24] based
on [27] has been used to construct numerical
algorithms for image segmentation.

Free discontinuity problems similar to [24] appear
in the mathematical treatment of Griffith’s model in
fracture mechanics. In this case, u is a vector-valued
function, which represents the deformation of an
elastic body, the first term in [24] is replaced by a
more general integral functional which represents
the energy stored in the elastic region �nK, while the
second term is interpreted as the energy dissipated to
produce the crack K. An approximation based on
minimum problems similar to [27] has been used to
construct numerical algorithms to study the process
of crack growth in brittle materials.

An important research line, connected with these
problems, has been developed in the last years to
derive the macroscopic theories of fracture
mechanics from the microscopic theories of inter-
atomic interactions. Using �-convergence, some
theories expressed in the language of continuum
mechanics can be obtained as limits of discrete
variational models on lattices, as the distance
between neighboring points tends to zero.

See also: Convex Analysis and Duality Methods; Elliptic
Differential Equations: Linear Theory; Free Interfaces
and Free Discontinuities: Variational Problems;
Geometric Measure Theory; Image Processing:
Mathematics; Variational Techniques for Ginzburg–
Landau Energies; Variational Techniques for
Microstructures.
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Introduction

Poincaré duality is fundamental in the study of
manifolds. In the case of an orientable closed
manifold X, this duality appears as an isomorphism

 : HkðX; ZÞ!Hn�kðX; ZÞ

between integral cohomology and homology. The
map  is defined by cap product with a chosen
orientation class. This article focuses on dimension
n = 4, where Poincaré duality induces a bilinear
form Q on H2(X; Z) by use of the Kronecker pairing

Qð�; �0Þ ¼ h �1ð�Þ; �0i2 Z

One of the outstanding achievements of modern
topology, the classification of simply connected
topological 4-manifolds by Freedman (1982), can
be phrased in terms of the intersection pairing Q.
Indeed, two simply connected differentiable
4-manifolds X and X0 are orientation preservingly
homeomorphic if and only if the associated
pairings Q and Q0 are equivalent. Freedman’s
classification scheme has been extended to also
cover a wide range of fundamental groups,
resulting in a fair understanding of topological
4-manifolds (Freedman and Quinn 1990).

When it comes to differentiable 4-manifolds, the
situation changes drastically. On the one hand, there is
an abundance of topological 4-manifolds which do not
admit a differentiable structure at all. On the other
hand, there also are topological 4-manifolds support-
ing infinitely many distinct differentiable structures.
A classification of differentiable 4-manifolds up to
differentiable equivalence seems out of reach of
current technology, even in the most simple cases.

The discrepancy between topological and differen-
tiable 4-manifolds was uncovered by gauge-theoretic
methods, applying the concepts of instantons and of
monopoles. In order to study these, one has to equip a
4-manifold both with a Riemannian metric and some

additional structure: a Hermitian rank-2 bundle in
the case of instantons and a spinc-structure in the case
of monopoles. Given such data, instantons and
monopoles arise as solutions to partial differential
equations the gauge equivalence classes of which form
finite-dimensional moduli spaces. As it turns out,
these moduli spaces encode significant information
about the differentiable structures of the underlying
4-manifolds.

A decoding of such information contained in the
instanton moduli and in the monopole moduli is
achieved through Donaldson invariants and Seiberg–
Witten invariants, respectively. This article outlines
these theories from a mathematical point of view.

Instantons and Donaldson Invariants

Let X denote a closed, connected, oriented differ-
entiable Riemannian 4-manifold. We will consider a
principal bundle P over X with fiber a compact Lie
group G with Lie algebra g. Connections on P form
an infinite-dimensional affine space A(P) = A0 þ
�1(X; gP) modeled on the vector space of 1-forms
with values in the adjoint bundle

gP ¼ P�AdðGÞ g

The curvature FA 2 �2(X, gP) of a connection A is a
gP-valued 2-form satisfying the Bianchi identity
DAFA = 0. The group G of principal bundle auto-
morphisms of P acts in a natural way on the space
of connections with quotient space

BðPÞ ¼ AðPÞ=G

The Yang–Mills functional

YM : AðPÞ ! R�0

associates to a connection A the norm square

kFAk2 ¼ �
Z

X

trðFA ^ �FAÞ

of its curvature. Here � denotes the Hodge star
operator defined by the metric on X and the
orientation. The metric �tr: g� g!R is Ad(G)-
invariant and hence YM is invariant under the
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action of G. In particular, the Yang–Mills functional
descends to a function on the space B(P) of a gauge
equivalence class of connections.

The Euler–Lagrange equations for the critical
points of YM, called Yang–Mills equations, are of
the form

DAð�FAÞ ¼ 0

and can be derived easily from the formula

FAþa ¼ FA þDAðaÞ þ ½a^ a�

Satisfying the equations

DAð�FAÞ= 0 and DAðFAÞ= 0

a Yang–Mills connection is characterized by the fact
that it is harmonic with respect to its own Laplacian.

The bundle ^2T�X of 2-forms on X decomposes
into (�1)-eigenbundles of the Hodge operator. This
orthogonal splitting leads to a decomposition of
curvature forms

FA ¼ FþA þ F�A

into self-dual and anti-self-dual components. The
differential form �(1=4�2)tr(FA ^ FA) represents a
characteristic class of the principal bundle P. In
particular, the integral

�ðPÞ ¼ �
Z

X

trðFA ^ FAÞ

¼ kFþAk
2 � kF�Ak

2

is independent of the connection A. The Yang–Mills
functional therefore is bounded

YMðPÞ � j�ðPÞj

and attains this minimum at connections A which
satisfy the equation

�FA ¼ �FA

Such connections are either self-dual, anti-self-dual
or both, that is, flat, depending on whether �(P) is
negative, positive, or zero. The moduli space of
instantons on P is the subset of minima of the Yang–
Mills functional

MðPÞ ¼ YM�1ðj�ðPÞjÞ 	 BðPÞ

The moduli space thus consists of gauge equivalence
classes of connections which are either self-dual or
anti-self-dual. Donaldson theory indeed considers
anti-self-dual connections on principal bundles with
structure group PU(2) = SO(3).

The Hodge � operator induces a decomposition of
the second cohomology

H2ðXÞ ¼ H2
þðXÞ 
H2

�ðXÞ

into (�1)-eigenspaces of dimension bþ and b�.
Unless specified differently, cohomology groups are
meant with real coefficients. In order to simplify the
exposition, we will assume X to be simply con-
nected. The Donaldson invariants then are defined if
bþ is odd and greater than 1.

A ‘‘homology orientation’’ consists of an orienta-
tion of H2

þ(X) and an integral homology class
c 2 H2(X; Z). The Donaldson invariant DX, c = Dc

is defined after fixing such a homology orientation.
It is a linear function

Dc : AðXÞ!R

where A(X) is the graded algebra

AðXÞ ¼ Sym�ðH0ðXÞ 
H2ðXÞÞ

in which Hi(X) has degree (1=2)(4� i). The sig-
nificance of Dc is its functoriality

DX0; f ðcÞðf ð�ÞÞ ¼ DX; cð�Þ

under diffeomorphisms f : X!X0 which preserve
both orientation and homology orientation. Switch-
ing the orientation of H2

þ(X; R) reverses the sign of
Dc. Similarly,

Dc0 ¼ ð�1Þððc�c0Þ=2Þ2Dc

if c� c0 2 2H2(X, Z) 	 H2(X; Z).
The construction of this invariant makes use of

the following facts:

1. An SO(3) principal bundle P over X is
determined by its first Pontrjagin number p1(P) and
its Stiefel–Whitney class w2(P) 2 H2(X; Z=2). As X
is simply connected, this Stiefel–Whitney class
admits integer lifts. Let c be such a lift and let c2

be shorthand for the intersection pairing Q(c, c).
A pair (p1, w2) is realized by a principal bundle
provided it satisfies the relation p1 � c2 modulo 4.

2. If bþ is nonvanishing, then for generic metrics
on X, the moduli space M(P) is a manifold of
dimension

�2p1ðPÞ � 3ð1þ bþÞ

This follows from a transversality theorem whose
main ingredient in the Sard–Smale theorem. The
dimension is computed by use of the Atiyah–Singer
index theorem: to an anti-self-dual connection A on
P there is an associated elliptic complex

0! �0ðX; gPÞ�!
DA

�1ðX; gPÞ

�!
Dþ

A
�2
þðX; gPÞ ! 0

where �i(X; gP) denotes gP-valued i-forms on X.
This complex describes the tangential structure of

458 Gauge Theoretic Invariants of 4-Manifolds



the moduli space at the equivalence class of A. The
space �1(X; gP) is the tangent space of A(P) at A,
�0(X; gP) is the tangent space of the group G at the
identity, and DA is the differential of the orbit map.
The differential operator DþA is the linearization of
the anti-self-duality map

a 7�! FþAþa ¼ DþAðaÞ þ ½a ^ a�þ

3. The moduli space M(P) can be oriented if it is
a manifold. The orientation depends on an orienta-
tion of H2

þ(X) and on a U(2)-principal bundle which
has P as its PU(2)-quotient bundle. It is determined
by an integer lift of w2(P). The elliptic complex
above then can be compared with a corresponding
elliptic complex where the differentials are given by
a complex Dirac operator. This leads to an almost-
complex structure on the tangent space for each
point in the moduli space and in particular to an
orientation on the moduli space itself.

4. Over the product M(P)�X there is a universal
PU(2)-bundle P with first Pontrjagin class p1(P).
Taking slant product with the class �(1=4)p1(P)
results in a homomorphism

� : HiðXÞ!H4�iðMðPÞÞ

5. The moduli space M(P) in general is noncom-
pact. There is an Uhlenbeck compactification M(P)
describing ‘‘ideal instantons.’’ Such an ideal instanton
consists of an element (x1, . . . , xn) 2 Symn(X) and an
anti-self- dual connection A0 on the principal bundle
P0 on X with w2(P0) = w2(P) for which the equality

p1ðP0Þ � p1ðPÞ ¼ 4n

of Pontrjagin numbers holds. Uhlenbeck’s compact-
ness theorem describes what happens if a sequence
of anti-self-dual connections has no convergent
subsequence: after passing to a subsequence, the
sequence converges to an anti-self-dual connection
on the restriction of P to Xn{x1, . . . , xn}. This limit
connection extends to a connection A0 on the
principal bundle P0. The functions jFAn j

2 on X
converge to the measure

jFA0 j2 þ
Xn

i¼1

8�2�xi

The compactification M(P) is a stratified space and
not usually a manifold. If w2(P) 6¼ 0, then the
singular set of codimension at least 2 and thus the
space M(X) carries a fundamental class. In the case
w2(P) = 0, such a fundamental class in general can
only be defined if �p1(P) > 4þ 3bþ. In practice,
this problem can be circumvented by blowing up X
and considering bundles with w2(P) 6¼ 0 over the
connected sum X#CP

2
. Note that the complex

projective plane CP2 as a complex manifold carries
a natural orientation. The notation CP

2
indicates a

reversed orientation.
6. The classes �(�) 2 H2(M(P)) for � 2 H2(X)

extend over the compactification. The same holds for
the class �(x), where x 2 H0(X; Z) is the generator
corresponding to the orientation, as long as w2(P) 6¼ 0.
Otherwise, there are certain dimension restrictions.
However, the same blow-up trick as mentioned above
allows to handle the case w2(P) = 0 as well.

Now fix an element c 2 H2(X; Z) and let

Mc ¼ t
d�0

MðPc;dÞ

denote the disjoint union of all moduli spaces
of anti-self-dual connections on principal PU(2)-
bundles Pc, d whose second Stiefel–Whitney class is
Poincaré-dual to c modulo 2 and whose Pontrjagin
number equals �d � (3=2)(bþ þ 1).

Our assumption of bþ being odd corresponds
to the fact that the dimension 2d of the moduli
space M(c, d) is even and congruent to �c2 þ
(1=2)(1þ bþ) modulo 4. Neglecting the difficulties
in the case w2(P) = 0 mentioned above, we may use
the cup product on H�(Mc) to extend � to an
algebra homomorphism

� : AðXÞ!H�ðMcÞ

The Donaldson invariant Dc is nonzero only on
elements z of A(X) whose total degree d is congruent
to �c2 þ (1=2)(1þ bþ) modulo 4. For such an
element it is defined by

DcðzÞ ¼ h�ðzÞ;MðPc;dÞi¼
Z

MðPc;dÞ
�ðzÞ

The Donaldson series Dc is defined as a formal
power series

Dcð�Þ ¼ Dcðexpð�̂ÞÞ ¼
X1
d¼0

Dcð�̂dÞ
d!

for � 2 H2(X) and �̂= (1þ (x=2))�.

Computations and Structure Theorems

The first results about these invariants are due to
S Donaldson. He proved both a vanishing and a
nonvanishing theorem (Donaldson and Kronheimer
1990):

Theorem 1 If both bþ(X) > 0 and bþ(Y) > 0, then
all Donaldson invariants vanish for the connected
sum X#Y.

Gauge Theoretic Invariants of 4-Manifolds 459



Theorem 2 If c represents a divisor on a complex
algebraic surface X and � represents an ample
divisor, then

Dcð�rÞ 6¼ 0 for r� 0

The second theorem is a consequence of the fact that in
the case of an algebraic surface the instanton moduli
can be described in algebraic geometric terms: the
moduli space M(Pc, d) associated to the metric induced
from the Fubini–Study metric on CPn by an embedding
X ,!CPn carries the structure of a projective variety.
This variety is reduced and of complex dimension d, as
soon as d is large enough. Furthermore, �(d) is the first
Chern class of an ample line bundle.

The translation of instanton moduli into algebraic
geometry uses two steps: suppose the first Chern class
of a U(r)-principal bundle P on a Kähler surface is also
the first Chern class of a holomorphic line bundle. Then
the absolute minima of the Yang–Mills functional are
achieved by Hermite–Einstein connections. These are
connections for which the Ricci curvature is a constant
multiple of the identity. The second step, the transla-
tion from differential geometry into algebraic geome-
try, is called the Kobayashi–Hitchin correspondence,
which again was proved by Donaldson.

The Donaldson invariants have been computed
for a number of 4-manifolds. A simply connected
4-manifold is said to have simple type, if the relation

Dcðx2zÞ ¼ 4DcðzÞ

is satisfied by its Donaldson invariant for all z 2 A(X)
and c 2 H2(X; Z). It is known that this simple type
condition holds for many 4-manifolds. Indeed, it is an
open question whether there are 4-manifolds which
are not of simple type. For manifolds of simple type
the Donaldson series Dc completely determines the
Donaldson invariant Dc. A main result is due to
Kronheimer and Mrowka (1995):

Theorem 3 Let X be a simply connected 4-manifold
of simple type. Then, there exist finitely many basic
classes �1, . . . ,�n 2 H2(X; Z) such that

Dc ¼ expðQ=2Þ
Xn

i¼1

ð�1Þðc
2��icÞ=2ai expð�iÞ

as analytic functions on H2(X). The numbers ai are
rational and each basic class �i is characteristic, that
is, it satisfies �2 � Q(�,�i) modulo 2 for all
� 2 H2(X; Z). The homology class �i in this formula
acts on an arbitrary homology class by intersection.

The geometric significance of the basic classes is
underlined by the following theorem (Kronheimer
and Mrowka 1995):

Theorem 4 If � 2 H2(X : Z) is represented by an
embedded surface of genus g with self-intersection
�2 � 2, then for each basic class � the following
adjunction inequality is satisfied:

2g� 2 � �2 þ jQð�; �Þj

There are many 4-manifolds for which the Donaldson
series have been computed (Friedman and Morgan
1997). The basic classes for complete intersections, for
example, are the canonical divisor and its negative.
Another example is given by elliptic surfaces. Let
E(n; p, q) be a minimal elliptic surface, that is, a
holomorphic surface admitting a holomorphic map to
CP1 with generic fiber f an elliptic curve. For any
numbers n, p, and q with p < q coprime, there exists
such a simply connected elliptic surface with Euler
characteristic 12n and two multiple fibers of multi-
plicity p and q, respectively. The Donaldson series of
E(n; p, q) for c = 0 then is given by

D ¼ exp
Q

2

� �
sinhnðf Þ

sinhðf=pÞ sinhðf=qÞ

Another important formula relates the Donaldson
series D a manifold X of simple type and the
Donaldson series D̂ of the blow-up X#CP2:

D̂c ¼ Dc 
 expð�e2=2Þ coshðeÞ
D̂cþe ¼ �Dc 
 expð�e2=2Þ sinhðeÞ

Here e 2 H2(CP2; Z) denotes a generator. Indeed, a
more general blow-up formula is known which
relates the Donaldson invariants for X and its
blow-up even in case X is not of simple type. This
formula, due to Fintushel and Stern (1996), involves
Weierstraß sigma-functions.

The instanton moduli space carries nontrivial
information about 4-manifolds even in the case
bþ(X) � 1. However, one has to deal with singula-
rities in the moduli space. Let us first consider the
case bþ(X) = 0. If the intersection form on X is
negative definite, the instanton moduli spaces in
general are bound to have singularities. Indeed,
Donaldson examined the case with the Pontrjagin
number p1(P) =�4 and w2(P) = 0. In this case, the
moduli space for a generic metric on X will be an
orientable smooth manifold except at isolated
singular points. The singularities are cones over
CP2 and they correspond to reducible connections,
that is, reductions of the structure group of P to
U(1). These reductions are in bijective correspon-
dence to pairs �� 2 H2(X; Z) with �2 =�1. The
Uhlenbeck compactification of the moduli space
thus leads to an oriented cobordism between X and
the disjoint union t�CP2 over all pairs �� in
H2(X; Z) of square �1. As the signature of a
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manifold is an invariant of oriented cobordism,
there have to be b� many pairs �� of square (�1) in
H2(X; Z) and, in particular, the intersection form Q
is represented by the negative of the identity matrix
(Donaldson 1983):

Theorem 5 The intersection form on a differenti-
able manifold with negative-definite intersection
form is diagonal.

Indeed, from rank 8 on there are lots of definite
unimodular forms which are not diagonal. By
Freedman’s (1982) classification, any unimodular
form is realized as the intersection form of a simply
connected topological manifold. This theorem
shows that most of these manifolds do not support
differentiable structures.

The case bþ(X) = 1 is also interesting. Here, the
moduli space is a smooth manifold for a generic
metric, giving rise to Donaldson invariants. How-
ever, over a smooth path of metrics, there is in
general no smooth cobordism of moduli spaces. So
the invariants depend on the chosen metric. The
singularities in the cobordisms again correspond to
classes in H2(X; Z) with negative square. An
analysis of these singularities leads to wall-crossing
formulas describing how different choices of the
metric do affect Donaldson invariants. The case of
CP2 is special, as there are no elements of negative
square in H2(CP2; Z). The Donaldson invariants for
CP2 as well as the wall-crossing formulas turn out
to be closely related to modular forms (Göttsche
2000).

Monopoles and Seiberg–Witten Invariants

A spinc-structure on an oriented Riemannian
4-manifold is a Spinc(4)-principal bundle P projecting
to the orthonormal tangent frame bundle P over X
through the group homomorphism Spinc(4)! SO(4)
with kernel U(1). The group H2(X; Z) acts freely
and transitively on the set of all spinc-structures.
A spinc-connection is a lift to P of the Levi-Civita
connection on P. Fixing a background spinc-
connection A0, the monopole map

� : ðA; �Þ 7�! DA�; F
þ
A � ����; d�a

� �
is defined (Witten 1994) for spinc-connections A 2
A0 þ �1(X; iR) and positive spinors �. Here, DA

denotes the complex Dirac operator associated to A
and d�a for a 2 �1(X; iR) is the adjoint of the de
Rham differential on forms. The section ���� of the
traceless endomorphism bundle of positive spinors is
viewed as a self-dual 2-form on X.

In case the first Betti number vanishes, this map –
after suitable Sobolev completion – becomes a map
between Hilbert spaces � :A!C which is a compact
deformation of a linear Fredholm map. The
Weitzenböck formula can be used to show that
preimages under � of bounded sets in C are bounded
in A. Furthermore, � is U(1)-equivarant, where U(1)
acts by complex multiplication on spinors and
trivially on forms. If b1(X) > 0, the monopole map
is a map between Hilbert space bundles over the
torus H1(X)=H1(X; Z). These properties of the
monopole map allow for an interpretation in terms
of stable homotopy (Bauer 2004):

Theorem 6 If the first Betti number of X vanishes,
then � defines an element

½�� 2 �Uð1Þ
i ðS0Þ

in an equivariant stable homotopy group of spheres.
The index i = indDA �H2

þ(X) as an element of the
real representation ring RO(U(1)) is determind by
the analytic index of the linearization of �.

In the case bþ(X) > 1, these equivariant
stable homotopy groups can be identified with
nonequivariant stable cohomotopy groups
�bþ�1

st (CPd�1). Here, d denotes the index of the
complex Dirac operator ind DA. Fixing an orienta-
tion of H2

þ(X) results in a Hurewicz homomorphism

h : �bþ�1
st ðCPd�1Þ ! Hbþ�1ðCPd�1; ZÞ

If bþ(X) is odd, the image

hð½��Þ ¼ SWðXÞtðbþ�1Þ=2

is an integer multiple of a power of the generator
t 2 H2(CPd�1; Z). This integer SW(X) is known as
the Seiberg–Witten invariant (Witten 1994).

This invariant alternatively can be defined by
considering the moduli space M(a) =��1(a). Assum-
ing bþ> 0, this is a smooth oriented manifold with a
free U(1)-action for generic a 2 �1(X; iR). The
Seiberg–Witten invariant is the characteristic
number obtainable by these data. In general, the
stable homotopy invariant [�] encodes global inform-
ation about the monopole map, which cannot be
recovered by only considering the moduli space. In
case the spinc-structure is associated to an almost-
complex structure, however, there is a fortunate
coincidence: the Hurewicz homomorphism in this
case is an isomorphism. So for almost-complex
spinc-structures, the invariants [�] and SW carry
the same information.

The Seiberg–Witten invariants turn out to be directly
computable for Kähler manifolds and to some degree
also for symplectic manifolds (Taubes 1994). Indeed,
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the following theorem follows from arguments of
Witten and of Taubes:

Theorem 7 Let X be a 4-manifold with bþ> 1 and
b1 = 0 which can be equipped with a Kähler or a
symplectic structure. If [�] is nonvanishing for a
spinc-structure on X, then the spinc-structure is
associated to an almost-complex structure. For the
canonical spinc-structure on X the Seiberg–Witten
invariant is �1.

Seiberg–Witten invariants and Donaldson invar-
iants are closely related: Witten gave physical
arguments that an equality of the form

D ¼ 2k expðQ=2Þ 

X
�

SWð�Þ expð�Þ

should hold for the Donaldson series for c = 0 of
a simply connected manifold of simple type. Here,
� 2 H2(X; Z) denotes the first Chern class of the
complex determinant line bundle. This first Chern
class characterizes spinc-structures in the simply
connected case. The number k is related to the
signature 	 and the Euler characteristic 
 of the
manifold X by the formula

4k ¼ 11	þ 7
þ 2

A mathematical proof of this formula is known in
special cases (Feehan and Leness 2003).

As is the case for Donaldson invariants, the Seiberg–
Witten invariants vanish for connected sums X#Y if
both bþ(X) > 0 and bþ(Y) > 0 holds. This is not the
case for the stable homotopy refinement as follows
from the following theorem (Bauer 2004).

Theorem 8 For a connected sum X#Y of
4-manifolds the stable equivariant homotopy
invariants are related by smash product

½�X#Y � ¼ ½�X� ^ ½�Y �

As an example application, consider connected sums of
elliptic surfaces of the form E(2n; p, q). Now suppose X
and X0 are each connected sums of at most four copies of
such elliptic surfaces. Then X and X0 are diffeomorphic
if and only if the summands were already diffeomorphic.
This contrasts to the fact that the connected sum
E(2n; p, q)#CP2 is diffeomorphic to a connected sum
of 4n� 1 copies of CP2 and 20n� 1 copies of CP

2
,

independently of p and q.
As a final application, we consider the case of spin

manifolds. If the manifold X is spin, then the
intersection form Q is even, that is, Q(�,�) = 0 mod
2 for � 2 H2(X, Z). According to Rochlin’s theorem,
the signature of a spin 4-manifold is divisible by 16.
The monopole map � for the spin structure admits
additional symmetry. It is Pin(2)-equivariant. The
nonabelian group Pin(2) appears as the normalizer

of the maximal torus SU(2). Methods from equivar-
iant K-theory lead to Furuta’s (2001) theorem:

Theorem 9 Let X be a spin 4-manifold. Then


ðXÞ> 5
4 j	ðXÞj

Manifolds with Boundary

Both Donaldson invariants and Seiberg–Witten invar-
iants to some extent satisfy formal properties which
fit into a general conceptual framework known as
‘‘topological quantum field theories (TQFTs).’’ Such
a TQFT in 3þ 1 dimensions is a functor on the
cobordism category of oriented 3-manifolds to the
category of, say, vector spaces over a ground field: it
assigns to an oriented 3-manifold Y a vector space
h(Y). To a disjoint union it assigns

hðY1 t Y2Þ ¼ hðY1Þ � hðY2Þ

Reversing orientation corresponds to dualizing

hðYÞ ¼ hðYÞ�

Viewing a four-dimensional manifold X with
boundary @X = Y1 t Y2 formally as a morphism
from Y1 to Y2, this functor associates to X a
homomorphism

HðXÞ : hðY1Þ! hðY2Þ

that is, an element H(X) 2 h(Y1 t Y2). The most
important feature is the composition law

HðX1 [Y X2Þ ¼ HðX2Þ � HðX1Þ

So if a cobordism X from Y1 to Y2 can be decomposed
as a cobordism X1 from Y1 to an intermediate
submanifold Y and a cobordism X2 from Y to Y2,
then the homomorphism H(X) can be computed from
H(X1) and H(X2) as their composition.

Donaldson invariants and Seiberg–Witten invar-
iants fit neatly into the framework of a TQFT if one
restricts to 3-manifolds which are disjoint unions of
homology 3-spheres. In both the instanton and
the monopole case, the vector spaces h(Y) are
Floer homology groups. The construction of Floer
homology carries the Morse theory description of
the homology of a finite-dimensional manifold over
to an infinite-dimensional setting. In the instanton
case, one considers the Chern–Simons function

CSðaÞ ¼ � 1

8�2

Z
Y

tr a ^ daþ 2

3
a ^ a ^ a

� �
This function is defined on the space of gauge
equivalence classes of SU(2)-connections on Y. Note
that for a homology 3-sphere, any SU(2) or PU(2)
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principal bundle over Y is trival. Choosing a
trivialization, a connection becomes identified with
a Lie-algebra-valued 1-form a. Critical points for the
Chern–Simons functional lead to generaters in a
chain complex the homology of which then gives the
Floer groups. Such critical points correspond to flat
connections on Y. The Floer homology groups HF�(Y)
are Z=8-graded in the SU(2) case and Z=4-graded in
the SO(3) case. If X is a 4-manifold with b1(X) = 0
and bþ(X) > 1 and such that the boundary @X is a
disjoint union of homology 3-spheres, then the
Donaldson invariants are linear maps

Dc : AðXÞ�!HF�ð@XÞ

These invariants satisfy a composition law on the
subring of A(X) generated by two-dimensional
homology classes (Donaldson 2002).

In the monopole case, one considers a Chern–
Simons–Dirac functional

CSDða;  Þ ¼ 1

2

Z
Y

h ;Da idvol�
Z

Y

a ^ da

� �
and obtains integer graded Floer homology groups.
Details and proofs of the relevant composition laws
are announced.

See also: Floer Homology; Four-Manifold Invariants and
Physics; Gauge Theory: Mathematical Applications;
Instantons: Topological Aspects; Moduli Spaces: An
Introduction; Several Complex Variables: Basic
Geometric Theory; Topological Quantum Field Theory:
Overview.
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Introduction

One of the most exciting properties of string theory,
which led ten years ago to the formulation of the M
theory as the unique theory unifying all interactions,
has been the discovery that type II theories, besides a
perturbative spectrum consisting of closed-string
excitations, contain also a nonperturbative one
consisting of ‘‘solitonic’’ p-dimensional objects
called Dp branes. They are characterized by two
important properties. They are coupled to closed-
string states as the graviton, the dilaton, and the
R–R (pþ 1)-form potential, and are described by a
classical solution of the low-energy string effective
action. Their dynamics is, on the other hand,

described by open strings having the endpoints
attached to their world volume and therefore
satisfying Dirichlet boundary conditions in the
directions transverse to their world volume. This is
the reason why they are called D (Dirichlet) branes.
Since the lightest open-string excitation corresponds
to a gauge field, they have a gauge theory living on
their world volume. This twofold description of
D-branes has opened the way to study both the
perturbative and nonperturbative properties of the
gauge theory living on their world volume from
their dynamics in terms of closed strings. With the
addition of the decoupling limit, these two proper-
ties have led to the Maldacena (1998) conjecture of
the equivalence between the maximally supersym-
metric and conformal N = 4 super Yang–Mills and
type IIB string theory on AdS5 � S5.

They have also been successfully applied to less
supersymmetric and nonconformal gauge theories
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that live on the world volume of fractional and
wrapped branes. For general reviews of various
approaches see Bertolini et al. (2000), Herzog et al.
(2001), Bertolini (2003), Bigazzi et al. (2002), and
Di Vecchia and Liccardo (2003). Also in these cases,
one has constructed a classical solution of the
supergravity equations of motion corresponding to
these more sophisticated branes. These equations
contain not only the supergravity fields present in
the bulk ten-dimensional action but also boundary
terms corresponding to the location of the branes. It
turns out that in general the classical solution
develops a naked singularity of the repulson type
at short distances from the branes. This means that
at short distances, it does not provide a reliable
description of the branes. In the case of N = 2
supersymmetry, this can be explicitly seen because
of the appearance of an enhanc̨on located at
distances slightly higher than the naked singularity
(Johnson et al. 2000). The enhanc̨on radius corre-
sponds, in supergravity, to the distance where a
brane probe becomes tensionless, and, in the gauge
theory living on the branes, to the dynamically
generated scale �QCD. Then, since short distances
in supergravity correspond to large distances in
the gauge theory, as implied by holography, the
presence of the enhanc̨on and of the naked
singularity does not allow to get any information
on the nonperturbative large-distance behavior of
the gauge theory living on the D-branes. Above the
radius of the enhanc̨on, instead, the classical solu-
tion provides a good description of the branes and
therefore it can be used to get information on the
perturbative behavior of the gauge theory. This
shows that, if we want to use the D-branes for
studying the nonperturbative properties of the gauge
theory living on their world volume, we must
construct a classical solution that has no naked
singularity at short distances in supergravity. We
will see in a specific example that it will be possible
to deform the classical solution, eliminating the
naked singularity, and use it to describe nonpertur-
bative properties as the gaugino condensate.

In this article, we review some of the results obtained
by using fractional D3 branes of some orbifold and D5
branes wrapped on 2-cycles of some Calabi–Yau
manifold. The analysis of the supersymmetric gauge
theories living on the world volume of these D-branes
will be based on the gauge/gravity relations that relate
the gauge coupling constant and the �-angle to the
supergravity fields (see, e.g., reference Di Vecchia et al.
(2005) for a derivation of them):

4�

g2
YM

¼ 1

gsð2�
ffiffiffiffiffi
�0
p
Þ2
Z
C2

d2�e��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðGAB þ BABÞ

q
½1�

and

�YM¼
1

2��0gs

Z
C2

ðC2 þ C0B2Þ ½2�

where C2 is the 2-cycle where the branes are
wrapped.

In the next section, we will describe the case of
the fractional D3 branes of the orbifold C2=Z2 and
show that the classical solution corresponding to a
system of N D3 and M D7 branes reproduces the
perturbative behavior of N = 2 super-QCD.
Then, we will consider D5 branes wrapped on 2-
cycles of a Calabi–Yau manifold described by the
Maldacena–Núñez classical solution (Maldacena
and Núñez 2001, Chamseddine and Volkov 1997)
and show that in this case we are able to reproduce
the phenomenon of gaugino condensate and to
construct the complete �-function of N = 1 super
Yang–Mills.

Fractional D3 Branes of the Orbifold
C2=Z2 and N = 2 Super-QCD

In this section, we consider fractional D3 and D7
branes of the noncompact orbifold C2=Z2 in order
to study the properties of N = 2 super-QCD. We
group the coordinates of the directions (x4, . . . , x9)
transverse to the world volume of the D3
brane where the gauge theory lives, into three
complex quantities: z1 = x4 þ ix5, z2 = x6 þ ix7,
z3 = x8 þ ix9. The nontrivial generator h of Z2

acts as z2!� z2, z3!� z3, leaving z1 invariant.
This orbifold has one fixed point, located at
z2 = z3 = 0 and corresponding to a vanishing
2-cycle. Fractional D3 branes are D5 branes
wrapped on the vanishing 2-cycle and therefore
are, unlike bulk branes, stuck at the orbifold fixed
point. By considering N fractional D3 and M
fractional D7 branes of the orbifold C2=Z2, we are
able to study N = 2 super-QCD with M hyper-
multiplets. In order to do that, we need to
determine the classical solution corresponding to
the previous brane configuration. For the case of
the orbifold C2=Z2, the complete classical solution
is found in Bertolini et al. (2002b); see also
references therein and Bertolini et al. (2000) for a
review on fractional branes. In the following, we
write it explicitly for a system of N fractional D3
branes with their world volume along the direc-
tions x0, x1, x2, and x3 and M fractional D7 branes
containing the D3 branes in their world volume
and having the remaining four world-volume
directions along the orbifolded ones. The metric,
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the 5-form field strength, the axion, and the
dilaton are given by

ds2¼H�1=2��� dx� dx�

þH1=2 	‘m dx‘ dxm þ e��	ij dxi dxj
� �

½3�

eFð5Þ ¼ d H�1 dx0 ^ � � � ^ dx3
� �
þ �d H�1 dx0 ^ � � � ^ dx3

� �
½4�


 � C0 þ ie�� ¼ i 1�Mgs

2�
log

z

�

� �
z � x4 þ ix5¼ yei�

½5�

where the self-dual field strength ~F(5) is given in
terms of the NS–NS and R–R 2-forms B2 and C2

and of the 4-form potential C4 by ~F(5) = dC4 þ C2 ^
dB2. The warp factor H is a function of the
coordinates (x4, . . . , x9) and � is an infrared cutoff.
We denote by � and � the four directions corre-
sponding to the world volume of the fractional D3
brane, by ‘ and m those along the four orbifolded
directions x6, x7, x8, and x9, and by i and j the
directions x4 and x5 that are transverse to both the
D3 and the D7 branes. The twisted fields are instead
given by B2 =!2b, C2 =!2c where !2 is the volume
form of the vanishing 2-cycle and

be��¼ ð2�
ffiffiffiffiffi
�0
p
Þ2

2
1þ 2N �M

�
gs log

y

�

� �
cþ C0b ¼ �2��0�gsð2N �MÞ

½6�

The expression of H (Kirsch and Vaman 2005) shows
that the previous solution has a naked singularity of
the repulson type at short distances. On the other
hand, if we use a brane probe approaching from
infinity the stack of branes, described by the previous
classical solution, it can also be seen that the tension
of the probe vanishes at a distance that is larger than
that of the naked singularity. The point where the
probe brane becomes tensionless is called ‘‘enhanc̨on’’
(Johnson et al. 2000) and at this point the classical
solution does not describe anymore the stack of
fractional branes.

Let us now use the gauge/gravity relations given in
the introduction, to determine the coupling con-
stants of the world-volume theory from the super-
gravity solution. In the case of fractional D3 branes
of the orbifold C2=Z2, that is characterized by one
single vanishing 2-cycle C2, the gauge coupling
constant given in eqn [1] reduces to

1

g2
YM

¼ 1

4�gsð2�
ffiffiffiffiffi
�0
p
Þ2
Z
C2

e��B2 ½7�

By inserting the classical solution in eqns [7] and [2],
we get the following expressions for the gauge coupling
constant and the �YM angle (Bertolini et al. 2002b):

1

g2
YM

¼ 1

8�gs
þ 2N �M

16�2
log

y2

�2

�YM ¼ ��ð2N �MÞ
½8�

Notice that the gauge coupling constant appearing
in the previous equation is the ‘‘bare’’ gauge
coupling constant computed at the scale m � y=�0,
while the square of the bare gauge coupling constant
computed at the cutoff � � �=�0 is equal to 8�gs.

In the case of an N = 2 supersymmetric gauge
theory, the gauge multiplet contains a complex
scalar field � that corresponds to the complex
coordinate z transverse to both the world volume
of the D3 brane and the four orbifolded directions:
� � z=2��0. This is another example of holographic
identification between a quantity, �, peculiar of the
gauge theory living on the fractional D3 branes and
another one, the coordinate z, peculiar of super-
gravity. It allows one to obtain the gauge theory
anomalies from the supergravity background. In
fact, since we know how the scale and U(1)
transformations act on �, from the previous gauge/
gravity relation we can deduce how they act on z,
namely

�! se2i��() z! se2i�z¼) y! sy

�! �þ 2�
½9�

Those transformations do not leave invariant the
supergravity background in eqn [6] and when
we use them in eqns [7] and [2], they generate the
anomalies of the gauge theory living on the
fractional D3 branes. In fact, by acting with
those transformations in eqns [8], we get

1

g2
YM

! 1

g2
YM

þ 2N �M

8�2
log s

�YM ! �YM � 2�ð2N �MÞ
½10�

The first equation generates the �-function of N = 2
super-QCD with M hypermultiplets given by

�ðgYMÞ ¼ �
2N �M

16�2
g3

YM ½11�

while the second one reproduces the chiral U(1)
anomaly (Klebanov et al. 2002, Bertolini et al. 2002a).
In particular, if we choose �= 2�=(2(2N �M)),
then �YM is shifted by a factor 2�. But since �YM is
periodic of 2�, this means that the subgroup Z2(2N�M) is
not anomalous in perfect agreement with the gauge
theory results.
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Wrapped D5 Branes and N = 1 Super
Yang–Mills

In this section, we will consider the classical solution
corresponding to N D5 branes wrapped on a 2-cycle
of a noncompact Calabi–Yau space and we use it to
study the properties of the gauge theory living on
their world volume that can be shown to be N = 1
super Yang–Mills.

We start by writing the classical solution found in
Maldacena and Núñez (2001) and Chamseddine and
Volkov (1997). It has a nontrivial metric:

ds2
10¼ e� dx2

1;3 þ
e2h

�2
de� 2þ sin2 e� de’2
	 
� �

þ e�

�2

�
d
2 þ

X3

a¼1

� a � �Aað Þ2
�

½12�

a 2-form R–R potential

Cð2Þ ¼ 1

4�2
ð þ  0Þ sin �0 d�0 ^ d�� sin e� de� ^ de’	 
h

� cos �0 cos e�d� ^ de’i
þ a

2�2
de� ^ �1 � sin e� de’ ^ �2
h i

½13�

and a dilaton

e2�¼ sinh 2


2eh
½14�

where

e2h ¼ 
 coth 2
� 
2

sinh2 2

� 1

4

e2k ¼ eh sinh 2


2

a ¼ 2


sinh 2


½15�

and

A1 ¼ � 1

2�
aðrÞ de�

A2 ¼ 1

2�
aðrÞ sin e�de’

A3 ¼ � 1

2�
cos e� de’

½16�

with 
 � �r and ��2 = Ngs�
0. The left-invariant

1-forms of S3 are

�1¼ 1

2

h
cos d�0 þ sin �0 sin d�

i
�2¼ � 1

2

h
sin d�0 � sin �0 cos d�

i
�3¼ 1

2

h
d þ cos �0 d�

i ½17�

with 0 	 �0 	 �, 0 	 � 	 2�, and 0 	  	 4�. The
variables �̃ and ’̃ describe a two-dimensional sphere
and vary in the range 0 	 �̃ 	 � and 0 	 ’̃ 	 2�.
Before proceeding, here we want to stress the fact that
the presence of the function a(
) 6¼ 0 makes the
solution regular everywhere. This will allow us to use
it later on to describe the nonperturbative gaugino
condensate property of N = 1 super Yang–Mills.

We can now use the previous solution for comput-
ing the running coupling constant and the � parameter
of N = 1 super Yang–Mills (see Di Vecchia et al.
(2002), Bertolini and Merlatti (2003), and Mück
(2003) reviewed in Bertolini (2003), Di Vecchia and
Liccardo (2003), and Imeroni (2003)). In order to do
that, we have to fix the cycle on which to perform the
integrals in eqns [1] and [2]. It turns out that this
2-cycle is specified by

~� ¼ �0 � ~’ ¼ ��;  ¼ 0 ½18�

keeping 
 fixed. If we now compute the gauge couplings
on the previous cycle with B2 = C0 = 0, we get

4�2

Ng2
YM

¼ 
 coth 2
þ 1
2 að
Þ cos ½19�

and

�YM ¼
1

2�gs�0

Z
S2

C2 ¼�N  þ að
Þ sin þ 0ð Þ ½20�

where we have kept  6¼ 0 for reasons that will
become clear in a moment. Equation [19] shows
that the coupling constant is running as a function
of the distance 
 from the branes. In order to obtain
the correct running of the gauge theory, we have to
find a relation between 
 and the renormalization
group scale �. This can be obtained with the
following considerations. If we look at the previous
solution, it is easy to see that the metric in eqn [12]
is invariant under the following transformations:

 !  þ 2� if a 6¼ 0

 !  þ 2� if a ¼ 0
½21�

where � is an arbitrary constant. On the other hand,
C2 is not invariant under the previous transforma-
tions, but its flux, that is exactly equal to �YM in eqn
[20], changes by an integer multiple of 2�:

�YM ¼
1

2��0gs

Z
C2

C2 ! �YM

þ
�2�N; if a 6¼ 0

�2N�; if a ¼ 0; � ¼ �k
N

(
½22�

But since the physics does not change when
�YM! �YM þ 2�, one gets that the transformation in
eqn [22] is an invariance. Notice that also eqn [19] for
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the gauge coupling constant is invariant under the
transformation in eqn [21]. The previous considera-
tions show that the classical solution and also the
gauge couplings are invariant under the Z2 transfor-
mation if a 6¼ 0, while this symmetry becomes Z2N if a
is taken to be zero. As a consequence, since in the
ultraviolet a(
) is exponentially small, we can neglect
it and we have a Z2N symmetry, while in the infrared
we cannot neglect a(
) anymore and we have only a
Z2 symmetry left. This fits very well with the fact that
N = 1 super Yang–Mills has a nonzero gaugino
condensate <��> that is responsible for the break-
ing of Z2N into Z2. Therefore, it is natural to identify
the gaugino condensate precisely with the function
a(
) 6¼ 0 that makes the classical solution regular also
at short distances in supergravity (Di Vecchia et al.
2002, Apreda et al. 2002):

<��>��3 ¼ �3að
Þ ½23�

This provides the relation between the renormaliza-
tion group scale � and the supergravity spacetime
parameter 
. In the ultraviolet (large 
) a(
) is
exponentially suppressed and in eqns [19] and [20]
we can neglect it obtaining

4�2

Ng2
YM

¼ 
 coth 2


�YM ¼�N  þ  0ð Þ
½24�

The chiral anomaly can be obtained by performing
the transformation  ! þ 2� and getting

�YM ! �YM � 2N� ½25�

This implies that the Z2N transformations corre-
sponding to �= �k=N are symmetries because they
shift �YM by multiples of 2�.

In general, however, eqns [19] and [20] are only
invariant under the Z2 subgroup of Z2N correspond-
ing to the transformation

 !  þ 2� ½26�

that changes �YM in eqn [20] as follows:

�YM ! �YM � 2N� ½27�

leaving invariant the gaugino condensate:

<�2>¼ �3 16�2

3Ng2
YM

e�8�2=Ng2
YM ei�YM=N ½28�

Therefore, the chiral anomaly and the breaking of
Z2N to Z2 are encoded in eqns [19] and [20].
Finally, if we put  = 0 in eqn [19], we get

4�2

Ng2
YM

¼ 
 coth 2
� 1
2 að
Þ ¼ 
 tanh 
 ½29�

This equation taken together with eqn [23] allows us to
determine the running coupling constant as a function of
�. From it, we get (Di Vecchia et al. 2002, Di Vecchia
and Liccardo 2003) the Novikov–Shifman–Vainshtein–
Zacharov (NSVZ) �-function plus nonperturbative
corrections due to fractional instantons:

�ðgYMÞ ¼ �
3Ng3

YM

16�2

1þ 4�2

Ng2
YM

sinh�2 4�2

Ng2
YM

1�Ng2
YM

8�2 þ
1

2
sinh�2 4�2

Ng2
YM

½30�

where in the ultraviolet we have approximated

 with 4�2=(Ng2

YM)coth 4�2=(Ng2
YM).

See also: AdS/CFT Correspondence; Anomalies;
BF Theories; Brane Construction of Gauge Theories;
Gauge Theory: Mathematical Applications;
Noncommutative Geometry from Strings;
Nonperturbative and Topological Aspects of Gauge
Theory; Perturbation Theory and its Techniques;
Seiberg–Witten Theory; Superstring Theories.
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Introduction

This article surveys some developments in pure mathe-
matics which have, to varying degrees, grown out of the
ideas of gauge theory in mathematical physics. The
realization that the gauge fields of particle physics and
the connections of differential geometry are one and the
same has had wide-ranging consequences, at different
levels. Most directly, it has led mathematicians to work
on new kinds of questions, often shedding light later on
well-established problems. Less directly, various funda-
mental ideas and techniques, notably the need to work
with the infinite-dimensional gauge symmetry group,
have found a place in the general world-view of many
mathematicians, influencing developments in other
fields. Still less directly, the work in this area – between
geometry and mathematical physics – has been a prime
example of the interaction between these fields which
has been so fruitful since the 1970s.

The body of this article is divided into three
sections: roughly corresponding to analysis, geome-
try, and topology. However, the different topics
come together in many different ways: indeed the
existence of these links between the topics is one of
the most attractive features of the area.

Gauge Transformations

For a review of the usual foundational material
on connections, curvature, and related differential
geometric constructions, the reader is referred to
standard texts. We will, however, briefly recall
the notions of gauge transformations and gauge
fixing. The simplest case is that of abelian gauge
theory – connections on a U(1)-bundle, say over
R3. In that case the connection form, representing
the connection in a local trivialization, is a pure

imaginary 1-form A, which can also be identified
with a vector field A. The curvature of the
connection is the 2-form dA. Changing the local
trivialization by a U(1)-valued function g = ei�

changes the connection form to

~A ¼ A� dgg�1 ¼ A� id�

The forms A, Ã are two representations of the same
geometric object: just as the same metric can be
represented by different expressions in different
coordinate systems. One may want to fix this choice
of representation, usually by choosing A to satisfy
the Coulomb gauge condition d�A = 0 (equivalently
div A = 0), supplemented by appropriate boundary
conditions. Here we are using the standard Eucli-
dean metric on R3. (Throughout this article we will
work with positive-definite metrics, regardless of the
fact that – at least at the classical level – the
Lorentzian signature may have more obvious bear-
ing on physics.) Arranging this choice of gauge
involves solving a linear partial differential equation
(PDE) for �.

The case of a general structure group G is not
much different. The connection form A now takes
values in the Lie algebra of G and the curvature is
given by the expression

F ¼ dAþ 1
2½A;A�

The change of bundle trivialization is given by a
G-valued function and the resulting change in the
connection form is

~A ¼ gAg�1 � dgg�1

(Our notation here assumes that G is a matrix
group, but this is not important.) Again, we can seek
to impose the Coulomb gauge condition d�A = 0,
but now we cannot linearize this equation as before.

We can carry the same ideas over to a global
problem, working on a G-bundle P over a general
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Riemannian manifold M. The space of connections on
P is an affine space A: any two connections differ by a
bundle-valued 1-form. Now the gauge group G of
automorphisms of P acts on A and, again, two
connections in the same orbit of this action represent
essentially the same geometric object. Thus, in a sense
we would really like to work on the quotient space
A=G. Working locally in the space of connections, near
to some A0, this is quite straightforward. We represent
the nearby connections as A0 þ a, where a satisfies the
analog of the coulomb condition

d�Aa ¼ 0

Under suitable hypotheses, this condition picks out a
unique representative of each nearby orbit. However,
this gauge-fixing condition need not single out a
unique representative if we are far away from A0:
indeed, the space A=G typically has, unlike A, a
complicated topology which means that it is impos-
sible to find any such global gauge-fixing condition.
As noted above, this is one of the distinctive features
of gauge theory. The gauge group G is an infinite-
dimensional group, but one of a comparatively
straightforward kind – much less complicated than
the diffeomorphism groups relevant in Riemannian
geometry for example. One could argue that one of
the most important influences of gauge theory has
been to accustom mathematicians to working with
infinite-dimensional symmetry groups in a compara-
tively simple setting.

Analysis and Variational Methods

The Yang–Mills Functional

A primary object brought to mathematicians atten-
tion by physics is the Yang–Mills functional

YMðAÞ ¼
Z

M

jFAj2 d�

Clearly, YM(A) is non-negative and vanishes if and
only if the connection is flat: it is broadly analogous
to functionals such as the area functional in minimal
submanifold theory, or the energy functional for
maps. As such, one can fit into a general framework
associated with such functionals. The Euler–
Lagrange equations are the Yang–Mills equations

d�AFA ¼ 0

For any solution (a Yang–Mills connection), there is
a ‘‘Jacobi operator’’ HA such that the second
variation is given by

YMðAþ taÞ ¼ YMðAÞ þ t2hHAa; ai þOðt3Þ

The omnipresent phenomenon of gauge invar-
iance means that Yang–Mills connections are never
isolated, since we can always generate an infinite-
dimensional family by gauge transformations. Thus,
as explained in the last section, one imposes the
gauge-fixing condition d�Aa = 0. Then the operator
HA can be written as

HAa ¼ �Aaþ ½FA; a�

where �A is the bundle-valued ‘‘Hodge Laplacian’’
dAd�A þ d�AdA and the expression [FA, a] combines
the bracket in the Lie algebra with the action of
�2 on �1. This is a self-adjoint elliptic operator
and, if M is compact, the span of the negative
eigenspaces is finite dimensional, the dimension
being defined to be the index of the Yang–Mills
connection A.

In this general setting, a natural aspiration is to
construct a ‘‘Morse theory’’ for the functional. Such
a theory should relate the topology of the ambient
space to the critical points and their indices. In the
simplest case, one could hope to show that for any
bundle P there is a Yang–Mills connection with
index 0, giving a minimum of the functional. More
generally, the relevant ambient space here is the
quotient A=G and one might hope that the rich
topology of this is reflected in the solutions to the
Yang–Mills equations.

Uhlenbeck’s Theorem

The essential foundation needed to underpin such a
‘‘direct method’’ in the calculus of variations is an
appropriate compactness theorem. Here the dimen-
sion of the base manifold M enters in a crucial way.
Very roughly, when a connection is represented
locally in a Coulomb gauge, the Yang–Mills action
combines the L2-norm of the derivative of the
connection form A with the L2-norm of the
quadratic term [A, A]. The latter can be estimated
by the L4-norm of A. If dim M � 4, then the
Sobolev inequalities allow the L4-norm of A to be
controlled by the L2-norm of its derivative, but this
is definitely not true in higher dimensions. Thus,
dim M = 4 is the ‘‘critical dimension’’ for this
variational problem. This is related to the fact that
the Yang–Mills equations (and Yang–Mills func-
tional) are conformally invariant in four dimensions.
For any nontrivial Yang–Mills connection over the
4-sphere, one generates a one-parameter family of
Yang–Mills connections, on which the functional
takes the same value, by applying conformal
transformations corresponding to dilations of R4.
In such a family of connections the integrand jFAj2 –
the ‘‘curvature density’’ – converges to a �-function
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at the origin. More generally, one can encounter
sequences of connections over 4-manifolds for
which YM is bounded but which do not converge,
the Yang–Mills density converging to �-functions.
There is a detailed analogy with the theory of
the harmonic maps energy functional, where the
relevant critical dimension (for the domain of the
map) is 2.

The result of Uhlenbeck (1982), which makes
these ideas precise, considers connections over a ball
Bn � Rn. If the exponent p � 2n, then there are
positive constants �(p, n), C(p, n) > 0 such that any
connection with kFkLp(Bn) � � can be represented in
Coulomb gauge over the ball, by a connection form
which satisfies the condition d�A = 0, together with
certain boundary conditions, and

kAkLp
1
� CkFkLp

In this Coulomb gauge, the Yang–Mills equations
are elliptic and it follows readily that, in this setting,
if the connection A is Yang–Mills one can obtain
estimates on all derivatives of A.

Instantons in Four Dimensions

This result of Uhlenbeck gives the analytical basis
for the direct method of the calculus of variations
for the Yang–Mills functional over base manifolds
M of dimension �3. For example, any bundle over
such a manifold must admit a Yang–Mills connec-
tion, minimizing the functional. Such a statement
is definitely false in dimensions �5. For example,
an early result of Bourguignon and Lawson (1981)
and Simons asserts that there is no minimizing
connection on any bundle over Sn for n � 5. The
proof exploits the action of the conformal trans-
formations of the sphere. In the critical dimension
4, the situation is much more complicated. In four
dimensions, there are the renowned ‘‘instanton’’
solutions of the Yang–Mills equation. Recall that
if M is an oriented 4-manifold the Hodge
�-operation is an involution of �2T�M which
decomposes the two forms into self-dual and
anti-self-dual parts, �2T�M = �þ � ��. The curva-
ture of a connection can then be written as

FA ¼ FþA þ F�A

and a connection is a self-dual (respectively
anti-self-dual) instanton if F�A (respectively FþA ) is 0.
The Yang–Mills functional is

YMðAÞ ¼ kFþAk
2 þ kF�Ak

2

while the difference kFþAk
2 � kF�Ak

2 is a topological
invariant �(P) of the bundle P, obtained by
evaluating a four-dimensional characteristic class

on [M]. Depending on the sign of �(P), the self-
dual or anti-self-dual connections (if any exist)
minimize the Yang–Mills functional among all
connections on P. These instanton solutions of
the Yang–Mills equations are analogous to the
holomorphic maps from a Riemann surface to a
Kähler manifold, which minimize the harmonic
maps energy functional in their homotopy class.

Moduli Spaces

The instanton solutions typically occur in ‘‘moduli
spaces.’’ To fix ideas, let us consider bundles with
structure group SU(2), in which case �(P) =
�8�2c2(P). For each k > 0, we have a moduli space
Mk of anti-self-dual instantons on a bundle Pk!M4,
with c2(Pk) = k. It is a manifold of dimension 8k� 3.
The general goal of the calculus of variations in this
setting is to relate three things:

1. the topology of the space A=G of equivalence
classes of connections on Pk;

2. the topology of the moduli space Mk of
instantons; and

3. the existence and indices of other, nonminimal,
solutions to the Yang–Mills equations on Pk.

In this direction, a very influential conjecture was
made by Atiyah and Jones (1978). They considered
the case when M = S4 and, to avoid certain
technicalities, work with spaces of ‘‘framed’’ con-
nections, dividing by the restricted group G0 of
gauge transformations equal to the identity at
infinity. Then, for any k, the quotient A=G0 is
homotopy equivalent to the third loop space �3S3

of based maps from the 3-sphere to itself. The
corresponding ‘‘framed’’ moduli space ~Mk is a
manifold of dimension 8k (a bundle over Mk with
fiber SO(3)). Atiyah and Jones conjectured that
the inclusion ~Mk!A=G0 induces an isomorphism
of homotopy groups �l in a range of dimensions
l � l(k), where l(k) increases with k. This would be
consistent with what one might hope to prove by the
calculus of variations if there were no other Yang–
Mills solutions, or if the indices of such solutions
increased with k.

The first result along these lines was due to
Bourguignon and Lawson (1981), who showed that
the instanton solutions are the only local minima of
the Yang–Mills functional over the 4-sphere. Subse-
quently, Taubes (1983) showed that the index of an
non-instanton Yang–Mills connection Pk is at least
kþ 1. Taubes’ proof used ideas related to the action
of the quaternions and the hyper-Kähler structure on
the ~Mk (see the section on hyper-Kähler quotients).
Contrary to some expectations, it was shown by
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Sibner et al. (1989) that nonminimal solutions do
exist; some later constructions were very explicit
(Sadun and Segert 1992). Taubes’ index bound gave
ground for hope that an analytical proof of the
Atiyah–Jones conjecture might be possible, but this
is not at all straightforward. The problem is that in
the critical dimension 4 a mini–max sequence for the
Yang–Mills functional in a given homotopy class
may diverge, with curvature densities converging to
sums of �-functions as outlined above. This is
related to the fact that the ~Mk are not compact. In
a series of papers culminating in a framework for
Morse theory for Yang–Mills functional, Taubes
(1998) succeeded in proving a partial version of the
Atiyah–Jones conjecture, together with similar
results for general base manifolds M4. Taubes
showed that, if the homotopy groups of the moduli
spaces stabilize as k!1, then the limit must be
that predicted by Atiyah and Jones. Related analy-
tical techniques were developed for other variational
problems at the critical dimension involving ‘‘critical
points at infinity.’’ The full Atiyah–Jones conjecture
was established by Boyer et al. but using geometrical
techniques: the ‘‘explicit’’ description of the moduli
spaces obtained from the Atiyah–Drinfeld–Hitchin–
Manin (ADHM) construction (see below). A differ-
ent geometrical proof was given by Kirwan (1994),
together with generalizations to other gauge groups.

There was a parallel story for the solutions of the
Bogomolony equation over R3, which we will not
recount in detail. Here the base dimension is below
the critical case but the analytical difficulty arises
from the noncompactness of R3. Taubes succeeded
in overcoming this difficulty and obtained relations
between the topology of the moduli space, the
appropriate configuration space and the higher
critical points. Again, these higher critical points
exist but their index grows with the numerical
parameter corresponding to k. At about the same
time, Donaldson (1984) showed that the moduli
spaces could be identified with spaces of rational
maps (subsequently extended to other gauge
groups). The analog of the Atiyah–Jones conjecture
is a result on the topology of spaces of rational maps
proved earlier by Segal, which had been one of the
motivations for Atiyah and Jones.

Higher Dimensions

While the scope for variational methods in Yang–
Mills theory in higher dimensions is very limited,
there are useful analytical results about solutions of
the Yang–Mills equations. An important monotoni-
city result was obtained by Price (1983). For
simplicity, consider a Yang–Mills connection over

the unit ball Bn � Rn. Then Price showed that the
normalized energy

EðA;BðrÞÞ ¼ 1

rn�4

Z
jxj�r

jFj2 d�

decreases with r. Nakajima (1988) and Uhlenbeck used
this monotonicity to show that for each n there is an
� such that if A is a Yang–Mills connection over a ball
with E(A, B(r)) � � then all derivatives of A, in a
suitable gauge, can be controlled by E(A, B(r)). Tian
(2000) showed that if Ai is a sequence of Yang–Mills
connections over a compact manifold M with bounded
Yang–Mills functional, then there is a subsequence
which converges away from a set Z of Haussdorf
codimension at least 4 (extending the case of points in a
4-manifold). Moreover, the singular set Z is a minimal
subvariety, in a suitably generalized sense.

In higher dimensions, important examples of
Yang–Mills connections arise within the framework
of ‘‘calibrated geometry.’’ Here, we consider a
Riemannian n-manifold M with a covariant constant
calibrating form � 2 �n�4

M . There is then an analog
of the instanton equation

FA ¼ 	 � ð� ^ FAÞ

whose solutions minimize the Yang–Mills functional.
This includes the Hermitian Yang–Mills equation
over a Kähler manifold (see the section on moment
maps) and also certain equations over manifolds with
special holonomy groups (Donaldson and Thomas
1998). For these ‘‘higher-dimensional instantons,’’
Tian shows that the singular sets Z that arise are
calibrated varieties.

Gluing Techniques

Another set of ideas from PDEs and analysis which
has had great impact in gauge theory involves the
construction of solutions to appropriate equations
by the following general scheme:

1. constructing an ‘‘approximate solution,’’ formed
from some standard models using cutoff
functions;

2. showing that the approximate solution can be
deformed to a true solution by means of an
implicit function theorem.

The heart of the second step usually consists of
estimates for the relevant linear differential opera-
tor. Of course, the success of this strategy depends
on the particular features of the problem. This
approach, due largely to Taubes, has been particu-
larly effective in finding solutions to the first-order
instanton equations and their relatives. (The applic-
ability of the approach is connected to the fact that
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such solutions typically occur in moduli spaces and
one can often ‘‘see’’ local coordinates in the moduli
space by varying the parameters in the approximate
solution.) Taubes applied this approach to the
Bogomolny monopole equation over R3 (Jaffe and
Taubes 1980) and to construct instantons over
general 4-manifolds (Taubes 1982). In the latter
case, the approximate solutions are obtained by
transplanting standard solutions over R4 – with
curvature density concentrated in a small ball – to
small balls on the 4-manifold, glued to the trivial
flat connection over the remainder of the manifold.
These types of techniques have now become a fairly
standard part of the armory of many differential
geometers, working both within gauge theory and
other fields. An example of a problem where similar
ideas have been used is Joyce’s construction of
constant of manifolds with exceptional holonomy
groups (Joyce 1996). (Of course, it is likely that
similar techniques have been developed over the
years in many other areas, but Taubes’ work in
gauge theory has done a great deal to bring them
into prominence.)

Geometry: Integrability and Moduli
Spaces

The Ward Correspondence

Suppose that S is a complex surface and ! is the
2-form corresponding to a Hermitian metric on S.
Then S is an oriented Riemannian 4-manifold and !
is a self-dual form. The orthogonal complement of !
in �þ can be identified with the real parts of forms
of type (0, 2). Hence, if A is an anti-self-dual
instanton connection on a principle U(r)-bundle over
S the (0, 2) part of the curvature of A vanishes. This
is the integrability condition for the �@-operator
defined by the connection, acting on sections of the
associated vector bundle E! S. Thus, in the
presence of the connection, the bundle E is naturally
a holomorphic bundle over S.

The Ward correspondence (Ward 1877) builds
on this idea to give a complete translation of the
instanton equations over certain Riemannian
4-manifolds into holomorphic geometry. In the
simplest case, let A be an instanton on a bundle
over R4. Then, for any choice of a linear complex
structure on R4, compatible with the metric, A
defines a holomorphic structure. The choices of
such a complex structure are parametrized by a
2-sphere; in fact, the unit sphere in �þ(R4). So, for
any � 2 S2 we have a complex surface S� and a
holomorphic bundle over S�. These data can be
viewed in the following way. We consider the

projection � : R4 
 S2!R4 and the pull-back
��(E) to R4 
 S2. This pullback bundle has a
connection which defines a holomorphic structure
along each fiber S� � R4 
 S2 of the other projec-
tion. The product R4 
 S2 is the twistor space of R4

and it is in a natural way a three-dimensional
complex manifold. It can be identified with the
complement of a line L1 in CP3 where the projection
R4 
 S2! S2 becomes the fibration of CP3nL1
by the complex planes through L1. One can see
then that ��(E) is naturally a holomorphic bundle
over CP3 n L1. The construction extends to the
conformal compactification S4 of R4. If S4 is viewed
as the quaternionic projective line HP1 and we
identify H2 with C4 in the standard way, we get a
natural map � : CP3!HP1. Then CP3 is the
twistor space of S4 and an anti-self-dual instanton
on a bundle E over S4 induces a holomorphic
structure on the bundle ��(E) over CP3.

In general, the twistor space Z of an oriented
Riemannian 4-manifold M is defined to be the unit
sphere bundle in �þM. This has a natural almost-
complex structure which is integrable if and only if
the self-dual part of the Weyl curvature of M
vanishes (Atiyah et al. 1978). The antipodal map
on the 2-sphere induces an antiholomorphic involu-
tion of Z. In such a case, an anti-self-dual instanton
over M lifts to a holomorphic bundle over Z.
Conversely, a holomorphic bundle over Z which is
holomorphically trivial over the fibers of the fibra-
tion Z!M (projective lines in Z), and which
satisfies a certain reality condition with respect to
the antipodal map, arises from a unitary instanton
over M. This is the Ward correspondence, part of
Penrose’s twistor theory.

The ADHM Construction

The problem of describing all solutions to the
Yang–Mills instanton equation over S4 is thus
reduced to a problem in algebraic geometry, of
classifying certain holomorphic vector bundles. This
was solved by Atiyah et al. (1978). The resulting
ADHM construction reduces the problem to certain
matrix equations. The equations can be reduced to
the following form. For a bundle Chern class k and
rank r, we require a pair of k
 k matrices 	1,	2, a
k
 r matrix a, and an r
 k matrix b. Then the
equations are

	1; 	2½ � ¼ ab

	�1; 	1

� �
þ 	�2; 	2

� �
¼ aa� � b�b

½1�

We also require certain open, nondegeneracy condi-
tions. Given such matrix data, a holomorphic
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bundle over CP3 is constructed via a ‘‘monad’’: a
pair of bundle maps over CP3

Ck �Oð�1Þ@ > D1 >> Ck � Ck � Cr@ > D2

>> Ck �Oð1Þ

with D2D1 = 0. That is, the rank-r holomorphic
bundle we construct is Ker D2=Im D1. The bundle
maps D1, D2 are obtained from the matrix data in a
straightforward way, in suitable coordinates. It is
this matrix description which was used by Boyer
et al. to prove the Atiyah–Jones conjecture on the
topology of the moduli spaces of instantons. The
only other case when the twistor space of a compact
4-manifold is an algebraic variety is the complex
projective plane, with the nonstandard orientation.
An analog of the ADHM description in this case was
given by Buchdahl (1986).

Integrable Systems

The Ward correspondence can be viewed in the general
framework of integrable systems. Working with the
standard complex structure on R4, the integrability
condition for the �@-operator takes the shape

½r1 þ ir2;r3 þ ir4� ¼ 0

where ri are the components of the covariant
derivative in the coordinate directions. So, the
instanton equation can be viewed as a family of
such commutator equations parametrized by � 2 S2.
One obtains many reductions of the instanton
equation by imposing suitable symmetries. Solutions
invariant under translation in one variable corre-
spond to the Bogomolny ‘‘monopole equation’’
(Jaffe and Taubes 1980). Solutions invariant under
three translations correspond to solutions of Nahm’s
equations,

dTi

dt
¼ �ijk½Tj;Tk�

for matrix-valued functions T1, T2, T3 of one
variable t. Nahm (1982) and Hitchin (1983)
developed an analog of the ADHM construction
relating these two equations. This is now seen as a
part of a general ‘‘Fourier–Mukai–Nahm trans-
form’’ (Donaldson and Kronheimer 1990). The
instanton equations for connections invariant
under two translations, Hitchin’s equations
(Hitchin 1983), are locally equivalent to the
harmonic map equation for a surface into the
symmetric space dual to the structure group.
Changing the signature of the metric on R4 to (2, 2),
one gets the harmonic mapping equations into Lie
groups (Hitchin 1990). More complicated reduc-
tions yield almost all the known examples of

integrable PDEs as special forms of the instanton
equations (Mason and Woodhouse 1996).

Moment Maps: the Kobayashi–Hitchin Conjecture

Let � be a compact Riemann surface. The Jacobian
of � is the complex torus H1(�,O)=H1(�, Z): it
parametrizes holomorphic line bundles of degree 0
over �. The Hodge theory (which was, of course,
developed long before Hodge in this case) shows
that the Jacobian can also be identified with the
torus H1(�, R)=H1(�, Z) which parametrizes flat
U(1)-connections. That is, any holomorphic line
bundle of degree 0 admits a unique compatible flat
unitary connection.

The generalization of these ideas to bundles of
higher rank began with Weil. He observed that any
holomorphic vector bundle of degree 0 admits a flat
connection, not necessarily unitary. Narasimhan and
Seshadri (1965) showed that (in the case of degree 0)
the existence of a flat, irreducible, unitary connec-
tion was equivalent to an algebro-geometric condi-
tion of stability which had been introduced shortly
before by Mumford, for quite different purposes.
Mumford introduced the stability condition in order
to construct separated moduli spaces of holo-
morphic bundles – generalizing the Jacobian – as
part of his general geometric invariant theory. For
bundles of nonzero degree, the discussion is slightly
modified by the use of projectively flat unitary
connections. The result of Narasimhan and Seshadri
asserts that there are two different descriptions of
the same moduli space Md, r(Sigma): either as
parametrizing certain irreducible projectively flat
unitary connections (representations of �1(�)), or
parametrizing stable holomorphic bundles of degree
d and rank r. While Narasimhan and Seshadri
probably did not view the ideas in these terms,
another formulation of their result is that a certain
nonlinear PDE for a Hermitian metric on a
holomorphic bundle – analogous to the Laplace
equation in the abelian case – has a solution when
the bundle is stable.

Atiyah and Bott (1982) cast these results in the
framework of gauge theory. (The Yang–Mills
equations in two dimensions essentially reduce to
the condition that the connection be flat, so they are
rather trivial locally but have interesting global
structure.) They made the important observation
that the curvature of a connection furnishes a map

F : A ! LieðGÞ�

which is an equivariant moment map for the action
of the gauge group on A. Here the symplectic form
on the affine space A and the map from the adjoint
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bundle-valued 2-forms to the dual of the Lie algebra
of G are both given by integration of products of
forms. From this point of view, the Narasimhan–
Seshadri result is an infinite-dimensional example of
a general principle relating symplectic and complex
quotients. At about the same time, Hitchin and
Kobayashi independently proposed an extension of
these ideas to higher dimensions. Let E be a
holomorphic bundle over a complex manifold V.
Any compatible unitary connection on E has
curvature F of type (1,1). Let ! be the (1,1)-form
corresponding to a fixed Hermitian metric on V.
The Hermitian Yang–Mills equation is the equation

F�! ¼ �1E

where � is a constant (determined by the topological
invariant c1(E)). The Kobayashi–Hitchin conjecture
is that, when ! is Kähler, this equation has an
irreducible solution if and only if E is a stable
bundle in the sense of Mumford. Just as in the
Riemann surface case, this equation can be viewed
as a nonlinear second-order PDE of Laplace type for
a metric on E. The moment map picture of Atiyah
and Bott also extends to this higher-dimensional
version. In the case when V has complex dimension
2 (and � is zero), the Hermitian Yang–Mills
connections are exactly the anti-self-dual instantons,
so the conjecture asserts that the moduli spaces of
instantons can be identified with certain moduli
spaces of stable holomorphic bundles.

The Kobayashi–Hitchin conjecture was proved in
the most general form by Uhlenbeck and Yau
(1986), and in the case of algebraic manifolds in
Donaldson (1987). The proofs in Donaldson (1985,
1987) developed some extra structure surrounding
these equations, connected with the moment map
point of view. The equations can be obtained as the
Euler–Lagrange equations for a nonlocal functional,
related to the renormalized determinants of Quillen
and Bismut. The results have been extended to non-
Kähler manifolds and certain noncompact mani-
folds. There are also many extensions to equations
for systems of data comprising a bundle with
additional structure such as a holomorphic section
or Higgs’ field (Bradlow et al. 1995), or a parabolic
structure along a divisor. Hitchin’s equations
(Hitchin 1987) are a particularly rich example.

Topology of Moduli Spaces

The moduli spaces Mr, d(�) of stable holomorphic
bundles/projectively flat unitary connections over
Riemann surfaces � have been studied intensively
from many points of view. They have natural Kähler
structures: the complex structure being visible in the

holomorphic bundles guise and the symplectic form
as the ‘‘Marsden–Weinstein quotient’’ in the unitary
connections guise. In the case when r and d are
coprime, they are compact manifolds with compli-
cated topologies. There is an important basic
construction for producing cohomology classes
over these (and other) moduli spaces. One takes a
universal bundle U over the product M
 � with
Chern classes

ciðUÞ 2 H2iðM
 �Þ

Then, for any class 	 2 Hp(�), we get a cohomology
class ci(U)=	 2 H2i�p(M). Thus, if R� is the graded
ring freely generated by such classes, we have a
homomorphism 
 : R�!H�(M). The questions
about the topology of the moduli spaces which
have been studied include:

1. finding the Betti numbers of the moduli spaceM;
2. identifying the kernel of 
;
3. giving an explicit system of generators and

relations for the ring H�(M);
4. identifying the Pontrayagin and Chern classes of
M within H�(M); and

5. evaluating the pairingsZ
M

ðWÞ

for elements W of the appropriate degree in R.

All of these questions have now been solved quite
satisfactorily. In early work, Newstead (1967) found
the Betti numbers in the rank-2 case. The main aim
of Atiyah and Bott was to apply the ideas of Morse
theory to the Yang–Mills functional over a Riemann
surface and they were able to reproduce Newstead’s
results in this way and extend them to higher rank.
They also showed that the map 
 is a surjection, so
the universal bundle construction gives a system of
generators for the cohomology. Newstead made
conjectures on the vanishing of the Pontrayagin
and Chern classes above a certain range which were
established by Kirwan and extended to higher rank
by Earl and Kirwan (1999). Knowing that R� maps
on to H�(M), a full set of relations can (by Poincaré
duality) be deduced in principle from a knowledge
of the integral pairings in (5) above, but this is not
very explicit. A solution to (5) in the case of rank 2
was found by Thaddeus (1992). He used results
from the Verlinde theory (see section on 3-manifolds
below) and the Riemann–Roch formula. Another
point of view was developed by Witten (1991), who
showed that the volume of the moduli space was
related to the theory of torsion in algebraic topology
and satisfied simple gluing axioms. These different

474 Gauge Theory: Mathematical Applications



points of view are compared in Donaldson (1993).
Using a nonrigorous localization principle in infinite
dimensions, Witten (1992) wrote down a general
formula for the pairings (5) in any rank, and this
was established rigorously by Jeffrey and Kirwan,
using a finite-dimensional version of the same
localization method. A very simple and explicit set
of generators and relations for the cohomology (in
the rank-2 case) was given by King and Newstead
(1998). Finally, the quantum cohomology of the
moduli space, in the rank-2 case, was identified
explicitly by Munoz (1999).

Hyper-Kähler Quotients

Much of this story about the structure of moduli
spaces extends to higher dimensions and to the
moduli spaces of connections and Higgs fields.
A particularly notable extension of the ideas
involves hyper-Kähler structures. Let M be a hyper-
Kähler 4-manifold, so there are three covariant-
constant self-dual forms !1, !2, !3 on M. These
correspond to three complex structures I1, I2, I3

obeying the algebra of the quaternions. If we single
out one structure, say I1, the instantons on M can be
viewed as holomorphic bundles with respect to I1

satisfying the moment map condition (Hermitian
Yang–Mills equation) defined by the form !1.
Taking a different complex structure interchanges
the role of the moment map and integrability
conditions. This can be put in a general framework
of hyper-Kähler quotients due to Hitchin et al.
(1987). Suppose initially that M is compact
(so either a K3 surface or a torus). Then the !i

components of the curvature define three maps

Fi : A ! LieðGÞ�

The structures on M make A into a flat hyper-
Kähler manifold and the three maps Fi are the
moment maps for the gauge group action with
respect to the three symplectic forms on A. In this
situation, it is a general fact that the hyper-Kähler
quotient – the quotient by G of the common zero set
of the three moment maps – has a natural hyper-
Kähler structure. This hyper-Kähler quotient is just
the moduli space of instantons over M. In the case
when M is the noncompact manifold R4, the same
ideas apply except that one has to work with
the based gauge group G0. The conclusion is that
the framed moduli spaces ~M of instantons over R4

are naturally hyper-Kähler manifolds. One can also
see this hyper-Kähler structure through the ADHM
matrix description. A variant of these matrix
equations was used by Kronheimer to construct
‘‘gravitational instantons.’’ The same ideas also

apply to the moduli spaces of monopoles, where
the hyper-Kähler metric, in the simplest case, was
studied by Atiyah and Hitchin (1989).

Low-Dimensional Topology

Instantons and 4-Manifolds

Gauge theory has had unexpected applications in
low-dimensional topology, particularly the topology
of smooth 4-manifolds. The first work in this
direction, in the early 1980s, involved the Yang–
Mills instantons. The main issue in 4-manifold
theory at that time was the correspondence between
the diffeomorphism classification of simply con-
nected 4-manifolds and the classification up to
homotopy. The latter is determined by the intersec-
tion form, a unimodular quadratic form on the
second integral homology group (i.e., a symmetric
matrix with integral entries and determinant 	1,
determined up to integral change of basis). The only
known restriction was that Rohlin’s theorem, which
asserts that if the form is even the signature must be
divisible by 16. The achievement of the first phase of
the theory was to show that

1. There are unimodular forms which satisfy the
hypotheses of Rohlin’s theorem but which do not
appear as the intersection forms of smooth
4-manifolds. In fact, no nonstandard definite
form, such as a sum of copies of the E8 matrix,
can arise in this way.

2. There are simply connected smooth 4-manifolds
which have isomorphic intersection forms, and
hence are homotopy equivalent, but which are
not diffeomorphic.

These results stand in contrast to the homeomorph-
ism classification which was obtained by Freedman
shortly before and which is almost the same as the
homotopy classification.

The original proof of item (1) above argued with
the moduli spaceM of anti-self-dual instantons SU(2)
instantons on a bundle with c2 = 1 over a simply
connected Riemannian 4-manifold M with a negative-
definite intersection form (Donaldson 1983). In the
model case when M is the 4-sphere the moduli space
M can be identified explicitly with the open 5-ball.
Thus the 4-sphere arises as the natural boundary of
the moduli space. A sequence of points in the moduli
space converging to a boundary point corresponds to
a sequence of connections with curvature densities
converging to a �-function, as described earlier. One
shows that in the general case (under our hypotheses
on the 4-manifold M) the moduli space M has a
similar behavior, it contains a collar M
 (0, �)
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formed by instantons made using Taubes’ gluing
construction, described previously. The complement
of this collar is compact. In the interior of the moduli
space, there are a finite number of special points
corresponding to U(1)-reductions of the bundle P.
This is the way in which the moduli space ‘‘sees’’ the
integral structure of the intersection form since such
reductions correspond to integral homology classes
with self-intersection �1. Neighborhoods of these
special points are modeled on quotients C3=U(1); that
is, cones on copies of CP2. The upshot is that (for
generic Riemannian metrics on M) the moduli space
gives a cobordism from the manifold M to a set of
copies of CP2 which can be counted in terms of the
intersection form, and the result follows easily from
standard topology. More sophisticated versions of the
argument extended the results to rule out some
indefinite intersection forms.

On the other hand, the original proofs of item (2)
used ‘‘invariants’’ defined by instanton moduli spaces
(Donaldson 1990). The general scheme exploits the
same construction outlined in the previous section.
We suppose that M is a simply connected 4-manifold
with bþ(M) = 1þ 2p, where p > 0 is an integer.
(Here bþ(M) is, as usual, the number of positive
eigenvalues of the intersection matrix.) Ignoring some
technical restrictions, there is a map


 : RM ! H�ðMkÞ

where RM is a graded ring freely generated by
the homology (below the top dimension) of the
4-manifold M and Mk is the moduli space of
anti-self-dual SU(2)-instantons on a bundle with
c2 = k > 0. For an element W in RM of the
appropriate degree, one obtains a number by
evaluating, or integrating, 
(W) on Mk. The main
technical difficulty here is that the moduli spaceMk

is rarely compact, so one needs to make sense of this
‘‘evaluation.’’ With all the appropriate technicalities
in place, these invariants could be shown to
distinguish various homotopy-equivalent, homeo-
morphic 4-manifolds. All these early developments
are described in detail in the book by Donaldson
and Kronheimer (1990).

Basic Classes

Until the early 1990s, these instanton invariants
could only be calculated in isolated favorable
cases (although the calculations which were
made, through the work of many mathematicians,
led to a large number of further results about
4-manifold topology). Deeper understanding of
their structure came with the work of Kronheimer
and Mrowka. This work was, in large part,

motivated by a natural question in geometric
topology. Any homology class 	 2 H2(M; Z) can
be represented by an embedded, connected,
smooth surface. One can define an integer g(	)
to be the minimal genus of such a representative.
The problem is to find g(	), or at least bounds on
it. A well-known conjecture, ascribed to Thom,
was that when M is the complex projective plane
the minimal genus is realized by a complex curve;
that is,

gð	dHÞ ¼ 1
2 ðd � 1Þðd � 2Þ

where H is the standard generator of H2(CP2) and
d � 1.

The new geometrical idea introduced by
Kronheimer and Mrowka was to study instantons
over a 4-manifold M with singularities along a
surface � �M. For such connections, there is a real
parameter: the limit of the trace of the holonomy
around small circles linking the surface. By
varying this parameter, they were able to inter-
polate between moduli spaces of nonsingular
instantons on different bundles over M and obtain
relations between the different invariants. They
also found that if the genus of � is suitably small
then some of the invariants are forced to vanish,
thus, conversely, getting information about g for
4-manifolds with nontrivial invariants. For exam-
ple, they showed that if M is a K3 surface then
g(	) = (1/2)(	 � 	þ 2).

The structural results of Kronheimer and Mrowka
(1995) introduced the notion of a 4-manifold of
‘‘simple type.’’ Write the invariant defined above by
the moduli space Mk as Ik : RM!Q. Then Ik

vanishes except on terms of degree 2d(k), where
d(k) = 4k� 3(1þ p). We can put all these together
to define I =

P
Ik : RM!Q. The ring RM is a

polynomial ring generated by classes 	 2 H2(M),
which have degree 2 in RM, and a class X of degree
4 in RM, corresponding to the generator of H0(M).
The 4-manifold is of simple type if

IðX2WÞ ¼ 4IðWÞ

for all W 2 RM. Under this condition, Kronheimer
and Mrowka showed that all the invariants are
determined by a finite set of ‘‘basic’’ classes
K1, . . . , Ks 2 H2(M) and rational numbers �1, . . . , �s.
To express the relation, they form a generating
function

DMð	Þ ¼ Iðe	Þ þ I
X

2
e	

� �
This is a priori a formal power series in H2(M) but a
posteriori the series converges and can be regarded
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as a function on H2(M). Kronheimer and Mrowka’s
result is that

DMð	Þ ¼ exp
	 � 	

2

� �Xs

r¼1

�re
Kr�	

It is not known whether all simply connected
4-manifolds are of simple type, but Kronheimer and
Mrowka were able to show that this is the case for a
multitude of examples. They also introduced a
weaker notion of ‘‘finite type,’’ and this condition
was shown to hold in general by Munoz and
Froyshov. The overall result of this work of
Kronheimer and Mrowka was to make the calcula-
tion of the instanton invariants for many familiar
4-manifolds a comparatively straightforward matter.

3-Manifolds: Casson’s Invariant

Gauge theory has also entered into 3-manifold
topology. In 1985, Casson introduced a new
integer-valued invariant of oriented homology
3-spheres which ‘‘counts’’ the set Z of equivalence
classes of irreducible flat SU(2)-connections, or
equivalently irreducible representations �1(Y)!
SU(2). Casson’s approach (Akbulut and McCarthy
1990) was to use a Heegard splitting of a
3-manifold Y into two handle bodies Yþ, Y� with
a surface � as common boundary. Then �1(�) maps
onto �1(Y) and a flat SU(2) connection on Y is
determined by its restriction to �. Let M� be the
moduli space of irreducible flat connections over �
(as discussed in the last section) and let L	 �M� be
the subsets which extend over Y	. Then L	 are
submanifolds of half the dimension of M� and the
set Z can be identified with the intersection Lþ \ L�.
The Casson invariant is one-half the algebraic
intersection number of Lþ and L�. Casson showed
that this is independent of the Heegard splitting
(and is also, in fact, an integer, although this is not
obvious). He showed that when Y is changed by
Dehn surgery along a knot, the invariant changes
by a term computed from the Alexander polynomial
of the knot. This makes the Casson invariant
computable in examples. (For a discussion of
Casson’s formula see Donaldson (1999).) Taubes
showed that the Casson invariant could also be
obtained in a more differential-geometric fashion,
analogous to the instanton invariants of 4-manifolds
(Taubes 1990).

3-Manifolds: Floer Theory

Independently, at about the same time, Floer
(1989) introduced more sophisticated invariants –
the Floer homology groups – of homology
3-spheres, using gauge theory. This development

ran parallel to his introduction of similar ideas in
symplectic geometry. Suppose, for simplicity, that
the set Z of equivalence classes of irreducible flat
connections is finite. For pairs ��, �þ in Z, Floer
considered the instantons on the tube Y 
 R
asymptotic to �	 at 	1. There is an infinite set
of moduli spaces of such instantons, labeled by a
relative Chern class, but the dimensions of these
moduli spaces agree modulo 8. This gives a relative
index �(��, �þ) 2 Z=8. If �(��, �þ) = 1 there is a
moduli space of dimension 1 (possibly empty), but
the translations of the tube act on this moduli space
and, dividing by translations, we get a finite set.
The number of points in this set, counted with
suitable signs, gives an integer n(��, �þ). Then,
Floer considers the free abelian groups

C� ¼
M
�2Z

Zh�i

generated by the set Z and a map @ : C� !C�
defined by

@ðh��iÞ ¼
X

nð��; �þÞh�þi

Here the sum runs over the �þ with �(��, �þ) = 1.
Floer showed that @2 = 0 and the homology
HF�(Y) = ker @=Im @ is independent of the metric
on Y (and various other choices made in implement-
ing the construction in detail). The chain complex
C� and hence the Floer homology can be graded by
Z=8, using the relative index, so the upshot is to
define 8 abelian groups HFi(Y): invariants of the
3-manifold Y. The Casson invariant appears now as
the Euler characteristic of the Floer homology.
There has been extensive work on extending these
ideas to other 3-manifolds (not homology spheres)
and gauge groups, but this line of research does not
yet seem to have reached a clear-cut conclusion.

Part of the motivation for Floer’s work came from
Morse theory, and particularly the approach to
this theory expounded by Witten (1982). The
Chern–Simons functional is a map

CS : A=G ! R=Z

from the space of SU(2)-connections over Y.
Explicitly, in a trivialization of the bundle

CSðAÞ ¼
Z

Y

A ^ dAþ 3
2 A ^ A ^ A

It appears as a boundary term in the Chern–Weil
theory for the second Chern class, in a similar way
as holonomy appears as a boundary term in the
Gauss–Bonnet theorem. The set Z can be identified
with the critical points of CS and the instantons on
the tube as integral curves of the gradient vector
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field of CS. Floer’s definition mimics the definition
of homology in ordinary Morse theory, taking
Witten’s point of view. It can be regarded formally
as the ‘‘middle-dimensional’’ homology of the
infinite-dimensional space A=G. See Atiyah (1988)
and Cohen et al. (1995) for discussions of these
ideas.

The Floer theory interacts with 4-manifold invar-
iants, making up a structure approximating to
a (3þ 1)-dimensional topological field theory
(Atiyah 1988). Roughly, the numerical invariants
of closed 4-manifolds generalize to invariants for a
4-manifold M with boundary Y taking values in the
Floer homology of Y. If two such manifolds are
glued along a common boundary, the invariants of
the result are obtained by a pairing in the Floer
groups. There are, however, at the moment, some
substantial technical restrictions on this picture. This
theory, as well as Floer’s original construction, is
developed in detail by Donaldson (2002). At the time
of writing, the Floer homology groups are still difficult
to compute in examples. One important tool is a
surgery-exact sequence found by Floer (Braam and
Donaldson 1995), related to Casson’s surgery
formula.

3-Manifolds: Jones–Witten Theory

There is another, quite different, way in which ideas
from gauge theory have entered 3-manifold topo-
logy. This is the Jones–Witten theory of knot and
3-manifold invariants. This theory falls outside the
main line of this article, but we will say a little about
it since it draws on many of the ideas we have
discussed. The goal of the theory is to construct a
family of (2þ 1)-dimensional topological field the-
ories indexed by an integer k, assigning complex
vector space Hk(�) to a surface � and an invariant
in Hk(@Y) to a 3-manifold-with-boundary Y. If @Y is
empty, the vector space Hk(@Y) is taken to be C, so
one seeks numerical invariants of closed 3-manifolds.
Witten’s (1989) idea is that these invariants of closed
3-manifolds are Feynmann integralsZ

A=G
ei2�kCSðAÞDA

This functional integral is probably a schematic
rather than a rigorous notion. The data associated
with surfaces can, however, be defined rigorously. If
we fix a complex structure I on �, we can define a
vector space Hk(�, I) to be

Hkð�; IÞ ¼ H0ðMð�Þ; LkÞ

where M(�) is the moduli space of stable holo-
morphic bundles/flat unitary connections over �
and L is a certain holomorphic line bundle over

M(�). These are the spaces of ‘‘conformal blocks’’
whose dimension is given by the Verlinde formulas.
Recall that M(�), as a symplectic manifold, is
canonically associated with the surface �, without
any choice of complex structure. The Hilbert
spaces Hk(�, I) can be regarded as the quantization
of this symplectic manifold, in the general frame-
work of geometric quantization: the inverse of k
plays the role of Planck’s constant. What is not
obvious is that this quantization is independent of
the complex structure chosen on the Riemann
surface: that is, that there is a natural identification
of the vector spaces (or at least the associated
projective spaces) formed by using different com-
plex structures. This was established rigorously by
Hitchin (1990) and Axelrod et al. (1991), who
constructed a projectively flat connection on the
bundle of spaces Hk(�, I) over the space of complex
structures I on �. At a formal level, these
constructions are derived from the construction of
the metaplectic representation of a linear symplec-
tic group, since the M� are symplectic quotients of
an affine symplectic space.

The Jones–Witten invariants have been rigorously
established by indirect means, but it seems that there
is still work to be done in developing Witten’s point
of view. If Yþ is a 3-manifold with boundary, one
would like to have a geometric definition of a vector
in Hk(@Yþ). This should be the quantized version of
the submanifold Lþ (which is Lagrangian in M�)
entering into the Casson theory.

Seiberg–Witten Invariants

The instanton invariants of a 4-manifold can be
regarded as the integrals of certain natural differ-
ential forms over the moduli spaces of instantons.
Witten (1988) showed that these invariants could be
obtained as functional integrals, involving a variant
of the Feynman integral, over the space of connec-
tions and certain auxiliary fields (insofar as this
latter integral is defined at all). A geometric
explanation of Witten’s construction was given by
Atiyah and Jeffrey (1990). Developing this point of
view, Witten made a series of predictions about the
instanton invariants, many of which were subse-
quently verified by other means. This line of work
culminated in 1994 where, applying developments
in supersymmetric Yang–Mills QFT, Seiberg and
Witten introduced a new system of invariants and a
precise prediction as to how these should be related
to the earlier ones.

The Seiberg–Witten invariants (Witten 1994) are
associated with a Spinc structure on a 4-manifold M.
If M is simply connected this is specified by a class
K 2 H2(M; Z) lifting w2(M). One has spin bundles
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Sþ, S�!M with c1(S	) = K. The Seiberg–Witten
equation is for a spinor field 
 – a section of Sþ

and a connection A on the complex line bundle
�2Sþ. This gives a connection on Sþ and hence a
Dirac operator

DA : �ðSþÞ ! �ðS�Þ

The Seiberg–Witten equations are

DA
 ¼ 0; FþA ¼ �ð
Þ

where � : Sþ!�þ is a certain natural quadratic
map. The crucial differential-geometric feature of
these equations arises from the Weitzenbock
formula

D�ADA
 ¼ r�ArA
þ
R

4

þ �ðFþÞ


where R is the scalar curvature and � is a natural
map from �þ to the endomorphisms of Sþ. Then � is
adjoint to � and

h�ð�ð
ÞÞ
; 
i ¼ j
j4

It follows easily from this that the moduli space of
solutions to the Seiberg–Witten equation is compact.
The most important invariants arise when K is
chosen so that

K � K ¼ 2�ðMÞ þ 3 signðMÞ

where �(M) is the Euler characteristic and sign(M) is
the signature. (This is just the condition for K to
correspond to an almost-complex structure on M.) In
this case, the moduli space of solutions is zero
dimensional (after generic perturbation) and the
Seiberg–Witten invariant SW(K) is the number of
points in the moduli space, counted with suitable signs.

Witten’s conjecture relating the invariants, in its
simplest form, is that when M has simple type the
classes K for which SW(K) is nonzero are exactly the
basic classes Kr of Kronheimer and Mrowka and that

�r ¼ 2CðMÞSWðKrÞ

where C(M) = 2þ (1/4)(7�(M)þ 11 sign(M)). This
asserts that the two sets of invariants contain exactly
the same information about the 4-manifold.

The evidence for this conjecture, via calculations of
examples, is very strong. A somewhat weaker
statement has been proved rigorously by Feehan and
Leness (2003). They use an approach suggested by
Pidstragatch and Tyurin, studying moduli spaces of
solutions to a nonabelian version of the Seiberg–
Witten equations. These contain both the instanton
and abelian Seiberg–Witten moduli spaces, and the
strategy is to relate the topology of these two sets by
standard localization arguments. (This approach is
related to ideas introduced by Thaddeus (1994) in the

case of bundles over Riemann surfaces.) The serious
technical difficulty in this approach stems from the
lack of compactness of the nonabelian moduli spaces.
The more general versions of Witten’s conjecture
(Moore and Witten 1997) (e.g., when bþ(M) = 1)
contain very complicated formulas, involving mod-
ular forms, which presumably arise as contributions
from the compactification of the moduli spaces.

Applications

Regardless of the connection with the instanton
theory, one can go ahead directly to apply the
Seiberg–Witten invariants to 4-manifold topology,
and this has been the main direction of research
since the 1990s. The features of the Seiberg–Witten
theory which have led to the most prominent
developments are the following.

1. The reduction of the equations to two dimensions
is very easy to understand. This has led to proofs
of the Thom conjecture and wide-ranging gen-
eralizations (Ozsvath and Szabo 2000).

2. The Weitzenboch formula implies that, if M has
positive scalar curvature, then solutions to the
Seiberg–Witten equations must have 
= 0. This
has led to important interactions with four-
dimensional Riemannian geometry (Lebrun 1996).

3. In the case when M is a symplectic manifold,
there is a natural deformation of the Seiberg–
Witten equations, discovered by Taubes (1996),
who used it to show that the Seiberg–Witten
invariants of M are nontrivial. More generally,
Taubes showed that for large values of the
deformation parameter the solutions of the
deformed equation localize around surfaces in
the 4-manifold and used this to relate the
Seiberg–Witten invariants to the Gromov theory
of pseudoholomorphic curves. These results of
Taubes have completely transformed the subject
of four-dimensional symplectic geometry.

Bauer and Furuta (2004) have combined the
Seiberg–Witten theory with more sophisticated
algebraic topology to obtain further results about
4-manifolds. They consider the map from the space of
connections and spinor fields defined by the formulas
on the left-hand side of the equations. The general
idea is to obtain invariants from the homotopy class
of this map, under a suitable notion of homotopy.
A technical complication arises from the gauge group
action, but this can be reduced to the action of a single
U(1). Ignoring this issue, Bauer and Furuta have
obtained invariants in the stable homotopy groups
limN!1 �Nþr(S

N), which reduce to the ordinary
numerical invariants when r = 1. Using these invar-
iants, they obtain results about connected sums of
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4-manifolds, for which the ordinary invariants are
trivial. Using refined cobordism invariants ideas,
Furuta made great progress towards resolving the
question of which intersection forms arise from
smooth, simply connected 4-manifolds. A well-
known conjecture is that, if such a manifold is spin,
then the second Betti number satisfies

b2ðMÞ � 11
8 jsignðMÞj

Furuta (2001) proved that b2(M)� (10/8)jsign(M)jþ2.
An important and very recent achievement, bringing

together many different lines of work, is the proof of
‘‘Property P’’ in 3-manifold topology by Kronheimer
and Mrowka (2004). This asserts that one cannot
obtain a homotopy sphere (counter-example to the
Poincaré conjecture) by þ1-surgery along a nontrivial
knot in S3. The proof uses work of Gabai and
Eliashberg to show that the manifold obtained by
0-framed surgery is embedded in a symplectic
4-manifold; Taubes’ results to show that the Seiberg–
Witten invariants of this 4-manifold are nontrivial;
Feehan and Leness’ partial proof of Witten’s con-
jecture to show that the same is true for the instanton
invariants; and the gluing rule and Floer’s exact
sequence to show that the Floer homology of the
þ1-surgered manifold is nontrivial. It follows then
from the definition of Floer homology that the funda-
mental group of this manifold is not trivial; in fact,
it must have an irreducible representation in SU(2).

See also: Cotangent Bundle Reduction; Floer Homology;
Gauge Theories from Strings; Gauge Theoretic Invariants
of 4-Manifolds; Instantons: Topological Aspects;
Knot Homologies; Moduli Spaces: An Introduction;
Nonperturbative and Topological Aspects of Gauge
Theory; Seiberg–Witten Theory; Topological Quantum
Field Theory: Overview; Variational Techniques for
Ginzburg–Landau Energies.
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Introduction

Einstein’s general theory of relativity has become the
foundation for our understanding of the gravita-
tional interaction. Four decades of high-precision

experiments have verified the theory with ever-
increasing precision, with no confirmed evidence of
a deviation from its predictions. The theory is now
the standard framework for much of astronomy,
with its searches for black holes, neutron stars,
gravitational waves, and the origin and fate of the
universe.

Yet modern developments in particle theory
suggest that it may not be the entire story, and that
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modification of the basic theory may be required at
some level. String theory generally predicts a
proliferation of gravity-like fields that could result
in alterations of general relativity (GR) reminiscent
of the Brans–Dicke theory of the 1960s. In the
presence of extra dimensions, the gravity of the four-
dimensional ‘‘brane’’ of a higher-dimensional world
could be somewhat different from a pure four-
dimensional GR. However, any theoretical specula-
tion along these lines must still abide by the best
current empirical bounds. This article will review
experimental tests of GR and the theoretical
implications of the results.

The Einstein Equivalence Principle

The Einstein equivalence principle is a modern
generalization of Einstein’s 1907 idea of an equiva-
lence between gravity and acceleration, or between
free fall and an absence of gravity. It states that:
(1) test bodies fall with the same acceleration
independently of their internal structure or composi-
tion (weak equivalence principle, or WEP); (2) the
outcome of any local nongravitational experiment is
independent of the velocity of the freely falling
reference frame in which it is performed (local
Lorentz invariance, or LLI); and (3) the outcome of
any local nongravitational experiment is indepen-
dent of where and when in the universe it is
performed (local position invariance, or LPI).

This principle is fundamental to gravitational
theory, for it is possible to argue that, if EEP is
valid, then gravitation and geometry are synon-
ymous. In other words, gravity must be described by
a ‘‘metric theory of gravity,’’ in which (1) spacetime
is endowed with a symmetric metric, (2) the
trajectories of freely falling bodies are geodesics of
that metric, and (3) in local freely falling reference
frames, the nongravitational laws of physics are
those written in the language of special relativity
(see Will (1993) for further details).

GR is a metric theory of gravity, but so are many
others, including the scalar–tensor theory of Brans
and Dicke and many of its modern descendents,
some of which are inspired by string theory.

Tests of the Weak Equivalence Principle

To test the WEP, one compares the acceleration of
two laboratory-sized bodies of different composition
in an external gravitational field. Although legend
suggests that Galileo may have demonstrated this
principle to his students at the Leaning Tower of Pisa,
and Newton tested it by means of pendulum
experiments, the first true high-precision experiments

were done at the end of the nineteenth century by the
Hungarian physicist Baron Roland von Eötvös and
colleagues.

Eötvös employed a torsion balance, in which
(schematically) two bodies of different composition
are suspended at the ends of a rod that is supported
horizontally by a fine wire or fiber. One then looks
for a difference in the horizontal accelerations of the
two bodies as revealed by a slight rotation of the
rod. The source of the horizontal gravitational force
could be the Sun, a large mass in or near the
laboratory, or, as Eötvös recognized, the Earth itself.
A measurement or limit on the fractional difference
in acceleration between two bodies yields a quantity
� � 2ja1 � a2j=ja1 þ a2j, called the ‘‘Eötvös ratio.’’
Eötvös’ experiments showed that � was smaller than
a few parts in 109, and later classic experiments in
the 1960s and 1970s by Dicke and Braginsky
improved the bounds by several orders of magni-
tude. Additional experiments were carried out
during the 1980s as part of a search for a putative
‘‘fifth force,’’ that was motivated in part by a
re-analysis of Eötvös’ original data.

The best limit on � currently comes from experi-
ments carried out during the 1985–2000 period at
the University of Washington (called the ‘‘Eöt-
Wash’’ experiments), which used a sophisticated
torsion balance tray to compare the accelerations of
bodies of different composition toward the Earth,
the Sun, and the galaxy. Another strong bound
comes from ongoing laser ranging to reflectors
deposited on the Moon during the Apollo program
in the 1970s (lunar laser ranging, LLR), which
routinely determines the Earth–Moon distance to
millimeter accuracies. The data may be used to
check the equality of acceleration of the Earth and
Moon toward the Sun. The results from laboratory
and LLR experiments are (Will 2001):

�E€ot – Wash < 4� 10�13; �LLR < 5� 10�13 ½1�

LLR also shows that gravitational binding energy
falls with the same acceleration as ordinary matter to
1.3 � 10 � 3 (test of the Nordtvedt ef fec t – s ee the se ction
‘‘Bounds on the PPN pa rameters’’ a nd Table 1).

Many of the high-precision, low-noise methods that
were developed for tests of WEP have been adapted
to laboratory tests of the inverse-square law of
Newtonian gravitation at millimeter scales and
below. The goal of these experiments is to search for
additional gravitational interactions involving massive
particles or for the presence of large extra dimensions.
The challenge of these experiments is to distinguish
gravitation-like interactions from electromagnetic and
quantum-mechanical effects. No deviations from

482 General Relativity: Experimental Tests



Newton’s inverse-square law have been found to date
at distances between 10mm and 10 mm.

Tests of Local Lorentz Invariance

Although special relativity itself never benefited
from the kind of ‘‘crucial’’ experiments, such as the
perihelion advance of Mercury and the deflection of
light, that contributed so much to the initial
acceptance of GR and to the fame of Einstein, the
steady accumulation of experimental support,
together with the successful integration of special
relativity into quantum mechanics, led to its being
accepted by mainstream physicists by the late 1920s,
ultimately to become part of the standard toolkit of
every working physicist.

But in recent years new experiments have placed
very tight bounds on any violations of the Lorentz
invariance, which underlies special relativity. A
simple way of interpreting this new class of
experiments is to suppose that a coupling of some
external gravitation-like field (not the metric) to the
electromagnetic interactions results in an effective
change in the speed of electromagnetic radiation, c,
relative to the limiting speed of material test
particles, c0; in other words, c 6¼ c0. It can be
shown that such a Lorentz-noninvariant electromag-
netic interaction would cause shifts in the energy
levels of atoms and nuclei that depend on the
orientation of the quantization axis of the state
relative to our velocity relative to the rest of the
universe, and on the quantum numbers of the state,
resulting in orientation dependences of the funda-
mental frequencies of such atomic clocks. The
magnitude of these ‘‘clock anisotropies’’ would be
proportional to � � j(c0=c)2 � 1j, which vanishes if
Lorentz invariance holds (see Will (1993) and
Haugan and Will (1987) for details).

The earliest clock anisotropy experiments were
carried out around 1960 independently by Hughes
and Drever, although their original motivation was
somewhat different. Dramatic improvements were
made in the 1980s using laser-cooled trapped atoms
and ions. This technique made it possible to reduce
the broadening of resonance lines caused by colli-
sions, leading to the impressive bound j�j > 10�21

(Will 2001).
Other recent tests of Lorentz invariance violation

include comparisons of resonant cavities with
atomic clocks, tests of dispersion and birefringence
in the propagation of high-energy photons from
astrophysical sources, threshold effects in elemen-
tary particle collisions, and anomalies in neutrino
oscillations. Mattingly (2005) gives a thorough and
up-to-date review of both the theoretical frame-
works for studying these effects and the experimen-
tal results.

Tests of Local Position Invariance

LPI requires, among other things, that the internal
binding energies of atoms and nuclei be indepen-
dent of location in space and time, when measured
against some standard atom. This means that a
comparison of the rates of two different kinds of
atomic clocks should be independent of location or
epoch, and that the frequency shift between two
identical clocks at different locations is simply a
consequence of the apparent Doppler shift
between a pair of inertial frames momentarily
comoving with the clocks at the moments of
emission and reception, respectively. The relevant
parameter � appears in the formula for the
frequency shift,

�f=f ¼ ð1þ �Þ��=c2 ½2�

Table 1 Current limits on the PPN parameters

Parameter Effect Limit Remarks

� � 1 (i) Shapiro delay 2.3� 10�5 Cassini tracking

(ii) Light deflection 4� 10�4 VLBI

� � 1 (i) Perihelion shift 3� 10�3 J2 = 10�7 from helioseismology

(ii) Nordtvedt effect 2.3� 10�4 LLR plus bounds on other parameters

� Anisotropy in Newton’s G 10�3 Gravimeter bounds on anomalous Earth tides

�1 Orbit polarization for moving systems 10�4 Lunar laser ranging

�2 Anomalous spin precession for moving bodies 4� 10�7 Alignment of solar axis relative to ecliptic

�3 Anomalous self-acceleration for spinning moving bodies 2� 10�20 Pulsar spindown timing data

�a Nordtvedt effect 9� 10�4 Lunar laser ranging

�1 2� 10�2 Combined PPN bounds

�2 Anomalous self-acceleration for binary systems 4� 10�5 Timing data for PSR 1913þ 16

�3 Violation of Newton’s third law 10�8 Lunar laser ranging

�4 Not independent

aHere �= 4� � � � 3� 10�=3� �1 þ 2�2=3� 2�1=3� �2=3.
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where � is the Newtonian gravitational potential. If
LPI holds, �= 0. An early test of this was the
Pound–Rebka experiment of 1960, which measured
the frequency shift of gamma rays from radioactive
iron nuclei in a tower at Harvard University. The
best bounds come from a 1976 experiment in which
a hydrogen maser atomic clock was launched to
10 000 km altitude on a Scout rocket and its
frequency compared via telemetry with an identical
clock on the ground, and a 1993 experiment in
which two different kinds of atomic clocks were
intercompared as a function of the varying solar
gravitational field as seen on Earth (a ‘‘null’’ redshift
experiment). The results are (Will 2001):

�Maser < 2� 10�4; �Null < 10�3 ½3�

experiments done at the National Institute of
Standards and Technology (NIST) in Boulder and
at the Observatory of Paris, to look for cosmological
variations in clock rates. The NIST experiment
compared laser-cooled mercury ions with neutral
cesium atoms over a two-year period, while the
Paris experiment compared laser-cooled cesium and
rubidium atomic fountains over five years; the
results showed that the fine-structure constant is
constant in time to a part in 1015 per year. A better
bound of 6� 10�17 yr�1 comes from analysis of
fission yields of the Oklo natural reactor, which
occurred in Africa two billion years ago.

Solar-System Tests

The Parametrized Post-Newtonian Framework

It was once customary to discuss experimental tests of
GR in terms of the ‘‘three classical tests,’’ the
gravitational redshift (which is really a test of the
EEP, not of GR itself; see the section on tests of LPI),
the perihelion advance of Mercury (the first success of
the theory), and the deflection of light (whose
measurement in 1919 made Einstein a celebrity).
However, the proliferation of additional experimental
tests and of well-motivated alternative metric theories
of gravity made it desirable to develop a more general
theoretical framework for analyzing both experiments
and theories. This ‘‘parametrized post-Newtonian
(PPN) framework’’ dates back to Eddington in 1922,
but was fully developed by Nordtvedt and Will in the
period 1968–72 (see Will (1993) for details).

When attention is confined to metric theories of
gravity and, further, the focus is on the slow-motion,
weak-field limit appropriate to the solar system and
similar systems, it turns out that, in a broad class of
metric theories, only the numerical values of a set of

coefficients in the spacetime metric vary from theory to
theory. The resulting PPN framework contains ten
parameters: �, related to the amount of spatial curv-
ature generated by mass; �, related to the degree of
nonlinearity in the gravitational field; �, �1, �2, and
�3, which determine whether the theory violates LPI
or LLI in gravitational experiments; and �1, �2, �3, and
�4, which describe whether the theory has appropriate
momentum conservation laws. In GR, �= 1, �= 1,
and the remaining parameters all vanish. In the scalar–
tensor theory of Brans–Dicke, �= (1þ!BD)=(2þ!BD),
where !BD is an adjustable parameter.

A number of well-known relativistic effects can be
expressed in terms of these PPN parameters:

Deflection of light

�	 ¼
2 dc2

¼ 1þ �
2

� �
� 1:7505

R�
d

arcsec ½4�

where d is the distance of closest approach of a ray
of light to a body of mass M, and where the second
line is the deflection by the Sun, with radius R�.

Shapiro time delay

�t ¼ 1þ �
2

� �
4GM

c3
ln
ðr1 þ x1 � nÞðr2 � x2 � nÞ

d2

� �
½5�

where �t is the excess travel time of a round-trip
electromagnetic tracking signal, x1 and x2 are the
locations relative to the body of mass M of the
emitter and receiver of the round-trip signal (r1 and
r2 are the respective distances), and n is the direction
of the outgoing tracking signal.

Perihelion advance

d!

dt
¼ 2þ 2� � �

3

� �
GM

Pað1� e2Þc2

¼ 2þ 2� � �
3

� �
� 42:98 arcsec=100 yr ½6�

where P, a, and e are the period, semimajor axis,
and eccentricity of the planet’s orbit, respectively;
the second line is the value for Mercury.

Nordtvedt effect

mG �mI

mI
¼
�

4� � � � 3� 10
3 � � �1 þ 2

3�2

� 2
3 �1 � 1

3 �2

� jEgj
mIc2

½7�

where mG and mI are, respectively, the gravitational
and inertial masses of a body such as the Earth or
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Moon, and Eg is its gravitational binding energy. A
nonzero Nordtvedt effect would cause the Earth and
Moon to fall with a different acceleration toward
the Sun. In GR, this effect vanishes.

Precession of a gyroscope

dS

dt
¼ ð�FD þ �GeoÞ � S

�FD ¼ �
1

2
1þ � þ �1

4

� � G

r3c2
ð J � 3nn � JÞ

¼ 1

2
1þ � þ �1

4

� �
� 0:041 arcsec yr�1

�Geo ¼ �
1

2
ð1þ 2�Þv�Gmn

r2c2

¼ 1

3
ð1þ 2�Þ � 6:6 arcsec yr�1 ½8�

where S is the spin of the gyroscope, and �FD and
�Geo are, respectively, the precession angular velo-
cities caused by the dragging of inertial frames
(Lense–Thirring effect) and by the geodetic effect, a
combination of Thomas precession and precession
induced by spatial curvature; J is the angular
momentum of the Earth, and v, n, and r are,
respectively, the velocity, direction, and distance of
the gyroscope. The second line in each case is the
corresponding value for a gyroscope in polar Earth
orbit at about 650 km altitude (Gravity Probe B).

Bounds on the PPN Parameters

Four decades of high-precision experiments, ranging
from the standard light-deflection and perihelion-
shift tests, to LLR, planetary and satellite tracking
tests of the Shapiro time delay, and geophysical and
astronomical observations, have placed bounds on
the PPN parameters that are consistent with GR.
The current bounds are summarized in Table 1 (Will
2001).

To illustrate the dramatic progress of experimen-
tal gravity since the dawn of Einstein’s theory,
Figure 1 shows a history of results for (1þ �)=2,
from the 1919 solar eclipse measurements of
Eddington and his colleagues (which made Einstein
a celebrity), to modern-day measurements using very
long baseline radio interferometry (VLBI), advanced
radar tracking of spacecraft, and the astrometry
satellite Hipparcos. The most recent results include a
2003 measurement of the Shapiro delay, performed
by tracking the ‘‘Cassini’’ spacecraft on its way
to Saturn, and a 2004 measurement of the bending
of light via analysis of VLBI data on 541 quasars
and compact radio galaxies distributed over the
entire sky.
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Figure 1 Measurements of the coefficient (1þ �)=2 from

observations of the deflection of light and of the Shapiro delay

in propagation of radio signals near the Sun. The GR prediction

is unity. ‘‘Optical’’ denotes measurements of stellar deflection

made during solar eclipse, and ‘‘Radio’’ denotes interferometric

measurements of radio-wave deflection. ‘‘Hipparcos’’ denotes the

European optical astrometry satellite. Arrows denote values well

off the chart from one of the 1919 eclipse expeditions and from

others through 1947. Shapiro delay measurements using the

Cassini spacecraft on its way to Saturn yielded tests at the

0.001% level, and light deflection measurements using VLBI

have reached 0.02%.
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The perihelion advance of Mercury, the first of
Einstein’s successes, is now known to agree with
observation to a few parts in 103. During the 1960s
there was controversy about this test when reports of an
excess solar oblateness implied an unacceptably large
Newtonian contribution to the perihelion advance.
However, it is now known from helioseismology, the
study of short-period vibrations of the Sun, that the
oblateness is of the order of a part in 107, as expected
from standard solar models, much too small to affect
Mercury’s orbit, within the observational errors.

Gravity Probe B

The NASA Relativity Mission called Gravity Probe B
(GPB) recently completed its mission to measure the
Lense–Thirring and geodetic precessions of gyroscopes
in Earth’s orbit. Launched on 20 April 2004 for a
16-month mission, it consisted of four spherical rotors
coated with a thin layer of superconducting niobium,
spinning at 70–100 Hz, in a spacecraft filled with liquid
helium, containing a telescope continuously pointed



toward a distant guide star (IM Pegasi). Superconduct-
ing current loops encircling each rotor were designed to
measure the change in direction of the rotors by
detecting the change in magnetic flux through the loop
generated by the London magnetic moment of the
spinning superconducting film. The spacecraft was in a
polar orbit at 650 km altitude. The primary science goal
of GPB was a 1% measurement of the 41 marcsec yr�1

frame dragging or Lense–Thirring effect caused by the
rotation of the Earth; its secondary goal was to measure
to six parts in 105 the larger 6.6 arcsec yr�1 geodetic
precession caused by space curvature.

The Binary Pulsar

The binary pulsar PSR 1913þ 16, discovered in 1974,
provided important new tests of GR. The pulsar, with
a pulse period of 59 ms, was observed to be in orbit
about an unseen companion (now generally thought to
be a dead pulsar), with a period of �8 h. Through
precise timing of apparent variations in the pulsar
‘‘clock’’ caused by the Doppler effect, the important
orbital parameters of the system could be measured
with exquisite precision. These included nonrelativistic
‘‘Keplerian’’ parameters, such as the eccentricity e, and
the orbital period (at a chosen epoch) Pb, as well as a
set of relativistic ‘‘post-Keplerian’’ (PK) parameters.
The first PK parameter, h _!i, is the mean rate of
advance of periastron, the analog of Mercury’s
perihelion shift. The second, denoted �0, is the effect
of special relativistic time dilation and the gravita-
tional redshift on the observed phase or arrival time of
pulses, resulting from the pulsar’s orbital motion and
the gravitational potential of its companion. The third,
_Pb, is the rate of decrease of the orbital period; this is
taken to be the result of gravitational radiation
damping (apart from a small correction due to the
acceleration of the system in our rotating galaxy). Two
other parameters, s and r, are related to the Shapiro
time delay of the pulsar signal if the orbital inclination
is such that the signal passes in the vicinity of the
companion; s is a direct measure of the orbital

inclination sin i. According to GR, the first three PK
effects depend only on e and Pb, which are known, and
on the two stellar masses, which are unknown. By
combining the observations of PSR 1913þ 16 (see
Table 2) with the GR predictions, one obtains both a
measurement of the two masses and a test of GR, since
the system is overdetermined. The results are

m1 ¼ 1:4414	 0:0002M�; m2 ¼ 1:3867	 0:0002M�

_P
GR

b = _P
OBS

b ¼ 1:0013	 0:0021 ½9�

Other relativistic binary pulsars may provide even
more stringent tests. These include the relativistic
neutron star/white dwarf binary pulsar J1141-6545,
with a 0.19 day orbital period, which may ultimately
lead to a very strong bound on the phenomenon of
dipole gravitational radiation, predicted by many
alternative theories of gravity, but not by GR; and
the remarkable ‘‘double pulsar’’ J0737-3039, a
binary system with two detected pulsars, in a
0.10 day orbit seen almost edge on and a periastron
advance of 178 per year. For further discussion of
binary pulsar tests, see Stairs (2003).

Gravitational-Wave Tests

The detection of gravitational radiation by either
laser interferometers or resonant cryogenic bars will
usher in a new era of gravitational-wave astronomy
(Barish and Weiss 1999). Furthermore, it will yield
new and interesting tests of GR in its radiative
regime (Will 1999).

GR predicts that gravitational waves possess only two
polarization modes independently of the source; they are
transverse to the direction of propagation and quad-
rupolar in their effect on a detector. Other theories of
gravity may predict up to four additional modes of
polarization. A suitable array of gravitational antennas
could delineate or limit the number of modes present in a
given wave. If distinct evidence were found of any mode
other than the two transverse quadrupolar modes of
GR, the result would be disastrous for the theory.

Table 2 Parameters of the binary pulsars PSR 1913þ 16 and J0737-3039

Parameter Symbol Valuea in PSR1913þ 16 Valuea in J0737-3039

Keplerian parameters

Eccentricity e 0.6171338(4) 0.087779(5)

Orbital period Pb (day) 0.322997448930(4) 0.102251563(1)

Post-Keplerian parameters

Periastron advance h _!i(
yr�1) 4.226595(5) 16.90(1)

Redshift/time dilation �0 (ms) 4.2919(8) 0.382(5)

Orbital period derivative _Pb(10�12) �2.4184(9)

Shapiro delay ( sin i) s 0.9995(4)

aNumbers in parentheses denote errors in last digit.
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According to GR, gravitational waves propagate with
the same speed, c, as light. In other theories, the speed
could differ from c because of coupling of gravitation to
‘‘background’’ gravitational fields, or propagation of the
waves into additional spatial dimensions. Another way
in which the speed of gravitational waves could differ
from c is if gravitation were propagated by a massive
field (a massive graviton), in which case vg would be
given by, in a local inertial frame,

v2
g

c2
¼ 1�

m2
gc4

E2
� 1� c2

f 2
2
g

½10�

where mg, E, and f are the graviton rest mass,
energy, and frequency, respectively, and 
g = h=mgc
is the graviton Compton wavelength (it is assumed
that 
g � c=f ).

The most obvious way to measure the speed of
gravitational waves is to compare the arrival times of a
gravitational wave and an electromagnetic wave from
the same event (e.g., a supernova). For a source at a
distance of 600 million light years (a typical distance
for the currently operational detectors), and a differ-
ence in times on the order of seconds, the bound on the
difference j1� vg=cj could be as small as a part in
1017. It is worth noting that a 2002 report that the
speed of gravity had been measured by studying light
from a quasar as it propagated past Jupiter was
fundamentally flawed. That particular measurement
was not sensitive to the speed of gravity.

Conclusions

The past four decades have witnessed a systematic,
high-precision experimental verification of Einstein’s
theories. Relativity has passed every test with flying
colors. A central theme of future work will be to test
strong-field gravity in the vicinity of black holes and

neutron stars, and to see how well GR works on
cosmological scales. Gamma-ray, X-ray, microwave,
infrared, neutrino, and gravitational-wave astronomy
will all play a critical role in probing these largely
unexplored aspects of GR.

GR is now the ‘‘standard model’’ of gravity. But,
as in particle physics, there may be a world beyond
the standard model. Quantum gravity, strings, and
branes may lead to testable effects beyond Einstein’s
GR. Searches for such effects using laboratory
experiments, particle accelerators, space instrumen-
tation, and cosmological observations are likely to
continue for some time to come.

See also: Cosmology: Mathematical Aspects; Einstein
Equations: Exact Solutions; General Relativity: Overview;
Geometric Flows and the Penrose Inequality;
Gravitational Lensing; Gravitational Waves; Standard
Model of Particle Physics.
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The Principle of Equivalence

The special theory of relativity is founded on two
basic principles: that the laws of physics should be
independent of the uniform motion of an inertial
frame of reference, and that the speed of light
should have the same constant value in any such
frame. In the years between 1905 and 1915,
Einstein pondered deeply on what was, to him, a

profound enigma, which was the issue of why these
laws retain their proper form only in the case of an
inertial frame. In special relativity, as had been the
case in the earlier dynamics of Galilei–Newton, the
laws indeed retain their basic form only when the
reference frame is unaccelerated (which includes it
being nonrotating). It demonstrated a particular
prescience on the part of Einstein that he should
have demanded the seemingly impossible require-
ment that the very same dynamical laws should
hold also in an accelerating (or even rotating)
reference frame. The key realization came to him
late in 1907, when sitting in his chair in the Bern
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patent office he had the ‘‘happiest thought’’ in his life,
namely that if a person were to fall freely in a
gravitational field, then he would not notice that field
at all while falling. The physical point at issue is
Galileo’s early insight (itself having roots even earlier
from Simon Stevin in 1586 or Ioannes Philiponos in
the fifth or sixth century) that the acceleration
induced by gravity is independent of the body upon
which it acts. Accordingly, if two neighboring bodies
are accelerated together in the same gravitational
field, then the motion of one body, in the (nonrotat-
ing) reference frame of the other, will be as though
there were no gravitational field at all. To put this
another way, the effect of a gravitational force is just
like that of an accelerating reference system, and can
be eliminated by free fall. This is now known as the
‘‘principle of equivalence.’’

It should be made clear that this is a particular
feature of only the gravitational field. From the
perspective of Newtonian dynamics, it is a conse-
quence of the seemingly accidental fact that the
concept of (passive) ‘‘mass’’ m that features in
Newton’s law of gravitational attraction, where the
attractive force due to the gravitational field of
another body, of mass M, has the form

GmM

r2

is the same as – or, at least, proportional to – the
inertial mass m of the body which is being acted
upon. Thus, the impedance to acceleration of a body
and the strength of the attractive force on that body
are, in the case of gravity (and only in the case of
gravity), in proportion to one another, so that the
acceleration of a body in a gravitational field is
independent of its mass (or, indeed, of any other
localized magnitude) possessed by it. (The fact that
the active gravitational mass, here given by the
quantity M, is also in proportion to its own passive
gravitational mass – from Newton’s third law – may
be regarded as a feature of the general Lagrangian/
Hamiltonian framework of physics. But see Bondi
(1957).) Other forces of nature do not have this
property. For example, the electrostatic force on a
charged body, by an electric field, acts in proportion to
the electric charge on that body, whereas, the
impedance to acceleration is still the inertial mass of
that body, so the acceleration induced depends on the
charge-to-mass ratio. Accordingly, it is the gravita-
tional field alone which is equivalent to an acceleration.

Einstein’s fundamental idea, therefore, was to
take the view that the ‘‘relativity principle’’ could
as well be applied to accelerating reference frames as
to inertial ones, where the same physical laws would
apply in each, but where now the perceived

gravitational field would be different in the two
frames. In accordance with this perspective, Einstein
found it necessary to adopt a different viewpoint
from the Newtonian one, both with regard to the
notion of ‘‘gravitational force’’ and to the very
notion of an ‘‘inertial frame.’’ According to the
Newtonian perspective, it would be appropriate to
describe the action of the Earth’s gravitational field,
near some specific place on the Earth’s surface, in
terms of a ‘‘Newtonian inertial frame’’ in which the
Earth is ‘‘fixed’’ (here we ignore the Earth’s rotation
and the Earth’s motion about the Sun), and we
consider that there is a constant gravitational field
of force (directed towards the Earth’s center). But
the Einsteinian perspective is to regard that frame as
noninertial where, instead, it would be a frame
which falls freely in the Earth’s (Newtonian)
gravitational field that would be regarded as a
suitable ‘‘Einsteinian inertial frame.’’ Generally, to
be inertial in Einstein’s sense, the frame would refer
to free fall under gravity, so that the Newtonian
field of gravitational force would appear to have
disappeared – in accordance with his ‘‘happiest
thought’’ that Einstein had had in the Bern patent
office. We see that the concept of a gravitational
field must also be changed in the passage from
Newton’s to Einstein’s viewpoint. For in Newton’s
picture we indeed have a ‘‘gravitational force’’
directed towards the ground with a magnitude of
gm, where m is the mass of the body being acted
upon and g is the ‘‘acceleration due to gravity’’ at
the Earth’s surface, whereas in Einstein’s picture we
have specifically eliminated this ‘‘gravitational
force’’ by the choice of ‘‘Einsteinian inertial frame.’’

It might at first seem puzzling that the gravitational
field has appeared to have been removed altogether by
this device, and it is natural to wonder how gravita-
tional effects can have any physical role to play at all
from this point of view! However, this would be to go
too far, as the Newtonian gravitational field may vary
from place to place – as it does, indeed, in the case of
the Earth’s field, since it is directed towards the Earth’s
center, which is a different spatial direction at different
places on the Earth’s surface. Our considerations up to
this point really refer only to a small neighborhood of a
point. One might well take the view that a ‘‘frame’’
ought really to describe things also at widely separated
places at once, and the considerations of the para-
graphs above do not really take this into consideration.

The Tidal Effect

To proceed further, it will be helpful to consider an
astronaut A in free fall, high above the Earth’s
surface. Let us first adopt a Newtonian perspective.
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We shall be concerned only with the instantaneous
accelerations due to gravity in the neighborhood of
A, so it will be immaterial whether we regard the
astronaut as falling to the ground or – more
comfortably! – in orbit about the Earth.

Let us imagine that the astronaut is initially
surrounded, nearby, by a sphere of particles, with A
at the centre, which are taken to be initially at rest
with respect to A (see Figure 1). To a first
approximation, all the particles will share the same
acceleration as the astronaut, so they will seem to the
astronaut to hover motionless all around. But now let
us be a little more precise about the accelerations.
Those particles which are initially located in a vertical
line from A, that is, either directly below A, at B, or
directly above A, at T, will have, like A, an
acceleration which is in the direction AO, where O
is the Earth’s center. But for the bottom point B, the
acceleration will be slightly greater than that at A, and
for the top point T, the acceleration will be slightly
less than the acceleration at A, because of the slightly
differing distances from O. Thus, relative to A, both
will initially accelerate away from A. With regard to
particles in the sphere which are initially in a circle in
the horizontal plane through A, the direction to O
will now be somewhat inwards, so that the particles

at these points Hi will accelerate, relative to A,
slightly inwards. Accordingly, the entire sphere of
particles will begin to get distorted into a prolate
spheroid (elongated ellipsoid of revolution). This is
referred to as the tidal distortion, for the good reason
that it is precisely the same physical effect which is
responsible for the tides in the Earth’s oceans, where
for this illustration we are to think of the Earth’s
center as being at A, the Moon (or Sun) to be situated
at O, and the sphere of particles to represent the
surface of the water of the Earth’s oceans.

It is not hard to calculate (reverting, now, to our
original picture) that, as a reflection of Newton’s
inverse-square law of gravitational attraction, the
amount of (small) outward vertical displacement
from A (at B and T) will be twice the inward
horizontal displacement (over the circle of points
Hi); accordingly, the sphere will initially be distorted
into an ellipsoid of the same volume. This depends
upon there being no gravitating matter inside the
sphere. The presence of such matter would con-
tribute a volume-reducing effect in proportion to the
total mass surrounded. (An extreme case illustrating
this would occur if we take our sphere of particles to
surround the entire Earth, where the volume-
reducing effect would be manifest in the accelera-
tions towards the ground at all points of the
surrounding sphere.)

Gravity as Curved Spacetime

It is appropriate to take a spacetime view of these
phenomena (Figure 2). The distortions that we have
been considering are, in fact, direct manifestations

(a) (b)

E

A

E

Figure 1 (a) Tidal effect. The astronaut A surrounded by a

sphere of nearby particles initially at rest with respect to A. In

Newtonian terms, they have an acceleration towards the Earth’s

center E, varying slightly in direction and magnitude (single-

shafted arrows). By subtracting A’s acceleration from each, we

obtain the accelerations relative to A (double-shafted arrows);

this relative acceleration is slightly inward for those particles

displaced horizontally from A, but slightly outward for those

displaced vertically from A. Accordingly, the sphere becomes

distorted into a (prolate) ellipsoid of revolution, with symmetry

axis in the direction AE. The initial distortion preserves volume.

(b) Now move A to the Earth’s center E and the sphere of

particles to surround E just above the atmosphere. The

acceleration (relative to A = E) is inward all around the sphere,

with an initial volume reduction acceleration 4�GM, where M is

the total mass surrounded. Reproduced with permission from

Penrose R (2004) The Road to Reality: A Complete Guide to the

Laws of the Universe. London: Jonathan Cape.
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Figure 2 Spacetime versions of Figure 1 in terms of the

relative distortion of neighboring geodesics. (a) Geodesic

deviation in empty space (basically Weyl curvature) as seen in

the world lines of A and surrounding particles (one spatial

dimension suppressed), as might be induced from the gravita-

tional field of a nearby body E. (b) The corresponding inward

acceleration (basically Ricci curvature) due to the mass density

within the bundle of geodesics. Reproduced with permission

from Penrose R (2004) The Road to Reality: A Complete Guide

to the Laws of the Universe. London: Jonathan Cape.
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of spacetime curvature, according to Einstein’s
viewpoint. We are to think of the world line of a
particle, falling freely under gravity (Einsteinian
inertial motion), as described as some kind of
geodesic in spacetime. We shall be coming to this
more completely shortly, but for the moment it will
be helpful to picture the behavior of geodesics
within an ordinary curved 2-surface S (Figure 3).
If S has positive (Gaussian) curvature, then there
will be a tendency for geodesics on S to bend
towards each other, so that a pair of infinitesimally
separated geodesics which are initially parallel will
begin to get closer together as we move along them;
if S has negative (Gaussian) curvature, then there
will be a corresponding tendency for geodesics on S
to bend away from each other. This is what happens
in two dimensions, where the intrinsic curvature at a
point is given by a single number. However, we are
now concerned with a four-dimensional space,
where the notion of curvature requires many more
components. We see in Figure 2 that we are indeed
to expect mixtures of convergence and divergence of
geodesics, which suggests that there are both
positive and negative curvature components
involved, the positive curvature being in the hor-
izontally displaced directions from A and the
negative curvature in the vertically displaced direc-
tions. In a curved space of dimension 4, as is the
case for a curved spacetime, we can expect 20
independent components of curvature at each point
altogether. In the present situation, the others would
be called into play when differing velocities of A are
considered.

Let us see how we are to accommodate the above
considerations within the standard framework of
differential geometry. So far, we have not really
deviated from Newtonian theory, even though we
have been considering ‘‘geodesics’’ in a four-dimen-
sional spacetime. In fact, it is perfectly legitimate to
view Newtonian theory in this way (see Newtonian

Limit of General Relativity), although the 4-geometry
description is somewhat more complicated than one
might wish. This is due to the fact that the infinite
speed at which gravitation is taken to act in
Newtonian theory demands that the ‘‘metric’’ of
Newtonian spacetime is degenerate. (In effect, one
would have a degenerate ‘‘dual metric’’ Gab, of
matrix rank 3, which plays a role in defining spatial
displacements and a very degenerate ‘‘metric’’ Gab, of
matrix rank 1, which defines temporal differences,
where GabGbc = 0; see Newtonian Limit of General
Relativity.) Accordingly, there is no unique notion of
‘‘geodesic’’ defined by the metric in Newtonian
theory.

It is striking that although the insights provided
by the principle of equivalence are to some
considerable extent independent of special relativity
(since we see from the paragraphs prior to the
preceding one that a curved-spacetime-geometry
view of gravity is natural in the light of the
equivalence principle alone), it is the nondegenerate
metric gab, (and its inverse g ab) that special relativity
gives us locally, which leads to an elegant space-
time theory of gravity. Although the metric gab

is Lorentzian (with preferred choice of signature
þ��� here) rather than positive definite, so that
the spacetime is not strictly a Riemannian one, the
change of signature makes little difference to
the local formalism. In particular, the fact that the
metric defines a unique (torsion-free) connection
preserving it is unaffected by the signature. This
connection is the one defined by Christoffel’s symbols

�ac
b ¼ 1

2 gdbð@cgda þ @agcd � @dgcaÞ

where @a stands for coordinate derivative @=@xa,
so that the covariant derivative of a vector Va is
given by

raV
b ¼ @aV

b þ Vc �ac
b

(Here the standard ‘‘physicist’s conventions’’ are
being used, whereby notation such as ‘‘gab’’ and
‘‘Va’’ can be used interchangeably either for the sets
of components of the metric tensor g and the vector
V, respectively, or alternatively for the entire
geometrical metric tensor g or vector V, in each
case; moreover, the summation convention is being
assumed, or this can alternatively be understood in
terms of abstract indices. (For the abstract-index
notation for tensors, see Penrose and Rindler (1984),
especially Chapters 2 and 4. Sign and index-ordering
conventions used here follow those given in that
book. Many other authors use conventions which
differ from these in various, usually minor
respects.))

(a) (b)

γ ′γγ ′γ

Figure 3 Geodesic deviation when M is a 2-surface (a) of

positive (Gaussian) curvature, when the geodesics �, ��� bend

towards each other, and (b) of negative curvature, when they

bend apart. Reproduced with permission from Penrose R (2004)

The Road to Reality: A Complete Guide to the Laws of the

Universe. London: Jonathan Cape.
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Physical Interpretation of the Metric

Some words of clarification are needed, as to the
meaning of the metric tensor gab in relativity theory.
In the early discussions by Einstein and others, the
spacetime metric tended to be interpreted in terms of
little ‘‘rulers’’ placed on a curved manifold.
Although this is natural in the Riemannian
(positive-definite) case, it is not quite so appropriate
for the Lorentzian geometry of spacetime manifolds.
An ordinary physical ruler has a spacetime descrip-
tion as a timelike strip, and it does not naturally
express the spatial separation between two
spacelike-separated events. In order for a ruler to
measure such a spacelike separation, it would be
necessary for the two events to be simultaneous in
the ruler’s rest frame, and for this to be assured,
some further mechanism would be needed, such as
Einstein’s procedure for ensuring simultaneity by the
use of light signals from the two events to be
received simultaneously at their midpoint on the
ruler. Clearly this complicates the issue, and it turns
out to be much preferable to concentrate on
temporal displacements rather than spatial ones.

The idea that spacetime geometry should really be
regarded as ‘‘chronometry,’’ in this way, has been
stressed by a number of distinguished expositors of
relativity theory, most notably John L Synge (1956,
1960) and Hermann Bondi (1961, 1964, 1967).
Where needed, spatial displacements can then be
defined by the use of temporal ones together with
light signals. This has the additional advantage that
in modern technology, the measurement of (proper)
time far surpasses that of distance in accuracy, to the
extent that the meter is now defined simply by the
requirement that there are exactly 299792458 of
them in a light-second! The proper time interval
between two nearby events is, indeed, measured by a
clock which encounters both events, moving iner-
tially between the two, and very precise atomic and
nuclear clocks are now a common feature of current
technology. The physical role of the metric gab is
most clearly seen in the formula

� ¼
Z q

p

ðgab dxa dxbÞ

which measures the (proper) time interval � between
an event p and a later event q on its world line, the
integral being taken along this curve, and where now
that curve need not be a geodesic, so that accelerating
(noninertial) motion of the clock is allowed. The
metric (with choice of signature þ��� so that it is
the timelike displacements that are directly provided
as real numbers) is very precisely specified by this
physical requirement, and this tells us that the

pseudo-Riemannian (Lorentzian) structure of space-
time is far from being an arbitrary construction, but
is given to us by Nature with enormous precision.
(Some theorists prefer to use the alternative spacetime
signature �þþþ , because this more directly relates
to familiar Newtonian concepts, these being normally
described in spatial terms. The difference is essentially
just a notational one, however. It may be remarked
that the 2-spinor formalism (see Spinors and
Spin Coefficients) fits in much more readily with the
þ��� signature being used here.) It may be noted,
also that this time measure is ultimately fixed by
quantum principles and the masses of the elementary
ingredients involved (e.g., particle masses) via the
Einstein and Planck relations E = mc2 and E = h�, so
that there is a natural frequency associated with a
given mass, via �= mc2=h (c being the speed of light
and h being Planck’s constant).

Riemann Curvature and Geodesic
Deviation

The unique torsion-free (Christoffel–Levi-Civita)
connection ra is, via this physically determined
metric, also fixed accordingly by these physical
considerations, as is the notion of a geodesic, and
therefore so also is the curvature. The 20-independent-
component Riemann curvature tensor Rabcd may be
defined by

ðrarb �rbraÞVd ¼ Rabc
dVc

with normal index-raising/lowering conventions, so
that Rabcd = Re

abcged, etc., and we have the standard
classical formula

Rabc
d ¼ @a�cb

d � @b�ca
d þ �cb

e �ea
d � �ca

e �eb
d

The symmetries Rabcd =Rcdab =�Rbacd, RabcdþRbcadþ
Rcabd =0 reduce the number of independent compo-
nents of Rabcd to 20 (from a potential 44 =64).
Of these, 10 are locally fixed by the kind of
physical requirement indicated above, that in order
to express something that agrees closely with New-
ton’s inverse-square law we require that there should
be a net inward curving of free world lines (the
timelike geodesics that represent local inertial
motions, or ‘‘free fall’’ under gravity). Let us see
how this requirement is satisfied in Einstein’s general
relativity.

What we find, from Newton’s theory, is that a
system of test particles which, at some initial time
constitutes a closed 2-surface at rest surrounding
some gravitating matter, will begin to accelerate in
such a way that the volume surrounded is initially
reduced in proportion to the total mass surrounded.
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This volume reduction is a direct consequence of
Poisson’s equation r2� =�4�� (� being the gravi-
tational potential and � the mass density) and of
Newton’s second law, which tell us that the second
time derivative of the free-fall volume of our initially
stationary closed surface of test particles is indeed
�4�GM, where M is the total gravitating mass
surrounded (and G is Newton’s constant, as above).
In Einstein’s theory, we can basically carry this over
to our four-dimensional Lorentzian spacetime.
We do, however, find that such a general statement
as this does not exactly hold. Instead of referring to
3-volumes of any size, we must restrict attention to
infinitesimal volumes.

The basic mathematical tool is the equation of
‘‘geodesic deviation,’’ namely the ‘‘Jacobi equation’’:

D2ud ¼ Rabc
dt aubtc

where D describes ‘‘propagation derivative’’

D ¼ t ara

along a timelike geodesic �, where ta is a unit
timelike tangent vector to � (so tata = gabtatb = 1)
which is (consequently) parallel-propagated along �,

Dt a ¼ 0

(When acting on a scalar quantity defined along �,
we can read ‘‘D’’ as ‘‘d=d� ,’’ where � measures
proper time along �.) The vector ua is what is called
a connecting vector between the geodesic � and
some ‘‘neighboring geodesic’’ �0. We think of the
vector ua as ‘‘connecting’’ a point p on � to some
neighboring point p0 on �0, where it is usual to take
ua to be orthogonal to ta (i.e., uat

a = 0). The
derivative Dua measures the rate of change of ua,
as p and p0 move together into the future along �.
Mathematically, we express this as the vanishing of
the Lie derivative of ua with respect to ta (with ta

extended to a unit vector field which is tangent both
to � and to �0). By taking three independent vectors ua

at p, we can form a spatial 3-volume element W and
investigate how this propagates along �. We find

D2W ¼WRabtatb

where the Ricci tensor Rab(= Rba) is here defined by

Rab ¼ Racb
c

The Einstein Field Equations

In view of what has been said above, with regard to
the way that the acceleration of volume behaves in
Newtonian theory, it would be natural to ‘‘iden-
tify’’ Rabtatb with (�4�G�) the (active gravita-
tional) mass density, with respect to the time

direction ta. In (special) relativity theory we expect
to identify mass density with c�2� energy density
(by E = mc2) and to take energy density as just one
component (the time–time component) of a sym-
metric tensor Tab, called the ‘‘energy tensor,’’ and
for simplicity we now take c = 1. The tensor
quantity Tab is to incorporate the contributions to
the local mass/energy density of all particles and
fields other than gravity itself. Since we would
require this to work for all choices of time-
direction ta, it would be natural, accordingly, to
make the identification

Rab ¼ �4�GTab

Indeed, this was Einstein’s initial choice for a
gravitational field equation. However, this will
actually not do, as Einstein later realized. The
trouble comes from the Bianchi identity

ra Rbcde þrb Rcade þrc Rabde ¼ 0

from which we deduce

ra Rab � 1
2Rgab

� �
¼ 0

where

R ¼ Ra
a

This causes trouble in connection with the standard
requirement on the energy tensor, that it satisfy the
local ‘‘conservation law’’

ra Tab ¼ 0

The latter equation is an essential requirement in special
relativity, since it expresses the conservation of energy
and momentum for fields in flat spacetime. In standard
Minkowski coordinates, each of Ta0, Ta1, Ta2, Ta3

satisfies an equation just like the raJa = 0 of the
charge–current vector Ja of Maxwell’s theory of
electromagnetism, with now ra = @a = @=@xa, which
expresses global conservation of charge. Similarly to the
way that Ja encapsulates density and flux of electric
charge, Ta0 encapsulates density and flux of energy, and
Ta1, Ta2, Ta3 encapsulate the same for the three
components of momentum. So the equation
raTab = 0 is essential in special relativity, for similarly
expressing global conservation of energy and momen-
tum. We find (referring to a local inertial frame) that,
when we pass to general relativity, this equation should
still hold, with ra now standing for covariant
derivative. But the initially proposed field equation
Rab = �4�GTab would now give usraRab = 0, which
combined with the geometrically necessary ra(Rab �
( 1

2 )Rgab) = 0, tells us that R is constant. In turn this
implies the physically unacceptable requirement that
T = Ta

a is constant (since we have R = �4�GT).
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Einstein eventually became convinced (by 1915)
of the modified field equations

Rab � 1
2Rgab ¼ �8�GTab

(the ‘‘8’’ rather than ‘‘4’’ being now needed to fit in
with the Newtonian limit) and it is these that are
now commonly referred to as ‘‘Einstein’s field
equations.’’ (Some authors prefer to use the singular
form ‘‘field equation,’’ especially if the formula is to
be read as an abstract-index expression rather than a
family of component equations, since the tensors
involved are really single entities.) It may be noted
that the formula can be rewritten as

Rab ¼ �8�G Tab � 1
2Tgab

� �
from which we deduce that in Einstein’s theory the
source of gravity is not simply the mass (or equivalently
energy) density, but there is an additional contribution
from the pressure (momentum flux, i.e., space–space
components of Tab). This can have significant implica-
tions for the instability of very large and massive stars in
highly relativistic regimes, where increases in pressure
can, paradoxically, actually increase the tendency for a
star to collapse, owing to its contribution to the
attractive effect of its gravity.

In 1917, Einstein put forward a slight modifica-
tion of his field equations – basically the only
modification that can be made without fundamen-
tally changing the foundations of his theory – by
introducing the very tiny cosmological constant �.
The modified equations are

Rab � 1
2Rgab þ �gab ¼ �8�GTab

and the source of gravity, or active gravitational
mass is now

�þ P1 þ P2 þ P3 �
�

4�G

where (with respect to a local Lorentzian orthonormal
frame, units being chosen so that c = 1) �= T00 is the
mass/energy density and P1 = T11, P2 = T22, P3 = T33

are the principal pressures. The �-term, for positive �,
provides a repulsive contribution to the gravitational
effect, but it is extremely tiny (and totally ignorable) on
all ordinary scales, beginning to show itself only at the
most vast of observed cosmological distances (since the
effect of � adds up relentlessly at larger and larger
distances). Einstein originally introduced the term in
order to have the possibility of a static universe, where
the attractive gravitational effect of the totality of
ordinary matter would be balanced, overall, by �. But
the discovery of the expansion of the universe (by
Hubble and others) led Einstein to abandon the
cosmological term. However, since 1998 (initially

from the supernova observations of Brian Schmidt and
Robert Kirschner, and Saul Perlmutter, see Perlmutter
et al. (1998)), cosmological evidence has mounted in
favor of the presence of a very small positive �-term,
which has resulted in the expansion of the universe
beginning to accelerate. While the presence of Einstein’s
constant �-term is consistent with observations, and
remains the simplest explanation of this observed
acceleration, many cosmologists prefer to allow for
what would amount to a ‘‘varying �,’’ and refer to it as
‘‘dark energy.’’

Energy Conservation and Related Matters

One of the features of Einstein’s general relativity
theory that had been deeply puzzling to a good many of
Einstein’s contemporaries, and which may be said to be
still not fully resolved, even today, is ‘‘energy conserva-
tion,’’ in the presence of a dynamical gravitational field.
We have noted that the energy tensor Tab is to
incorporate the contributions of all particles and fields
other than gravity. But what about gravity itself? There
are many physical situations in which energy can be
transferred back and forth from gravitational systems
to nongravitational ones (most strikingly in the example
of the emission of gravitational waves; see Gravitational
Waves). The conservation of energy would make no
sense without an understanding of how energy can be
stored in a gravitational field. At first sight we seem to
see no role for a gravitational contribution to energy in
Einstein’s theory, since the conservation lawraTab = 0
seems to be a self-contained expression of energy
conservation with no direct contribution from the
gravitational field in the tensor Tab. However, this is
illusory, since the formulation of a global conservation
law from the local covariant expressionraTab = 0 does
not work in curved spacetime (basically because, unlike
the charge–current quantity Ja of Maxwell’s electro-
dynamical theory, the extra index on Tab prevents it
from being regarded as a 1-form). We may take the view
that the energy of gravitation enters nonlocally into the
equation, so that the failure of Tab to provide a global
conservation law on its own is an expression of the
gravitational contributions of energy not being taken
into account. This is no doubt a correct attitude to take,
but it is a difficult one to express comprehensively in a
mathematical form. Einstein himself provided a partial
understanding, but at the expense of introducing
concepts known as ‘‘pseudotensors’’ whose meaning
was too tied up with arbitrary choices of coordinate
systems to provide an overall picture. In modern
approaches, the most clear-cut results come from the
study of asymptotically flat or asymptotically de Sitter
spacetimes (de Sitter space being the empty universe
which takes over the role of Minkowski space when
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there is a positive cosmological constant �; see
Cosmology: Mathematical Aspects).

The important role of the ‘‘Weyl conformal tensor’’

Cabcd ¼Rabcd � 1
2ðRacgbd � Rbcgad þ Rbdgac � RadgbcÞ

þ 1
6Rðgacgbd � gbcgadÞ

should also be pointed out. This tensor retains all
the symmetries of the full Riemann tensor, but has
the Ricci tensor contribution removed, so that all its
contractions vanish, as is exemplified by

Cabc
a ¼ 0

It describes the conformal part of the curvature, that
is, that part that survives under conformal rescalings
of the metric;

gab 7!�2gab

where � is a smooth (positive) function of position. The
tensor Cabc

d is itself invariant under these conformal
rescalings. This has importance in the asymptotic
analysis of gravitational fields (see Asymptotic Struc-
ture and Conformal Infinity). We may take the view
that Cabcd describes the degrees of freedom in the free
gravitational field, whereas Rab contains the informa-
tion of the sources of gravity. This is analogous to the
Maxwell tensor Fab describing the degrees of freedom
in the free electromagnetic field, whereas Ja contains
the information of the sources of electromagnetism.

From the observational point of view, general
relativity stands in excellent shape, with full agreement
with all known relevant data, starting with the
anomalous perihelion advance of the planet Mercury
observed by LeVerrier in the mid-nineteenth century,
through clock-slowing, light-bending (lensing) and
time-delay effects, and the necessary corrections to
GPS positioning systems, to the precise orbiting of
double neutron-star systems, with energy loss due to the
emission of gravitational waves. The effects of gravita-
tional lensing now play vital roles in modern cosmology.

To get some idea of the precision in Einstein’s theory, we
may take note of the fact that the double neutron-star
system PSR 1913þ16 has been observed for some
30 years, and the agreement between observation and
theory overall is to about one part in 1014.

See also: Asymptotic Structure and Conformal Infinity;
Canonical General Relativity; Computational Methods in
General Relativity: the Theory; Cosmology: Mathematical
Aspects; Einstein Equations: Exact Solutions; Einstein
Equations: Initial Value Formulation; Einstein–Cartan
Theory; Einstein’s Equations with Matter; General
Relativity: Experimental Tests; Geometric Flows and the
Penrose Inequality; Gravitational Lensing; Gravitational
Waves; Hamiltonian Reduction of Einstein’s Equations;
Lorentzian Geometry; Newtonian Limit of General
Relativity; Noncommutative geometry and the Standard
Model; Spacetime Topology, Causal Structure and
Singularities; Spinors and Spin Coefficients; Symmetries
and Conservation Laws; Twistor Theory: Some
Applications [in Integrable Systems, Complex Geometry
and String Theory].
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Introduction

The state of a concrete system (from physics,
chemistry, ecology, or other sciences) is described
using (finitely many, say n) observable quantities
(e.g., positions and velocities for mechanical
systems, population densities for echological
systems, etc.). Hence, the state of a system may be

represented as a point x in a geometrical space Rn.
In many cases, the quantities describing the state are
related, so that the phase space (space of all possible
states) is a submanifold M � Rn. The time evolution
of the system is represented by a curve xt, t 2 R
drawn on the phase space M, or by a sequence xn 2
M, n 2 Z, if we consider discrete time (i.e., every
day at the same time, or every January 1st).

Believing in determinism, and if the system is
isolated from external influences, the state x0 of the
system at the present time determines its evolution.
For continuous-time systems, the infinitesimal
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evolution is given by a differential equation or vector
field dx=dt = X(x); the vector X(x) represents velo-
city and direction of the evolution. For a discrete-time
system, the evolution rule is a function F : M!M; if
x is the state at time t, then F(x) is the state at the
time t þ 1. The evolution of the system, starting at
the initial data x0, is described by the orbit of x0, that
is, the sequence {(xn)n2Z j xnþ1 = F(xn)} (discrete
time) or the maximal solution xt of the differential
equation ax=dt = X(x) (continuous time).

General problem Knowing the initial data and the
infinitesimal evolution rule, what can we tell about
the long-time evolution of the system?

The dynamics of a dynamical system (differential
equation or function) is the behavior of the orbits,
when the time tends to infinity. The aim of
‘‘dynamical systems’’ is to produce a general
procedure for describing the dynamics of any
system. For example, Conley’s theory presented in
the next section organizes the global dymamics of a
general system using regions concentrating the orbit
accumulation and recurrence and splits these regions
in elementary pieces: the chain recurrence classes.

We focus our study on Cr-diffeomorphisms F (i.e., F
and F�1 are r times continuously derivable) on a
compact smooth manifold M (most of the notions and
results presented here also hold for vector fields). Even
for very regular systems (F algebraic) of a low-
dimensional space ( dim (M) = 2), the dynamics may
be chaotic and very unstable: one cannot hope for a
precise description of all systems. Furthermore, neither
the initial data of a concrete system nor the infinitesi-
mal-evolution rule are known exactly: fragile proper-
ties describe the evolution of the theoretical model, and
not of the real system. For these reasons, we are mostly
interested in properties that are persistent, in some
sense, by small perturbations of the dynamical system.
The notion of small perturbations of the system
requires a topology on the space Diffr(M) of Cr-
diffeomorphisms: two diffeomorphisms are close for
the Cr-topology if all their partial derivatives of order
�r are close at each point of M. Endowed with this
topology, Diff r(M) is a complete metric space.

The open and dense subsets of Diffr(M) provide the
natural topological notion of ‘‘almost all’’ F. Genericity
is a weaker notion: by Baire’s theorem, if Oi, i 2 N, are
dense and open subsets, the intersection

T
i2N Oi is a

dense subset. A subset is called residual if it contains
such a countable intersection of dense open subsets. A
property P is generic if it is verified on a residual
subset. By a practical abuse of language, one says:

‘‘Cr-generic diffeomorphisms verify P’’

A countable intersection of residual sets is a residual
set. Hence, if {Pi}, i 2 N, is a countable family of

generic properties, generic diffeomorphisms verify
simultanuously all the properties Pi.

A property P is Cr-robust if the set of diffeo-
morphisms verifying P is open in Diff r(M). A
property P is locally generic if there is an (nonempty)
open set O on which it is generic, that is, there is
residual set R such that P is verified on R \O.

The properties of generic dynamical systems
depend mostly on the dimension of the manifold M
and of the Cr-topology considered, r 2 N [ {þ1}
(an important problem is that Cr-generic diffeo-
morphisms are not Crþ1 ):

� On very low dimensional spaces (diffeomorphisms of
the circle and vector fields on compact surfaces) the
dynamics of generic systems (indeed in a open and
dense subset of systems) is very simple (called Morse–
Smale) and well understood; see the subsection
‘‘Generic properties of the low-dimensional
systems.’’
� In higher dimensions, for C r-topology, r > 1, one

has generic and locally generic properties related
to the periodic orbits, like the Kupka–Smale
property (see the subsection ‘‘Kupka–Smale theo-
rem’’) and the Newhouse phenomenon (see the
subsection ‘‘Local C2-genericity of wild behavior
for surface diffeomorphisms’’). However, we still
do not know if the dynamics of Cr-generic
diffeomorphisms is well approached by their
periodic orbits, so that one is still far from a
global understanding of Cr-generic dynamics.
� For the C1-topology, perturbation lemmas show that

the global dynamics is very well approximated by
periodic orbits (see the section ‘‘C1-generic systems:
global dynamics and periodic orbits’’). One then
divides generic systems in ‘‘tame’’ systems, with a
global dynamics analoguous to hyperbolic dynamics,
and ‘‘wild’’ systems, which present infinitely many
dynamically independent regions. The notion of
dominated splitting (see the section ‘‘Hyperbolic
properties of C1-generic diffeormorphisms’’) seems
to play an important role in this division.

Results on General Systems

Notions of Recurrence

Some regions of M are considered as the heart of the
dynamics:

� Per(F) denotes the set of periodic points x 2M of
F, that is, Fn(x) = x for some n > 0.
� A point x is recurrent if its orbit comes back

arbitrarily close to x, infinitely many times.
Rec(F) denotes the set of recurrent points.
� The limit set Lim(F) is the union of all the

accumulation points of all the orbits of F.
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� A point x is ‘‘wandering’’ if it admits a neighbor-
hood Ux �M disjoint from all its iterates
F n(Ux), n > 0. The nonwandering set �(F) is the
set of the nonwandering points.
� R(F) is the set of chain recurrent points, that is,

points x 2M which look like periodic points if we
allow small mistakes at each iteration: for any
" > 0, there is a sequence x = x0, x1, . . . , xk = x
where d(f (xi), xiþ1) < " (such a sequence is an
"-pseudo-orbit).

A periodic point is recurrent, a recurrent point is a
limit point, a limit point is nonwandering, and a
nonwandering point is chain recurrent:

PerðFÞ � RecðFÞ � LimðFÞ � �ðFÞ � RðFÞ

All these sets are invariant under F, and �(F) and
R(F) are compact subsets of M. There are diffeo-
morphisms F for which the closures of these sets are
distinct:

� A rotation x 7! xþ � with irrational angle � 2
RnQ on the circle S1 = R=Z has no periodic
points but every point is recurrent.
� The map x 7! xþ (1=4�)(1þ cos (2�x)) induces

on the circle S1 a diffeomorphism F having a
unique fixed point at x = 1=2; one verifies that
�(F) = {1=2} and R(F) is the whole circle S1.

An invariant compact set K �M is transitive if there
is x 2 K whose forward orbit is dense in K. Generic
points x 2 K have their forward and backward
orbits dense in K: in this sense, transitive sets are
dynamically indecomposable.

Conley’s Theory: Pairs Attractor/Repeller and
Chain Recurrence Classes

A trapping region U �M is a compact set whose
image F(U) is contained in the interior of U. By
definition, the intersection A =

T
n�0 F n(U) is an

attractor of F: any orbit in U ‘‘goes to A.’’ Denote by
V the complement of the interior of U: it is a trapping
region for F�1 and the intersection R =

T
n�0 F�n(V) is

a repeller. Each orbit either is contained in A [ R, or
‘‘goes from the repeller to the attractor.’’ More
precisely, there is a smooth function  : M! [0, 1]
(called Lyapunov function) equal to 1 on R and 0 on A,
and strictly decreasing on the other orbits:

 ðFðxÞÞ <  ðxÞ for x =2A [ R

So, the chain recurrent set is contained in A [ R.
Any compact set contained in U and containing the
interior of F(U) is a trapping region inducing the
same attracter and repeller pair (A,R); hence, the set
of attracter/repeller pairs is countable. We denote by
(Ai, Ri, i), i 2 N, the family of these pairs endowed

with an associated Lyapunov function. Conley
(1978) proved that

RðFÞ ¼
\
i2N

ðAi [ RiÞ

This induces a natural partition of R(F) in equiva-
lence classes: x � y if x 2 Ai, y 2 Ai. Conley proved
that x � y iff, for any " > 0, there are "-pseudo orbits
from x to y and vice versa. The equivalence classes
for � are called chain recurrence classes.

Now, considering an average of the Lyapunov
functions  i one gets the following result: there is a
continuous function ’: M!R with the following
properties:

� ’(F(x)) � ’(x) for every x 2M, (i.e., ’ is a
Lyapunov function);
� ’(F(x)) =’(x), x 2 R(F);
� for x, y 2 R(F), ’(x) =’(y), x � y; and
� the image ’(R(F) is a compact subset of R with

empty interior.

This result is called the ‘‘fundamental theorem of
dynamical systems’’ by several authors (see
Robinson (1999)).

Any orbit is ’-decreasing from a chain recurrence
class to another chain reccurence class (the global
dynamics of F looks like the dynamics of the
gradient flow of a function �, the chain recurrence
classes supplying the singularities of �). However,
this description of the dynamics may be very rough:
if F preserves the volume, Poincaré’s recurrence
theorem implies that �(F) =R(F) = M; the whole M
is the unique chain recurrence class and the function
’ of Conley’s theorem is constant.

Conley’s theory provides a general procedure for
describing the global topological dynamics of a
system: one has to characterize the chain recurrence
classes, the dynamics in restriction to each class,
the stable set of each class (i.e., the set of points
whose positive orbits goes to the class), and the
relative positions of these stable sets.

Hyperbolicity

Smale’s hyperbolic theory is the first attempt to give
a global vision of almost all dynamical systems. In
this section we give a very quick overview of this
theory. For further details, see Hyperbolic Dynami-
cal Systems.

Hyperbolic Periodic Orbits

A fixed point x of F is hyperbolic if the derivative
DF(x) has no (neither real nor complex) eigenvalue
with modulus equal to 1. The tangent space at x
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splits as TxM = Es � Eu, where Es and Eu are the
DF(x)-invariant spaces corresponding to the eigen-
values of moduli <1 and >1, respectively. There are
Cr-injectively immersed F-invariant submanifolds
Ws(x) and Wu(x) tangent at x to Es and Eu; the
stable manifold Ws(x) is the set of points y whose
forward orbit goes to x. The implicit-function
theorem implies that a hyperbolic fixed point x
varies (locally) continuously with F; (compact parts
of) the stable and unstable manifolds vary continu-
ously for the Cr-topology when F varies with the
Cr-topology.

A periodic point x of period n is hyperbolic if it is
a hyperbolic fixed point of Fn and its invariant
manifolds are the corresponding invariant manifolds
for Fn. The stable and unstable manifold of the orbit
of x, Ws

orb(x) and Wu
orb(x), are the unions of the

invariant manifolds of the points in the orbit.

Homoclinic Classes

Distinct stable manifolds are always disjoint; how-
ever, stable and unstable manifolds may intersect. At
the end of the nineteenth century, Poincaré noted
that the existence of transverse homoclinic orbits,
that is, transverse intersection of Ws

orb(x) with
Wu

orb(x) (other than the orbit of x), implies a very
rich dynamical behavior: indeed, Birkhoff proved
that any transverse homoclinic point is accumulated
by a sequence of periodic orbits (see Figure 1). The
homoclinic class H(x) of a periodic orbit is the
closure of the transverse homoclinic point associated
to x:

HðpÞ ¼Ws
orbðxÞ\Wu

orbðxÞ

There is an equivalent definition of the homoclinic
class of x: we say that two hyperbolic periodic
points x and y are homoclinically related if Ws

orb(x)
and Wu

orb(x) intersect transversally Wu
orb(y) and

Ws
orb(y), respectively; this defines an equivalence

relation in Perhyp(F) and the homoclinic classes are
the closure of the equivalence classes.

The homoclinic classes are transitive invariant
compact sets canonically associated to the periodic

orbits. However, for general systems, homoclinic
classes are not necessarily disjoint.

For more details, see Homoclinic Phenomena.

Smale’s Hyperbolic Theory

A diffeomorphism F is Morse–Smale if �(F) = Per(F)
is finite and hyperbolic, and if Ws(x) is tranverse to
Wu(y) for any x, y 2 Per(F). Morse–Smale diffeo-
morphisms have a very simple dynamics, similar to
the one of the gradient flow of a Morse function; apart
from periodic points and invariant manifolds of
periodic saddles, each orbit goes from a source to a
sink (hyperbolic periodic repellers and attractors).
Furthermore, Morse–Smale diffeomorphisms are
C1-structurally stable, that is, any diffeomorphism
C1-close to F is conjugated to F by a homeomorphism:
the topological dynamics of F remains unchanged by
small C1-perturbation. Morse–Smale vector fields
were known (Andronov and Pontryagin, 1937) to
characterize the structural stability of vector fields on
the sphere S2. However, a diffeomorphism having
transverse homoclinic intersections is robustly not
Morse–Smale, so that Morse–Smale diffeomorphisms
are not Cr-dense, on any compact manifold of
dimension �2. In the early 1960s, Smale generalized
the notion of hyperbolicity for nonperiodic sets in
order to get a model for homoclinic orbits. The goal of
the theory was to cover a whole dense open set of all
dynamical systems.

An invariant compact set K is hyperbolic if the
tangent space TMjK of M over K splits as the direct
sum TMK = Es � Eu of two DF-invariant vector
bundles, where the vectors in Es and Eu are
uniformly contracted and expanded, respectively,
by Fn, for some n > 0. Hyperbolic sets persist
under small C1-perturbations of the dynamics: any
diffeomorphism G which is C1-close enough to F
admits a hyperbolic compact set KG close to K and
the restrictions of F and G to K and KG are
conjugated by a homeomorphism close to the
identity. Hyperbolic compact sets have well-
defined invariant (stable and unstable) manifolds,
tangent (at the points of K) to Es and Eu and the
(local) invariant manifolds of KG vary locally
continuously with G.

The existence of hyperbolic sets is very common:
if y is a transverse homoclinic point associated to a
hyperbolic periodic point x, then there is a transitive
hyperbolic set containing x and y.

Diffeomorphisms for which R(F) is hyperbolic
are now well understood: the chain recurrence
classes are homoclinic classes, finitely many, and
transitive, and admit a combinatorical model
(subshift of finite type). Some of them are

x

f(x)f  

2(x)

Figure 1 A transverse homoclinic orbit.
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attractors or repellers, and the basins of the
attractors cover a dense open subset of M. If,
furthermore, all the stable and unstable manifolds
of points in R(f ) are transverse, the diffeomorph-
ism is C1-structurally stable (Robbin 1971,
Robinson 1976); indeed, this condition, called
‘‘axiom A þ strong transversality,’’ is equivalent
to the C1-structural stability (Mañé 1988).

In 1970, Abraham and Smale built examples of
robustly non-axiom A diffeomorphisms, when
dim M � 3: the dream of a global understanding
of dynamical systems was postponed. However,
hyperbolicity remains a key tool in the study of
dynamical systems, even for nonhyperbolic
systems.

Cr-Generic Systems

Kupka–Smale Theorem

Thom’s transversality theorem asserts that two
submanifolds can always be put in tranverse posi-
tion by a Cr-small perturbations. Hence, for F in an
open and dense subset of Diffr(M), r � 1, the graph
of F in M	M is transverse to the diagonal
� = {(x, x), x 2M}: F has finitely many fixed points
xi, depending locally continuously on F, and 1 is not
an eigenvalue of the differential DF(xi). Small local
perturbations in the neighborhood of the xi avoid
eigenvalue of modulus equal to 1: one gets a dense
and open subset Or

1 of Diffr(M) such that every fixed
point is hyperbolic. This argument, adapted for
periodic points, provides a dense and open set Or

n �
Diffr(M), such that every periodic point of period n
is hyperbolic. Now

T
n2N O

r
n is a residual subset of

Diffr(M), for which every periodic point is
hyperbolic.

Similarly, the set of diffeomorphisms F 2Tn
i = 0Or

i (M) such that all the disks of size n, of
invariant manifolds of periodic points of period less
that n, are pairwise transverse, is open and dense.
One gets the Kupka–Smale theorem (see Palis and de
Melo (1982) for a detailed exposition): for Cr-generic
diffeomorphisms F 2 Diffr(M), every periodic orbit is
hyperbolic and Ws(x) is transverse to Wu(y) for
x, y 2 Per(F).

Generic Properties of Low-Dimensional Systems

Poincaré–Denjoy theory describes the topological
dynamics of all diffeomorphisms of the circle S1 (see
Homeomorphisms and Diffeomorphisms of the
Circle). Diffeomorphisms in an open and dense
subset of Diffr

þ(S1) have a nonempty finite set of
periodic orbits, all hyperbolic, and alternately
attracting (sink) or repelling (source). The orbit of

a nonperiodic point comes from a source and goes
to a sink. Two Cr-generic diffeomorphisms of S1 are
conjugated iff they have same rotation number and
same number of periodic points.

This simple behavior has been generalized in 1962
by Peixoto for vector fields on compact orientable
surfaces S. Vector fields X in a Cr-dense and open
subset are Morse–Smale, hence structurally stable
(see Palis and de Melo (1982) for a detailed proof).
Peixoto gives a complete classification of these
vector fields, up to topological equivalence.

Peixoto’s argument uses the fact that the return
maps of the vector field on transverse sections are
increasing functions: this helped control the effect
on the dynamics of small ‘‘monotonous’’ perturba-
tions, and allowed him to destroy any nontrivial
recurrences. Peixoto’s result remains true on non-
orientable surfaces for the C1-topology but remains
an open question for r > 1: is the set of Morse–
Smale vector fields C2-dense, for S nonorientable
closed surface?

Local C2-Genericity of Wild Behavior for Surface
Diffeomorphisms

The generic systems we have seen above have a very
simple dynamics, simpler than the general systems.
This is not always the case. In the 1970s, Newhouse
exhibited a C2-open set O � Diff2(S2) (where S2

denotes the two-dimensional sphere), such that
C2-generic diffeomorphisms F 2 O have infinitely
many hyperbolic periodic sinks. In fact, C2-generic
diffeomorphisms in O present many other patholo-
gical properties: for instance, it has been recently
noted that they have uncountably many chain
recurrence classes without periodic orbits. Densely
(but not generically) in O, they present many other
phenomena, such as strange (Henon-like) attractors
(see Lyapunov Exponents and Strange Attractors).

This phenomenon appears each time that a
diffeomorphism F0 admits a hyperbolic periodic
point x whose invariant manifolds Ws(x) and
Wu(x) are tangent at some point p 2Ws(x) \
Wu(x) (p is a homoclinic tangency associated to x).
Homoclinic tangencies appear locally as a codimen-
sion-1 submanifold of Diff2(S2); they are such a
simple phenomenon that they appear in very natural
contexts. When a small perturbation transforms the
tangency into tranverse intersections, a new hyper-
bolic set K with very large fractal dimensions is
created. The local stable and unstable manifolds of
K, each homeomorphic to the product of a Cantor
set by a segment, present tangencies in a C2-robust way,
that is, for F in some C2-open set O (see Figure 2).
As a consequence, for a C2-dense subset of O, the
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invariant manifolds of the point x present some
tangency (this is not generic, by Kupka–Smale
theorem). If the Jacobian of F at x is <1, each
tangency allows to create one more sink, by an
arbitrarily small perturbation. Hence, the sets of
diffeomorphisms having more than n hyperbolic
sinks are dense open subsets of O, and the
intersection of all these dense open subsets is the
announced residual set. See Palis and Takens
(1993) for details on this deep argument.

C1-Generic Systems: Global Dynamics
and Periodic Orbits

See Bonatti et al. (2004), Chapter 10 and Appendix A,
for a more detailed exposition and precise
references.

Perturbations of Orbits: Closing and Connecting
Lemmas

In 1968, Pugh proved the following Lemma.

Closing lemma If x is a nonwandering point of a
diffeomorphism F, then there are diffeomorphisms
G arbitrarily C1-close to F, such that x is periodic
for G.

Consider a segment x0, . . . , xn = Fn(x0) of orbit
such that xn is very close to x0 = x; one would like
to take G close to F such that G(xn) = x0, and
G(xi) = F(xi) = xiþ1 for i 6¼ n. This idea works for
the C0-topology (so that the C0-closing lemma is
easy). However, if one wants G "-C1-close to F, one
needs that the points xi, i 2 {1, . . . , n� 1}, remain at
distance d(xi, x0) greater than C(d(xn, x0)="), where
C bounds kDfk on M. If C=" is very large, such a
segment of orbit does not exist. Pugh solved this
difficulty in two steps: the perturbation is first
spread along a segment of orbit of x in order to
decrease this constant; then a subsegment y0, . . . , yk

of x0, . . . , xn is selected, verifying the geometrical
condition.

For the C2 topology, the distances d(xi, x0) need
to remain greater than

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d(xn, x0)

p
="
 d(xn, x0).

This new difficulty is why the C2-closing lemma
remains an open question.

Pugh’s argument does not suffice to create
homoclinic point for a periodic orbit whose unstable
manifold accumulates on the stable one. In 1998,
Hayashi solved this problem proving the

Connecting lemma (Hayashi 1997) Let y and z be
two points such that the forward orbit of y and the
backward orbit of z accumulate on the same
nonperiodic point x. Fix some " > 0. There is N >
0 and a "-C1-perturbation G of F such that Gn(y) = z
for some n > 0, and G � F out of an arbitrary small
neighborhood of {x, F(x), . . . , FN(x)}.

Using Hayashi’s arguments, we (with Crovisier)
proved the following lemma:

Connecting lemma for pseudo-orbits (Bonatti and
Crovisier 2004) Assume that all periodic orbits of F
are hyperbolic; consider x, y 2M such that, for any
" > 0, there are "-pseudo-orbits joining x to y; then
there are arbitrarily small C1-perturbations of F for
which the positive orbit of x passes through y.

Densities of Periodic Orbits

As a consequence of the perturbations lemma above,
we (Bonatti and Crovisier 2004) proved that for
F C1-generic,

RðFÞ ¼ �ðFÞ ¼ PerhypðFÞ

where Perhyp(F) denotes the closure of the set of
hyperbolic periodic points.

For this, consider the map �: F 7!�(F) = Perhyp(F)
defined on Diff1(M) and with value in K(M), space
of all compact subsets of M, endowed with the
Hausdorff topology. Perhyp(F) may be approximated
by a finite set of hyperbolic periodic points, and this
set varies continuously with F; so Perhyp(F) varies
lower-semicontinuously with F: for G very close to
F, Perhyp(G) cannot be very much smaller than
Perhyp(F). As a consequence, a result from general
topology asserts that, for C1-generic F, the map � is
continuous at F. On the other hand, C1-generic
diffeomorphisms are Kupka–Smale, so that the
connecting lemma for pseudo-orbits may apply:
if x 2 R(F), x can be turned into a hyperbolic
periodic point by a C1-small perturbation of F. So,
if x =2 Perhyp(F), F is not a continuity point of �,
leading to a contradiction.

Furthermore, Crovisier proved the following
result: ‘‘for C1-generic diffeomorphisms, each chain
recurrence class is the limit, for the Hausdorff
distance, of a sequence of periodic orbits.’’

Figure 2 Robust tangencies.
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This good approximation of the global dynamics
by the periodic orbits will now allow us to
better understand the chain recurrence classes of
C1-generic diffeomorphisms.

Chain Recurrence Classes/Homoclinic Classes
of C1-Generic Systems

Tranverse intersections of invariant manifolds of
hyperbolic orbits are robust and vary locally
continuously with the diffeomorphisms F. So, the
homoclinic class H(x) of a periodic point x varies
lower-semicontinuously with F (on the open set
where the continuation of x is defined). As a
consequence, for Cr-generic diffeomorphisms (r �
1), each homoclinic class varies continuously with F.
Using the connecting lemma, Arnaud (2001) proved
the following result: ‘‘for Kupka–Smale diffeo-
morphisms, if the closures Wu

orb(x) and Ws
orb(x)

have some intersection point z, then a C1-pertuba-
tion of F creates a tranverse intersection of Wu

orb(x)
and Ws

orb(x) at z.’’ So, if z =2H(x), then F is not a
continuity point of the function F 7!H(x, F). Hence,
for C1-generic diffeomorphisms F and for every
periodic point x,

HðxÞ ¼Wu
orbðxÞ \Ws

orbðxÞ

In the same way, Wu
orb(x) and Ws

orb(x) vary locally
lower-semicontinuously with F so that, for F
Cr-generic, the closures of the invariant manifolds
of each periodic point vary locally continuously. For
Kupka–Smale diffeomorphisms, the connecting
lemma for pseudo-orbits implies: ‘‘if z is a point in
the chain recurrence class of a periodic point x, then
a C1-small perturbation of F puts z on the unstable
manifold of x’’; so, if z =2 Wu

orb(x), then F is not a
continuity point of the function F 7!Wu

orb(x, F).
Hence, for C1-generic diffeomorphisms F and for
every periodic point x, the chain recurrence class of
x is contained in Wu

orb(x) \Ws
orb(x), and, therefore,

coincides with the homoclinic class of x. This
argument proves:

For a C1-generic diffeomorphism F, each homoclinic class
H(x) is a chain recurrence class of F (of Conley’s theory):
a chain recurrence class containing a periodic point x
coincides with the homoclinic class H(x). In particular,
two homoclinic classes are either disjoint or equal.

Tame and Wild Systems

For generic diffeomorphisms, the number N(F) 2
N [ {1} of homoclinic classes varies lower-semicon-
tinuously with F. One deduces that N(F) is locally
constant on a residual subset of Diff1(M) (Abdenur
2003).

A local version (in the neighborhood of a chain
recurrence class) of this argument shows that, for
C1-generic diffeomorphisms, any isolated chain
recurrence classe C is robustly isolated: for any
diffeomorphism G, C1-close enough to F, the
intersection of R(G) with a small neighborhood of
C is a unique chain recurrence class CG close to C.

One says that a diffeomorphism is ‘‘tame’’ if each
chain recurrence class is robustly isolated. We
denote by T (M) � Diff1(M) the (C1-open) set of
tame diffeomorphisms and by W(M) the comple-
ment of the closure of T (M). C1-generic diffeo-
morphisms in W(M) have infinitely many disjoint
homoclinic classes, and are called ‘‘wild’’
diffeomorphisms.

Generic tame diffeomorphisms have a global
dynamics analogous to hyperbolic systems: the
chain recurrence set admits a partition into finitely
many homoclinic classes varying continuously with
the dynamics. Every point belongs to the stable set
of one of these classes. Some of the homoclinic
classes are (transitive) topological attractors, and the
union of the basins covers a dense open subset of M,
and the basins vary continuously with F (Carballo
Morales 2003). It remains to get a good description
of the dynamics in the homoclinic classes, and
particularly in the attractors. As we shall see in the
next section, tame behavior requires some kind of
weak hyperbolicity. Indeed, in dimension 2, tame
diffeomorphisms satisfy axiom A and the noncycle
condition.

As of now, very little is known about wild
systems. One knows some semilocal mechanisms
generating locally C1-generic wild dynamics, there-
fore proving their existence on any manifold with
dimension dim (M) �3 (the existence of wild diffeo-
morphisms in dimension 2, for the C1-topology,
remains an open problem). Some of the known
examples exhibit a universal dynamics: they admit
infinitely many disjoint periodic disks such that, up
to renormalization, the return maps on these disks
induce a dense subset of diffeomorphisms of the
disk. Hence, these locally generic diffeomorphisms
present infinitely many times any robust property of
diffeomorphisms of the disk.

Ergodic Properties

A point x is well closable if, for any " > 0 there is
G "-C1-close to F such that x is periodic for G and
d(Fi(x), Gi(x)) <" for i 2 {0, . . . , p}, p being the
period of x. As an important refinement of Pugh’s
closing lemma, Mañé proved the following lemma:

Ergodic closing lemma For any F-invariant prob-
ability, almost every point is well closable.
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As a consequence, ‘‘for C1-generic diffeomoph-
isms, any ergodic measure � is the weak limit of a
sequence of Dirac measures on periodic orbits,
which converges also in the Hausdorff distance to
the support of �.’’

It remains an open problem to know if, for
C1-generic diffeomorphisms, the ergodic measures
supported in a homoclinic class are approached by
periodic orbits in this homoclinic class.

Conservative Systems

The connecting lemma for pseudo-orbits has been
adapted for volume preserving and symplectic
diffeomorphisms, replacing the condition on the
periodic orbits by another generic condition on the
eigenvalues. As a consequence, one gets: ‘‘C1-generic
volume-preserving or symplectic diffeomorphisms
are transitive, and M is a unique homoclinic class.’’

Notice that the KAM theory implies that this
result is wrong for C4-generic diffeomorphisms, the
persistence of invariant tori allowing to break
robustly the transitivity.

The Oxtoby–Ulam (1941) theorem asserts that
C0-generic volume-preserving homeomorphisms are
ergodic. The ergodicity of C1-generic volume-
preserving diffeomorphisms remains an open question.

Hyperbolic Properties of C1-Generic
Diffeomorphisms

For a more detailed exposition of hyperbolic proper-
ties of C1-generic diffeomorphisms, the reader is
referred to Bonatti et al. (2004, chapter 7 and
appendix B).

Perturbations of Products of Matrices

The C1-topology enables us to do small perturbations of
the differential DF at a point x without perturbing either
F(x) or F out of an arbitrarily small neighborhood of x.
Hence, one can perturb the differential of F along a
periodic orbit, without changing this periodic orbit
(Frank’s lemma). When x is a periodic point of period n,
the differential of Fn at x is fundamental for knowing the
local behavior of the dynamics. This differential is (up to
a choice of local coordinates) a product of the matrices
DF(xi), where xi = Fi(x). So, the control of the
dynamical effect of local perturbations along a periodic
orbit comes from a problem of linear algebra: ‘‘consider
a product A= An � An�1 � 
 
 
 � A1 of n
 0 bounded
linear ismorphisms of Rd; how do the eigenvalues and
the eigenspaces of A vary under small perturbations of
the Ai?’’

A partial answer to this general problem uses
the notion of dominated splitting. Let X �M be an

F-invariant set such that the tangent space of M at
the points x 2 X admits a DF-invariant splitting
Tx(M) = E1(x)� 
 
 
Ek(x), the dimensions dim (Ei(x))
being independent of x. This splitting is dominated if
the vectors in Eiþ1 are uniformly more expanded than
the vectors in Ei: there exists ‘ > 0 such that, for
any x 2 X, any i 2 {1, . . . , k� 1} and any unit vectors
u 2 Ei(x) and v 2 Eiþ1(x), one has

kDF‘ðuÞk < 1
2 kDF‘ðvÞk

Dominated splittings are always continuous,
extend to the closure of X, and persist and vary
continuously under C1-perturbation of F.

Dominated Splittings versus Wild Behavior

Let {�i} be a set of hyperbolic periodic orbits. On
X =

S
�i one considers the natural splitting

TMjX = Es � Eu induced by the hyperbolicity of the
�i. Mañé (1982) proved: ‘‘if there is a C1-neighbor-
hood of F on which each �i remains hyperbolic, then
the splitting TMjX = Es � Eu is dominated.’’

A generalization of Mañé’s result shows: ‘‘if a
homoclinic class H(x) has no dominated splitting,
then for any " > 0 there is a periodic orbit � in H(x)
whose derivative at the period can be turned into an
homothety, by an "-small perturbation of the
derivative of F along the points of �’’; in particular,
this periodic orbit can be turned into a sink or a
source. As a consequence, one gets: ‘‘for C1-generic
diffeomorphisms F, any homoclinic class either has a
dominated splitting or is contained in the closure of
the (infinite) set of sinks and sources.’’

This argument has been used in two directions:

� Tame systems must satisfy some hyperbolicity. In
fact, using the ergodic closing lemma, one proves
that the homoclinic classes H(x) of tame diffeo-
morphisms are volume hyperbolic, that is, there is
a dominated splitting TM = E1 � 
 
 
 � Ek over
H(x) such that DF contracts uniformly the
volume in E1 and expands uniformly the volume
in Ek.
� If F admits a homoclinic class H(x) which is

robustly without dominated splittings, then gen-
eric diffeomorphisms in the neighborhood of F are
wild: at this time this is the unique known way to
get wild systems.

See also: Cellular Automata; Chaos and Attractors;
Fractal Dimensions in Dynamics; Homeomorphisms and
Diffeomorphisms of the Circle; Homoclinic Phenomena;
Hyperbolic Dynamical Systems; Lyapunov Exponents
and Strange Attractors; Polygonal Billiards; Singularity
and Bifurcation Theory; Synchronization of Chaos.
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Geometric analysis can be said to originate in the
nineteenth century work of Weierstrass, Riemann,
Schwarz, and others on minimal surfaces, a problem
whose history can be traced at least as far back as
the work of Meusnier and Lagrange in the eight-
eenth century. The experiments performed by
Plateau in the mid-19th century, on soap films
spanning wire contours, served as an important
inspiration for this work, and led to the formulation
of the Plateau problem, which concerns the exis-
tence and regularity of area-minimizing surfaces in
R3 spanning a given boundary contour. The Plateau
problem for area-minimizing disks spanning a curve
in R3 was solved by J Douglas (who shared the first
Fields medal with Lars V Ahlfors) and T Rado in the
1930s. Generalizations of Plateau’s problem have
been an important driving force behind the devel-
opment of modern geometric analysis. Geometric
analysis can be viewed broadly as the study of
partial differential equations arising in geometry,
and includes many areas of the calculus of varia-
tions, as well as the theory of geometric evolution
equations. The Einstein equation, which is the
central object of general relativity, is one of the
most widely studied geometric partial differential
equations, and plays an important role in its
Riemannian as well as in its Lorentzian form, the
Lorentzian being most relevant for general relativity.

The Einstein equation is the Euler–Lagrange
equation of a Lagrangian with gauge symmetry
and thus in the Lorentzian case it, like the Yang–
Mills equation, can be viewed as a system of
evolution equations with constraints. After imposing
suitable gauge conditions, the Einstein equation
becomes a hyperbolic system, in particular using
spacetime harmonic coordinates (also known as
wave coordinates), the Einstein equation becomes a
quasilinear system of wave equations. The con-
straint equations implied by the Einstein equations
can be viewed as a system of elliptic equations in
terms of suitably chosen variables. Thus, the
Einstein equation leads to both elliptic and hyper-
bolic problems, arising from the constraint equa-
tions and the Cauchy problem, respectively. The
groundwork for the mathematical study of the
Einstein equation and the global nature of space-
times was laid by, among others, Choquet-Bruhat,
who proved local well-posedness for the Cauchy
problem, Lichnerowicz, and later York who pro-
vided the basic ideas for the analysis of the
constraint equations, and Leray who formalized the
notion of global hyperbolicity, which is essential for
the global study of spacetimes. An important frame-
work for the mathematical study of the Einstein
equations has been provided by the singularity
theorems of Penrose and Hawking, as well as the
cosmic censorship conjectures of Penrose.

Techniques and ideas from geometric analysis
have played, and continue to play, a central role in
recent mathematical progress on the problems posed
by general relativity. Among the main results are the
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proof of the positive mass theorem using the
minimal surface technique of Schoen and Yau, and
the spinor-based approach of Witten, as well as the
proofs of the (Riemannian) Penrose inequality by
Huisken and Illmanen, and Bray. The proof of the
Yamabe theorem by Schoen has played an important
role as a basis for constructing Cauchy data using
the conformal method.

The results just mentioned are all essentially
Riemannian in nature, and do not involve study of
the Cauchy problem for the Einstein equations.
There has been great progress recently concerning
global results on the Cauchy problem for the
Einstein equations, and the cosmic censorship con-
jectures of Penrose. The results available so far are
either small data results (among these the nonlinear
stability of Minkowski space proved by Christodoulou
and Klainerman) or assume additional symmetries,
such as the recent proof by Ringström of strong
cosmic censorship for the class of Gowdy space-
times. However, recent progress concerning quasi-
linear wave equations and the geometry of
spacetimes with low regularity due to, among
others, Klainerman and Rodnianski, and Tataru
and Smith, appears to show the way towards an
improved understanding of the Cauchy problem for
the Einstein equations.

Since the constraint equations, the Penrose
inequality and the Cauchy problem are discussed
in separate articles, the focus of this article will be
on the role in general relativity of ‘‘critical’’ and
other geometrically defined submanifolds and folia-
tions, such as minimal surfaces, marginally trapped
surfaces, constant mean curvature hypersurfaces
and null hypersurfaces. In this context it would be
natural also to discuss geometrically defined flows
such as mean curvature flows, inverse mean
curvature flow, and Ricci flow. However, this
article restricts the discussion to mean curvature
flows, since the inverse mean curvature flow
appears naturally in the context of the Penrose
inequality and the Ricci flow has so far mainly
served as a source of inspiration for research on the
Einstein equations rather than an important tool.
Other topics which would fit well under the
heading ‘‘General relativity and geometric analysis’’
are spin geometry (the Witten proof of the Positive
mass theorem), the Yamabe theorem and related
results concerning the Einstein constraint equa-
tions, gluing and other techniques of ‘‘spacetime
engineering.’’ These are all discussed in other
articles. Some techniques which have only recently
come into use and for which applications in general
relativity have not been much explored, such as
Cheeger–Gromov compactness, are not discussed.

Minimal and Related Surfaces

Consider a hypersurface N in Euclidean space Rn

which is a graph xn = u(x1, . . . , xn�1) with respect to
the function u. The area of N is given by

A(N) =
R ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ jDuj2
q

dx1 � � � dxn�1. N is stationary
with respect to A if u satisfies the equation

X
i

Di

 
Diuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ jDuj2
q

!
¼ 0 ½1�

A hypersurface N defined as a graph of u solving
[1] minimizes area with respect to compactly sup-
ported deformations, and hence is called a minimal
surface. For n � 7, a solution to eqn [1] defined on
all of Rn�1 must be an affine function. This fact is
known as a Bernstein principle. Equation [1], and
more generally, the prescribed mean curvature
equation which will be discussed below, is a quasi-
linear, uniformly elliptic second-order equation. The
book by Gilbarg and Trudinger (1983) is an excellent
general reference for such equations.

The theory of rectifiable currents, developed by
Federer and Fleming, is a basic tool in the modern
approach to the Plateau problem and related varia-
tional problems. A rectifiable current is a countable
union of Lipschitz submanifolds, counted with integer
multiplicity, and satisfying certain regularity condi-
tions. Hausdorff measure gives a notion of area for
these objects. One may therefore approach the study of
minimal surfaces via rectifiable currents which are
stationary with respect to variations of area. Suitable
generalizations of familiar notions from smooth
differential geometry such as tangent plane, normal
vector, extrinsic curvature can be introduced. The
book by Federer (1969) is a classic treatise on the
subject. Further information concerning minimal sur-
faces and related variational problems can be found in
Lawson, Jr. (1980) and Simon (1997). Note, however,
that unless otherwise stated, all fields and manifolds
considered in this article are assumed to be smooth. For
the Plateau problem in a Riemannian ambient space,
we have the following existence and regularity result.

Theorem 1 (Existence of embedded solutions for
Plateau problem). Let M be a complete Riemannian
manifold of dimension n � 7 and let � be a compact
(n� 2)-dimensional submanifold in M which bounds.
Then there is an (n� 1)-dimensional area-minimizing
hypersurface N with � as its boundary. N is a smooth,
embedded manifold in its interior.

If the dimension of the ambient space is >7,
solutions to the Plateau problem will in general have
a singular set of dimension n� 8. Let N be an
oriented hypersurface of a Riemannian manifold M
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with covariant derivative D. Let � be the unit
normal of N and define the second fundamental
form and mean curvature of N by Aij = hDei�, eji
and H = trA. Define the action functional
E(N) =A(N)�

R
M; N H0, where H0 is a function

defined on M, and
R

M; N denotes the integral over
the volume bounded by N in M. The problem of
minimizing E is a useful generalization of the
minimization problem for A.

Theorem 2 (Existence of minimizers in homology).
Let M be a compact Riemannian manifold of
dimension �7, and let � be an integral homology
class on M of codimension 1. Then there is a smooth
minimizer for E representing [�].

Again, in higher dimensions, the minimizers will
in general have singularities. The general form of
this result deals with elliptic functionals. For
surfaces in 3-manifolds, the problem of minimizing
area within homotopy classes has been studied.
Results in this direction played a central role in the
approach of Schoen and Yau to manifolds with non-
negative scalar curvature.

If M is not compact, it is in general necessary to use
barriers to control the minimizers, or consider some
version of the Plateau problem. Barriers can be used due
to the strong maximum principle, which holds for the
mean curvature operator since it is quasilinear elliptic.
Consider two hypersurfaces N1, N2 which intersect at a
point p and assume that N1 lies on one side of N2 with
the normal pointing towards N1. If the mean curvatures
H1, H2 of the hypersurfaces, defined with respect to
consistently oriented normals, satisfy H1 � � � H2 for
some constant �, then N1 and N2 coincide near p and
have mean curvatures equal to �. This result requires
only mild regularity conditions on the hypersurfaces.
Generalizations hold also for the case of spacelike or
null hypersurfaces in a Lorentzian ambient space, see
Andersson et al. (1998) and Galloway (2000).

Let � be a smooth compactly supported function
on N. The variation E0= ���E of E under a
deformation �� is

E0 ¼
Z

N

�ðH �H0Þ

Thus, N is stationary with respect to E if and only if
N solves the prescribed mean curvature equation
H(x) = H0(x) for x 2 N. Supposing that N is
stationary and H0 is constant, the second variation
E00= ���E0 of E is of the form

E00 ¼
Z

N

�ðJ�Þ

where J is the second-variation operator, a second-
order elliptic operator. A calculation, using the

Gauss equation and the second-variation equation
shows

J� ¼ ��N�� 1
2 ½ðScalM � ScalNÞ þH2 þ jAj2�� ½2�

where �N, ScalM, ScalN denote the Laplace–Beltrami
operator of N, and the scalar curvatures of M and
N, respectively. If J is positive semidefinite, N is
called stable.

To set the context where we will apply the
above, let (M, gij) be a connected, asymptotically
Euclidean three-dimensional Riemannian manifold
with covariant derivative, and let kij be a symmetric
tensor on M. Suppose (M, gij, Kij) is imbedded
isometrically as a spacelike hypersurface in a space-
time (V, ���) with gij, Kij the first and second
fundamental forms induced on M from V, in
particular Kij = hDei

T, eji where T is the timelike
normal of M in the ambient spacetime V, and D is
the ambient covariant derivative. We will refer to
(M, gij, Kij) as a Cauchy data set for the Einstein
equations. Although many of the results which will
be discussed below generalize to the case of a
nonzero cosmological constant �, we will discuss
only the case � = 0 in this article. G�� = RicV�� �
(1=2)ScalV��� be the Einstein tensor of V, and let
	= G��T�T�,
j = Gj�T�. Then the fields (gij, Kij)
satisfy the Einstein constraint equations

Rþ tr K2 � jKj2 ¼ 2	 ½3�

rjtr K�riKij ¼ 
j ½4�

We assume that the dominant energy condition
(DEC)

	 �
�X

i


i

i
�1=2

½5�

holds. We will sometimes make use of the null
energy condition (NEC), G��L�L� � 0 for null
vectors L, and the strong energy condition (SEC),
RicV��v�v� � 0 for causal vectors v. M will be
assumed to satisfy the fall-off conditions

gij ¼ 1þ 2m

r

� �
�ij þOð1=r2Þ ½6a�

Kij ¼ Oð1=r2Þ ½6b�

as well as suitable conditions for the fall-off of deriva-
tives of gij, Kij. Here m is the ADM (Arnowitt, Deser,
Misner) mass of (M, gij, Kij).

Minimal Surfaces and Positive Mass

Perhaps the most important application of the theory
of minimal surfaces in general relativity is in the
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Schoen–Yau proof of the positive-mass theorem,
which states that m � 0, and m = 0 only if (M, g, K)
can be embedded as a hypersurface in Minkowski
space. Consider an asymptotically Euclidean manifold
(M, g) with g satisfying [6a] and with non-negative
scalar curvature. By using Jang’s equation, see below,
the general situation is reduced to the case of a time
symmetric data set, with K = 0. In this case, the DEC
implies that (M, g) has non-negative scalar curvature.

Assuming m < 0 one may, after applying a
conformal deformation, assume that ScalM > 0 in
the complement of a compact set. Due to the
asymptotic conditions, level sets for sufficiently
large values of one of the coordinate functions, say
x3, can be used as barriers for minimal surfaces in
M. By solving a sequence of Plateau problems with
boundaries tending to infinity, a stable entire
minimal surface N homeomorphic to the plane is
constructed. Stability implies using [2],Z

N

1

2
ScalM � �þ

1

2
jAj2

� �
� 0

where �= (1=2)ScalN is the Gauss curvature of N.
Since by construction ScalM � 0, ScalM > 0 outside a
compact set, this gives

R
N � > 0. Next, one uses the

identity, related to the Cohn–Vossen inequalityZ
N

� ¼ 2�� lim
i

L2
i

2Ai

where Ai, Li are the area and circumference of a
sequence of large discs. Estimates using the fact
that M is asymptotically Euclidean show that
limi (L2

i =2Ai) � 2� which gives a contradiction and
shows that the minimal surface constructed cannot
exist. It follows that m � 0. It remains to show that the
case m = 0 is rigid. To do this proves that for an
asymptotically Euclidean metric with non-negative
scalar curvature, which is positive near infinity, there
is a conformally related metric with vanishing scalar
curvature and strictly smaller mass. Applying this
argument in case m = 0 gives a contradiction to the
fact that m � 0. Therefore, m = 0 only if the scalar
curvature vanishes identically. Suppose now that (M, g)
has vanishing scalar curvature but nonvanishing Ricci
curvature RicM. Then using a deformation of g in the
direction of RicM, one constructs a metric close to g
with negative mass, which leads to a contradiction.

This technique generalizes to Cauchy surfaces of
dimension n � 7. The proof involves induction on
dimension. For n > 7 minimal hypersurfaces are
singular in general and this approach runs into
problems. The Witten proof using spinor techniques
does not suffer from this limitation but instead
requires that M be spin.

Marginally Trapped Surfaces

Consider a Cauchy data set (M, gij, Kij) as above and
let N be a compact surface in M with normal �,
second fundamental form A and mean curvature H.
Then considering N as a surface in an ambient
Lorentzian space V containing M, N has two null
normal fields which after a rescaling can be taken to
be L�= T � �. Here, T is the future-directed time-
like unit normal of M in V. The null mean
curvatures (or null expansions) corresponding to
L� can be defined in terms of the variation of the
area element 
N of N as �L�
N = 
�
N or


� ¼ trNK�H

where trNK denotes the trace of the projection of
Kij to N. Suppose Lþ is the outgoing null normal.
N is called outer trapped (marginally trapped,
untrapped) if 
þ < 0(
þ= 0, 
þ > 0). An asymptoti-
cally flat spacetime which contains a trapped surface
with 
� < 0, 
þ < 0 is causally incomplete. In the
following we will for simplicity drop the word outer
from our terminology.

Consider a Cauchy surface M. The boundary of
the region in M containing trapped surfaces is, if it is
sufficiently smooth, a marginally trapped surface.
The equation 
þ= 0 is an equation analogous to the
prescribed curvature equation, in particular it is a
quasilinear elliptic equation of second order. Mar-
ginally trapped surfaces are not variational in the
same sense as minimal surfaces. Nevertheless, they
are stationary with respect to variations of area
within the outgoing light cone. The second variation
of area along the outgoing null cone is given, in view
of the Raychaudhuri equation, by

��Lþ
þ ¼ �ðGþþ þ j�þj
2Þ� ½7�

for a function � on N. Here Gþþ= G��L�
þL�
þ, and �þ

denotes the shear of N with respect to Lþ, that is, the
tracefree part of the null second fundamental form
with respect to Lþ. Equation [7] shows that the
stability operator in the direction Lþ is not elliptic.

In the case of time-symmetric data, Kij = 0, the
DEC implies ScalM � 0 and marginally trapped
surfaces are simply minimal surfaces. A stable
compact minimal 2-surface N in a 3-manifold M
with non-negative scalar curvature must satisfy

2��ðNÞ ¼
Z
� � 1

2

Z
N

ScalM þ jAj2 � 0

and hence by the Gauss–Bonnet theorem, N is
diffeomorphic to a sphere or a torus. In case N is a
stable minimal torus, the induced geometry is flat
and the ambient curvature vanishes at N. If, in
addition, N minimizes, then M is flat.

Geometric Analysis and General Relativity 505



For a compact marginally trapped surface N in M,
analogous results can be proved by studying the
stability operator defined with respect to the direc-
tion �. Let J be the operator defined in terms of a
variation of 
þ by J�= ���
þ. Then

J�¼ ��N�þ 2sADA�

þ 1

2
ScalN � sAsA þDAsA� 1

2
j�þj2�Gþ�

� �
�

Here, sA = �(1=2)hL�,DALþi and Gþ� is the Einstein
tensor evaluated on Lþ,L�. We may call N stable if
the real part of the spectrum of J is non-negative. A
sufficient condition for N to be stable is that N is
locally outermost. This can be formulated, for
example, by requiring that a neighborhood of N in M
contains no trapped surfaces exterior to N. In this case,
assuming that the DEC holds, N is a sphere or a torus,
and if the real part of the spectrum of J is positive then
N is a sphere. If N is a torus, then the ambient
curvature and shear vanishes at N, sA is a gradient, and
N is flat. One expects that in addition, global rigidity
should hold, in analogy with the minimal surface case.
This is an open problem. If N satisfies the stronger
condition of strict stability, which corresponds to the
spectrum of J having positive real part, then N is in the
interior of a hypersurface H of the ambient spacetime,
with the property that it is foliated by marginally
trapped surfaces (Andersson et al. 2005). If the NEC
holds and N has nonvanishing shear, then H is
spacelike at N. A hypersurface H with these proper-
ties is known as a dynamical horizon.

Jang’s Equation

Consider a Cauchy data set (M, gij, Kij). Extend Kij

to a tensor field on M� R, constant in the vertical
direction. Then the equation for a graph

N ¼ fðx; tÞ 2M� R; t ¼ f ðxÞg

such that N has mean curvature equal to the trace of
the projection of Kij to N with respect to the induced
metric on N, is given by

X
i;j

Kij� rirjf

ð1þ jrf j2Þ1=2

 !
gij�

rifrjf

1þ jrf j2

 !
¼ 0 ½8�

an equation closely related to the equation

þ=0. Equation [8] was introduced by P S Jang
(Jang 1978) as part of an attempt to generalize the
inverse mean curvature flow method of Geroch from
time-symmetric to general Cauchy data.

Existence and regularity for Jang’s equation were
proved by Schoen and Yau (1981) and used to

generalize their proof of the positive-mass theorem
from the case of maximal slices to the general case.
The solution to Jang’s equation is constructed as the
limit of the solution to a sequence of regularized
problems. The limit consists of a collection N of
submanifolds of M� R. In particular, component
near infinity is a graph and has the same mass as M.
N may contain vertical components which project
onto marginally trapped surfaces in M, and in fact
these constitute the only possibilities for blow-up of
the sequence of graphs used to construct N. If the
DEC is valid, the metric on N has non-negative
scalar curvature in the weak sense thatZ

N

ScalN�
2 þ 2jr�j2 > 0

for smooth compactly supported functions �. If the
DEC holds strictly, the strict inequality holds and in
this case the metric on N is conformal to a metric
with vanishing scalar curvature.

Jang’s equation can be applied to prove existence
of marginally trapped surfaces, given barriers. Let
(M, gij, Kij) be a Cauchy data set containing two
compact surfaces N1, N2 which together bound a
compact region M0 in M. Suppose the surfaces N1

and N2 have 
þ < 0 on N1 and 
þ > 0 on N2.
Schoen recently proved the following result.

Theorem 3 (Existence of marginally trapped sur-
faces). Let M0, N1, N2 be as above. Then there is a
finite collection of compact, marginally trapped
surfaces {�a} contained in the interior of M0, such
that [�a is homologous to N1. If the DEC holds,
then �a is a collection of spheres and tori.

The proof proceeds by solving a sequence of
Dirichlet boundary-value problems for Jang’s equation
with boundary value on N1, N2 tending to�1 and1,
respectively. The assumption on 
þ is used to show the
existence of barriers for Jang’s equation. Let fk be the
sequence of solutions to the Dirichlet problems. Jang’s
equation is invariant under renormalization fk ! fk þ
ck for some sequence ck of real numbers. A Harnack
inequality for the gradient of the solutions to Jang’s
equation is used to show that the sequence of solutions
fk, possibly after a renormalization, has a subsequence
converging to a vertical submanifold of M0 � R, which
projects to a collection �a of marginally trapped
surfaces. By construction, the zero sets of the fk

are homologous to N1 and N2. The estimates on
the sequence {fk} show that this holds also in the limit
k!1. The statement about the topology of the �a

follows by showing, using the above-mentioned
inequality for ScalN, that if DEC holds, the total
Gauss curvature of each surface �a is non-negative.
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Center of mass

Since by the positive-mass theorem m > 0 unless the
ambient spacetime is flat, it makes sense to consider
the problem of finding an appropriate notion of
center of mass. This problem was solved by Huisken
and Yau who showed that under the asymptotic
conditions [6] the isoperimetric problem has a unique
solution if one considers sufficiently large spheres.

Theorem 4 (Huisken and Yau 1996). There is an
H0 > 0 and a compact region BH0

such that for each
H 2 (0, H0) there is a unique constant mean curva-
ture sphere SH with mean curvature H contained in
MnBH0

. The spheres form a foliation.

The proof involves a study of the evolution
equation

dx

ds
¼ ðH � �HÞ� ½9�

where �H is the average mean curvature. This is the
gradient flow for the isoperimetric problem of
minimizing area keeping the enclosed volume con-
stant. The solutions in Euclidean space are standard
spheres. Equation [9] defines a parabolic system, in
particular we have

d

ds
H ¼ �H þ ðRicð�; �Þ þ jAj2ÞðH � �HÞ

It follows from the fall-off conditions [6] that the
foliation of spheres constructed in Theorem 4 are
untrapped surfaces. They can therefore be used as
outer barriers in the existence result for marginally
trapped surfaces, (Theorem 3).

The mean curvature flow for a spatial hypersur-
face in a Lorentz manifold is also parabolic. This
flow has been applied to construct constant mean
curvature Cauchy hypersurfaces in spacetimes.

Maximal and Related Surfaces

Let N be the hypersurface x0 = u(x1, . . . , xn) in
Minkowski space R1þn with line element �dx2

0 þ
dx2

1 þ � � � þ dx2
n. Assume jruj < 1 so that N is

spacelike. Then N is stationary with respect to
variations of area if u solves the equation

X
i

ri
riuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� jruj2
q

0
B@

1
CA¼ 0 ½10�

N maximizes area with respect to compactly
supported variations, and hence is called a maximal
surface. As in the case of the minimal surface
equation, eqn [10] and more generally the

Lorentzian prescribed mean curvature equation, is
quasilinear elliptic, but it is not uniformly elliptic,
which makes the regularity theory more subtle.

A Bernstein principle analogous to the one for the
minimal surface equation holds for the maximal
surface equation [10]. Suppose that u is a solution to
[10] which is defined on all of Rn. Then u is an
affine function (Cheng and Yau 1976). An impor-
tant tool used in the proof is a Bochner type identity,
originally due to Calabi, for the norm of the second
fundamental form. For a hypersurface in a flat
ambient space, the Codazzi equation states riAjk �
rjAik = 0. This gives the identity

�Aij ¼ rirjH þ AkmRm k
i j þ AmiRicm

j ½11�

The curvature terms can be rewritten in terms of Aij

if the ambient space is flat. Using [11] to compute
�jAj2 gives an expression which is quadratic in rA,
and fourth order in jAj, and which allows one to
perform maximum principle estimates on jAj. Gen-
eralizations of this technique for hypersurfaces in
general ambient spaces play an important role in the
proof of regularity of minimal surfaces, and in the
proof of existence for Jang’s equation as well as in
the analysis of the mean curvature flow used to
prove existence of round spheres. The generalization
of eqn [11] is known as a Simons identity.

For the case of maximal hypersurfaces of
Minkowski space, it follows from further maximum
principle estimates that a maximal hypersurface of
Minkowski space is convex, in particular, it has
nonpositive Ricci curvature. Generalizations of this
technique allow one to analyze entire constant mean
curvature hypersurfaces of Minkowski space.

Consider a globally hyperbolic Lorentzian mani-
fold (V, �). A C0 hypersurface is said to be weakly
spacelike if timelike curves intersect it in at most one
point. Call a codimension-2 submanifold � 	 V a
weakly spacelike boundary if it bounds a weakly
spacelike hypersurface N0.

Theorem 5 (Existence for Plateau problem for
maximal surfaces (Bartnik 1988)). Let V be a
globally hyperbolic spacetime and assume that the
causal structure of V is such that the domain of
dependence of any compact domain in V is compact.
Given a weakly spacelike boundary � in V, there is a
weakly spacelike maximal hypersurface N with � as
its boundary. N is smooth except possibly on null
geodesics connecting points of �.

Here, maximal hypersurface is understood in a
weak sense, referring to stationarity with respect to
variations. Due to the nonuniform ellipticity for the
maximal surface equation, the interior regularity
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which holds for minimal surfaces fails to hold in
general for the maximal surface equation.

A time-oriented spacetime is said to have a crushing
singularity to the past (future) if there is a sequence �n

of Cauchy surfaces so that the mean curvature
function Hn of �n diverges uniformly to �1(1).

Theorem 6 (Gerhardt 1983). Suppose that (V, �) is
globally hyperbolic with compact Cauchy surfaces
and satisfies the SEC. Then if (V, �) has crushing
singularities to the past and future it is globally
foliated by constant mean curvature hypersurfaces.
The mean curvature � of these Cauchy surfaces is a
global time function.

The proof involves an application of results from
geometric measure theory to an action E of the form
discussed earlier. A barrier argument is used to control
the maximizers. Bartnik (1984, theorem 4.1) gave a
direct proof of existence of a constant mean curvature
(CMC) hypersurface, given barriers. If the spacetime
(V, �) is symmetric, so that a compact Lie group acts
on V by isometries, then CMC hypersurfaces in V
inherit the symmetry. Theorem 6 gives a condition
under which a spacetime is globally foliated by CMC
hypersurfaces. In general, if the SEC holds in a
spatially compact spacetime, then for each � 6¼ 0,
there is at most one constant mean curvature Cauchy
surface with mean curvature � . In case V is vacuum,
RicV = 0, and 3þ 1 dimensional, then each point x 2
V is on at most one hypersurface of constant mean
curvature unless V is flat and splits as a metric product.

There are vacuum spacetimes with compact Cauchy
surface which contain no CMC hypersurface
(Chrusciel et al. 2004). The proof is carried out by
constructing Cauchy data, using a gluing argument, on
the connected sum of two tori, such that the resulting
Cauchy data set (M, gij, Kij) has an involution which
reverses the sign of Kij. The involution extends to the
maximal vacuum development V of the Cauchy data
set. Existence of a CMC surface in V gives, in view of
the involution, barriers which allow one to construct a
maximal Cauchy surface homeomorphic to M. This
leads to a contradiction, since the connected sum of
two tori does not carry a metric of positive scalar
curvature, and therefore, in view of the constraint
equations, cannot be imbedded as a maximal Cauchy
surface in a vacuum spacetime. The maximal vacuum
development V is causally geodesically incomplete.
However, in view of the existence proof for CMC
Cauchy surfaces (cf. Theorem 6), these spacetimes
cannot have a crushing singularity. It would be
interesting to settle the open question whether there
are stable examples of this type.

In the case of a spacetime V which has an
expanding end, one does not expect in general that

the spacetime is globally foliated by CMC hyper-
surfaces even if V is vacuum and contains a CMC
Cauchy surface. This expectation is based on the
phenomenon known as the collapse of the lapse; for
example, the Schwarzschild spacetime does not
contain a global foliation by maximal Cauchy
surfaces (Beig and Murchadha 1998). However, no
counterexample is known in the spatially compact
case. In spite of these caveats, many examples of
spacetimes with global CMC foliations are known,
and the CMC condition, or more generally pre-
scribed mean curvature, is an important gauge
condition for general relativity.

Some examples of situations where global
constant or prescribed mean curvature foliations
are known to exist in vacuum or with some types of
matter are spatially homogeneous spacetimes,
and spacetimes with two commuting Killing fields.
Small data global existence for the Einstein equa-
tions with CMC time gauge have been proved for
spacetimes with one Killing field, with Cauchy
surface a circle bundle over a surface of genus >1,
by Choquet-Bruhat and Moncrief. Further, for
(3þ 1)-dimensional spacetimes with Cauchy
surface admitting a hyperbolic metric, small data
global existence in the expanding direction has been
proved by Andersson and Moncrief. See Andersson
(2004) and Rendall (2002) for surveys on the
Cauchy problem in general relativity.

Null Hypersurfaces

Consider an asymptotically flat spacetime contain-
ing a black hole, that is, a region B such that future
causal curves starting in B cannot reach observers at
infinity. The boundary of the trapped region is
called the event horizon H. This is a null hypersur-
face, which under reasonable conditions on causality
has null generators which are complete to the future.
Due to the completeness, assuming that H is
smooth, one can use the Raychaudhuri equation
[7] to show that the null expansion 
þ of a spatial
cross section of H must satisfy 
þ � 0, and hence
that the area of cross sections of H grows mono-
tonously to the future. A related statement is that
null generators can enter H but may not leave it.
This was first proved by Hawking for the case of
smooth horizons, using essentially the Raychaudhuri
equation. In general H can fail to be smooth.
However, from the definition of H as the boundary
of the trapped region it follows that it has support
hypersurfaces, which are past light cones. This
property allows one to prove that H is Lipschitz
and hence smooth almost everywhere. At smooth
points of H, the calculations in the proof of
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Hawking apply, and the monotonicity of the area of
cross sections follows.

Theorem 7 (Area theorem (Chrusciel et al. 2001)).
Let H be a black hole event horizon in a smooth
spacetime (M, g). Suppose that the generators are
future complete and the NEC holds on H. Let
Sa, a = 1, 2, be two spacelike cross sections of H and
suppose that S2 is to the future of S1. Then
A(S2) � A(S1).

The eikonal equation r�ur�u = 0 plays a central
role in geometric optics. Level sets of a solution u are
null hypersurfaces which correspond to wave fronts.
Much of the recent progress on rough solutions to the
Cauchy problem for quasilinear wave equations is
based on understanding the influence of the geometry
of these wave fronts on the evolution of high-
frequency modes ‘in the background spacetime. In
this analysis many objects familiar from general
relativity, such as the structure equations for null
hypersurfaces, the Raychaudhuri equation, and the
Bianchi identities play an important role, together
with novel techniques of geometric analysis used to
control the geometry of cross sections of the wave
fronts and to estimate the connection coefficients in a
rough spacetime geometry. These techniques show
great promise and can be expected to have a
significant impact on our understanding of the
Einstein equations and general relativity.
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Introduction

In a paper, R Penrose (1973) made a physical
argument that the total mass of a spacetime which
contains black holes with event horizons of total area
A should be at least

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=16�

p
. An important special

case of this physical statement translates into a very
beautiful mathematical inequality in Riemannian
geometry known as the Riemannian Penrose inequal-
ity. The Riemannian Penrose inequality was first
proved by Huisken and Ilmanen (1997) for a single
black hole and then by the author in 1999 for any
number of black holes. The two approaches use two
different geometric flow techniques. The most general
version of the Penrose inequality is still open.

A natural interpretation of the Penrose inequality
is that the mass contributed by a collection of
black holes is (at least)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=16�

p
. More generally,

the question ‘‘How much matter is in a given region
of a spacetime?’’ is still very much an open problem.
(Christodoulou and Yau 1988). In this paper, we
will discuss some of the qualitative aspects of mass
in general relativity, look at examples which are
informative, and describe the two very geometric
proofs of the Riemannian Penrose inequality.

Total Mass in General Relativity

Two notions of mass which are well understood in
general relativity are local energy density at a point
and the total mass of an asymptotically flat space-
time. However, defining the mass of a region larger
than a point but smaller than the entire universe is
not very well understood at all.

Suppose (M3, g) is a Riemannian 3-manifold
isometrically embedded in a (3þ 1)-dimensional
Lorentzian spacetime N4. Suppose that M3 has zero-
second fundamental form in the spacetime. This is a
simplifying assumption which allows us to think of
(M3, g) as a ‘‘t = 0’’ slice of the spacetime. (Recall that
the second fundamental form is a measure of how
much M3 curves inside N4. M3 is also sometimes
called ‘‘totally geodesic’’ since geodesics of N4 which
are tangent to M3 at a point stay inside M3 forever.)
The Penrose inequality (which allows for M3 to have
general second fundamental form) is known as the

Riemannian Penrose inequality when the second
fundamental form is set to zero.

We also want to only consider (M3, g) that are
asymptotically flat at infinity, which means that for
some compact set K, the ‘‘end’’ M3nK is diffeo-
morphic to R3nB1(0), where the metric g is
asymptotically approaching (with certain decay
conditions) the standard flat metric �ij on R3 at
infinity. The simplest example of an asymptotically
flat manifold is (R3, �ij) itself. Other good examples
are the conformal metrics (R3, u(x)4�ij), where u(x)
approaches a constant sufficiently rapidly at infinity.
(Also, sometimes it is convenient to allow (M3, g) to
have multiple asymptotically flat ends, in which
case each connected component of M3nK must
have the property described above.) A qualitative
picture of an asympotically flat 3-manifold is shown
in Figure 1.

The purpose of these assumptions on the asymp-
totic behavior of (M3, g) at infinity is that they imply
the existence of the limit

m ¼ 1

16�
lim
�!1

Z
S�

X
i;j

ðgij;i�j � gii;j�jÞ d�

where S� is the coordinate sphere of radius �, � is the
unit normal to S�, and d� is the area element of S� in the
coordinate chart. The quantity m is called the ‘‘total
mass’’ (or ADM mass) of (M3, g) and does not depend
on the choice of asymptotically flat coordinate chart.

The above equation is where many people would
stop reading an article like this. But before you do,
we will promise not to use this definition of the total
mass in this paper. In fact, it turns out that total mass
can be quite well understood with an example. Going
back to the example (R3, u(x)4�ij), if we suppose that
u(x) > 0 has the asymptotics at infinity

uðxÞ ¼ aþ b=jxj þ Oð1=jxj2Þ ½1�

Figure 1 A qualitative picture of an asymptotically flat

3-manifold.
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(and derivatives of the O(1=jxj2) term are O(1=jxj3)),
then the total mass of (M3, g) is

m ¼ 2ab ½2�

Furthermore, suppose (M3, g) is any metric whose
‘‘end’’ is isometric to (R3nK, u(x)4�ij), where u(x) is
harmonic in the coordinate chart of the end (R3n
K, �ij) and goes to a constant at infinity. Then
expanding u(x) in terms of spherical harmonics
demonstrates that u(x) satisfies condition [1].
We will call these Riemannian manifolds (M3, g)
‘‘harmonically flat at infinity,’’ and we note that the
total mass of these manifolds is also given by eqn [2].

A very nice lemma by Schoen and Yau is that,
given any � > 0, it is always possible to perturb an
asymptotically flat manifold to become harmoni-
cally flat at infinity such that the total mass changes
less than � and the metric changes less than
� pointwise, all while maintaining non-negative
scalar curvature. Hence, it happens that to prove
the theorems in this paper, we only need to consider
harmonically flat manifolds! Thus, we can use eqn
[2] as our definition of total mass. As an example,
note that (R3, �ij) has zero total mass. Also, note
that, qualitatively, the total mass of an asymptoti-
cally flat or harmonically flat manifold is the 1=r
rate at which the metric becomes flat at infinity.

The Phenomenon of Gravitational Attraction

What do the above definitions of total mass have to
do with anything physical? That is, if the total mass
is the 1=r rate at which the metric becomes flat at
infinity, what does this have to do with our real-
world intuitive idea of mass?

The answer to this question is very nice. Given a
Schwarzschild spacetime metric�

R4; 1þ m

2jxj

� �4

dx2
1 þ dx2

2 þ dx2
3

� �
� 1�m=2jxj

1þm=2jxj

� �2

dt2

�
jxj > m=2, for example, note that the t = 0 slice
(which has zero-second fundamental form) is the
spacelike Schwarzschild metric�

R3 n Bm=2ð0Þ; 1þ m

2jxj

� �4

�ij

�
(discussed more later). Note that according to eqn
[2], the parameter m is in fact the total mass of this
3-manifold.

On the other hand, suppose we were to release a
small test particle, initially at rest, a large distance r
from the center of the Schwarzschild spacetime. If

this particle is not acted upon by external forces,
then it should follow a geodesic in the spacetime. It
turns out that with respect to the asymptotically flat
coordinate chart, these geodesics ‘‘accelerate’’
towards the middle of the Schwarzschild metric
proportional to m=r2 (in the limit as r goes to
infinity). Thus, our Newtonian notion of mass also
suggests that the total mass of the spacetime is m.

Local Energy Density

Another quantification of mass which is well under-
stood is local energy density. In fact, in this setting,
the local energy density at each point is

� ¼ 1

16�
R

where R is the scalar curvature of the 3-manifold
(which has zero-second fundamental form in the
spacetime) at each point. Note that (R3, �ij) has zero
energy density at each point as well as zero total mass.
This is appropriate since (R3, �ij) is in fact a ‘‘t = 0’’
slice of Minkowski spacetime, which represents a
vacuum. Classically, physicists consider � � 0 to be a
physical assumption. Hence, from this point on, we
will not only assume that (M3, g) is asymptotically flat,
but also that it has non-negative scalar curvature,

R � 0

This notion of energy density also helps us
understand total mass better. After all, we can take
any asymptotically flat manifold and then change
the metric to be perfectly flat outside a large
compact set, thereby giving the new metric zero
total mass. However, if we introduce the physical
condition that both metrics have non-negative scalar
curvature, then it is a beautiful theorem that this is
in fact not possible, unless the original metric was
already (R3, �ij)! (This theorem is actually a corollary
to the positive mass theorem discussed below.)
Thus, the curvature obstruction of having non-
negative scalar curvature at each point is a very
interesting condition.

Also, notice the indirect connection between the
total mass and local energy density. At this point,
there does not seem to be much of a connection at
all. The total mass is the 1=r rate at which the metric
becomes flat at infinity, and local energy density is
the scalar curvature at each point. Furthermore, if a
metric is changed in a compact set, local energy
density is changed, but the total mass is unaffected.

The reason for this is that the total mass is ‘‘not’’
the integral of the local energy density over the
manifold. In fact, this integral fails to take potential
energy into account (which would be expected to
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contribute a negative energy) as well as gravitational
energy. Hence, it is not initially clear what we should
expect the relationship between total mass and local
energy density to be, so let us begin with an example.

Example Using Superharmonic Functions in R3

Once again, let us return to the (R3, u(x)4�ij)
example. The formula for the scalar curvature is

R ¼ �8uðxÞ�5�uðxÞ

Hence, since the physical assumption of non-
negative energy density implies non-negative scalar
curvature, we see that u(x) > 0 must be super-
harmonic (�u � 0). For simplicity, let us also
assume that u(x) is harmonic outside a bounded set
so that we can expand u(x) at infinity using
spherical harmonics. Hence, u(x) has the asympto-
tics of eqn [1]. By the maximum principle, it follows
that the minimum value for u(x) must be a, referring
to eqn [1]. Hence, b � 0, which implies that m � 0!
Thus, we see that the assumption of non-negative
energy density at each point of (R3, u(x)4�ij) implies
that the total mass is also non-negative, which is
what one would hope.

The Positive Mass Theorem

Why would one hope this? What would be the
difference if the total mass were negative? This
would mean that a gravitational system of positive
energy density could collectively act as a net
negative total mass. This phenomenon has not
been observed experimentally, and so it is not a
property that we would hope to find in general
relativity.

More generally, suppose we have any asymptotically
flat manifold with non-negative scalar curvature, is it
true that the total mass is also non-negative? The
answer is yes, and this fact is know as the positive mass
theorem, first proved by Schoen and Yau (1979) using
minimal surface techniques and then by Witten (1981)
using spinors. In the zero-second fundamental form
case, the positive mass theorem is known as the
Riemannian positive mass theorem and is stated below.

Theorem 1 (Schoen, Yau). Let (M3, g) be any
asymptotically flat, complete Riemannian manifold
with non-negative scalar curvature. Then the total
mass m � 0, with equality if and only if (M3, g) is
isometric to (R3, �).

Gravitational Energy

The previous example neglects to illustrate some of
the subtleties of the positive mass theorem. For
example, it is easy to construct asymptotically flat

manifolds (M3, g) (not conformal to R3) which have
zero scalar curvature everywhere and yet have
‘‘nonzero’’ total mass. By the positive mass theorem,
the mass of these manifolds is positive. Physically,
this corresponds to a spacetime with zero energy
density everywhere which still has positive total
mass. From where did this mass come? How can a
vacuum have positive total mass?

Physicists refer to this extra energy as gravita-
tional energy. There is no known local definition of
the energy density of a gravitational field, and
presumably such a definition does not exist. The
curious phenomenon, then, is that for some reason,
gravitational energy always makes a non-negative
contribution to the total mass of the system.

Black Holes

Another very interesting and natural phenomenon in
general relativity is the existence of black holes.
Instead of thinking of black holes as singularities in
a spacetime, we will think of black holes in terms of
their horizons. For example, suppose we are explor-
ing the universe in a spacecraft capable of traveling
at any speed less than the speed of light. If we are
investigating a black hole, we would want to make
sure that we don’t get too close and get trapped by
the ‘‘gravitational forces’’ of the black hole. In fact,
we could imagine a ‘‘sphere of no return’’ beyond
which it is impossible to escape from the black hole.
This is called the event horizon of a black hole.

However, one limitation of the notion of an event
horizon is that it is very hard to determine its location.
One way is to let daredevil spacecraft see how close
they can get to the black hole and still escape from it
eventually. The only problem with this approach
(besides the cost in spacecraft) is that it is hard to
know when to stop waiting for a daredevil spacecraft
to return. Even if it has been 50 years, it could be that
this particular daredevil was not trapped by the black
hole but got so close that it will take it 1000 or more
years to return. Thus, to define the location of an event
horizon even mathematically, we need to know the
entire evolution of the spacetime. Hence, event
horizons can not be computed based only on the
local geometry of the spacetime.

This problem is solved (at least for the mathema-
tician) with the notion of apparent horizons of black
holes. Given a surface in a spacetime, suppose that it
emits an outward shell of light. If the surface area of
this shell of light is decreasing everywhere on the
surface, then this is called a trapped surface. The
outermost boundary of these trapped surfaces is
called the apparent horizon of the black hole.
Apparent horizons can be computed based on their
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local geometry, and an apparent horizon always
implies the existence of an event horizon outside of
it (Hawking and Ellis 1973).

Now let us return to the case we are considering
in this paper where (M3, g) is a ‘‘t = 0’’ slice of a
spacetime with zero-second fundamental form. Then
it is a very nice geometric fact that apparent
horizons of black holes intersected with M3 corres-
pond to the connected components of the outermost
minimal surface �0 of (M3, g).

All of the surfaces we are considering in this paper
will be required to be smooth boundaries of open
bounded regions, so that outermost is well defined
with respect to a chosen end of the manifold.
A minimal surface in (M3, g) is a surface which is a
critical point of the area function with respect to any
smooth variation of the surface. The first variational
calculation implies that minimal surfaces have zero
mean curvature. The surface �0 of (M3, g) is defined
as the boundary of the union of the open regions
bounded by all of the minimal surfaces in (M3, g). It
turns out that �0 also has to be a minimal surface,
so we call �0 the ‘‘outermost minimal surface.’’
A qualitative sketch of an outermost minimal
surface of a 3-manifold is shown in Figure 2.

We will also define a surface to be ‘‘(strictly) outer
minimizing’’ if every surface which encloses it has
(strictly) greater area. Note that outermost minimal
surfaces are strictly outer minimizing. Also, we define
a ‘‘horizon’’ in our context to be any minimal surface
which is the boundary of a bounded open region.

It also follows from a stability argument (using
the Gauss–Bonnet theorem interestingly) that each
component of an outermost minimal surface (in a
3-manifold with non-negative scalar curvature) must
have the topology of a sphere. Furthermore, there is
a physical argument, based on Penrose (1973),
which suggests that the mass contributed by the
black holes (thought of as the connected compo-
nents of �0) should be defined to be

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A0=16�

p
,

where A0 is the area of �0. Hence, the physical
argument that the total mass should be greater than
or equal to the mass contributed by the black holes
yields the following geometric statement.

The Riemannian Penrose Inequality Let (M3, g) be
a complete, smooth, 3-manifold with non-negative
scalar curvature which is harmonically flat at
infinity with total mass m and which has an
outermost minimal surface �0 of area A0. Then,

m �
ffiffiffiffiffiffiffiffiffi
A0

16�

r
½3�

with equality if and only if (M3, g) is isometric to the
Schwarzschild metric�

R3nf0g; 1þ m

2jxj

� �4

�ij

�
outside their respective outermost minimal surfaces.

The above statement has been proved by the
present author, and Huisken and Ilmanen proved it
when A0 is defined instead to be the area of the
largest connected component of �0. We will discuss
both approaches in this paper, which are very
different, although they both involve flowing sur-
faces and/or metrics.

We also clarify that the above statement is with
respect to a chosen end of (M3, g), since both the
total mass and the definition of outermost refer to a
particular end. In fact, nothing very important is
gained by considering manifolds with more than one
end, since extra ends can always be compactified by
connect summing them (around a neighborhood of
infinity) with large spheres while still preserving non-
negative scalar curvature, for example. Hence, we
will typically consider manifolds with just one end. In
the case that the manifold has multiple ends, we will
require every surface (which could have multiple
connected components) in this paper to enclose all of
the ends of the manifold except the chosen end.

The Schwarzschild Metric

The Schwarzschild metric�
R3 n f0g; 1þ m

2jxj

� �4

�ij

�

referred to in the above statement of the Rieman-
nian Penrose inequality, is a particularly important
example to consider, and corresponds to a zero-
second fundamental form, spacelike slice of the
usual (3þ 1)-dimensional Schwarzschild metric
(which represents a spherically symmetric static
black hole in vacuum). The three-dimensional

Figure 2 A qualitative sketch of an outermost minimal surface

of a 3-manifold.
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Schwarzschild metrics have total mass m > 0 and
are characterized by being the only spherically
symmetric, geodesically complete, zero scalar curva-
ture 3-metrics, other than (R3, �ij). They can also be
embedded in four-dimensional Euclidean space
(x, y, z, w) as the set of points satisfying

jðx; y; zÞj ¼ ðw2=8mÞ þ 2m

which is a parabola rotated around an S2. This last
picture allows us to see that the Schwarzschild
metric, which has two ends, has a Z2 symmetry
which fixes the sphere with w = 0 and j(x, y, z)j=
2m, which is clearly minimal. Furthermore, the area
of this sphere is 4�(2m)2, giving equality in the
Riemannian Penrose inequality.

A Brief History of the Problem

The Riemannian Penrose inequality has a rich
history spanning nearly three decades and has
motivated much interesting mathematics and phy-
sics. In 1973, R Penrose in effect conjectured an
even more general version of inequality [3] using a
very clever physical argument, which we will not
have room to repeat here (Penrose 1973). His
observation was that a counterexample to inequality
[3] would yield Cauchy data for solving the Einstein
equations, the solution to which would likely violate
the cosmic censor conjecture (which says that
singularities generically do not form in a spacetime
unless they are inside a black hole).

Jang and Wald (1977), extending ideas of Geroch,
gave a heuristic proof of inequality [3] by defining a
flow of 2-surfaces in (M3, g) in which the surfaces
flow in the outward normal direction at a rate equal
to the inverse of their mean curvatures at each point.
The Hawking mass of a surface (which is supposed
to estimate the total amount of energy inside the
surface) is defined to be

mHawkingð�Þ ¼
ffiffiffiffiffiffiffiffiffi
j�j
16�

r
1� 1

16�

Z
�

H2

� �
(where j�j is the area of � and H is the mean
curvature of � in (M3, g)) and, amazingly, is
nondecreasing under this ‘‘inverse mean curvature
flow.’’ This is seen by the fact that under inverse
mean curvature flow, it follows from the Gauss
equation and the second variation formula that

d

dt
mHawkingð�Þ¼

ffiffiffiffiffiffiffiffiffi
j�j
16�

r �
1

2
þ 1

16�

Z
�

2
jr�Hj2

H2

þR� 2Kþ 1

2
ð�1 � �2Þ2

�

when the flow is smooth, where R is the scalar
curvature of (M3, g), K is the Gauss curvature of the
surface �, and �1 and �2 are the eigenvalues of the
second fundamental form of �, or principle curva-
tures. Hence,

R � 0

and Z
�

K � 4� ½4�

(which is true for any connected surface by the
Gauss–Bonnet theorem) imply

d

dt
mHawkingð�Þ � 0 ½5�

Furthermore,

mHawkingð�0Þ ¼
ffiffiffiffiffiffiffiffiffi
j�0j
16�

r
since �0 is a minimal surface and has zero mean
curvature. In addition, the Hawking mass of suffi-
ciently round spheres at infinity in the asymptotically
flat end of (M3, g) approaches the total mass m. Hence,
if inverse mean curvature flow beginning with �0

eventually flows to sufficiently round spheres at
infinity, inequality [3] follows from inequality [5].

As noted by Jang and Wald, this argument only
works when inverse mean curvature flow exists and
is smooth, which is generally not expected to be the
case. In fact, it is not hard to construct manifolds
which do not admit a smooth inverse mean
curvature flow. The problem is that if the mean
curvature of the evolving surface becomes zero or is
negative, it is not clear how to define the flow.

For 20 years, this heuristic argument lay dormant
until the work of Huisken and Ilmanen in 1997. With
a very clever new approach, Huisken and Ilmanen
discovered how to reformulate inverse mean curvature
flow using an energy minimization principle in such a
way that the new generalized inverse mean curvature
flow always exists. The added twist is that the surface
sometimes jumps outward. However, when the flow is
smooth, it equals the original inverse mean curvature
flow, and the Hawking mass is still monotone. Hence,
as will be described in the next section, their new flow
produced the first complete proof of inequality [3] for
a single black hole.

Coincidentally, the author found another proof of
inequality [3], submitted in 1999, which works for any
number of black holes. The approach involves flowing
the original metric to a Schwarzschild metric (outside
the horizon) in such a way that the area of the
outermost minimal surface does not change and the
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total mass is nonincreasing. Then, since the Schwarzs-
child metric gives equality in inequality [3], the
inequality follows for the original metric.

Fortunately, the flow of metrics which is defined
is relatively simple, and in fact stays inside the
conformal class of the original metric. The outer-
most minimal surface flows outwards in this
conformal flow of metrics, and encloses any
compact set (and hence all of the topology of the
original metric) in a finite amount of time. Further-
more, this conformal flow of metrics preserves non-
negative scalar curvature. We will describe this
approach later in the paper.

Other contributions on the Penrose conjecture
have also been made by Herzlich using the Dirac
operator which Witten used to prove the positive
mass theorem, by Gibbons in the special case of
collapsing shells, by Tod, by Bartnik for quasi-
spherical metrics, and by the present author using
isoperimetric surfaces. There is also some interesting
work of Ludvigsen and Vickers using spinors and
Bergqvist, both concerning the Penrose inequality
for null slices of a spacetime.

Inverse Mean Curvature Flow

Geometrically, Huisken and Ilmanen’s idea can be
described as follows. Let �(t) be the surface
resulting from inverse mean curvature flow for
time t beginning with the minimal surface �0.
Define ��(t) to be the outermost minimal area
enclosure of �(t). Typically, �(t) = ��(t) in the flow,
but in the case that the two surfaces are not equal,
immediately replace �(t) with ��(t) and then con-
tinue flowing by inverse mean curvature.

An immediate consequence of this modified flow is
that the mean curvature of ��(t) is always non-negative
by the first variation formula, since otherwise ��(t)
would be enclosed by a surface with less area. This is
because if we flow a surface � in the outward
direction with speed 	, the first variation of the area
is
R

� H	, where H is the mean curvature of �.
Furthermore, by stability, it follows that in the

regions where ��(t) has zero mean curvature, it is
always possible to flow the surface out slightly to
have positive mean curvature, allowing inverse mean
curvature flow to be defined, at least heuristically at
this point.

Furthermore, the Hawking mass is still monotone
under this new modified flow. Notice that when �(t)
jumps outwards to ��(t),Z

��ðtÞ
H2 �

Z
�ðtÞ

H2

since ��(t) has zero mean curvature where the two
surfaces do not touch. Furthermore,

j��ðtÞj ¼ j�ðtÞj

since (this is a neat argument) j��(t)j � j�(t)j (since
��(t) is a minimal area enclosure of �(t)) and we
cannot have j��(t)j < j�(t)j since �(t) would have
jumped outwards at some earlier time. This is only a
heuristic argument, but we can then see that the
Hawking mass is nondecreasing during a jump by
the above two equations.

This new flow can be rigorously defined, always
exists, and the Hawking mass is monotone. Huisken
and Ilmanen define �(t) to be the level sets of a
scalar valued function u(x) defined on (M3, g) such
that u(x) = 0 on the original surface �0 and satisfies

div
ru

jruj

� �
¼ jruj ½6�

in an appropriate weak sense. Since the left-hand
side of the above equation is the mean curvature of
the level sets of u(x) and the right-hand side is the
reciprocal of the flow rate, the above equation
implies inverse mean curvature flow for the level sets
of u(x) when jru(x)j 6¼ 0.

Huisken and Ilmanen use an energy minimization
principle to define weak solutions to eqn [6].
Equation [6] is said to be weakly satisfied in � by
the locally Lipschitz function u if for all locally
Lipschitz v with {v 6¼ u} �� �,

JuðuÞ � JuðvÞ

where

JuðvÞ :¼
Z

�

jrvj þ vjruj

It can then be seen that the Euler–Lagrange equation
of the above energy functional yields eqn [6].

In order to prove that a solution u exists to the above
two equations, Huisken and Ilmanen regularize the
degenerate elliptic equation 6 to the elliptic equation

div
ruffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jruj2 þ �2
q

0
B@

1
CA¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jruj2 þ �2
q

Solutions to the above equation are then shown to
exist using the existence of a subsolution, and then
taking the limit as � goes to zero yields a weak
solution to eqn [6]. There are many details which we
are skipping here, but these are the main ideas.

As it turns out, weak solutions u(x) to eqn [6]
often have flat regions where u(x) equals a
constant. Hence, the level sets �(t) of u(x) will be
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discontinuous in t in this case, which corresponds
to the ‘‘jumping out’’ phenomenon referred to at
the beginning of this section.

We also note that since the Hawking mass of the
level sets of u(x) is monotone, this inverse mean
curvature flow technique not only proves the
Riemannian Penrose inequality, but also gives a
new proof of the positive mass theorem in dimen-
sion 3. This is seen by letting the initial surface be a
very small, round sphere (which will have approxi-
mately zero Hawking mass) and then flowing by
inverse mean curvature, thereby proving m � 0.

The Huisken and Ilmanen inverse mean curvature
flow also seems ideally suited for proving Penrose
inequalities for 3-manifolds which have R � �6 and
which are asymptotically hyperbolic. This situation
occurs if (M3, g) is chosen to be a constant mean
curvature slice of the spacetime or if the spacetime is
defined to solve the Einstein equation with nonzero
cosmological constant. In these cases, there exists a
modified Hawking mass which in monotone under
inverse mean curvature flow which is the usual
Hawking mass plus 4(j�j=16�)3=2. However, because
the monotonicity of the Hawking mass relies on the
Gauss–Bonnet theorem, these arguments do not work
in higher dimensions, at least so far. Also, because
of the need for eqn [4], inverse mean curvature
flow only proves the Riemannian Penrose inequality
for a single black hole. In the next section, we
present a technique which proves the Riemannian
Penrose inequality for any number of black holes,
and which can likely be generalized to higher
dimensions.

The Conformal Flow of Metrics

Given any initial Riemannian manifold (M3, g0)
which has non-negative scalar curvature and which
is harmonically flat at infinity, we will define a
continuous, one-parameter family of metrics (M3, gt),
0 � t <1. This family of metrics will converge to a
three-dimensional Schwarzschild metric and will have
other special properties which will allow us to prove
the Riemannian Penrose inequality for the original
metric (M3, g0).

In particular, let �0 be the outermost minimal
surface of (M3, g0) with area A0. Then, we will also
define a family of surfaces �(t) with �(0) = �0 such
that �(t) is minimal in (M3, gt). This is natural since
as the metric gt changes, we expect that the location
of the horizon �(t) will also change. Then, the
interesting quantities to keep track of in this flow are
A(t), the total area of the horizon �(t) in (M3, gt),
and m(t), the total mass of (M3, gt) in the chosen end.

In addition to all of the metrics gt having non-
negative scalar curvature, we will also have the very
nice properties that

A0ðtÞ ¼ 0

m0ðtÞ � 0

for all t � 0. Then, since (M3, gt) converges to a
Schwarzschild metric (in an appropriate sense)
which gives equality in the Riemannian Penrose
inequality as described in the introduction,

mð0Þ � mð1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Að1Þ
16�

r
¼

ffiffiffiffiffiffiffiffiffiffi
Að0Þ
16�

r
½7�

which proves the Riemannian Penrose inequality for
the original metric (M3, g0). The hard part, then, is
to find a flow of metrics which preserves non-
negative scalar curvature and the area of the
horizon, decreases total mass, and converges to a
Schwarzschild metric as t goes to infinity.

The Definition of the Flow

In fact, the metrics gt will all be conformal to g0.
This conformal flow of metrics can be thought of as
the solution to a first-order ODE in t defined by
eqns [8]–[11]. Let

gt ¼ utðxÞ4g0 ½8�

and u0(x) � 1. Given the metric gt, define

�ðtÞ ¼ the outermost minimal area

enclosure of �0 in ðM3; gtÞ ½9�

where �0 is the original outer minimizing horizon in
(M3, g0). In the cases in which we are interested, �(t)
will not touch �0, from which it follows that �(t) is
actually a strictly outer minimizing horizon of (M3, gt).
Then given the horizon �(t), define vt(x) such that

�g0
vtðxÞ � 0 outside �ðtÞ
vtðxÞ ¼ 0 on �ðtÞ

lim
x!1

vtðxÞ ¼ �e�t

8><
>: ½10�

and vt(x) � 0 inside �(t). Finally, given vt(x), define

utðxÞ ¼ 1þ
Z t

0

vsðxÞ ds ½11�

so that ut(x) is continuous in t and has u0(x) � 1.
Note that eqn [11] implies that the first-order rate

of change of ut(x) is given by vt(x). Hence, the first-
order rate of change of gt is a function of itself, g0,
and vt(x) which is a function of g0, t, and �(t) which
is in turn a function of gt and �0. Thus, the first-order
rate of change of gt is a function of t, gt, g0, and �0.
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Theorem 2 Taken together, eqns [8]–[11] define a
first-order ODE in t for ut(x) which has a solution
which is Lipschitz in the t variable, C1 in the x
variable everywhere, and smooth in the x variable
outside �(t). Furthermore, �(t) is a smooth, strictly
outer minimizing horizon in (M3, gt) for all t � 0,
and �(t2) encloses but does not touch �(t1) for all
t2 > t1 � 0.

Since vt(x) is a superharmonic function in (M3, g0)
(harmonic everywhere except on �(t), where it is
weakly superharmonic), it follows that ut(x) is super-
harmonic as well. Thus, from eqn [11] we see that
limx!1 ut(x) = e�t and consequently that ut(x) > 0
for all t by the maximum principle. Then, since

RðgtÞ ¼ utðxÞ�5ð�8�g0
þ Rðg0ÞÞutðxÞ ½12�

it follows that (M3, gt) is an asymptotically flat
manifold with non-negative scalar curvature.

Even so, it still may not seem like gt is particularly
naturally defined since the rate of change of gt appears
to depend on t and the original metric g0 in eqn [10].
We would prefer a flow where the rate of change of gt

can be defined purely as a function of gt (and �0

perhaps), and interestingly enough this actually does
turn out to be the case! The present author has proved
this very important fact and defined a new equivalence
class of metrics called the harmonic conformal class.
Then, once we decide to find a flow of metrics which
stays inside the harmonic conformal class of the
original metric (outside the horizon) and keeps the
area of the horizon �(t) constant, then we are basically
forced to choose the particular conformal flow of
metrics defined above.

Theorem 3 The function A(t) is constant in t and
m(t) is nonincreasing in t, for all t � 0.

The fact that A0(t) = 0 follows from the fact that
to first order the metric is not changing on �(t)
(since vt(x) = 0 there) and from the fact that to first
order the area of �(t) does not change as it moves
outward since �(t) is a critical point for area in
(M3, gt). Hence, the interesting part of Theorem 3 is
proving that m0(t) � 0. Curiously, this follows from
a nice trick using the Riemannian positive mass
theorem, which we describe later.

Another important aspect of this conformal flow of
the metric is that outside the horizon �(t), the manifold
(M3, gt) becomes more and more spherically sym-
metric and ‘‘approaches’’ a Schwarzschild manifold
(R3n{0}, s) in the limit as t goes to1. More precisely,

Theorem 4 For sufficiently large t, there exists a
diffeomorphism 
t between (M3, gt) outside the
horizon �(t) and a fixed Schwarzschild manifold

(R3n{0}, s) outside its horizon. Furthermore, for all
� > 0, there exists a T such that for all t > T, the
metrics gt and 
�t (s) (when determining the lengths
of unit vectors of (M3, gt)) are within � of each other
and the total masses of the 2-manifolds are within
� of each other. Hence,

lim
t!1

mðtÞffiffiffiffiffiffiffiffiffi
AðtÞ

p ¼
ffiffiffiffiffiffiffiffiffi

1

16�

r

Theorem 4 is not that surprising really although a
careful proof is reasonably long. However, if one is
willing to believe that the flow of metrics converges
to a spherically symmetric metric outside the
horizon, then Theorem 4 follows from two facts.
The first fact is that the scalar curvature of (M3, gt)
eventually becomes identically zero outside the
horizon �(t) (assuming (M3, g0) is harmonically
flat). This follows from the facts that �(t) encloses
any compact set in a finite amount of time, that
harmonically flat manifolds have zero scalar curva-
ture outside a compact set, that ut(x) is harmonic
outside �(t), and eqn [12]. The second fact is that
the Schwarzschild metrics are the only complete,
spherically symmetric 3-manifolds with zero scalar
curvature (except for the flat metric on R3).

The Riemannian Penrose inequality, inequality
[3], then follows from eqn [7] using Theorems 2–4,
for harmonically flat manifolds. Since asymptoti-
cally flat manifolds can be approximated arbitrarily
well by harmonically flat manifolds while changing
the relevant quantities arbitrarily little, the asymp-
totically flat case also follows. Finally, the case of
equality of the Penrose inequality follows from a
more careful analysis of these same arguments.

Qualitative Discussion

Figures 3 and 4 are meant to help illustrate some of the
properties of the conformal flow of the metric. Figure 3
is the original metric which has a strictly outer
minimizing horizon �0. As t increases, �(t) moves
outwards, but never inwards. In Figure 4, we can
observe one of the consequences of the fact that
A(t) = A0 is constant in t. Since the metric is not
changing inside �(t), all of the horizons �(s), 0 � s � t

Σ(0) = Σ0

Σ(t )

(M 
3, g0)

v

Figure 3 Original metric having a strictly outer minimizing

horizon �0:

Geometric Flows and the Penrose Inequality 517



have area A0 in (M3, gt). Hence, inside �(t), the
manifold (M3, gt) becomes cylinder-like in the sense
that it is laminated (i.e., foliated but with some gaps
allowed) by all of the previous horizons which all have
the same area A0 with respect to the metric gt.

Now let us suppose that the original horizon �0

of (M3, g) had two components, for example. Then
each of the components of the horizon will move
outwards as t increases, and at some point before
they touch they will suddenly jump outwards to
form a horizon with a single component enclosing
the previous horizon with two components. Even
horizons with only one component will sometimes
jump outwards, but no more than a countable
number of times. It is interesting that this phenom-
enon of surfaces jumping is also found in the
Huisken–Ilmanen approach to the Penrose conjec-
ture using their generalized 1=H flow.

Proof that m0(t) � 0

The most surprising aspect of the flow defined
earlier is that m0(t) � 0. As mentioned in that
section, this important fact follows from a nice
trick using the Riemannian positive mass theorem.

The first step is to realize that while the rate of
change of gt appears to depend on t and g0, this is in
fact an illusion. As described in detail by Bray, the
rate of change of gt can be described purely in terms
of gt (and �0). It is also true that the rate of change
of gt depends only on gt and �(t). Hence, there is no
special value of t, so proving m0(t) � 0 is equivalent
to proving m0(0) � 0. Thus, without loss of general-
ity, we take t = 0 for convenience.

Now expand the harmonic function v0(x), defined
in eqn [10], using spherical harmonics at infinity, to get

v0ðxÞ ¼ �1þ c

jxj þ O
1

jxj2

 !
½13�

for some constant c. Since the rate of change of the
metric gt at t = 0 is given by v0(x) and since the total

mass m(t) depends on the 1/r rate at which the
metric gt becomes flat at infinity (see eqn [2]), it is
not surprising that direct calculation gives us that

m0ð0Þ ¼ 2ðc�mð0ÞÞ

Hence, to show that m0(0) � 0, we need to show
that

c � mð0Þ ½14�

In fact, counterexamples to eqn [14] can be found
if we remove either of the requirements that �(0)
(which is used in the definition of v0(x)) be a
minimal surface or that (M3, g0) have non-negative
scalar curvature. Hence, we quickly see that eqn
[14] is a fairly deep conjecture which says something
quite interesting about manifold with non-negative
scalar curvature. Well, the Riemannian positive
mass theorem is also a deep conjecture which says
something quite interesting about manifolds with
non-negative scalar curvature. Hence, it is natural to
try to use the Riemannian positive mass theorem to
prove eqn [14].

Thus, we want to create a manifold whose total
mass depends on c from eqn [13]. The idea is to use
a reflection trick similar to one used by Bunting and
Masood-ul-Alam (1987) for another purpose. First,
remove the region of M3 inside �(0) and then reflect
the remainder of (M3, g0) through �(0). Define the
resulting Riemannian manifold to be ( �M3, �g0) which
has two asymptotically flat ends since (M3, g0) has
exactly one asymptotically flat end not contained by
�(0). Note that ( �M3, �g0) has non-negative scalar
curvature everywhere except on �(0) where the
metric has corners. In fact, the fact that �(0) has
zero mean curvature (since it is a minimal surface)
implies that ( �M3, �g0) has ‘‘distributional’’ non-
negative scalar curvature everywhere, even on �(0).
This notion is made rigorous by Bray. Thus, we have
used the fact that �(0) is minimal in a critical way.

Recall from eqn [10] that v0(x) was defined to be
the harmonic function equal to zero on �(0) which
goes to �1 at infinity. We want to reflect v0(x) to be
defined on all of ( �M3, �g0). The trick here is to define
v0(x) on ( �M3, �g0) to be the harmonic function which
goes to �1 at infinity in the original end and goes to
1 at infinity in the reflect end. By symmetry, v0(x)
equals 0 on �(0) and so agrees with its original
definition on (M3, g0).

The next step is to compactify one end of ( �M3, �g0).
By the maximum principle, we know that v0(x) > �1
and c > 0, so the new Riemannian manifold ( �M3,
(v0(x)þ 1)4�g0) does the job quite nicely and compac-
tifies the original end to a point. In fact, the
compactified point at infinity and the metric there

Σ(0) = Σ0

Σ(t )

(M 
3, gt)v

Figure 4 Metric after time t.
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can be filled in smoothly (using the fact that (M3, g0) is
harmonically flat). It then follows from eqn [12] that
this new compactified manifold has non-negative
scalar curvature since v0(x)þ 1 is harmonic.

The last step is simply to apply the Riemannian
positive mass theorem to ( �M3, (v0(x)þ 1)4�g0). It is
not surprising that the total mass ~m(0) of this
manifold involves c, but it is quite lucky that direct
calculation yields

~mð0Þ ¼ �4ðc�mð0ÞÞ

which must be positive by the Riemannian positive
mass theorem. Thus, we have that

m0ð0Þ ¼ 2ðc�mð0ÞÞ ¼ �1
2

~mð0Þ � 0

Open Questions and Applications

Now that the Riemannian Penrose conjecture has been
proved, what are the next interesting directions? What
applications can be found? Is this subject only of
physical interest, or are there possibly broader
applications to other problems in mathematics?

Clearly, the most natural open problem is to find a
way to prove the general Penrose inequality in which
M3 is allowed to have any second fundamental form in
the spacetime. There is good reason to think that this
may follow from the Riemannian Penrose inequality,
although this is a bit delicate. On the other hand, the
general positive mass theorem followed from the
Riemannian positive mass theorem as was originally
shown by Schoen and Yau using an idea due to Jang.
For physicists, this problem is definitely a top priority
since most spacetimes do not even admit zero-second
fundamental form spacelike slices.

Another interesting question is to ask these same
questions in higher dimensions. The author is currently
working on a paper to prove the Riemannian Penrose
inequality in dimensions <8. Dimension 8 and higher
are harder because of the surprising fact that minimal
hypersurfaces (and hence apparent horizons of black
holes) can have codimension 7 singularities (points
where the hypersurface is not smooth). This curious
technicality is also the reason that the positive mass
conjecture is still open in dimensions 8 and higher for
manifolds which are not spin.

Naturally, it is harder to tell what the applications
of these techniques might be to other problems, but
already there have been some. One application is to
the famous Yamabe problem: given a compact
3-manifold M3, define E(g) =

R
M3 Rg dVg where g is

scaled so that the total volume of (M3, g) is 1, Rg is
the scalar curvature at each point, and dVg is the
volume form. An idea due to Yamabe was to try to

construct canonical metrics on M3 by finding critical
points of this energy functional on the space of metrics.
Define C(g) to be the infimum of E(�g) over all metrics �g
conformal to g. Then the (topological) Yamabe
invariant of M3, denoted here as Y(M3), is defined to
be the supremum of C(g) over all metrics g. Y(S3) = 6 	
(2�2)2=3 � Y1 is known to be the largest possible value
for Yamabe invariants of 3-manifolds. It is also known
that Y(T3) = 0 and Y(S2 
 S1) = Y1 = Y(S2 ~
S1),
where S2 ~
S1 is the nonorientable S2 bundle over S1.

The author, working with Andre Neves on a
problem suggested by Richard Schoen, recently was
able to compute the Yamabe invariant of RP3 using
inverse mean curvature flow techniques and found
that Y(RP3) = Y1=2

2=3 � Y2. A corollary is Y(RP2 

S1) = Y2 as well. These techniques also yield the
surprisingly strong result that the only prime 3-mani-
folds with Yamabe invariant larger than RP3 are
S3, S2 
 S1, and S2 ~
S1. The Poincare conjecture for
3-manifolds with Yamabe invariant greater than RP3

is therefore a corollary. Furthermore, the problem of
classifying 3-manifolds is known to reduce to the
problem of classifying prime 3-manifolds. The
Yamabe approach then would be to make a list of
prime 3-manifolds ordered by Y. The first five prime
3-manifolds on this list are therefore S3, S2 

S1, S2 ~
S1, RP3, and RP2 
 S1.
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Introduction

The aim of these pages is to give a brief, self-
contained introduction to that part of geometric
measure theory which is more directly related to the
calculus of variations, namely the theory of currents
and its applications to the solution of Plateau
problem. (The theory of finite-perimeter sets, which
is closely related to currents and to the Plateau
problem, is treated in the article Free Interfaces and
Free Discontinuities: Variational Problems in the
Encyclopedia.)

Named after the Belgian physicist J A F Plateau
(1801–1883), this problem was originally formulated
as follows: find the surface of minimal area spanning
a given curve in the space. Nowadays, it is mostly
intended in the sense of developing a mathematical
framework where the existence of k-dimensional
surfaces of minimal volume that span a prescribed
boundary can be rigorously proved. Indeed, several
solutions have been proposed in the last century,
none of which is completely satisfactory.

One difficulty is that the infimum of the area
among all smooth surfaces with a certain boundary
may not be attained. More precisely, it may happen
that all minimizing sequences (i.e., sequences of
smooth surfaces whose area approaches the infimum)
converge to a singular surface. Therefore, one is
forced to consider a larger class of admissible surfaces
than just smooth ones (in fact, one might want to do
this also for modeling reasons – this is indeed the case
with soap films, soap bubbles, and other capillarity
problems). But what does it mean that a set ‘‘spans’’ a

given curve? and what should we intend by area of a
set which is not a smooth surface?

The theory of integral currents developed by
Federer and Fleming (1960) provides a class of
generalized (oriented) surfaces with well-defined
notions of boundary and area (called mass) where
the existence of minimizers can be proved by direct
methods. More precisely, this class is large enough
to have good compactness properties with respect
to a topology that makes the mass a lower-
semicontinuous functional. This approach turned
out to be quite powerful and flexible, and in the
last decades the theory of currents has found
applications in several different areas, from dyna-
mical systems (in particular, Mather theory) to the
theory of foliations, to optimal transport problems.

Hausdorff Measures, Dimension,
and Rectifiability

The volume of a smooth d-dimensional surface in
Rn is usually defined using parametrizations by
subsets of Rd. The notion of Hausdorff measure
allows to compute the d-dimensional volume using
coverings instead of parametrizations, and, what is
more important, applies to all sets in Rn, and makes
sense even if d is not an integer. Attached to
Hausdorff measure is the notion of Hausdorff
dimension. Again, it can be defined for all sets in
Rn and is not necessarily an integer. The last
fundamental notion is rectifiability: k-rectifiable
sets can be roughly understood as the largest class
of k-dimensional sets for which it is still possible to
define a k-dimensional tangent bundle, even if only
in a very weak sense. They are essential to the
construction of integral currents.
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Hausdorff Measure

Let d � 0 be a positive real number. Given a set E in
Rn, for every � > 0 we set

H
d
� ðEÞ :¼

!d

2d
inf

�X
j

ðdiamðEjÞÞd
�

½1�

where !d is the d-dimensional volume of the unit
ball in Rd whenever d is an integer (there is no
canonical choice for !d when d is not an integer;
a convenient one is !d = 2d), and the infimum is
taken over all countable families of sets {Ej} that
cover E and whose diameters satisfy diam(Ej) � �.
The d-dimensional Hausdorff measure of E is

H
dðEÞ :¼ lim

�!0
H

d
� ðEÞ ½2�

(the limit exists because H
d
� (E) is decreasing in �).

Remarks

(i) H
d is called d-dimensional because of its

scaling behavior: if E� is a copy of E scaled
homothetically by a factor �, then

H
dðE�Þ ¼ �d

H
dðEÞ

Thus, H
1 scales like the length, H

2 scales like the
area, and so on.

(ii) The measure H
d is clearly invariant under

rigid motions (translations and rotations). This
implies that H

d agrees on Rd with the Lebesgue
measure up to some constant factor; the renorma-
lization constant !d=2

d in [1] makes this factor
equal to 1. Thus, H

d(E) agrees with the usual
d-dimensional volume for every set E in Rd, and
the area formula shows that the same is true if
E is (a subset of) a d-dimensional surface of class C1

in Rn.
(iii) Besides the Hausdorff measure, there are

several other, less popular notions of d-dimensional
measure: all of them are invariant under rigid motion,
scale in the expected way, and agree with H

d for sets
contained in Rd or in a d-dimensional surface of class
C1, and yet they differ for other sets (for further
details, see Federer (1996, section 2.10)).

(iv) The definition of H d(E) uses only the notion
of diameter, and therefore makes sense when E is a
subset of an arbitrary metric space. Note that H d(E)
depends only on the restriction of the metric to E,
and not on the ambient space.

(v) The measure H
d is countably additive on

the �-algebra of Borel sets in Rn, but not on all sets;
to avoid pathological situations, we shall always
assume that sets and maps are Borel measurable.

Hausdorff Dimension

According to intuition, the length of a surface
should be infinite, while the area of a curve should
be null. These are indeed particular cases of the
following implications:

H
dðEÞ > 0 ) H

d0 ðEÞ ¼ 1 for d0 < d

H
dðEÞ <1 ) H

d0 ðEÞ ¼ 0 for d0 > d

Hence, the infimum of all d such that H d(E) = 0 and
the supremum of all d such that H

d(E) =1
coincide. This number is called Hausdorff dimension
of E, and denoted by dimH (E). For surface of class
C1, the notion of Hausdorff dimension agrees with
the usual one. Example of sets with nonintegral
dimension are described in the next subsection.

Remarks

(i) Note that H
d(E) may be 0 or 1 even for

d = dimH (E).
(ii) The Hausdorff dimension of a set E is strictly

related to the metric on E, and not just to the
topology. Indeed, it is preserved under diffeomorph-
isms but not under homeomorphisms, and it does
not always agree with the topological dimension.
For instance, the Hausdorff dimension of the graph
of a continuous function f : R!R can be any
number between 1 and 2 (included).

(iii) For nonsmooth sets, the Hausdorff dimension
does not always conform to intuition: for example,
the dimension of a Cartesian product E� F of
compact sets does not agree in general with the sum
of the dimensions of E and F.

(iv) There are many other notions of dimension
besides Hausdorff and topological ones. Among
these, packing dimension and box-counting dimen-
sion have interesting applications (see Falconer
(2003, chapters 3 and 4)).

Self-Similar Fractals

Interesting examples of sets with nonintegral dimen-
sion are self-similar fractals. We present here a
simplified version of a construction due to Hutchinson
(Falconer 2003, chapter 9). Let {�i} be a finite set of
similitudes of Rn with scaling factor �i < 1, and
assume that there exists a bounded open set V such
that the sets Vi := �i(V) are pairwise disjoint and
contained in V. The self-similar fractal associated with
the system {�i} is the compact set C that satisfies

C ¼
[

i

�iðCÞ ½3�

The term ‘‘self-similar’’ follows by the fact that C
can be written as a union of scaled copies of itself.
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The existence (and uniqueness) of such a C follows
from a standard fixed-point argument applied to the
map C 7!

S
�i(C). The dimension d of C is the

unique solution of the equationX
i

�d
i ¼ 1 ½4�

Formula [4] can be easily justified: if the sets �i(C)
are disjoint – and the assumption on V implies that
this almost the case – then [3] implies H

d(C) =
�H

d(�i(C)) = ��d
i H

d(C), and therefore H
d(C) can

be positive and finite if and only if d satisfies [4].
An example of this construction is the usual

Cantor set in R, which is given by the similitudes

�1ðxÞ :¼ 1
3x and �2ðxÞ :¼ 2

3þ 1
3x

By [4], its dimension is d = log 2= log 3. Other
examples are described in Figures 1–3.

Rectifiable Sets

Given an integer k = 1, . . . , n, we say that a set E in
Rn is k-rectifiable if it can be covered by a countable
family of sets {Sj} such that S0 is H

k-negligible (i.e.,
H

k(S0) = 0) and Sj is a k-dimensional surface of class
C1 for j = 1, 2, . . . Note that dimH (E) � k because
each Sj has dimension k.

A k-rectifiable set E bears little resemblance to
smooth surfaces (it can be everywhere dense!), but it
still admits a suitably weak notion of tangent bundle.

More precisely, it is possible to associate with every
x 2 E a k-dimensional subspace of Rn, denoted by
Tan(E, x), so that for every k-dimensional surface S
of class C1 in Rn there holds

TanðE; xÞ ¼ TanðS; xÞ for H
k-a.e. x 2 E \ S ½5�

where Tan(S, x) is the tangent space to S at x
according to the usual definition.

It is not difficult to see that Tan(E, x) is uniquely
determined by [5] up to an H

k-negligible amount of
points x 2 E, and if E is a surface of class C1, then it
agrees with the usual tangent space for H

k-almost
all points of E.

Remarks

(i) In the original definition of rectifiability, the
sets Sj with j > 0 are Lipschitz images of Rk, that is,
Sj := fj(R

k), where fj : Rk!Rn is a Lipschitz map.
It can be shown that this definition is equivalent to
the one above.

(ii) The construction of the tangent bundle is
straightforward: Let {Sj} be a covering of E as earlier,
and set Tan(E, x) := Tan(Sj, x), where j is the smallest
positive integer such that x 2 Sj. Then [5] is an
immediate corollary of the following lemma: if S and
S0 are k-dimensional surfaces of class C1 in Rn, then
Tan(S, x) = Tan(S0, x) for H k-almost every x 2 S \ S0.

(iii) A set E in Rn is called purely k-unrectifiable
if it contains no k-rectifiable subset with posi-
tive k-dimensional measure, or, equivalently, if
H

k(E \ S) = 0 for every k-dimensional surface S of
class C1. For instance, every product E := E1 � E2,
where E1 and E2 are H

1-negligible sets in R is a
purely 1-unrectifiable set in R2 (it suffices to show
that H

1(E \ S) = 0 whenever S is the graph of a
function f : R!R of class C1, and this follows by
the usual formula for the length of the graph). Note
that the Hausdorff dimension of such product sets
can be any number between 0 and 2, hence
rectifiability is not related to dimension. The self-
similar fractals described in Figures 1 and 3 are both
purely 1-unrectifiable.

Rectifiable Sets with Finite Measure

If E is a k-rectifiable set with finite (or locally finite)
k-dimensional measure, then Tan(E, x) can be
related to the behavior of E close to the point x.

Let B(x, r) be the open ball in Rn with center x
and radius r, and let C(x, T, a) be the cone with
center x, axis T – a k-dimensional subspace of Rn –
and amplitude �= arcsin a, that is,

Cðx;T; aÞ :¼ fx0 2 Rn: distðx0 � x;TÞ � ajx0 � xjg

V

V1 V2

V3 V4

C1

λ

Figure 1 The maps �i , i = 1, . . . , 4, take the square V into the

squares Vi at the corners of V. The scaling factor is � for all i,

hence dimH (C) = log 4=(�log�). Note that dimH (C) can be any

number between 0 and 2, including 1.

V

V1 V2 V3

C

....

Figure 2 A self-similar fractal with more complicated topology.

The scaling factor is 1/4 for all twelve similitudes, hence

dimH (C) = log 12= log 4:

V
V1 V4

V3V2

C

Figure 3 The von Koch curve (or snowflake). The scaling

factor is 1/3 for all four similitudes, hence dimH (C) = log 4= log 3:
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For H
k-almost every x 2 E, the measure of E \

B(x, r) is asymptotically equivalent, as r! 0, to the
measure of a flat disk of radius r, that is,

H
k E \ Bðx; rÞð Þ � !krk

Moreover, the part of E contained in B(x, r) is
mostly located close to the tangent plane Tan(E, x),
that is,

H
k E \ Bðx; rÞ \ Cðx;TanðE; xÞ; aÞð Þ � !krk

for every a > 0

When this condition holds, Tan(E, x) is called the
approximate tangent space to E at x (see Figure 4).

The Area Formula

The area formula allows to compute the measure
H

k(�(E)) of the image of a set E in Rk as the
integral over E of a suitably defined Jacobian
determinant of �. When � is injective and takes
values in Rk, we recover the usual change of
variable formula for multiple integrals.

We consider first the linear case. If L is a linear
map from Rk to Rm with m � k, the volume ratio
� :=H

k(L(E))=H k(E) does not depend on E, and
agrees with j det (PL)j, where P is any linear
isometry from the image of L into Rk, and det (PL)
is the determinant of the k� k matrix associated
with PL. The volume ratio � can be computed using
one of the following identities:

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðL�LÞ

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ðdet MÞ2

q
½6�

where L� is the adjoint of L (thus, L�L is a linear
map from Rk into Rk), and the sum in the last term
is taken over all k� k minors M of the matrix
associated with L.

Let � : Rk!Rm be a map of class C1 with m � k,
and E a set in Rk. ThenZ

�ðEÞ
#ð��1ðyÞ \ EÞ dH kðyÞ ¼

Z
E

JðxÞ dH kðxÞ ½7�

where #A stands for the number of elements of A,
and the Jacobian J is

JðxÞ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det r�ðxÞ�r�ðxÞð Þ

q
½8�

Note that the left-hand side of [7] is H
k(�(E)) when

� is injective.

Remark
Formula [7] holds even if E is a k-rectifiable set in Rn.
In this case, the gradient r�(x) in [8] should be
replaced by the tangential derivative of � at x (viewed
as a linear map from Tan(E, x) into Rm). No version of
formula [7] is available when E is not rectifiable.

Vectors, Covectors, and Differential
Forms

In this section, we review some basic notions of
multilinear algebra. We have chosen a definition of
k-vectors and k-covectors in Rn, and of the corres-
ponding exterior products, which is quite convenient
for computations, even though not as satisfactory from
the formal viewpoint. The main drawback is that it
depends on the choice of a standard basis of Rn, and
therefore cannot be used to define forms (and currents)
when the ambient space is a general manifold.

k-Vectors and Exterior Product

Let {e1, . . . , en} be the standard basis of Rn. Given an
integer k � n, I(n, k) is the set of all multi-indices
i = (i1, . . . , ik) with 1 � i1 < i2 < 	 	 	 < ik � n, and
for every i 2 I(n, k) we introduce the expression

ei ¼ ei1 ^ ei2 ^ 	 	 	 ^ eik

A k-vector in Rn is any formal linear combination
��i ei with �i 2 R for every i 2 I(n, k). The space of
k-vectors is denoted by ^k(Rn); in particular,
^1(Rn) = Rn. For reasons of formal convenience,
we set ^0(Rn) := R and ^k(Rn) := {0} for k > n.

We denote by j 	 j the Euclidean norm on ^k(Rn).
The exterior product v ^w 2 ^kþh(Rn) is defined

for every v 2 ^k(Rn) and w 2 ^h(Rn), and is
completely determined by the following properties:
(1) associativity, (2) linearity in both arguments, and
(3) ei ^ ej =�ej ^ ei for every i 6¼ j and ei ^ ei = 0 for
every i.

Simple Vectors and Orientation

A simple k-vector is any v in ^k(Rn) that can be
written as a product of 1-vectors, that is,

v ¼ v1 ^ v2 ^ 	 	 	 ^ vk

It can be shown that v is null if and only if the
vectors {vi} are linearly dependent. If v is not null,

T = Tan(E, x)
x

C(x, T, a)α

r
E

Figure 4 A rectifiable set E close to a point x of approximate

tangency. The part of E contained in the ball B(x , r ) but not in the

cone C(x , T , a) is not empty, but only small in measure.
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then it is uniquely determined by the following
objects: (1) the k-dimensional space M spanned
by {vi}; (2) the orientation of M associated with the
basis {vi}; (3) the euclidean norm jvj. In particular,
M does not depend on the choice of the vectors vi.
Note that jvj is equal to the k-dimensional volume of
the parallelogram spanned by {vi}.

Hence, the map v 7!M is a one-to-one correspon-
dence between the class of simple k-vectors with
norm jvj= 1 and the Grassmann manifold of
oriented k-dimensional subspaces of Rn.

This remark paves the way to the following definition:
if S is a k-dimensional surface of class C1 in Rn, possibly
with boundary, an orientation of S is a continuous map
�S : S! ^k (Rn) such that �S(x) is a simple k-vector with
norm 1 that spans Tan(S, x) for every x. With every
orientation of S (if any exists) is canonically associated
the orientation of the boundary @S that satisfies

�SðxÞ ¼ �ðxÞ ^ �@SðxÞ for every x 2 @S ½9�

where �(x) is the inner normal to @S at x.

k-Covectors

The standard basis of the dual of Rn is
{dx1, . . . , dxn}, where dxi : Rn!R is the linear
functional that takes every x = (x1, . . . , xn) into the
ith component xi. For every i 2 I(n, k) we set

dxi ¼ dxi1 ^ dxi2 ^ 	 	 	 ^ dxik

and the space ^k(Rn) of k-covectors consists of all
formal linear combinations ��idxi. The exterior
product of covectors is defined as that for vectors.
The space ^k(Rn) is dual to ^k(Rn) via the duality
pairing h ; i defined by the relations hdxi; eji := �ij

(that is, 1 if i = j and 0 otherwise).

Differential Forms and Stokes Theorem

A differential form of order k on Rn is a map
! : Rn! ^k (Rn). Using the canonical basis of
^k(Rn), we can write ! as

!ðxÞ ¼
X

i2Iðn;kÞ
!iðxÞdxi

where the coordinates !i are real functions on Rn.
The exterior derivative of a k-form ! of class C1 is
the (kþ 1)-form

d!ðxÞ :¼
X

i2Iðn;kÞ
d!iðxÞ ^ dxi

where, for every scalar function f, df is the 1-form

df ðxÞ :¼
Xn

i¼1

@f

@xi
ðxÞdxi

If S is a k-dimensional oriented surface, the
integral of a k-form ! on S is naturally defined byZ

S

! :¼
Z

S

h!ðxÞ; �SðxÞi dH kðxÞ

Stokes theorem states that for every (k� 1)-form !
of class C1 there holdsZ

@S

! ¼
Z

S

d! ½10�

provided that @S is endowed with the orientation �@S

that satisfies [9].

Currents

The definition of k-dimensional currents closely
resembles that of distributions: they are the dual of
smooth k-forms with compact support. Since every
oriented k-dimensional surface defines by integration
a linear functional on forms, currents can be regarded
as generalized oriented surfaces. As every distribution
admits a derivative, so every current admits a
boundary. Indeed, many other basic notions of
homology theory can be naturally extended to
currents – this was actually one of the motivations
behind the introduction of currents, due to de Rham.

For the applications to variational problems,
smaller classes of currents are usually considered;
the most relevant to the Plateau problem is that of
integral currents. Note that the definitions of the
spaces of normal, rectifiable, and integral currents
and the symbols used to denote them vary, some-
times more than slightly, depending on the author.

Currents, Boundary, and Mass

Let n, k be integers with n � k. The space of
k-dimensional currents on Rn, denoted by D k(Rn),
is the dual of the space D

k(Rn) of smooth k-forms
with compact support in Rn. For k � 1, the
boundary of a k-current T is the (k� 1)-current @T
defined by

h@T;!i :¼ hT; d!i for every ! 2 D
k�1ðRnÞ ½11�

while the boundary of a 0-current is set equal to 0.
The mass of T is the number

MðTÞ :¼ sup hT;!i: ! 2 D
kðRnÞ; j!j � 1

n o
½12�

Fundamental examples of k-currents are oriented
k-dimensional surfaces: with each oriented surface
S of class C1 is canonically associated the current
hT; d!i :=

R
S ! (in fact, S is completely determined

by the action on forms, i.e., by the associated

524 Geometric Measure Theory



current). By Stokes theorem, the boundary of T is
the current associated with the boundary of S; thus,
the notion of boundary for currents is compatible
with the classical one for oriented surfaces.
A simple computation shows that M(T) =H

k(S);
therefore, the mass provides a natural extension
of the notion of k-dimensional volume to
k-currents.

Remarks

(i) Not all k-currents look like k-dimensional
surfaces. For example, every k-vectorfield v : Rn!^k

(Rn) defines by duality the k-current

hT;!i :¼
Z
h!ðxÞ; vðxÞi dH nðxÞ

The mass of T is
R
jvjdH n, and the boundary is

represented by a similar integral formula involving
the partial derivatives of v (in particular, for
1-vectorfields, the boundary is the 0-current asso-
ciated with the divergence of v). Note that the
dimension of such T is k because k-vectorfields act
on k-forms, and there is no relation with the
dimension of the support of T, which is n.

(ii) To be precise, D
k(Rn) is a locally convex

topological vector space, and D k(Rn) is its topolo-
gical dual. As such, D k(Rn) is endowed with a dual
(or weak�) topology. We say that a sequence of
k-currents (Tj) converge to T if they converge in the
dual topology, that is,

hTj;!i ! hT;!i for every ! 2 D
kðRnÞ ½13�

Recalling the definition of mass, it is easy to show
that it is lower-semicontinuous with respect the dual
topology, and in particular

lim inf MðTjÞ �MðTÞ ½14�

Currents with Finite Mass

By definition, a k-current T with finite mass is a
linear functional on k-forms which is bounded with
respect to the supremum norm, and by Riesz
theorem it can be represented as a bounded measure
with values in ^k(Rn). In other words, there exist a
finite positive measure 	 on Rn and a density
function � : Rn! ^k (Rn) such that j�(x)j= 1 for
every x and

hT;!i ¼
Z
h!ðxÞ; �ðxÞi d	ðxÞ

The fact that currents are the dual of a separable
space yields the following compactness result: a

sequence of k-currents (Tj) with uniformly bounded
masses M(Tj) admits a subsequence that converges
to a current with finite mass.

Normal Currents

A k-current T is called normal if both T and @T
have finite mass. The compactness result stated in
the previous paragraph implies the following com-
pactness theorem for normal currents: a sequence of
normal currents (Tj) with M(Tj) and M(@Tj)
uniformly bounded admits a subsequence that
converges to a normal current.

Rectifiable Currents

A k-current T is called rectifiable if it can repre-
sented as

hT;!i ¼
Z

E

h!ðxÞ; �ðxÞi
ðxÞ dH kðxÞ

where E is a k-rectifiable set E, � is an orientation of
E – that is, �(x) is a simple unit k-vector that spans
Tan(E, x) for H k-almost every x 2 E – and 
 is a real
function such that

R
E j
jdH k is finite, called multi-

plicity. Such T is denoted by T = [E, � , 
]. In
particular, a rectifiable 0-current can be written as
hT;!i= �
i!(xi), where E = {xi} is a countable set in
Rn and {
i} is a sequence of real numbers with
�j
ij <þ1.

Integral Currents

If T is a rectifiable current and the multiplicity 

takes integral values, T is called an integer multi-
plicity rectifiable current. If both T and @T are
integer multiplicity rectifiable currents, then T is an
integral current.

The first nontrivial result is the boundary rectifia-
bility theorem: if T is an integer multiplicity
rectifiable current and @T has finite mass, then @T
is an integer multiplicity rectifiable current, too, and
therefore T is an integral current.

The second fundamental result is the compactness
theorem for integral currents: a sequence of integral
currents (Tj) with M(Tj) and M(@Tj) uniformly
bounded admits a subsequence that converges to
an integral current.

Remarks

(i) The point of the compactness theorem for
integral currents is not the existence of a converging
subsequence – that being already established by the
compactness theorem for normal currents – but the
fact that the limit is an integral current. In fact, this
result is often referred to as a ‘‘closure theorem’’
rather than a ‘‘compactness theorem.’’
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(ii) The following observations may clarify the
role of assumptions in the compactness theorem:
(1) a sequence of integral currents (Tj) with M(Tj)
uniformly bounded – but not M(@Tj) – may
converge to any current with finite mass, not
necessarily a rectifiable one.
(2) A sequence of rectifiable currents (Tj) with
rectifiable boundaries and M(Tj), M(@Tj) uniformly
bounded may converge to any normal current,
not necessarily a rectifiable one. Examples of both
situations are described in Figure 5.

Application to the Plateau Problem

The compactness result for integral currents implies
the existence of currents with minimal mass: if � is
the boundary of an integral k-current in Rn, 1 � k �
n, then there exists a current T of minimal mass
among those that satisfy @T = �.

The proof of this existence result is a typical
example of the direct method: let m be the infimum
of M(T) among all integral currents with boundary
�, and let (Tj) be a minimizing sequence (i.e., a
sequence of integral currents with boundary � such
that M(Tj) converges to m). Since M(Tj) is bounded
and M(@Tj) = M(�) is constant, we can apply the
compactness theorem for integral currents and
extract a subsequence of (Tj) that converges to an
integral current T. By the continuity of the boundary
operator, @T = lim @Tj = �, and by the semiconti-
nuity of the mass M(T) � lim M(Tj) = m (cf. [14]).
Thus, T is the desired minimal current.

Remarks

(i) Every integral (k� 1)-current � with null
boundary and compact support in Rn is the boundary
of an integral current, and therefore is an admissible
datum for the previous existence result.

(ii) A mass-minimizing integral current T is more
regular than a general integral current. For k = n� 1,
there exists a closed singular set S with dimH (S) �

k� 7 such that T agrees with a smooth surface in the
complement of S and of the support of the boundary.
In particular, T is smooth away from the boundary
for n � 7. For general k, it can only be proved
that dimH (S) � k� 2 Both results are optimal: in
R4 � R4, the minimal 7-current with boundary � :=
{jxj= jyj= 1} – a product of two 3-spheres – is the
cone T := {jxj= jyj � 1}, and is singular at the origin.
In R2 �R2, the minimal 2-current with boundary
� := {x = 0, jyj= 1} [ {y = 0, jxj= 1} – a union of
two disjoint circles – is the union of the disks
{x = 0, jyj � 1} [ {y = 0, jxj � 1}, and is singular at
the origin.

(iii) In certain cases, the mass-minimizing current
T may not agree with the solution of the Plateau
problem suggested by intuition. The first reason is
that currents do not include nonorientable surfaces,
which sometimes may be more convenient (Figure 6).
Another reason is that the mass of an integral
current T associated with a k-rectifiable set E does
not agree with the measure H

k(E) – called size of T
– because multiplicity must be taken into account,
and for certain � the mass-minimizing current may
be not size-minimizing (Figure 7). Unfortunately,
proving the existence of size-minimizing currents is
much more complicated, due to lack of suitable
compactness theorems.

(iv) For k = 2, the classical approach to the
Plateau problem consists in parametrizing surfaces
in Rn by maps f from a given two-dimensional
domain D into Rn, and looking for minimizers of
the area functional

Z
D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðrf �rf Þ

q

e

T := e·1Ω

Ω
Tj := [Ej, e, 1/j]

Ej

1/j

Length = 1/j 2

1/j

Ej′

Tj := [Ej, e, 1]′′

Figure 5 T is the normal 1-current on R2 associated with the

vectorfield equal to the unit vector e on the unit square �, and

equal to 0 outside. Tj are the rectifiable currents associated with

the sets Ej (middle) and the constant multiplicity 1=j , and then

M(Tj ) = 1, M(@Tj ) = 2. T 0j are the integral currents associated

with the sets E 0j (left) and the constant multiplicity 1, and then

M(T 0j ) = 1, M(@T 0j ) = 2j2. Both (Tj ) and (T 0j ) converge to T.

–1

–1 +1

+1

Γ T T' ′
θ = 2

θ = 1

θ  = 1′

Figure 7 The boundary � is a 0-current associated with four

oriented points. The size (length) of T is smaller than that of T 0.
However, @T = � implies that the multiplicity of T must be 2 on

the central segment and 1 on the others; thus the mass of T is

larger than its size. The size-minimizing current with boundary �

is T, while the mass-minimizing one is T 0:

Γ Σ

Σ′

Figure 6 The surface with minimal area spanning the

(oriented) curve � is the Möbius strip �. However, � is not

orientable, and cannot be viewed as a current. The mass-

minimizing current with boundary � is �0:
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(recall the area formula, discussed earlier) under the
constraint f (@D) = �. In this framework, the choice
of the domain D prescribes the topological type of
admissible surfaces, and therefore the minimizer
may differ substantially from the mass-minimizing
current with boundary � (Figure 8).

(v) For some modeling problems, for instance,
those related to soap films and soap bubbles, currents
do not provide the right framework (Figure 9). A
possible alternative are integral varifolds (cf. Almgren
2001). However, it should be pointed out that this
framework does not allow for ‘‘easy’’ application of
the direct method, and the existence of minimal
varifolds is in general quite difficult to prove.

Miscellaneous Results and Useful Tools

(i) An important issue, related to the use of currents
for solving variational problems, concerns the extent
to which integral currents can be approximated by
regular objects. For many reasons, the ‘‘right’’ regular
class to consider are not smooth surfaces, but integral
polyhedral currents, that is, linear combinations with
integral coefficients of oriented simplexes. The follow-
ing approximation theorem holds: for every integral
current T in Rn there exists a sequence of integral
polyhedral currents (Tj) such that

Tj ! T; @Tj ! @T

MðTjÞ !MðTÞ;Mð@TjÞ !Mð@TÞ

The proof is based on a quite useful tool, called
polyhedral deformation.

(ii) Many geometric operations for surfaces have an
equivalent for currents. For instance, it is possible to
define the image of a current in Rn via a smooth proper
map f : Rn!Rm. Indeed, with every k-form ! on Rm

is canonically associated a k-form f #! on Rn, called
pullback of ! according to f. The adjoint of the

pullback is an operator, called push-forward, that
takes every k-current T in Rn into a k-current f#T in
Rm. If T is the rectifiable current associated with a
rectifiable set E and a multiplicity 
, the push-forward
f#T is the rectifiable current associated with f (E) – and
a multiplicity 
0(y) which is computed by adding up
with the right sign all 
(x) with x 2 f�1(y). As one
might expect, the boundary of the push-forward is the
push-forward of the boundary.

(iii) In general, it is not possible to give a meaning
to the intersection of two currents, and not even of
a current and a smooth surface. However, it is
possible to define the intersection of a normal
k-current T and a level surface f�1(y) of a smooth
map f : Rn!Rh (with k � h � n) for almost every
y, resulting in a current Ty with the expected
dimension h� k. This operation is called slicing.

(iv) When working with currents, a quite useful
notion is that of flat norm:

FðTÞ :¼ inf fMðRÞ þMðSÞ: T ¼ Rþ @Sg

where T and R are k-currents, and S is a (kþ 1)-
current. The relevance of this notion lies in the fact
that a sequence (Tj) that converges with respect to
the flat norm converges also in the dual topology,
and the converse holds if the masses M(Tj) and
M(@Tj) are uniformly bounded. Hence, the flat
norm metrizes the dual topology of currents (at
least on sets of currents where the mass and the
mass of the boundary are bounded).

Since F(T) can be explicitly estimated from above, it
can be quite useful in proving that a sequence of
currents converges to a certain limit. Finally, the flat
norm gives a (geometrically significant) measure of how
far apart two currents are: for instance, given the 0-
currents �x and �y (the Dirac masses at x and y,
respectively), then F(�x � �y) is exactly the distance
between x and y.

See also: Free Interfaces and Free Discontinuities:
Variational Problems; �-Convergence and
Homogenization; Geometric Phases; Image Processing:
Mathematics; Minimal Submanifolds; Mirror Symmetry:
A Geometric Survey; Moduli Spaces: An Introduction.
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Introduction

We invite the reader to perform the following simple
experiment. Put your arm out in front of you keeping
your thumb pointing up perpendicular to your arm.
Move your arm up over your head, then bring it down
to your side, and at last bring the arm back in front of
you again. In this experiment an object (your thumb)
was taken along a closed path traced by another object
(your arm) in a way that a simple local law of transport
was applied. In this case the local law consisted of two
ingredients: (1) preserve the orthogonality of your
thumb with respect to your arm and (2) do not rotate
the thumb about its instantaneous axis (i.e., your arm).
Performing the experiment in this way, you will
manage to avoid rotations of your thumb locally;
however, in the end you will experience a rotation of
90
 globally.

The experiment above can be regarded as the
archetypical example of the phenomenon called
anholonomy by physicists and holonomy by math-
ematicians. In this article, we consider the manifes-
tation of this phenomenon in the realm of quantum
theory. The objects to be transported along closed
paths in suitable manifolds will be wave functions
representing quantum systems. After applying local
laws dictated by inputs coming from physics, one
ends up with a new wave function that has picked
up a complex phase factor. Phases of this kind are
called geometric phases, with the famous Berry
phase being a special case.

The Space of Rays

Let us consider a quantum system with physical
states represented by elements j i of some Hilbert
space H with scalar product hji:H�H ! C. For
simplicity, we assume that H is finite dimensional,
H ’ Cnþ1 with n � 1. The infinite-dimensional case
can be studied by taking the inductive limit n ! 1.

Let us denote the complex amplitudes characterizing
the state j i by Z�,�= 0, 1, . . . , n. For a normalized
state,

k k2 ¼ h j i � ��� �Z�Z� � �Z�Z� ¼ 1 ½1�

where summation over repeated indices is understood,
indices raised and lowered by ��� and ���, respectively,
and the overbar refers to complex conjugation. A
normalized state lies on the unit sphere S ’ S2nþ1 in
Cnþ1. Two nonzero states j i and j’i are equivalent,
j i � j’i, iff they are related as j i=�j’i for some
nonzero complex number �. For equivalent states,
physically meaningful quantities such as

h jAj i
h j i ;

jh j’ij2

k k2k’k2
½2�

(mean value of a physical quantity represented by a
Hermitian operator A, transition probability from a
physical state represented by j i to one represented
by j’i) are invariant. Hence, the real space of states
representing the physical states of a quantum system
unambiguously is the set of equivalence classes P �
H=� .P is called the ‘‘space of rays.’’ For H ’ Cnþ1,
we have P ’ CPn, where CPn is the n-dimensional
complex projective space. For normalized states, j i
and j’i are equivalent iff j i=�j’i, where j�j= 1,
that is, � 2 U(1). Thus, two normalized states are
equivalent iff they differ merely in a complex phase.
It is well known that S can be regarded as the total
space of a principal bundle over P with structure
group U(1). This means that we have the projection

� : j i 2 S � H ! j ih j 2 P ½3�

where the rank-1 projector j ih j represents the
equivalence class of j i. Since we will use this bundle
frequently in this article, we call it �1 (the meaning of
the subscript 1 will be clarified later). Then, we have

�1 : Uð1Þ ,!S�!� P ½4�

For Z0 6¼ 0 the space of rays P can be given local
coordinates

wj � Zj=Z0; j ¼ 1; . . . ; n ½5�
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The wj are inhomogeneous coordinates for CPn on
the coordinate patch U0 defined by the condition
Z0 6¼ 0.
P is a compact complex manifold with a natural

Riemannian metric g. This metric g is induced from
the scalar product on H. Let us consider the
construction of g by using the physical input
provided by the invariance of the transition prob-
ability of [1]. For this we define a distance between
j ih j and j’ih’j in P as follows:

cos2ð�ð ; ’Þ=2Þ � jh j’ij
2

k k2k’k2
½6�

This definition makes sense since, due to the
Cauchy–Schwartz inequality, the right-hand side of
[6] is non-negative and 
1. It is equal to 1 iff j i is
a nonzero complex multiple of j’i, that is, iff they
define the same point in P. Hence in this case,
�( ,’) = 0 as expected.

Suppose now that j i and j’i are separated by an
infinitesimal distance ds � �( ,’). Putting this into
the definition [6], using the local coordinates wj of
[5] for j i and wj þ dwj for j’i after expanding both
sides using Taylor series, one gets

ds2 ¼ 4gj�k dwj dw
�k; j; �k ¼ 1; 2; . . . ; n ½7�

where

gj�k �
ð1þ �wlw

lÞ�jk 	 �wjwk

ð1þ �wmwmÞ2
½8�

with dw
�k � d �wk. The line element [7] defines the

Fubini–Study metric for P.

The Pancharatnam Connection

Having defined the basic entity, the space of rays P,
and the principal U(1) bundle �1, now we define a
connection giving rise to a local law of parallel
transport. This approach gives rise to a very general
definition of the geometric phase. In the mathema-
tical literature, the connection defined below is
called the ‘‘canonical connection’’ on the principal
bundle. However, since the motivation is coming
from physics, we are going to rediscover this
construction using merely physical information
provided by quantum theory alone.

The information needed is an adaptation of Pan-
charatnam’s study of polarized light to quantum
mechanics. Let us consider two normalized states j i
and j’i. When these states belong to the same ray, then
we have j i= ei�j’i for some phase factor ei�; hence,
the phase difference between them can be defined to be
just �. How to define the phase difference between j i

and j’i (not orthogonal) when these states belong to
different rays? To compare the phases of
nonorthogonal states belonging to different rays,
Pancharatnam employed the following simple rule:
two states are ‘‘in phase’’ iff their interference is
maximal. In order to find the state j’i � ei�j’0i from
the ray spanned by the representative j’0i which is ‘‘in
phase’’ with j i, we have to find a � modulo 2� for
which the interference term in

jj þ ei�’0jj2 ¼ 2ð1þ Reðei�h j’0iÞÞ ½9�

is maximal. Obviously the interference is maximal
iff ei�h j’0i is a real positive number, that is,

ei� ¼ h’
0j i

jh’0j ij ; j’i ¼ j’0i h’
0j i

jh’0j ij ½10�

Hence for the state j’i ‘‘in phase’’ with j i, one has

h j’i ¼ jh j’0ij 2 Rþ ½11�

When such j i and j’i � j þ d i are infinitesi-
mally separated, from [11] it follows that

Imh jd i ¼ 1

2i
�Z� dZ� 	 d�Z�Z�
� �

¼ 0 ½12�

where �Z�Z� = �Z0Z0(1þ �wjw
j) = 1 due to normal-

ization. Writing Z0 � jZ0jei� using [5], one obtains

Imh jd i ¼ d�þ A ¼ 0; A � Im
�wjdwj

1þ �wkwk
½13�

In order to clarify the meaning of the 1-form A,
notice that the choice

j 0i � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �wkwk

p 1

wj

� �
½14�

defines a local section of the bundle �1. In terms of
this section, the state j i can be expressed as

j i ¼ Z0

Zj

� �
¼ jZ0jei� 1

wj

� �
¼ ei�j 0i ½15�

For a path wj(t) lying entirely in U0 � P,
j (t)i= ei�(t)j 0(t)i defines a path in S with a
�(t) satisfying the equation �̇þ A = 0. For a closed
path C, the equation above defines a (generically)
open path � projecting onto C by the projection �.
It must be clear by now that the process described is
the one of parallel transports with respect to a
connection with a connection 1-form !. The pull-
back of ! with respect to the local section in [14] is
the 1-form (U(1) gauge field) A in [13]. The curve �
corresponding to j (t)i is the horizontal lift of C in
P. The U(1) phase

ei�½C� � e
	i
H

C
A ½16�
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is the holonomy of the connection. We call this
connection the ‘‘Pancharatnam connection,’’ and its
holonomy for a closed path in the space of rays is
the geometric phase acquired by the wave function.
Now the question of fundamental importance is:
how to realize closed paths in P physically? This
question is addressed in the following sections.

Quantum Jumps

We have seen that physical states of a quantum
system are represented by the space of rays P and
normalized states used as representatives for
such states form the total space S of a principal
U(1) bundle �1 over P. Moreover, in the previous
section we have realized that the physical
notions of transition probability, and quantum
interference naturally lead to the introduction of a
Riemannian metric g and an abelian U(1) gauge
field A living on P.

An interesting result based on the connection
between g and A concerns a nice geometric descrip-
tion of a special type of quantum evolution consist-
ing of a sequence of ‘‘quantum jumps.’’

Consider two nonorthogonal rays jAihAj and
jBihBj in P. Let us suppose that the system’s
normalized wave function initially is jAi 2 S, and
measure by the ‘‘polarizer’’ jBihBj. Then the result of
this filtering measurement is jBihBjAi, or after
projecting back to the set of normalized states we
have the ‘‘quantum jump’’

jAi ! jBi hBjAijhBjAij ½17�

Now we have the following theorem:

Theorem The [17] jump can be recovered by
parallel transporting the normalized state jAi
according to the Pancharatnam connection along
the shortest geodesic (with respect to the [8] metric),
connecting jAihAj and jBihBj in P.

Let us now consider a cyclic series of filtering
measurements with projectors jAaihAaj, a = 1, 2, . . . ,
N þ 1, where jA1ihA1j= jANþ1ihANþ1j. Prepare the
system in the state jA1i 2 S, and then subject it to
the sequence of filtering measurements. Then
according to the theorem, the phase

ei� ¼ hA1jANihANjAN	1i � � � hA2jA1i
jhA1jANihANjAN	1i � � � hA2jA1ij

½18�

picked up by the state is equal to the one obtained
by parallel transporting jA1i along a geodesic
polygon consisting of the shorter arcs connecting

the projectors jAaihAaj and jAaþ1ihAaþ1j with
a = 1, 2, . . . , N. It is important to realize that this
filtering measurement process is not a unitary one;
hence, unitarity is not essential for the geometric
phase to appear.

In this section we have managed to obtain closed
paths in the form of geodesic polygons in P via the
physical process of subjecting the initial state jA1i to
a sequence of filtering measurements. It is clear that
for any type of evolution, the geodesics of the
Fubini-study metric play a fundamental role since
any smooth closed curve in P can be approximated
by geodesic polygons.

Nonunitary evolution provided by the quantum
measuring process is only half of the story. In the
next section, we start describing closed paths in P
arising also from unitary evolutions generated by
parameter-dependent Hamiltonians, the original
context where geometric phases were discovered.

Unitary Evolutions

Adiabatic Evolution

Suppose that the evolution of our quantum system
with H ’ Cnþ1 is generated by a Hermitian Hamil-
tonian matrix depending on a set of external
parameters x	,	= 1, 2, . . . , M. Here we assume
that the x	 are local coordinates on some coordinate
patch V of a smooth M-dimensional manifold M.
We lable the eigenvalues of H(x) by the numbers
r = 0, 1, 2, . . . , n, and assume that the rth eigenvalue
Er(x) is nondegenerate:

HðxÞjr; xi ¼ ErðxÞjr; xi; r ¼ 0; 1; 2; . . . ; n ½19�

We assume that H(x), Er(x), jr, xi are smooth func-
tions of x. The rank-1 spectral projectors

PrðxÞ � jr; xihr; xj; r ¼ 0; 1; 2; . . . ; n ½20�

for each r define a map fr :M! P:

fr : x 2 V �M 7!PrðxÞ 2 P ½21�

Recall now that we have the bundle �1 over P, at
our disposal, and we can pull back �1 using the map
fr to construct a new bundle 
r

1 over the parameter
space M. Moreover, we can define a connection on

r

1 by pulling back the canonical (Pancharatnam)
connection of �1. The resulting bundle 
r

1 is called
the Berry–Simon bundle over the parameter space
M. Explicitly,


r
1 : Uð1Þ ,! 
r

1!
�
 M ½22�

The states jr, xi of [19] define a local section of 
r
1.

Supressing the index r, the relationship between �1
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and 
1 can be summarized by the following
diagram:


1  	
f �

�1

�
# ��#
M 	!f P

½23�

Here f � denotes the pullback map, and we have 
1 �
f �(�1). (We have denoted the total space S as �1.)

The local section of 
1 arising as the pullback of
[14] an �1 is given by

jr; xi ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �wkðxÞwkðxÞ

p 1

wjðxÞ

� �
;

x 2 V �M ½24�

with j = 1, 2, . . . , n. The pullback of the Panchar-
atnam connection ! on �1 is f �(!). We can further
pull back f �(!) to V �M with respect to the local
section of [24] to obtain a gauge field living on the
parameter space. This gauge field is called the
‘‘Berry gauge field’’ and the corresponding connec-
tion is the Berry connection. Thus,

A¼ f �ðAÞ ¼A	ðxÞdx	¼ ðAj@	wjþA�j@	w
�jÞdx	 ½25�

here @	� @=@x	 and A is given by [13]. When we
have a closed curve C in M, then f �C defines a
closed curve C in P. We already know that the
holonomy for C in P can be written in the [16]
form; hence,

�B ¼ 	
I

f�C
A ¼ 	

I
C

f �ðAÞ ¼ 	
I
C
A ½26�

This formula states that there is a geometric phase
picked up by the eigenstates of a parameter-
dependent Hermitian Hamiltonian when we change
the parameters along a closed curve. Our formula
shows that the geometric phase can be calculated
using either the canonical connection on �1 or the
Berry connection on 
1.

Let us then change the parameters x	 adiabati-
cally. The closed path in parameter space then
defines Hamiltonians satisfying H(x(T)) = H(x(0))
for some T 2 Rþ. Moreover, there is also the
associated closed curve Pr(x(T)) = Pr(x(0)) in P.
The quantum adiabatic theorem states that if we
prepare a state j�(0)i � jr, x(0)i at t = 0, which is an
eigenstate of the instantaneous Hamiltonian
H(x(0)), then after changing the parameters

infinitely slowly, the time evolution generated by
the time-dependent Schrödinger equation

i�h
d

dt
j�ðtÞi ¼ HðtÞj�ðtÞi ½27�

takes the form

j�ðtÞi ¼ jr; xðtÞiei�rðtÞ ½28�

after time t, which belongs to the same eigensub-
space. The point is that the theorem holds only for
cases when the kinetic energy associated with the
slow change in the external parameters is much
smaller than the energy separation between Er(x)
and Er0(x) for all x 2M. Under this assumption,
transitions between adjacent levels are prohibited
during evolution. Notice that the adiabatic theorem
clearly breaks down in the vicinity of level crossings
where the gap is comparable with the magnitude of
the kinetic energy of the external parameters.

However, if one takes it for granted that the
projector Pr(t) � Pr(x(t)) for some r satisfies the
Schrödinger–von Neumann equation

i�h
d

dt
PrðtÞ ¼ ½HðtÞ;PrðtÞ� ½29�

by virtue of [19], we get zero for the right-hand side.
This means that Pr(t) is constant; hence, the curve in
P degenerates to a point. The upshot of this is that
exact adiabatic cyclic evolutions do not exist. It can
be shown, however, that under certain conditions
one can find an initial state j�(0)i 6¼ jr, x(0)i that is
‘‘close enough’’ to Pr(x(t)) = jr, x(t)ihr, x(t)j. Then,
we can say that the projector analog of [28] only
approximately holds

j�ðtÞih�ðtÞj ’ jr; xðtÞihr; xðtÞj ½30�

This means that the use of the bundle picture for
the generation of closed curves for P via the
adiabatic evolution can merely be used as an
approximation.

Berry’s Phase

The straightforward calculation after substituting
[28] into [27] shows that

expði�rðTÞÞ exp 	 i

�h

Z T

0

ErðtÞdt

� �

exp 	i

I
C
AðrÞ

� �
½31�

where C is a closed curve lying entirely in V � M.
The first phase factor is the dynamical and the
second is the celebrated Berry phase. Notice that the
index r labeling the eigensubspace in question
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should now be included in the definition of A
(see eqn [25]).

As an explicit example, let us take the Hamiltonian

HðXðtÞÞ ¼ 	!0 J XðtÞ; !0 �
Bge

2mc
;

X 2 R3; jXj ¼ 1 ½32�

where e, m, and g are the charge, mass, and Landé
factor of a particle, c is the speed of light, and B is
the (constant) magnitude of an applied magnetic
field. The three components of J are
(2J þ 1)� (2J þ 1)-dimensional spin matrices satis-
fying J � J = i�hJ. The Hamiltonian (eqn [32])
describes a spin J particle moving in a magnetic
field with slowly varying direction. It is obvious that
the parameter space is a 2-sphere. Introducing polar
coordinates 0 
 � < �, 0 
 � < 2� for the patch V
of S2 excluding the south pole, we have
x1 � �, x2 � �.

As an illustration, let us consider the spin 1/2 case.
Then H can be expressed in terms of the 2� 2 Pauli
matrices. The eigenvalues are E0 =	 !0�h=2 and
E1 =!0�h=2 (r = 0, 1). For the ground state, the
mapping f0 of [21] from V �M ’ S2 to P ’ CP1 is
given by

wð�; �Þ � tan
�

2

� �
ei� ½33�

which is stereographic projection of S2 from the
south pole onto the complex plane corresponding to
the coordinate patch U0 � CP1. Using [13] and [25],
one can calculate the pullback gauge field and its
curvature F (0) � dA(0), where

Að0Þ ¼ 1

2
ð1	 cos �Þd�; Fð0Þ ¼ 1

2
sin�d�^ d� ½34�

Notice that F (0) is the field strength of a magnetic
monopole of strength 1/2 living onM. Using Stokes
theorem, from [26] one can calculate Berry’s phase

�ð0Þ½C� ¼ 	
I
C
Að0Þ ¼ 	

Z
S

Fð0Þ ¼ 	 1

2
�½C� ½35�

where S is the surface bounded by the loop C and �[C] is
the solid angle subtended by the curve C at X = 0.

The above result can be generalized for arbitrary spin
J. Then, we have the eigenvalues Er = 	!0�h( J 	 r),
where 0 
 r 
 2J. The final result in this case is

�ðrÞ½C� ¼ 	ð J 	 rÞ�½C�; 0 
 r 
 2J ½36�

The Aharonov–Anandan Phase

We have seen that the quantum adiabatic theorem
can only be used approximately for generating

closed curves in P. This section, describes as to
how such curves can be generated exactly.

Let us consider the Schrödinger equation with a
time-dependent Hamiltonian (eqn [27]). Then we
call its solution j�(t)i cyclic if the state of the system
returns, after a period T, to its original state. This
means that the projector j�(t)ih�(t)j traverses a
closed path C in P. In order to realize this situation,
we have to find solutions of [27] for which
j�(T)i= ei�� j�(0)i for some ��.

Taking for granted the existence of such a solution, let
us first explore its consequences. First, we remove the
dynamical phase from the cyclic solution j�(t)i

j ðtÞi � exp
i

�h

Z t

0

h�ðt0ÞjHðtÞj�ðt0Þidt0
� �

j�ðtÞi ½37�

Then, j (t)i satisfies [12], that is, it defines a unique
horizontal lift of the closed curve C in P. Following
the same steps as in section describing the Panchar-
atnam condition, we see that the phase

�AA½C� ¼ 	
I

C

A

¼ �� þ
1

�h

Z T

0

h�ðtÞjHðtÞj�ðtÞi dt ½38�

is purely geometric in origin. It is called the
Aharonov–Anandan (AA) phase.

Let us now turn back to the question of finding
cyclic states satisfying j�(T)i= ei�� j�(0)i. One
possible solution is as follows. Suppose that H
depends on time through some not necessarily
slowly changing parameters x. Let us find a partner
Hamiltonian h for our H by defining a smooth
mapping 
 :M!M, such that

hðxÞ � Hð
ðxÞÞ; x 2 V �M ½39�

For the special class we study here, the cyclic vectors
are eigenvectors of h(x). Hence, the projectors pr

and Pr of h and H are related as pr(x) = Pr(
(x)); this
means that we have a map gr:M! P,

gr � fr � 
 : x 2 V �M! prðxÞ 2 P ½40�

which associates with every x an eigenstate of h(x).
Moreover, gr associates with a closed curve C in M
a closed curve C in P. Notice that generically
[h(x), H(x)] 6¼ 0; hence, cyclic states are not eigen-
states of the instanteneous Hamiltonian.

It should be clear by now that we can repeat the
construction as discussed in the adiabatic case with
gr replacing fr. In particular, we can construct a new
bundle �1 over the parameter space via the usual
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pullback procedure. More precisely, we have the
corresponding diagram

�1  	
g�

�1

��# ��#
M 	!g P

½41�

The AA connection can be obtained by pulling back
the Pancharatnam connection:

a � g�ðAÞ ¼ 
� � f �ðAÞ ¼ 
�ðAÞ ½42�

where the last equality relates the AA connection
with the Berry connection. Now the AA phase is

�AA ¼ 	
I

g�C
A ¼ 	

I
C

g�ðAÞ ¼ 	
I
C

a ½43�

As an example, let us take the Hamiltonian [32]
with the curve C on M� S2:

XðtÞ¼ ðsin� cosð�þ!tÞ;sin� sinð�þ!tÞ;cos�Þ ½44�

Here � and � are the polar coordinates of a fixed point
in S2 where the motion starts. The curve C is a circle of
fixed latitude and is traversed with an arbitrary speed.
This model can be solved exactly and it can be shown
that the mapping 
s:S

2 ! S2 is given by


 : ðu; �Þ 7! u	 sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 	 2usþ 1
p ; �

� �
;

u � cos �; s � !

!0
½45�

One can prove that for 0 
 s < 1, 
s is a diffeo-
morphism. In the s ! 0 (the adiabatic) limit, the
mapping gr,s � fr,s � 
s is continuously deformed to
fr. Moreover, h(x) as defined above commutes with
the time evolution operator; hence, cyclic states are
indeed eigenstates of h(x).

Using [42], [43], and [45], the explicit form of 
s,
we get for the AA phase

�
ðr;sÞ
AA ½C� ¼ 	2�ðJ 	 rÞ 1	 u	 sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 	 2usþ 1
p

� �
½46�

In the adiabatic limit, the result goes to 	2�(J 	 r)
(1	 u) which is just 	(J 	 r) times the solid angle of
the path of fixed latitude, as it has to be.

Generalization

In the sequence of examples, we have shown that
geometric phases are related to the geometric struc-
tures on the bundle �1. The Berry and AA phases are
special cases arising from Pancharatnam’s phase via a
pullback procedure with respect to suitable maps

defined by the physical situation in question. Hence,
the Pancharatnam connection in this sense is universal.
The root of this universality rests in a deep theorem of
mathematics concerning the existence of universal
bundles and their universal connections. In order to
elaborate the insight provided by this theorem into the
geometry of quantum evolution, let us first make a
further generalization.

In our study of time-dependent Hamiltonians we
have assumed that the eigenvalues of [19] were
nondegenerate. Let us now relax this assumption. Fix
an integer N � 1, the degeneracy of the eigensubspace
corresponding to the eigenvalue Er. One can then form
a U(N) principal bundle 
N overM, furnished with a
connection, that is a natural generalization of the Berry
connection. The pullback of this connection to a patch
of M is a U(N)-valued gauge field and its holonomy
along a loop in M gives rise to a U(N) matrix
generalization of the U(1) Berry phase.

The natural description of this connection and its AA
analog is as follows. Take the complex Grassmannian
Gr(nþ 1, N) of N planes in Cnþ1. Obviously, Gr(nþ
1, 1) � P. Each point of Gr(nþ 1, N) corresponds to
an N plane through the origin represented by a rank-N
projector. This projector can be written in terms of N
orthonormal basis vectors in an infinite number of
ways. This ambiguity of choosing orthonormal frames
is captured by the U(N) gauge symmetry, the analog of
the U(1) (phase) ambiguity in defining a normalized
state as the representative of the rank-1 projector. This
bundle of frames is the Stiefel bundle V(nþ 1, N)
alternatively denoted by �N.V(nþ 1, N) is a principal
U(N) bundle over Gr(nþ 1, N) equipped with a
canonical connection !N which is the U(N) analog of
Pancharatnam’s connection.

Now according to the powerful theorem of Nar-
asimhan and Ramanan if we have a U(N) bundle 
N

over the M-dimensional parameter space M, then
there exists an integer n0(N, M) such that for n 
 n0

there exists a map f :M ! Gr(nþ 1, N) such that
�N = f �(V(nþ 1, N)). Moreover, given any two such
maps f and g, the corresponding pullback bundles are
isomorphic if and only if f is homotopic to g.

For the exampl es of the sect ions ‘‘Berry’ s pha se’’
and ‘‘The Ahar onov –Ananda n pha se,’’ we have
N = 1, n = 1, and M = 2. Since the maps fr and gr,s

defined by the rank-1 spectral projectors of H(x)
and h(x) for 0 
 s < 1 are homotopic, the corre-
sponding pullback bundles 
1 and �1 are isomorphic.
Moreover, the Berry and AA connections are the
pullbacks of the universal connection on V(nþ
1, 1) � �1 which is just Pancharatnam’s connection.

For the infinite-dimensional case, one can define
Gr(1, N) by taking the union of the natural
inclusion maps of Gr(n, N) into Gr(nþ 1, N).
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We denote this universal classifying bundle V(1, N)
as �. Then, we see that given an N-dimensional
eigensubspace bundle over M and a map fr : x 2
M 7!Pr(x) 2 Gr(1, N) defined by the physical
situation, the geometry of evolving eigensubspaces
can be understood in terms of the holonomy of the
pullback of the universal connection on �.

Conclusions

In this article, we elucidate the mathematical origin of
geometric phases. We have seen that the key observa-
tion is the fact that the space of rays P represents
unambiguously the physical states of a quantum
system. The particular representatives of a class in P
belonging to the usual Hilbert space H form (local)
sections of a U(1) bundle �1. Based on the physical
notions of transition probability and interference, �1

can be furnished with extra structures: the metric and
the connection, the latter giving rise to a natural
definition of parallel transport. We have seen that the
geodesics of P with respect to the metric play a
fundamental role in approximating evolutions of any
kind, giving rise to a curve in P.

The geometric structures of �1 induce similar
structures for pullback bundles. These bundles encap-
sulate the geometric details of time evolutions gener-
ated by Hamiltonians that depend on a set of
parameters x belonging to a manifold M. It was
shown that the famous examples of Berry and AA
phases arise as an important special case in this
formalism. A generalization of evolving N-dimen-
sional subspaces based on the theory of universal
connections can also be given. This shows that the
basic structure responsible for the occurrence of
anholonomy effects in evolving quantum systems is
the universal bundle � which is the bundle of subspaces
of arbitrary dimension N in a Hilbert space.

The important issue of applying the idea of
anholonomy to physical problems has not been

dealt with in this article. There are spectacular
applications such as holonomic quantum computa-
tion, the gauge kinematics of deformable bodies,
quantum Hall-effect, fractional spin and statistics.
The interested reader should consult the vast
literature on the subject or as a first glance, the
book of Shapere and Wilczek (1989).

See also: Fractional Quantum Hall Effect; Geometric
Measure Theory; Holomorphic Dynamics; Moduli
Spaces: An Introduction.
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Introduction

The equations of geophysical fluid dynamics are the
equations governing the motion of the atmosphere and
the ocean, and are derived from the conservation
equations from physics, namely conservation of mass,

momentum, energy, and some other components such
as salt for the ocean, humidity (or chemical pollutants)
for the atmosphere.

The first assumption used in any circulation
model is the well-accepted Boussinesq approxima-
tion, that is, the density differences are neglected in
the system except in the buoyancy term and in the
equation of state. The resulting system is the so-
called Boussinesq equations (Pedlosky 1987). Due to
the extremely high accuracy of this approximation,
these equations are considered as the basic equations

534 Geophysical Dynamics



in geophysical dynamics. From the computational
point of view, however, the Boussinesq equations
are still not accessible.

Owing to the difference of sizes of the vertical and
horizontal dimensions, both in the atmosphere and in
the ocean (10–20 km versus several thousands of
kilometers), the second approximation is based on the
smallness of the vertical length scales with respect to
the horizontal length scales, that is, oceans (and the
atmosphere) compose very thin layers. The scale
analysis ensures that the dominant forces in the
vertical-momentum equation come from the pressure
gradient and the gravity. This leads to the so-called
hydrostatic approximation, which amounts to repla-
cing the vertical component of the momentum equa-
tion by the hydrostatic balance equation, and hence
leading to the well-accepted primitive equations (PEs)
(Washington and Parkinson 1986). As far as we
know, the primitive equations were first considered
by L F Richardson (1922); when it appeared that
they were still too complicated they were left out
and, instead, attention was focused on even simpler
models, the geostrophic and quasigeostrophic mod-
els, considered in the late 1940s by J von Neumann
and his collaborators, in particular J G Charney.
With the increase of computing power, interest
eventually returned to the PEs, which are now the
core of many global circulation models (GCMs) or
ocean global circulation models (OGCMs), avail-
able at the National Center for Atmospheric
Research (NCAR) and elsewhere. GCMs and
OGCMs are very complex models which contain
many components, but still, the PEs are the central
component for the dynamics of the air or the water.
Further approximations based on the fast rotation
of the Earth implying the smallness of the Rossby
number lead to the quasigeostrophic and goes-
trophic equations (Pedlosky 1987).

The mathematical study of the PEs was initiated by
Lions, Temam, and Wang in the early 1990s. They
produced a mathematical formulation of the PEs
which resembles that of the Navier–Stokes due to
Leray, and obtained the existence, for all time, of weak
solutions (see Lions et al. 1992a, b, 1993, 1995).
Further works conducted during the 1990s have
improved and supplemented these early results bring-
ing the mathematical theory of the PEs to that of the
three-dimensional incompressible Navier–Stokes
equations (Constantin and Foias 1998, Teman 2001).
In summary, the following results are now available
which will be presented in this article:

1. existence of weak solutions for all time;
2. existence of strong solutions in space dimension

three, local in time;
3. existence and uniqueness of a strong solution in

space dimension two, for all time; and

4. uniqueness of weak solutions in space dimension
two.

The PEs of the Ocean

The ocean is made up of a slightly compressible
fluid subject to a Coriolis force. The full set of
equations of the large-scale ocean are the following:
the conservation of momentum equation, the con-
tinuity equation (conservation of mass), the thermo-
dynamics equation, the equation of state and the
equation of diffusion for the salinity S:

�
dV3

dt
þ 2�W� V3 þr3pþ �g ¼ D ½1�

d�

dt
þ � div3V3 ¼ 0 ½2�

dT

dt
¼ QT ½3�

dS

dt
¼ QS ½4�

� ¼ f ðT; S; pÞ ½5�

Here V3 is the three-dimensional velocity vector,
V3 = (u, v, w), �, p, T are respectively, the density,
pressure, and temperature, and S is the concentra-
tion of salinity; g = (0, 0, g) is the gravity vector, D
the molecular dissipation, QT and QS are the heat
and salinity diffusions, respectively.

Remark 1 The equation of state for the oceans is
derived on a phenomenological basis. Only empirical
forms of the function f (T, S, �) are known (see
Washington and Parkinson (1986)). It is natural,
however, to expect that � decreases if T increases and
that � increases if S increases. The simplest law is

� ¼ �0ð1� �TðT � TrÞ þ �SðS� SrÞÞ ½6�

corresponding to a linearization around reference
values �0, Tr, Sr of respectively, the density, tem-
perature, and the salinity, �T and �S are positive
expansion coefficients.

The Mach number for the flow in the ocean is not
large and, therefore, as a starting point, we can
make the so-called Boussinesq approximation in
which the density is assumed constant, �= �0,
except in the buoyancy term and in the equation of
state. This amounts to replacing [1], [2] by

�0
dV3

dt
þ 2�0�� V3 þr3pþ �g ¼ D ½7�

div3V3 ¼ 0 ½8�

Furthermore, since for large-scale ocean, the horizon-
tal scale is much larger than the vertical one, a scale
analysis (Pedolsky 1987) shows that @p=@z and �g are
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the dominant terms in the vertical-momentum equa-
tion, leading to the hydrostatic approximation

@p

@z
¼ ��g ½9�

For mid-latitude regional studies, it is usual to
consider the beta-plane approximation of the equations.
Thus, we assume that the ocean fills a domainM" of R3.
The top of the ocean is a domain �i included in the
surface of the earth Sa (sphere of radius a centered at
0). The bottom �b of the ocean is defined by (z = x3 =
r� a), z =�"h(�,’), where " > 0 is a positive para-
meter. It is introduced to take into consideration the
smallness of the vertical scales compared to the
horizontal scales. h is a function of class C2 at least on
��i; it is assumed also that h is bounded from below, that
is, 0 < h � h(�,’) � h, (�,’) 2 �i. The lateral surface
�l consists of the part of cylinder {(�,’) 2 @�i,
�"h(�,’) � r � 0}. The PEs of the ocean are given by

@v

@t
þrvvþw

@v

@z
þ 1

�0
rp

þ 2� sin �k� v� �v�v� �v
@2v

@z2
¼ Fv ½10�

@p

@z
¼ ��; div vþ @w

@z
¼ 0 ½11�

@T

@t
þrvT þw

@T

@z
� �T�T � �T

@2T

@z2
¼ FT ½12�

@S

@t
þrvSþw

@S

@z
� �S�S� �S

@2S

@z2
¼ FS ½13�

div

Z 0

�h

v dz ¼ 0 ½14�

p ¼ ps þ P; P ¼ PðT; SÞ ¼ g

Z 0

z

pdz0 ½15�

� ¼ �0ð1� �TðT � TrÞ þ �SðS� SrÞÞ ½16�Z
M"

S dM" ¼ 0 ½17�

where v is the horizontal velocity of the water, w is the
vertical velocity, and Tr, Sr are averaged (or reference)
values of T and S. The diffusion coefficients �v, �T , �S

and �v, �T , �S are different in the horizontal and
vertical directions, accounting for some eddy diffu-
sions in the sense of Smagorinsky (1962). Note that
Fv, FT , and FS correspond to volumic sources of
horizontal momentum, heat, and salt, respectively.

Boundary conditions

There are several sets of natural boundary condi-
tions that one can associate to the PEs; for instance,
the following:

On the top of the ocean �i(z = 0)

�v
@v

@z
þ �vðv� vaÞ ¼ 	v; w ¼ 0

�T
@T

@z
þ �TðT � TaÞ ¼ 0;

@S

@z
¼ 0

½18�

At the bottom of the ocean �b(z =�h(�,’))

v ¼ 0; w ¼ 0;
@T

@nT
¼ 0;

@S

@nS
¼ 0 ½19�

On the lateral boundary �l = {�h(�,’) < z < 0,
(�,’) 2 @�i}

v ¼ 0; w ¼ 0;
@T

@nT
¼ 0;

@S

@nS
¼ 0 ½20�

Here n = (nH, nz) is the unit outward normal on
@M" decomposed into its horizontal and vertical
components; the conormal derivatives @=@nT and
@=@nS are those associated with the linear (tempera-
ture and salinity) operators,

@

@nT
¼ �TnH � r þ �Tnz

@

@z

@

@nS
¼ �SnH � r þ �Snz

@

@z

½21�

Equations [10]–[17] with boundary conditions
[18]–[20] are supplemented with the initial conditions

vjt¼0 ¼ v0; Tjt¼0 ¼ T0; Sjt¼0 ¼ S0 ½22�

where v0, T0, S0 are given initial data.
Following the work of Lions et al. (1992a, b,

1993, 1995) (see also Temam and Ziane (2004)),
we introduce the following function spaces V =
V1 � V2 � V3, H = H1 �H2 �H3, where

V1 ¼
n

v 2 H1ðMÞ2; div

Z 0

�h

vdz ¼ 0;

v ¼ 0 on �b [ �l

o
V2 ¼ H1ðMÞ

V3 ¼ _H1ðMÞ ¼
n

S 2 H1ðMÞ;
Z
M

SdM¼ 0
o

H1 ¼
n

v 2 L2ðMÞ2; div

Z 0

�h

v dz ¼ 0;

nH �
Z 0

�h

v dz ¼ 0 on @�i ði:e:; on �lÞ
o

H2 ¼ L2ðMÞ

H3 ¼ _L2ðMÞ ¼
n

S 2 L2ðMÞ;
Z
M

SdM¼ 0
o

The global existence of weak solutions is estab-
lished in Lions et al. (1992b), using the Galerkin
method and assuming the H2-regularity of the GFD–
Stokes problem, which was established in Ziane
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(1995). A more general global existence result based
on the method of finite differences in time and
independent of the H2-regularity is established in
Temam and Ziane (2004), which we state here.

Theorem 2 Given t1 > 0, U0 in H, and F = (Fv,
FT , FS) in L2(0, t1; H); g = gv, gT is given in L2(0, t1;
(L2(�i)

3). Then there exists

U 2 L1ð0; t1; HÞ \ L2ð0; t1; VÞ ½23�

which is a weak solution of [10]–[17] and [18]–[20],
[22]; furthermore, U is weakly continuous from
[0, t1] into H.

Strong Solutions

The local existence and uniqueness of strong
solutions of the primitive equations of the ocean
relies on the H2-regularity of the stationary linear
primitive equations associated to [10]–[17]:

1

�0
rpþ 2� sin �k� v� �v �v� �v

@2v

@z2
¼ FvZ 0

�h

div v dz ¼ 0

½24�

��T �T � �T
@2T

@z2
¼ FT

��S �S� �S
@2S

@z2
¼ FS

½25�

p ¼ ps þ P; P ¼ PðT; SÞ ¼ g

Z 0

z

p dz0 ½26�

with boundary conditions [18]–[20]. Here Fv, FT , FS

are independent of time. We have the following
H2-regularity of solutions (Ziane 1995, Hu et al.
2002, Temam and Ziane 2004).

Theorem 3 Assume that h is in C4(��i), h � h > 0,
Fv, FT , FS 2 (L2(M"))

4 and gv = 	v þ �vva, gT =�aTa

2 (H1
0(�i))

4. Let (v, T, S; p) 2 (H1(M"))
4 � L2(�i) be

a weak solution of [24]–[26]. Then

ðv; pÞ 2 H2ðM"Þ
� �2�H1ðM"Þ

ðT; SÞ 2 H2ðM"Þ
� �2

½27�

Moreover, the following inequalities hold:

jvj2H2ðM"Þ þ "jpj
2
H1ð�iÞ

� C jFvj2" þ jgvj2L2ð�iÞ þ "jrgvj2L2ð�iÞ

h i

jTj2H2ðM"Þ � C jFT j2 þ jgT j2L2ð�iÞ þ "jrgT j2L2ð�iÞ

h i
jSj2H2ðM"Þ � CjFSj2

where C is a positive constant independent of ".

We now turn our attention to the nonlinear time-
dependent PEs. The local-in-time existence and
uniqueness of strong solutions is obtained in
Temam and Ziane (2004); see also Hu et al.
(2003) and Guillén-González et al. (2001). The
proof is more involved than that of the three-
dimensional Navier–Stokes equations. It consists of
several steps. In the first step, one proves the global
existence of strong solutions to the linearized time-
dependent problem. In the second step, one uses the
solution of the linearized equation in order to reduce
the PEs to a nonlinear evolution equation with zero
initial data and homogeneous boundary conditions.
Finally, in the last step, one uses nonisotropic
Sobolev inequalities together with Theorem 3. The
local existence result is given by the following:

Theorem 4 Let " > 0 be given. We assume that �i

is of class C3 and that h : ��i!Rþ is of class C3. We
are given U0 in V, F = (Fv, FT , FS) in L2(0, t1; H) with
@F=@t in L2(0, t1; L2(M")

4), and g = (gv, gT) in
L2(0, t1; H1

0(�i)
3) with @g=@t in L2(0, t1; H1

0(�i)
3).

Then there exists t� > 0, t�= t�(kU0k), and there
exists a unique solution U = U(t) = (v(t), T(t), S(t))
of the PEs [10]–[17], [18]–[20], and [22] such that

U 2 Cð½0; t��; VÞ \ L2ð0; t�;H2ðM"Þ4Þ ½28�

The PEs of the Atmosphere

In this section we briefly describe the PEs of the
atmosphere, for which all the mathematical results
obtained for the PEs of the ocean are valid. We start
from the conservations equations similar to [1]–[5]; in
fact [1] and [2] are the same; the equation of energy
conservation (temperature) is slightly different from
[3] because of the compressibility of air; the state
equation is that of perfect gas instead of [5]; finally,
instead of the concentration of salt in the water, we
consider the amount of water in air, q. Hence, we have

�
dV3

dt
þ 2�W� V3 þr3pþ �g ¼ D ½29�

d�

dt
þ � div3V3 ¼ 0 ½30�

hcp
dT

dt
� RT

p

dp

dt
¼ QT

dq

dt
¼ 0; p ¼ RpT

½31�

Here cp > 0 is the specific heat of air at constant
pressure, and R is the specific gas constant for the
air. Proceeding as in the PEs of the ocean, we
decompose V3 into its horizontal and vertical
components, V3 = vþw; then we use the hydro-
static approximation, replacing the equation of
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conservation of vertical momentum by the hydro-
static equation [9]. We find

@v

@t
þrvvþw

@v

@z
þ 1

r�0
p

þ 2� sin �� v� �v �v� �v
@2v

@z2
¼ 0 ½32�

@p

@z
¼ ��g ½33�

@T

@t
þrvT þw

@T

@z
� �T �T

� �T
@2T

@z2
� RT

p

dp

dt
¼ QT ½34�

@q

@t
þrvqþw

@q

@z
� �q�q� �q

@2q

@z2
¼ 0 ½35�

p ¼ RpT ½36�

The right-hand side of [34], represents the solar
heating.

Change of Vertical Coordinate

Since � does not vanish, the hydrostatic equation
[33] implies that p is a strictly decreasing function of
z, and we are thus allowed to use p as the vertical
coordinate; hence in spherical geometry the inde-
pendent variables are now ’, �, p, and t. By an abuse
of notation, we still denote by v, p, T, q, � these
functions expressed in the ’, �, p, t variables. We
denote by ! the vertical component of the wind in
the new variables, and one can show that the PEs of
the atmosphere become

@v

@t
þrvvþ ! @v

@p

þ 2� sin �k� vþr�� Lvv ¼ Fv ½37�

@�

@p
þ R

p
T ¼ 0 ½38�

div vþ @w

@
z ¼ 0 ½39�

@T

@t
þrvT þ !

@T

@p
� RT

p
!� LT ¼ FT ½40�

@q

@t
þrvqþ !

@q

@z
� Lqq ¼ Fq ½41�

p ¼ R�T ½42�

We have denoted by � = gz the geopotential (z is
now function of ’, �, p, t); Lv, LT , Lq are the Laplace

operators, with suitable eddy viscosity coefficients,
expressed in the ’, �, p variables. Hence, for example,

Lvv ¼ �v�vþ �v
@

@p

gp

R�T

� �2@v

@p

" #
½43�

with similar expressions for LT and Lq. Note that
FT corresponds to the heating of the Sun, whereas Fv

and Fq (which vanish in reality) are added here for
mathematical generality. The change of variable gives,
for @2v=@z2, a term different from the coefficient of �v.
The expression above is simplified for of this coeffi-
cient; the simplification is legitimate because �v is a very
small coefficient (in particular, T has been replaced by
�T (known) average value of the temperature).

Pseudogeometrical Domain

For physical and mathematical reasons, we do not allow
the pressure to go to zero, and assume that p � p0, with
p0 > 0 ‘‘small.’’ Physically, in the very high atmosphere
(p very small), the air is ionized and the equations above
are not valid anymore. The pressure is then restricted to
an interval p0 < p < p1, where p1 is a value of the
pressure smaller in average than the pressure on Earth,
so that the isobar p = p1 is slightly above the Earth and
the isobar p = p0 is an isobar high in the sky. We study
the motion of the air between these two isobars.

For the whole atmosphere, the boundary of this
domain

M¼ fð’; �; pÞ; p0 < p < p1g

consists first of an upper part �u, p = p0; the lower
part p = p1 is divided into two parts �i the part of
p = p1 at the interface with the ocean, and �e the
part of p = p1 above the earth.

Boundary Conditions

Typically, the boundary conditions are as follows:

On the top of the atmosphere �u(p = p0)

@v

@p
¼ 0; ! ¼ 0;

@T

@p
¼ 0;

@q

@p
¼ 0 ½44�
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Definitions and an Example

A gerbe can be viewed as a next step in a ladder of
geometric and topological objects on a manifold
which starts from ordinary complex-valued func-
tions and in the second step of sections of complex
line bundles.

It is useful to recall the construction of complex
line bundles and their connections. Let M be a
smooth manifold and {U�} an of open cover of M
which trivializes a line bundle L over M. Topologi-
cally, up to equivalence, the line bundle is comple-
tely determined by its Chern class, which is a
cohomology class [c] 2 H2(M, Z). On each open
set U� we may write 2
ic = dA�, where A� is a
1-form. On the overlaps U�� = U� \U� we can write

A� � A� ¼ f�1
�� df�� ½1�

at least when U�� is contractible, where f�� is a
circle-valued complex function on the overlap. The
data {c, A�, f��} define what is known as a (repre-
sentative of a) Deligne cohomology class on the
open cover {U�}. The 1-forms A� are the local
potentials of the curvature form 2
ic and the f��’s
are the transition functions of the line bundle L.
Each of these three different data defines separately
the equivalence class of the line bundle but together
they define the line bundle with a connection.

The essential thing here is that there is a bijection
between the second integral cohomology of M and
the set of equivalence classes of complex line bundles
over M. It is natural to ask whether there is a
geometric realization of integral third (or higher)
cohomology. In fact, gerbes provide such a realiza-
tion. Here, we shall restrict to a smooth differential
geometric approach which by no means is the most
general possible, but it is sufficient for most applica-
tions to quantum field theory. However, there are
examples of gerbes over orbifolds that do not need to
come from finite group action on a manifold, which
are not covered by the following definition.

For the examples in this article, it is sufficient to
adapt the following definition. A gerbe over a
manifold M (without geometry) is simply a
principal bundle 
 : P!M with fiber equal to
PU(H), the projective unitary group of a Hilbert
space H. The Hilbert space may be either finite or
infinite dimensional.

The quantum field theory applications discussed
in this article are related to the chiral anomaly for



fermions in external fields. The link comes from
the fact that the chiral symmetry breaking leads in
the generic case to projective representations of the
symmetry groups. For this reason, when modding
out by the gauge or diffeomorphism symmetries,
one is led to study bundles of projective Hilbert
spaces. The anomaly is reflected as a nontrivial
characteristic class of the projective bundle,
known in mathematics literature as the Dixmier–
Douady class.

In a suitable open cover, the bundle P has a family
of local trivializations with transition functions
g�� : U��!PU(H), with the usual cocycle property

g��g��g��¼ 1 ½2�

on triple overlaps. Assuming that the overlaps are
contractible, we can choose lifts ĝ�� : U��!U(H),
to the unitary group of the Hilbert space. However,

ĝ��ĝ�� ĝ�� ¼ f��� ½3�

where the f ’s are circle-valued functions on triple
overlaps. They satisfy automatically the cocycle
property

f���f
�1
���f���f

�1
��� ¼ 1 ½4�

on quadruple overlaps. There is an important differ-
ence between the finite- and infinite-dimensional
cases. In the finite-dimensional case, the circle
bundle U(H)!U(H)=S1 = PU(H) reduces to a
bundle with fiber Z=NZ = ZN, where N = dimH.
This follows from U(N)=S1 = SU(N)=ZN and the fact
that SU(N) is a subgroup of U(N). For this reason
one can choose the lifts ĝ�� such that the functions
f��� take values in the finite subgroup ZN � S1.

The functions f��� define an element a = {a����} in
the Čech cohomology H3(U, Z) by a choice of
logarithms,

2�ia���� ¼ log f��� � log f��� þ log f��� � log f��� ½5�

In the finite-dimensional case, the Čech cocycle is
necessarily torsion, Na = 0, but not so if H is infinite
dimensional. In the finite-dimensional case (by passing
to a good cover and using the Čech – de Rham
equivalence over real or complex numbers), the class is
third de Rham cohomology constructed from the
transition functions is necessarily zero. Thus, in
general one has to work with Čech cohomology to
preserve torsion information. One can prove:

Theorem The construction above is a one-to-one
map between the set of equivalence classes of PU(H)
bundles over M and elements of H3(M, Z).

The characteristic class in H3(M, Z) of a PU(H)
bundle is called the Dixmier–Douady class.

First example

Let M be an oriented Riemannian manifold and FM
its bundle of oriented orthonormal frames. The
structure group of FM is the rotation group SO(n)
with n = dimM. The spin bundle (when it exists) is a
double covering Spin(M) of FM, with structure
group Spin(n), a double cover of SO(n). Even when
the spin bundle does not exist there is always the
bundle Cl(M) of Clifford algebras over M. The fiber
at x 2M is the Clifford algebra defined by the
metric gx, that is, it is the complex 2n-dimensional
algebra generated by the tangent vectors v 2 Tx(m)
with the defining relations

�ðuÞ�ðvÞ þ �ðvÞ�ðuÞ ¼ 2gxðu; vÞ

The Clifford algebra has a faithful representation in
N = 2[n=2] dimensions ([x] is the integral part of x)
such that

�ða � uÞ ¼ SðaÞ�ðuÞSðaÞ�1

where S is an unitary representation of Spin(n) in
CN. Since Spin(n) is a double cover of SO(n), the
representation S may be viewed as a projective
representation of SO(n). Thus again, if the overlaps
U�� are contractible, we may choose a lift of the
frame bundle transition functions g�� to unitaries
ĝ�� in H = CN. In this case, the functions f��� reduce
to Z2-valued functions, and the obstruction to the
lifting problem, which is the same as the obstruction
to the existence of spin structure, is an element of
H2(M, Z2), known as the second Stiefel–Whitney
class w2. The image of w2 with respect to the
Bockstein map (in this case, given by the formula
[5]) gives a 2-torsion element in H3(M, Z), the
Dixmier–Douady class.

Another way to think of a gerbe is the following
(we shall see that this arises in a natural way in
quantum field theory). There is a canonical complex
line bundle L over PU(H), the associated line bundle
to the circle bundle S1!U(H)!PU(H). Pulling
back L by the local transition functions
g��!PU(H), we obtain a family of line bundles
L�� over the open sets U��. By the cocycle property
[2] we have natural isomorphisms

L�� � L�� ¼ L�� ½6�

We can take this as a definition of a gerbe over M:
a collection of line bundles over intersections of
open sets in an open cover of M, satisfying the
cocycle condition [6]. By [6] we have a trivialization

L�� � L�� � L�� ¼ f��� � 1 ½7�

where the f ’s are circle-valued functions on the
triple overlaps. By the theorem above, we conclude
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that indeed the data in [6] define (an equivalence
class of) a principal PU(H) bundle.

If L�� and L0�� are two systems of local line
bundles over the same cover, then the gerbes are
equivalent if there is a system of line bundles L�

over open sets U� such that

L0�� ¼ L�� � L�� � L� ½8�

on each U��.
A gerbe may come equipped with geometry,

encoded in a Deligne cohomology class with respect
to a given open covering of M. The Deligne class is
given by functions f���, 1-forms A��, 2-forms F�,
and a global 3-form (the Dixmier–Douady class of
the gerbe) �, subject to the conditions

dF� ¼ 2�i�

F� � F� ¼ dA��

A�� � A�� þ A�� ¼ f�1
���df���

½9�

Gerbes from Canonical Quantization

Let Dx be a family of self-adjoint Fredholm operators
in a complex Hilbert space H parametrized by x 2M.
This situation arises in quantum field theory, for
example, when M is some space of external fields,
coupled to Dirac operator D on a compact manifold.
The space M might consist of gauge potentials
(modulo gauge transformations) or M might be the
moduli space of Riemann metrics. In these examples,
the essential spectrum of Dx is both positive and
negative and the family Dx defines an element of
K1(M). In fact, one of the definitions of K1(M) is that
its elements are homotopy classes of maps from M to
the space F� of self-adjoint Fredholm operators with
both positive and negative essential spectrum. In
physics applications, one deals most often with
unbounded Hamiltonians, and the operator norm
topology must be replaced by something else; popular
choices are the Riesz topology defined by the map
F 7! F=(jFj þ 1) to bounded operators or the gap
topology defined by graph metric.

The space F� is homotopy equivalent to the
group G = U1(H) of unitary operators g in H such
that g� 1 is a trace-class operator. This space is a
classifying space for principal Ures bundles, where
Ures is the group of unitary operators g in a polarized
complex Hilbert space H=Hþ �H� such that the
off-diagonal blocks of g are Hilbert–Schmidt opera-
tors. This is related to Bott periodicity. There is a
natural principal bundle P over G = U1(H) with fiber
equal to the group �G of based loops in G. The total

space P consists of smooth paths f (t) in G starting
from the neutral element such that f�1df is smooth
and periodic. The projection P!G is the evaluation
at the end point f(1). The fiber is clearly �G. By Bott
periodicity, the homotopy groups of �G are shifted
from those of G by one dimension, that is,

�n�G ¼ �nþ1G

The latter are zero in even dimensions and equal to Z
in odd dimensions. On the other hand, it is known that
the even homotopy groups of Ures(H) are equal to Z
and the odd ones vanish. In fact, with a little more
effort, one can show that the embedding of �G
to Ures(H) is a homotopy equivalence, when H=
L2(S1, H), the polarization being the splitting to non-
negative and negative Fourier modes and the action of
�G is the pointwise multiplication on H-valued
functions on the circle S1.

Since P is contractible, it is indeed the classifying
bundle for Ures bundles. Thus, we conclude that
‘‘K1(M) = the set of homotopy classes of maps
M!G = the set of equivalence classes of Ures

bundles over M.’’ The relevance of this fact in
quantum field theory follows from the properties of
representations of the algebra of canonical anti-
commutation relations (CAR). For any complex
Hilbert space H, this algebra is the algebra gener-
ated by elements a(v) and a�(v), with v 2 H, subject
to the relations

a�ðuÞaðvÞ þ aðvÞa�ðuÞ ¼ 2 < v; u >

where the Hilbert space inner product on the right-
hand side is antilinear in the first argument, and all
other anticommutators vanish. In addition, a�(u) is
linear and a(v) antilinear in its argument.

An irreducible Dirac representation of the CAR
algebra is given by a polarization H = Hþ �H�.
The representation is characterized by the existence
of a vacuum vector  in the fermionic Fock space F
such that

a�ðuÞ ¼ 0 ¼ aðvÞ for u 2 H�; v 2 Hþ ½10�

A theorem of D Shale and W F Stinespring says that
two Dirac representations defined by a pair of
polarizations Hþ, H0þ are equivalent if and only if
there is g 2 Ures(Hþ �H�) such that H0þ= g �Hþ. In
addition, in order that a unitary transformation g is
implementable in the Fock space, that is, there is a
unitary operator ĝ in F such that

ĝa�ðvÞĝ�1 ¼ a�ðgvÞ; 8v 2 H ½11�

and similarly for the a(v)’s, one must have g 2 Ures

with respect to the polarization defining the vacuum
vector. This condition is both necessary and sufficient.
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The polarization of the one-particle Hilbert space
comes normally from a spectral projection onto the
positive-energy subspace of a Hamilton operator. In
the background field problems one studies families
of Hamilton operators Dx and then one would like
to construct a family of fermionic Fock spaces
parametrized by x 2M. If none of the Hamilton
operators has zero modes, this is unproblematic.
However, the presence of zero modes makes it
impossible to define the positive-energy subspace
Hþ(x) as a continuous function of x. One way out of
this is to weaken the condition for the polarization:
each x 2M defines a Grassmann manifold Grres(x)
consisting of all subspaces W � H such that the
projections onto W and Hþ(x) differ by Hilbert–
Schmidt operators. The definition of Grres(x) is
stable with respect to finite-rank perturbations of
Dx=jDxj. For example, when Dx is a Dirac operator
on a compact manifold then (Dx � �)=jDx � �j
defines the same Grassmannian for all real numbers
� because in each finite interval there are only a
finite number of eigenvalues (with multiplicities) of
Dx. From this follows that the Grassmannians form
a locally trivial fiber bundle Gr over families of
Dirac operators.

If the bundle Gr has a global section x 7!Wx then
we can define a bundle of Fock space representa-
tions for the CAR algebra over the parameter space M.
However, there are important situations when no
global sections exist. It is easier to explain the
potential obstruction in terms of a principal Ures

bundle P such that Gr is an associated bundle to P.
The fiber of P at x 2M is the set of all unitaries g

in H such that g �Hþ 2 Grx where H = Hþ �H� is a
fixed reference polarization. Then we have

Gr ¼ P	Ures
Grres;

where the right action of Ures = Ures(Hþ �H�) in
the fibers of P is the right multiplication on unitary
operators and the left action on Grres comes from
the observation that Grres = Ures=(Uþ 	U�), where
U
 are the diagonal block matrices in Ures. By a
result of N Kuiper, the subgroup U� 	U� is
contractible and so Gr has a global section if and
only if P is trivial.

Thus, when P is trivial we can define the family of
Dirac representations of the CAR algebra parame-
trized by M such that in each of the Fock spaces we
have a Dirac vacuum which, in a precise sense, is close
to the vacuum defined by the energy polarization.
However, the triviality of P is not a necessary
condition. Actually, what is needed is that P has a
prolongation to a bundle P̂ with fiber Ûres. The group
Ûres is a central extension of Ures by the group S1.

The Lie algebra ûres is as a vector space the direct
sum ures � iR, with commutators

½Xþ �;Y þ �� ¼ ½X;Y� þ cðX;YÞ ½12�

where c is the Lie algebra cocycle

cðX;YÞ ¼ 1
4 tr 	½	;X�½	;Y� ½13�

Here 	 is the grading operator with eigenvalues 
1
on H
. The trace exists since the off diagonal blocks
of X, Y are Hilbert–Schmidt.

The group Ûres is a circle bundle over Ures. The
Chern class of the associated complex line bundle is
the generator of H2(Ures, Z) and is given explicitly at
the identity element as the antisymmetric bilinear
form c=2�i and at other points on the group
manifold through left-translation of c=2�i. If P is
trivial, then it has an obvious prolongation to the
trivial bundle M	 Ûres. In any case, if the prolonga-
tion exists we can define the bundle of Fock spaces
carrying CAR representations as the associated
bundle

F ¼ P̂	Ûres
F 0

where is F 0 is the fixed Fock space defined by the
same polarization H = Hþ �H� used to define Ures.
By the Shale–Stinespring theorem, any g 2 Ures has
an implementation ĝ in F 0, but ĝ is only defined up
to phase, thus the central S1 extension.

The action of the CAR algebra in the fibers is
given as follows. For x 2M choose any ĝ 2 P̂x.
Define

a�ðvÞ � ðĝ;  Þ ¼ ðĝ; a�ðg�1vÞ Þ

where  2 F 0 and v 2 H; similarly for the operators
a(v). It is easy to check that this definition passes
to the equivalence classes in F . Note that the
representations in different fibers are in general
inequivalent because the tranformation g is not
implementable in the Fock space F 0.

The potential obstruction to the existence of the
prolongation of P is again a 3-cohomology class on
the base. Choose a good cover of M. On the
intersections U�� of the open cover the transition
functions g�� of P can be prolonged to functions
ĝ�� : U�� ! Ûres. We have

ĝ��ĝ�� ĝ�� ¼ f��� � 1 ½14�

for functions f��� : U���! S1, which by construction
satisfy the cocycle property [4]. Since the cocycle is
defined on a good cover, it defines an integral Čech
cohomology class ! 2 H3(M, Z).

Let us return to the universal Ures bundle P over
G = U1(H). In this case the prolongation obstruction
can be computed relatively easily. It turns out that
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the 3-cohomology class is represented by the de
Rham class which is the generator of H3(G, Z).
Explicitly,

! ¼ 1

24�2
tr ðg�1dgÞ3 ½15�

Any principal Ures bundle over M comes from a
pullback of P with respect to a map f : M!G, so
the Dixmier–Douady class in the general case is the
pullback f �!.

The line bundle construction of the gerbe over
the parameter space M for Dirac operators is given
by the observation that the spectral subspaces
E��0(x) of Dx, corresponding to the open interval
]�,�0[ in the real line, form finite-rank vector
bundles over open sets U��0 = U� \U�0 . Here U� is
the set of points x 2M such that � does not belong
to the spectrum of Dx. Then we can define, as top
exterior power,

L��0 ¼
^topðE��0 Þ

as the complex vector bundle over U��0 . It follows
immediately from the definition that the cocycle
property [6] is satisfied.

Example 1 (Fermions on an interval). Let K be a
compact group and 
 its unitary representation in a
finite-dimensional vector space V. Let H be the
Hilbert space of square-integrable V-valued func-
tions on the interval [0, 2�] of the real axis. For
each g 2 K let Domg � H be the dense subspace of
smooth functions  with the boundary condition
 (2�) = 
(g) (0). Denote by Dg the operator
�id=dx on this domain. The spectrum of Dg is a
function of the eigenvalues �k of 
(g), consisting of
real numbers nþ log (�k)=2�i with n 2 Z. For this
reason the splitting of the one-particle space H to
positive and negative modes of the operator Dg is
in general not continuous as function of the
parameter g. This leads to the problems described
above. However, the principal Ures bundle can be
explicitly constructed. It is the pullback of the
universal bundle P with respect to the map f : K!G
defined by the embedding 
(K) � G as N 	N block
matrices, N = dim V. Thus, the Dixmier–Douady
class in this example is

! ¼ 1

24�2
tr ð
ðgÞ�1 d
ðgÞÞ3 ½16�

Example 2 (Fermions on a circle). Let H = L2(S1, V)
and DA =�i(d=dxþ A) where A is a smooth vector
potential on the circle taking values in the Lie
algebra k of K. In this case, the domain is fixed,

consisting of smooth V-valued functions on the
circle. The k-valued function A is represented as a
multiplication operator through the representation 

of K. The parameter space A of smooth vector
potentials is flat; thus, there cannot be any obstruc-
tion to the prolongation problem. However, in
quantum field theory, one wants to pass to the
moduli space A=G of gauge potentials. Here G is the
group of smooth based gauge transformations, that
is, G= �K. Now the moduli space is the group of
holonomies around the circle, A=G= K. Thus, we are
in a similar situation as in Example 1. In fact, these
examples are really two different realizations of the
same family of self-adjoint Fredholm operators.
The operator DA with k = holonomy(A) has exactly
the same spectrum as Dk in Example 1. For this
reason, the Dixmier–Douady class on K is the same as
before.

The case of Dirac operators on the circle is simple
because all the energy polarizations for different
vector potentials are elements in a single Hilbert–
Schmidt Grassmannian Gr(Hþ �H�), where we can
take as the reference polarization the splitting to
positive and negative Fourier modes. Using this
polarization, the bundle of fermionic Fock spaces
over A can be trivialized as F =A	F 0. However,
the action of the gauge group G on F acquires a
central extension Ĝ � cLK, where LK is the free loop
group of K. The Lie algebra cocycle determining the
central extension is

cðX;YÞ ¼ 1

2�i

Z
S1

tr
X dY ½17�

where tr
 is the trace in the representation 
 of K.
Because of the central extension, the quotient F=Ĝ
defines only a projective vector bundle over A=G,
the Dixmier–Douady class being given by [16].

In the Example 1 (and Example 2) above, the
complex line bundles can be constructed quite
explicitly. Let us study the case K = SU(n). Define
U� � K as the set of matrices g such that � is not an
eigenvalue of g. Select n different points �j on the
unit circle such that their product is not equal to 1.
We assume that the points are ordered counter-
clockwise on the circle. Then the sets Uj = U�j

form
an open cover of SU(n). On each Uj we can choose a
continuous branch of the logarithmic function
log : Uj! su(n). The spectrum of the Dirac operator
Dg with the holonomy g consists of the infinite set of
numbers Zþ Spec(�i log (g)). In particular, the
numbers Z� i log�j do not belong to the spectrum
of Dg. Choosing �k =�i log�k as an increasing
sequence in the interval [0, 2�], we can as well
define Uj = {x 2Mj�j =2 Spec(Dx)}. In any case, the
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top exterior power of the spectral subspace E�j,�k
(x)

is given by zero Fourier modes consisting of the
spectral subspace of the holonomy g in the segment
[�j,�k] of the unit circle.

Index Theory and Gerbes

Gauge and gravitational anomalies in quantum field
theory can be computed by Atiyah–Singer index
theory. The basic setup is as follows. On a compact
even-dimensional spin manifold S (without bound-
ary) the Dirac operators coupled to vector potentials
and metrics form a family of Fredholm operators.
The parameter space is the set A of smooth vector
potentials (gauge connections) in a vector bundle
over S and the set of smooth Riemann metrics on S.
The family of Dirac operators is covariant with
respect to gauge transformations and diffeomorph-
isms of S; thus, we may view the Dirac operators
parametrized by the moduli space A=G of gauge
connections and the moduli space M=Diff0(S) of
Riemann metrics. Again, in order that the moduli
spaces are smooth manifolds, one has to restrict to
the based gauge transformations, that is, those
which are equal to the neutral element in a fixed
base point in each connected component of S.
Similarly, the Jacobian of a diffeomorphism is
required to be equal to the identity matrix at the
base points. Passing to the quotient modulo gauge
transformations and diffeomorphims, we obtain a
vector bundle over the space

S	A=G 	M=Diff0ðSÞ ½18�

Actually, we could as well consider a generalization
in which the base space is a fibering over the moduli
space with model fiber equal to S, but for simplicity
we stick to [18].

According to the Atiyah–Singer index formula for
families, the K-theory class of the family of Dirac
operators acting on the smooth sections of the tensor
product of the spin bundle and the vector bundle V
over [18] is given through the differential forms

ÂðRÞ ^ chðVÞ

where Â(R) is the A-roof genus, a function of the
Riemann curvature tensor R associated with the
Riemann metric,

ÂðRÞ ¼ det1=2 R=4�i

sinhðR=4�iÞ

� �
and ch(V) is the Chern character

chðVÞ ¼ tr eF=2�i

where F is the curvature tensor of a gauge connec-
tion. Here both R and F are forms on the infinite-
dimensional base space [18]. After integrating over
the fiber S,

Ind ¼
Z

S

ÂðRÞ ^ chðVÞ ½19�

we obtain a family of differential forms �2k, one in
each even dimension, on the moduli space.

The (cohomology classes of) forms �2k contain
important topological information for the quantized
Yang–Mills theory and for quantum gravity. The
form �2 describes potential chiral anomalies. The
chiral anomaly is a manifestation of gauge or
reparametrization symmetry breaking. If the class
[�2] is nonzero, the quantum effective action cannot
be viewed as a function on the moduli space.
Instead, it becomes a section of a complex line
bundle DET over the moduli space.

Since the Dirac operators are Fredholm (on
compact manifolds), at a given point in the moduli
space we can define the complex line

DETx ¼
^topðker Dþx Þ �

^topðcoker Dþx Þ ½20�

for the chiral Dirac operators Dþx . In the even-
dimensional case, the spin bundle is Z2 graded such
that the grading operator � anticommutes with Dx.
Then Dþx = P�DxPþ, where P
= (1=2)(1
 �) are
the chiral projections. ^top means the operation on
finite-dimensional vector spaces W taking the
exterior power of W to dim W.

When the dimensions of the kernel and cokernel
of Dx are constant, eqn [20] defines a smooth
complex line bundle over the moduli space. In the
case of varying dimensions, a little extra work is
needed to define the smooth structure.

The form �2 is the Chern class of DET. So if DET
is nontrivial, gauge covariant quantization of the
family of Dirac operators is not possible.

One can also give a geometric and topological
meaning to the chiral symmetry breaking in Hamil-
tonian quantization, and this leads us back to gerbes
on the moduli space. Here we have to use an odd
version of the index formula [19]. Assuming that the
physical spacetime is even dimensional, at a fixed
time the space is an odd-dimensional manifold S.
We still assume that S is compact. In this case, the
integration in [19] is over odd-dimensional fibers
and, therefore, the formula produces a sequence of
odd forms on the moduli space.

The first of the odd forms �1 gives the spectral
flow of a one-parameter family of operators Dx(s).
Its integral along the path x(t), after a correction by
the difference of the eta invariant at the end points
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of the path, in the moduli space, gives twice the
difference of positive eigenvalues crossing over to
the negative side of the spectrum minus the flow of
eigenvalues in the opposite direction. The second
term �3 is the Dixmier–Douady class of the
projective bundle of Fock spaces over the moduli
space. In Examples 1 and 2, the index theory
calculation gives exactly the form [16] on K.

Example Consider Dirac operators on the three-
dimensional sphere S3 coupled to vector potentials.
Any vector bundle on S3 is trivial, so let V = S3 	CN.
Take SU(N) as the gauge group and let A be the space
of 1-forms on S3 taking values in the Lie algebra su(N)
of SU(N). Fix a point xs on S3, the ‘‘south pole,’’ and
let G be the group of gauge transformations based at
xs. That is, G consists of smooth functions
g : S3! SU(N) with g(xs) = 1. In this case A=G can
be identified as Map(S2, SU(N)) times a contractible
space. This is because any point x on the equator of S3

determines a unique semicircle from the south pole to
the north pole through x. The parallel transport along
this path with respect to a vector potential A 2 A
defines an element g0A(x) 2 SU(N), using the fixed
trivialization of V. Set gA(x) = g0A(x)g0A(x0)�1, where
x0 is a fixed point on the equator. The element gA(x)
then depends only on the gauge equivalence class [A] 2
A=G. It is not difficult to show that the map A 7! gA is
a homotopy equivalence from the moduli space of
gauge potentials to the group G2 = Mapx0

(S2, SU(N)),
based at x0. When N > 2, the cohomology
H5(SU(N), Z) = Z transgresses to the cohomology
H3(G2, Z) = Z. In particular, the generator

!5 ¼
i

2�

� �3 2

5!
trðg�1 dgÞ5

of H5(SU(N), Z) gives the generator of H3(G2, Z) by
contraction and integration,

� ¼
Z

S2

!5

Gauge Group Extensions

The new feature for gerbes associated with Dirac
operators in higher than one dimension is that the
gauge group, acting on the bundle of Fock spaces
parametrized by vector potentials, is represented
through an abelian extension. On the Lie algebra
level this means that the Lie algebra extension is not
given by a scalar cocycle c as in the one-dimensional
case but by a cocycle taking values in an abelian Lie
algebra. In the case of Dirac operators coupled to
vector potentials, the abelian Lie algebra consists of

a certain class of complex functions on A. The
extension is then defined by the commutators

½ðX;�Þ; ðY;�Þ� ¼ ð½X;Y�;LX��LY�þ cðX;YÞÞ ½21�

where �,� are functions on A and LX� denotes the
Lie derivative of � in the direction of the infinitesi-
mal gauge transformation X. The 2-cocycle property
of c is expressed as

cð½X;Y�;ZÞ þ LXcðY;ZÞ
þ cyclic permutations of X;Y;Z ¼ 0

In the case of Dirac operators on a 3-manifold S the
form c is the Mickelsson–Faddeev cocycle

cðX;YÞ ¼ i

12�2

Z
S

tr
A ^ ðdX ^ dY � dY ^ dXÞ ½22�

The corresponding gauge group extension is an
extension of Map(S, G) by the normal subgroup
Map(A, S1). As a topological space, the extension is
the product

MapðA; S1Þ 	S1 P

where P is a principal S1 bundle over Map(S, G).
The Chern class c1 of the bundle P is again

computed by transgression from !5; this time

c1 ¼
Z

S

!5

In fact, we can think of the cocycle c as a 2-form on
the space of flat vector potentials A = g�1dg with g 2
Map(S3, G). Then one can show that the cohomol-
ogy classes [c] and [c1] are equal.

As we have seen, the central extension of a loop
group is the key to understanding the quantum field
theory gerbe. Here is a brief description of it starting
from the 3-form [16] on a compact Lie group G.
First define a central extension Map(D, G)	 S1 of
the group of smooth maps from the unit disk D to
G, with pointwise multiplication. The group multi-
plication is given as

ðg; �Þ � ðg 0; �0Þ ¼ ðgg 0; ��0 � e2�i�ðg; g 0ÞÞ

where

�ðg; g 0Þ ¼ 1

8�2

Z
D

tr
 g�1dg ^ dg 0g 0
�1 ½23�

where the trace is computed in a fixed unitary
representation 
 of G. This group contains as a
normal subgroup the group N consisting of pairs
(g, e2�iC(g)) with

CðgÞ ¼ 1

24�2

Z
B

tr
 ðg�1dgÞ3 ½24�
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Here g(x) = 1 on the boundary circle S1 = @D, and
thus can be viewed as a function S2!G. The
three-dimensional unit ball B has S2 as a boundary
and g is extended in an arbitrary way from the
boundary to the ball B. The extension is possible
since �2(G) = 0 for any finite-dimensional Lie
group. The value of C(g) depends on the extension
only modulo an integer and therefore e2�iC(g) is
well defined.

The central extension is then defined as

dLG ¼ ðMapðD;GÞ 	 S1Þ=N

One can show easily that the Lie algebra of dLG
is indeed given through the cocycle [17].
When G = SU(n) in the defining representation,
this central extension is the basic extension:
The cohomology class is the generator of
H2(LG, Z). In general, to obtain the basic exten-
sion one has to correct [23] and [24] by a
normalization factor.

This construction generalizes to the higher loop
groups Map(S, G) for compact odd-dimensional
manifolds S. For example, in the case of a
3-manifold, one starts from an extension of
Map(D, G), where D is a 4-manifold with bound-
ary S. The extension is defined by a 2-cocycle �,
but now for given g, g 0 the cocycle � is a real-
valued function of a point g0 2Map(S, G), which is
a certain differential polynomial in the Maurer–
Cartan 1-forms g�1

0 dg0, g�1dg, g�1dg. The normal
subgroup N is defined in a similar way; now C(g) is
the integral of the 5-form !5 over a 5-manifold
B with boundary @B identified as D=�, the
equivalence shrinking the boundary of D to one
point. This gives the extension only over the
connected component of identity in Map(S, G), but
it can be generalized to the whole group. For
example, when S = S3 and G is simple, the con-
nected components are labeled by elements of the
third homotopy group �3G = Z.

In some cases, the de Rham cohomology class of
the extension vanishes but the extension still
contains interesting torsion information. In quan-
tum field theory this comes from Hamiltonian

formulation of global anomalies. A typical example
of this phenomenon is the Witten SU(2) anomaly in
four spacetime dimensions. In the Hamiltonian
formulation, we take S3 as the physical space, the
gauge group G = SU(2). In this case, the second
cohomology of Map(S3, G) becomes pure torsion,
related to the fact that the 5-form !5 on SU(2)
vanishes for dimensional reasons. Here the homo-
topy group �4(G) = Z2 leads the nontrivial funda-
mental group Z2 in each connected component of
Map(S3, G). Using this fact, one can show that
there is a nontrivial Z2 extension of the group
Map(S3, G).

See also: Anomalies; Bosons and Fermions in External
Fields; Characteristic Classes; Dirac Operator and Dirac
Field; Index Theorems; K-Theory.

Further Reading

Araki H (1987) Bogoliubov automorphisms and Fock representations
of canonical anticommutation relations. Contemporary Mathe-
matics, vol. 62. Providence: American Mathematical Society.

Berline N, Getzler E, and Vergne M (1992) Heat Kernels and
Dirac Operators, Die Grundlehren der mathematischen
Wissenschaften, vol. 298. Berlin: Springer.

Brylinski J-L Loop Spaces, Characteristic Classes, and Geometric
Quantization, Progress in Mathematics, vol. 107. Boston:
Birkhäuser.
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Introduction

In the Ginzburg–Landau theory of superconduc-
tivity, a complex order parameter � characterizes
a macroscopic/mesoscopic superconducting state
in a bulk superconductor. The square of the
magnitude j�j2 expresses the density of super-
conducting electrons and � is regarded as a
macroscopic wave function. With a magnetic
vector potential A and the order parameter �,
the Helmholtz free energy density in a super-
conducting material near the critical temperature
is given by

F ¼ Fn þ �j�j2 þ
�

2
j�j4

þ 1

2ms
�i�hr� es

c
A

� �
�

��� ���2þ jHj2
8�

where Fn denotes the energy density of the normal
state, c is the light speed, H = curl A, and ms and es

are mass and charge of a superconducting electron,
respectively. The parameters � and � depend on
temperature and are determined by the material.
Moreover, below the critical temperature Tc,
�=�(T) and �= �(T) take negative and positive
values, respectively. In the presence of an applied
magnetic field Hap, we have to consider the Gibbs
free energy density, G = F �H �Hap=4�.

Introduce the following physical parameters:

�0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
��=�

p
; Hc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4��2=�

q
� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��msc2=4��e2

s

q
; � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��h2=2ms�

q
� ¼ �=�

½1�

The value �2
0 implies the equilibrium density and Hc

is the thermodynamic critical field, which is
obtained by equating G = Fn � jHapj2=8� (for the
normal state � = 0, H = Hap) with G = Fn � �2=2�
(for the perfect superconductivity j�j2 = �2

0, A = 0).
The parameters � and � stand for penetration depth
and coherence length, respectively. The ratio � of
these characteristic lengths is called the Ginzburg–
Landau parameter, which determines the type of
superconducting material: type I for � < 1=

ffiffiffi
2
p

and
type II for � > 1=

ffiffiffi
2
p

.

We use the nondimensional variables x0, �0, A0,
Hap

0, and ~G:

x ¼�x0; � ¼ �0�0

A ¼
ffiffiffi
2
p

Hc�A
0 ðH0 ¼ curl0A0Þ;

Hap ¼
ffiffiffi
2
p

HcHap
0=�

F ¼ Fn þ ð ~G=�2 � 1=2

þ 2H0 �Hap
0=�2 � jHap

0j2=�2ÞH2
c =4�

½2�

Dropping the primes after the change of variables
and integrating ~G over a domain � � Rn(n = 2, 3),
which is occupied by a superconducting sample,
yields a functional of � and A, called the Ginzburg–
Landau energy in a nondimensional form,

Eð�;AÞ ¼
Z

�

�
r� iAð Þ�j j2þ�

2

2
ð1� j�j2Þ2

þ jcurl A�Hapj2
�

dx ½3�

The Ginzburg–Landau equations are the Euler–
Lagrange equations of this energy, which are given
by

r� iAð Þ2� ¼ �2ðj�j2 � 1Þ in � ½4�

curl2 A ¼ Jþ curl Hap in � ½5�

where

J :¼ 1

2i
ð��r���r��Þ � j�j2A ½6�

�� stands for the complex conjugate of �. In a two-
dimensional domain �, the differential operator
‘‘curl’’ acts on A = (A1, A2) : R2 ! R2 such that

curl A ¼ @x1
A2 � @x2

A1

curl H ¼ð@x2
H;�@x1

HÞ
H :¼ curl A

and Hap is replaced by a scalar-valued function.
Note that J represents a supercurrent in the
material. Every critical point of the energy is
obtained by solving the Ginzburg–Landau equations
with appropriate boundary conditions and, thus, a
physical state in the superconducting sample is
realized by a solution of the equations. A minimizer
of [3] is a solution of [4]–[5] that minimizes the
energy [3] in an appropriate function space, whereas
a local minimizer is a solution minimizing the energy
locally in the space. A solution is called a stable
solution if it is a local minimizer of the energy.
A physically stable phenomenon could be realized
by a minimizer or at least a local minimizer.
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The Ginzburg–Landau energy and the equations
are gauge invariant under the transformation

ð�;AÞ 7�! ð�ei�;Aþr�Þ ½7�

for a smooth scalar function �(x). Therefore, we can
identify two solutions which have the correspon-
dence through the transformation [7]. The following
London (Coulomb) gauge is often chosen:

div A ¼ 0 in � ½8�

(with a boundary condition if necessary).
Let (�, A) be a smooth solution of [4]–[5]. In a region

for j�(x)j > 0, the expression � = w(x) exp (i	(x))
(w = j�(x)j) leads to

r2w ¼ jr	�Aj2wþ �2ðw2 � 1Þw ½9�

divðw2ðr	�AÞÞ ¼ 0 ½10�

curl2 A ¼ J ¼ w2ðr	�AÞ ½11�

where the gauge [8] is fixed and curl Hap = 0 is
assumed. Let S be a surface in � bounded by a
closed curve @S. Suppose w(x) > 0 on @S. Then
from [11],

� :¼
Z
@S

ðJ=w2 þAÞ � ds

¼
Z
@S

1

w2
J � dsþ

Z
S

curl A � dS

¼
Z
@S

r	 � ds ¼ 2d� ½12�

where d is an integer; in fact, d = deg(�, @S) is the
winding number of �(@S) in the complex plane.
Thus, the identity [12] relates the magnetic field to a
topological degree of the order parameter. The
quantity �, multiplied by an appropriate constant,
is called the fluxoid. A connected component of
vanishing points of � generally has codimension 2 in
the domain, and it is called a vortex.

From the expression [9], the asymptotic behavior
w! 1 as �!1 is expected under a suitable
condition. Then, by [11], H = curl A enjoys the
property curl2 Hþ curl H = 0, which is known as the
London equation. However, this is valid for j�j > 0.
Otherwise, a singularity appears around zeros of �.

There are several characteristic phenomena
observed in a bulk superconductor. Typical phenom-
ena are: perfect conductivity (persistent current),
perfect diamagnetism (Meissner effect), nucleation
of superconductivity, and vortices (quantization of a
penetrating magnetic field). These phenomena can be
expressed by solutions of the Ginzburg–Landau
equations in various settings.

Ginzburg–Landau Equations in R2

A standard model of the Ginzburg–Landau energy is
considered in the whole space R2. Let A = (A1, A2)
and assume Hap = 0 in [3]. Consider then the energy
functional

Eð�;AÞ ¼
Z

R2
jDA�j2 þ jcurl Aj2

þ �
2

2
ð1� j�j2Þ2 dx ½13�

where DA :=r� iA. Then the Ginzburg–Landau
equations are

D2
A� ¼ �2ðj�j2 � 1Þ� in R2 ½14�

curl2A ¼ Imð��DA�Þ in R2 ½15�

In the gauge theory, this model can be regarded as a
two-dimensional abelian (U(1)) Higgs model. In that
context, � is a scalar (Higgs) field, A is a connection
on the U(1) bundle R2 � U(1), and DA is the
covariant derivative.

Equations [14]–[15] are useful in observing quan-
tization of the magnetic field, although it is an ideal
model for superconductivity. By the natural condition
that the right-hand side of [13] is finite, we may
assume that jDA�j, jcurl Aj ! 0 and j�j ! 1 as
jxj ! 1. From [12], the flux quantization follows:Z

R2
curl A dx ¼ 2d� ½16�

If � has a finite number of zeros {aj}
N
j=1, [16] impliesZ

R2
curl A dx ¼ 2�

XN
j¼1

degð�; @Bðaj; 
ÞÞ

for a small positive number 
, where B(aj, 
) stands
for the disk with the center aj and the radius 
.
A zero of � represents a vortex, at which the
magnetic field is quantized, and a supercurrent
moves around the field.

To characterize the configuration analytically, we
find a solution (�, A) expressed by the polar
coordinate in the form

� ¼ f ðrÞ expðid	Þ; AðrÞ ¼ �ðrÞð� sin 	; cos 	Þ

Substituting these into [14]–[15], one obtains

1

r
ðrf 0Þ0 � d

r
� �

� 	2

f ¼ �2ðf 2 � 1Þf

1

r
ðr�Þ0

� 	0
¼ f 2 �� d

r

� 	
(0= d=dr) with the boundary conditions

f ð0Þ ¼ 0; f ð1Þ ¼ 1; �ð1Þ ¼ 0
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This system of the equations has a solution for � > 0.
In addition to these types of solutions, when
�= 1=

ffiffiffi
2
p

, a special transformation reduces the
system of [14]–[15] to a scalar nonlinear equation
with a singular term. Then, it is proved that for an
arbitrary d 2 Z, under the constraint of [16] there
exists a minimizer of [13] with zeros of prescribed
points {aj}

jdj
j¼1 (Jaffe and Taubes 1980).

Solutions for Persistent Current

A current flowing in a superconducting ring with no
decay even in the absence of an applied magnetic
field is called a persistent current. Assume that a
superconducting sample � in R3 is surrounded by
vacuum and adopt the energy functional as

Eð�;AÞ ¼
Z

�

jDA�j2 þ �
2

2
ð1� j�j2Þ2 dx

þ
Z

R3
jcurl Aj2 ½17�

Although the functional [17] is minimized by a
trivial solution (�, A) = (exp (ic), 0)(c 2 R), which is
the case for perfect diamagnetism, this is not the
solution describing a persistent current since J = 0
everywhere. We have to look for a nontrivial
solution that locally minimizes the energy, that is,
a local minimizer of [17]. To characterize a solution
representing the persistent current, we define a
mapping from � to S1 � C by x 2 �! �(x)=j�(x)j
for a solution (�, A) of the corresponding
Ginzburg–Landau equations to [17]. Consider a domain
having infinitely many homotopy classes in the
space of continuous functions C0(��, S1) (e.g., a
solid torus). If (�, A) is a local minimizer and
�=j�j is not homotopic to a constant map of
C0(��, S1), then it is a solution describing a
persistent current. The existence of such a solution
has been established mathematically for large �
(Jimbo and Morita 1996, Rubinstein and Sternberg
1996).

Configuration of Solutions under an
Applied Magnetic Field

In the presence of an applied magnetic field,
according to the magnitude of the field, a sample
exhibits the transition from the superconducting
state to the normal state and vice versa. This
transition can be considered mathematically as a
bifurcation of solutions to the Ginzburg–Landau
equations with a parameter measuring the magni-
tude of the applied magnetic field. In fact, let Hap be
an applied magnetic field perpendicular to the

horizontal plane and assume that it is constant
along the vertical axis, that is, Hap = (0, 0, Ha).
Then a rich bifurcation structure is suggested by
numerical and analytical studies in the parameter
space of (Ha,�). Mathematical developments for
variational methods and nonlinear analysis reveal
the configuration of the solutions and provide
rigorous estimates for critical fields in a parameter
regime for a two-dimensional model, predicted by
physicists.

Throughout this section, we consider the Ginzburg–
Landau model in an infinite cylinder � = D� R
(D � R2) with a constant applied magnetic field
Hap = Hae3 = (0, 0, Ha), Ha > 0. Assuming the uni-
formity along the vertical axis, we may write
A = (A1, A2) and H = curl A = @x1

A2 � @x2
A1 as in

the previous section. Then the Ginzburg–Landau
energy on D is

Eð�;AÞ ¼
Z

D

�
jDA�j2 þ �

2

2
ð1� j�j2Þ2

þ jcurl A�Haj2
�

dx ½18�

With the London gauge

div A ¼ 0 in D; A � n ¼ 0 on @D

the Ginzburg–Landau equations in the present
setting are written as

D2
A� ¼ ðj�j2 � 1Þ� in D ½19�

�r2A ¼ Imð��DA�Þ in D ½20�
n � r� ¼ 0 on @D ½21�
curl A ¼ Ha on @D ½22�

where n denotes the outer unit normal.

Meissner Solutions

As seen in the case of no applied magnetic field, the
trivial solution (�, A) = (exp(ic), 0) is a minimizer of
[18]. This solution expresses no magnetic field in the
sample. In a superconducting sample, the diamag-
netism holds even in the presence of an applied
magnetic field if the field is weak. Namely, the
sample is shielded so that penetration of the field is
only allowed near the surface of the sample. This
phenomenon is called the Meissner effect. A solution
expressing Meissner effect is called a Meissner
solution. Mathematically, it is understood that as
Ha increases, such a Meissner solution continues
from the trivial solution. Then the solution preserves
the configuration 0 < j�(x)j < 1. A study of the
asymptotic behavior of the Meissner solution as �
tends to 1 shows that the Meissner solution is a
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minimizer up to Ha = O( log �) for sufficiently large
� (Serfaty 1999).

Nucleation of Superconductivity

In an experiment, the Meissner state breaks down by
a stronger applied magnetic field. Then the sample
turns to be the normal state (in a type I conductor)
or it allows a mixed state of superconductivity and
normal state (in a type II conductor). In the former
case, the critical magnitude of the field is denoted by
Hc, which corresponds to the one of [1], while it is
denoted by Hc1

in the latter case. Moreover, the
mixed state eventually breaks down to be normal
state by further increasing the applied field up to
another critical field Hc2

. To characterize these
two types mathematically, we consider a transition
from the normal state to the superconducting state
by reducing the magnitude of the field.

Let Aap satisfy curl Aap = Ha(x 2 D) and Aap � n =
0(x 2 @D). Then eqns [19]–[22] have a trivial
solution (�, A) = (0, Aap), which stands for the
normal state. Consider the second variation of the
energy functional [18] at this trivial solution

1

2

d2

ds2
Eðs ;Aap þ sBÞ

����
s¼0

¼
Z

D

jðr � iAapÞ j2

� �2j j2 þ jcurl Bj2dx

If the minimum of this second variation for nonzero
( , B) is positive (or negative), then the trivial
solution is stable (or unstable). The minimum gives
the least eigenvalue of the linearized problem of
[19]–[20] around the trivial solution. Seeking such a
least eigenvalue � is reduced to studying an
eigenvalue problem of the Schrödinger operator
L[ ] := �(r� iAap)2 .

If the domain D is the whole space R2, it is
proved that �= Ha. Back to the original variable of
[2], we can define a critical field Hc2

=
ffiffiffi
2
p

Hc�;
�= 1=

ffiffiffi
2
p

separates a class of superconductors into
type I by � < 1=

ffiffiffi
2
p

(Hc2
< Hc) and type II by

� > 1=
ffiffiffi
2
p

(Hc2
> Hc).

In the bounded domain D, however, the critical
field at which superconductivity nucleates in the
interior of a sample is larger than Hc2

(it is denoted
by Hc3

), since the eigenvalue problem of L is
considered in the domain with the Neumann
boundary condition. A study of the least eigenvalue
� shows that the critical field has the asymptotics as

Hc3
=
ffiffiffi
2
p

Hc ¼
�

�
þOð1Þ; �!1

where 0 < � < 1. If the applied field is very close to
Hc3

and � is sufficiently large, the amplitude of the
eigenfunction associated with the least eigenvalue of

L (with the Neumann boundary condition) is very
small except for a 1=� neighborhood of the
boundary. This implies that the nucleation of super-
conductivity takes place at the boundary. This
phenomenon is called surface nucleation (Del Pino
et al. 2000, Lu and Pan 1999).

Solutions of Vortices

In a type II superconductor, it is well known that
there exists a mixed state of superconductivity and
normal state in a parameter regime Hc1

< Ha < Hc2
.

In the mixed state, the magnetic field penetrating in
the sample is quantized such that it delivers a finite
number of lines or curves in the sample. This
configuration (called vortex) is characterized by
zero sets of the order parameter of the Ginzburg–
Landau equations. In a two-dimensional domain,
isolating vanishing points of the order parameter are
called vortices. Thus, it is quite an interesting
problem how such a vortex configuration can be
described mathematically by a minimizer of the
energy funct ional. In the sect ion ‘‘Ginz burg–Lan dau
equati ons in R 2 ,’’ a specific configurat ion for vorte x
solutions is stated under very special conditions,
�= 1=

ffiffiffi
2
p

, on the whole space and no applied
magnetic field. However, this result is not general-
ized in the present setting.

A standard approach to a solution with the vortex
configuration is using a bifurcation analysis near the
critical field Hc2

(or Hc3
) by expanding a solution and

the difference Ha �Hc2
in a small parameter. Then the

leading term is given by an eigenfunction of the least
eigenvalue of the Schrödinger operator coming from the
linearization. Under the doubly periodic conditions in
the whole space R2, the spatial pattern of vortices, called
Abrikosov’s vortex lattice, is studied by a local bifurca-
tion theory.

However, this kind of bifurcation analysis only
works near the critical field and the trivial solution
(�, A) = (0, Aap), which implies that only a small-
amplitude solution can be found. To realize a sharp
configuration of vortices, we need to consider a
parameter regime far from the bifurcation point. As
a matter of fact, mathematical and numerical studies
for sufficiently large � exhibit nice configurations of
vortex solutions. In this case, in a neighborhood of
each vortex, with radius O(1=�), a sharp layer
arises, and there exists a solution with multivortices
in an appropriate parameter region for Ha. In
addition, as Ha increases (up to Hc2

), the number
of vortices also increases. This implies that the
minimizer of the energy functional [18] admits a
larger number of zeros for a higher magnitude of
applied magnetic field. However, it is a puzzle since
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a solution with a smaller number of vortices seems
to have less energy. Thus, there is some balance
mechanism between contributions of the vortices
and the applied magnetic field to the total energy.

Mathematically, it is possible to estimate
E(�, A) for the vortex solution to [19]–[22] as
follows: consider a family of square tiles Kj with
side-length 
 which are periodically arranged over
the whole space. Assume each square in the
domain D has a single vortex. For an appropriate
test function, the energy over Kj is estimated as
O( log (�
)). Since the number of vortices in the
domain is O(jDj=
2) (jDj: the measure of D), we
obtain an upper bound O((jDj=
2) log (�
)). This
bound is less than E(0,Aap)= jDj�2=2 for Ha=�

2 =
o(1) and 
=1=

ffiffiffiffiffiffi
Ha

p
. Although in a general case it is

difficult to estimate the energy of the minimizer from
below, the leading order can be precisely determined in
some range of the interval (Hc1

,Hc2) if � is sufficiently
large (Sandier and Serfaty 2000).

A Simplified Model

Since the Ginzburg–Landau equations [4]–[5] are
coupled equations for � and A, we often encounter
mathematical difficulty in realizing a solution with
the configuration shown by a numerical experiment.
To look at a specific configuration, we may use a
simpler model equation. A typical simplification is
to neglect the magnetic field, which leads to the
equation for the order parameter  :

r2 þ �2ð1� j j2Þ ¼ 0 in � ½23�

This equation is also called the Ginzburg–Landau
equation and it is the Euler–Lagrange equation of
the energy

Gð Þ ¼
Z

�

jr j2 þ �
2

2
ð1� j j2Þ2 dx ½24�

in an appropriate function space. Under no constraint,
a constant solution with j j= 1 is a minimizer. If a
domain is topologically nontrivial, eqn [23] also
allows local minimizers of [24] for large � as seen in
the section ‘‘Solutions for Persistent Current.’’

On the other hand, [23] in a simply connected
domain D � R2 with a boundary condition
 = g(x)(x 2 @D) is used for a study of a vortex
solution for large �. Let �= 1=�. Under the constraint
deg(g, @D) = d, a minimizer  � must have at least jdj
zeros. The leading order of the energy around each
vortex is estimated as 2� log (1=�). The result of Bethuel
et al. (1994) describes the energy for a minimizer

Gð �Þ ¼ 2�jdj logð1=�Þ þ 
 þWða�1; . . . ; a�jdjÞ þ oð1Þ

where {a�j } are zeros of  � and 
 is a universal
constant. The function W is explicitly given as

Wða1; . . . ; ajdjÞ ¼ 2�
X

1�j;k�jdj;j 6¼k

log jaj � akj þ R

where R is derived from a Green function satisfying
some boundary condition depending on g. More-
over, as �! 0, the zeros converge to a minimizer of
W, which implies that the asymptotic position of
every zero (vortex) is determined by the explicit
function W. The first term of W shows that vortices
with the same sign of the degree are repulsive to one
another and the optimal arrangement of vortices
never allows the superposition of multivortices.
Although the boundary condition is rather artificial,
their mathematical formulation promoted the devel-
opment of variational methods applied to the
Ginzburg–Landau equation.

Time-Dependent Ginzburg–Landau
Equations

The Ginzburg–Landau equations in the preceding
sections are static models. We consider time evolu-
tion models called the time-dependent Ginzburg–
Landau equations. The evolution equations serve
various numerical simulations exhibiting dynamical
properties of solutions. They also provide mathe-
matical problems on global time behaviors of
solutions, stability of stationary solutions, dynami-
cal laws of vortices, etc. The Ginzburg–Landau
energy is denoted by E(u), u = (�, A). The simplest
model for the time-dependent problem is the
gradient flow for E(u)

@tu ¼ �
�E
�u

where �E=�u is the first variation of the energy.
A more standard evolution equation in a nondimen-
sional form is given by

ð@t þ i�Þ��D2
A� ¼ �2ð1� j�j2Þ� ½25�

�ð@tAþr�Þ þ curl2 A ¼ Imð��DA�Þþ curl Hap ½26�

where �(x, t) is the electric (scalar) potential and � is
a positive parameter with a physical quantity. In
fact, this equation was derived by Gor’kov and
Eliashberg from the Bardeen, Cooper, and Schrieffer
(BCS) theory.

The system of the equations [25]–[26] is invariant
under the following time-dependent gauge
transformation:

ð�; �;AÞ 7�! ð� expði�Þ; �� @t�;Aþr�Þ
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The equations in the bounded domain D � R2 are
considered subject to boundary and initial
conditions

DA� � n ¼ 0 on @�� ð0;TÞ
curl A ¼ Ha on @�� ð0;TÞ

�ðx; 0Þ ¼ �0 in �

Aðx; 0Þ ¼ A0ðxÞ in �

½27�

Then, besides the Coulomb gauge [8], we can
choose the Lorentz gauge as follows:

div Aþ � ¼ 0 in D;

Z
D

� dx ¼ 0

A � n ¼ 0 on @D

For a smooth solution u(x, t) to [25]–[26] with [27],

d

dt
EðuÞ ¼ �2

Z
�

jð@t þ i�Þ�j2 þ �j@tAþr�j2 dx � 0

holds if Hap is time independent. This is also true in
the case of the whole space R2 with a condition for
the asymptotic behavior as jxj ! 1.

Suppose that a domain � � R3 is occupied by a
superconducting sample and it is surrounded by a
medium (or vacuum). Then the electromagnetic
behavior in the outside domain, caused by the
induced magnetic field of a supercurrent in � and
an applied magnetic field, should be expressed
by the Maxwell equations. With the electric field
E =�(�@tAþr�), we obtain

��@tE� �Eþ curl2 A ¼ curl Hap in R3 n ��

where �, �, and � are physical parameters (e.g., �= 0
in the vacuum). To match the inside and the outside
of �, appropriate boundary conditions are required.

From a point of the gauge theory as in the section
‘‘Ginz burg–Lan dau equation s in R 2 ,’’ the following
time-dependent equations in the whole space are
also considered:

ð@t þ i�Þ2��D2
A� ¼ �2ð1� j�j2Þ�

�@tEþ curl2 A ¼ Imð��DA�Þ
�r � E ¼ Imð��ð@t þ i�Þ�Þ

Other Topics

In realistic problems, a superconducting sample
contains impurities. This inhomogeneity is usually
expressed by putting a variable coefficient into the
Ginzburg–Landau energy and the equations. Such a
model with a variable coefficient is useful in studies
for pinning of vortices, Josephson effect through an

inhomogeneous media, etc. A model in a thin film
with variable thickness is also described by the
Ginzburg–Landau equations with a variable coeffi-
cient. Since the Ginzburg–Landau equations (or a
modified model) can be considered in various settings,
more applications to realistic problems would be
treated by the development of nonlinear analysis.

See also: Abelian Higgs Vortices; Bifurcation Theory;
Evolution Equations: Linear and Nonlinear; High Tc

Superconductor Theory; Image Processing:
Mathematics; Integrable Systems: Overview; Interacting
Stochastic Particle Systems; Ljusternik–Schnirelman
Theory; Nonlinear Schrödinger Equations; Quantum
Phase Transitions; Variational Techniques for
Ginzburg–Landau Energies.
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Introduction

Many macroscopic systems if left to evolve in
isolation or in contact with a bath, are able to
relax, after a finite time, to history-independent
equilibrium states characterized by time-independent
values of the state variables and time-translation
invariance correlations. In glassy systems, the relaxa-
tion time becomes so large that equilibrium behavior
is never observed. On short timescales, the micro-
scopic degrees of freedom appear to be frozen in
far-from-equilibrium disordered states. On longer
timescales slow, history-dependent, off-equilibrium
relaxation phenomena become detectable.

The list of physical systems falling in disordered
glassy states at low temperature is long, just to mention
a few examples one can cite the canonical case of simple
and complex liquid systems undergoing a glass transi-
tion, polymeric glasses, dipolar glasses, spin glasses,
charge density wave systems, vortex systems in type II
superconductors, and many other systems.

Experimental and theoretical research has pointed
out the existence of dynamical scaling laws char-
acterizing the off-equilibrium evolution of glassy
systems. These laws, in turn, reflect the statistical
properties of the regions of configuration space
explored during relaxation.

The goal of a theory of glassy systems is the
comprehension of the mechanisms that lead to the
growth of relaxation time and the nature of
the scaling laws in off-equilibrium relaxation.
A well-developed description of glassy phenomena
is provided by mean-field theory based on spin glass
models, which gives a coherent framework that is
able to describe the dynamics of glassy systems and
provides a statistical interpretation of glassy relaxa-
tion. Despite important limitations of the mean-field
description for finite-dimensional systems, it allows
precise discussions of general concepts such as
effective temperatures and configurational entropies
that have been successfully applied to the descrip-
tion of glassy systems.

In the following, examples of two different ways of
freezing will be discussed: spin glasses, where
disorder is built in the random nature of the coupling
between the dynamical variables, and structural
glasses, where the disordered nature of the frozen
state has a self-induced character. These systems are
examples of two different ways of freezing.

A Glimpse of Freezing Phenomenology

Spin Glasses

The archetypical example of systems undergoing the
complex dynamical phenomena described in this
article is the case of spin glasses (Fischer and Hertz
1991, Young 1997). Spin glass materials are
magnetic systems where the magnetic atoms occupy
random position in lattices formed by nonmagnetic
matrices fixed at the moment of the preparation of
the material. The exchange interaction between the
spin of the magnetic impurities in these materials is
an oscillating function, taking positive and negative
values according to the distance between the atoms.

Spin glass models (see Spin Glasses, Mean Field
Spin Glasses and Neural Networks, and Short-
Range Spin Glasses: The Metastate Approach) are
defined by giving the form of the exchange
Hamiltonian, describing the interaction between
the spins Si of the magnetic atoms. In the presence
of an external magnetic field h, the exchange
Hamiltonian can be written as

H ¼ �
X
i; j2�

JijSi � Sj � h
X
i2�

Si ½1�

The spin variable can have classical or quantum
nature. This article will be limited to the physics of
classical systems. The most common choice in
models is to use Ising variables Si = �1. The
couplings Jij, which in real material depend on the
distance, are most commonly chosen to be indepen-
dent random variables with a distribution with
support on both positive and negative values. Most
commonly, one considers either a symmetric bimo-
dal distribution on {�1, 1} or a symmetric Gaussian.
The sums are restricted to lattices � of various types.
The most common choices are � = Zd for the
Edwards–Anderson model, the complete graph
� = {(i, j)ji < j; i, j = 1, . . . , N} for the Sherrington–
Kirkpatrick (SK) model, and the Erdos–Renyi ran-
dom graph for the Viana–Bray (VB) model.

The presence of interactions of both signs induces
frustration in the system: the impossibility of
minimizing all the terms of the Hamiltonian at the
same time. One then has a complex energy land-
scape, where relaxation to equilibrium is hampered
by barriers of energetic and entropic nature.

Spin glass materials, which have a paramagnetic
behavior at high temperature, show glassy behavior
at low temperature, where magnetic degrees of
freedom appear to be frozen for long times in
apparently random directions. There is quite a
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general consensus, based on the analysis of the
experimental data and the numerical simulations,
that in three dimensions and in the absence of a
magnetic field, the two regimes are separated by a
thermodynamic phase transition at a temperature Tc

where the magnetic response � exhibits a cusp (see
Figure 1). By linear response, � is related to the
equilibrium spin correlation function

� ¼ 1

KBTN

X
i

S2
i

� �
� hSii2

� �

having denoted by h � i the Boltzmann–Gibbs aver-
age. A cusp in � indicates a second-order transition
where the so-called Edwards–Anderson parameter
q = (1=N)

P
ihSii2 becomes different from zero,

indicating freezing of the spins in random directions.
In the presence of a magnetic field, although the
low-temperature phenomenology is similar to
the one at zero field, the thermodynamic nature of
the freezing transition is more controversial. Theo-
retically, mean-field theory, based on the SK model,
predicts a phase transition with a cusp in the
susceptibility both in the absence and in the
presence of a magnetic field. Unfortunately, no
firm theoretical result is available on the existence
and the nature of phase transitions in finite-
dimensional spin glass models which is a completely
open problem.

Structural Glasses

Analogous freezing of dynamical variables is
observed in a variety of systems. Some of them
share with the spin glasses the presence of quenched
disorder; in many others, this feature is absent. This
is the case of structural glasses (Debenedetti 1996).

Many liquids under fast enough cooling, instead
of crystallizing, as dictated by equilibrium thermo-
dynamics, form glasses. Simple liquids can be
modeled as classical systems of particles with
pairwise interactions. In the simplest example of a
monoatomic liquid, the potential energy of a
configuration is then written as

Vðr1; . . . ; rNÞ ¼
X
i<j

�ðri � rjÞ ½2�

In the case of atomic mixtures, the potential �
acquires a dependence on the species of the inter-
acting atoms.

Liquids can be characterized as good or bad glass
formers depending on the facility by which they
form glasses. In good glass formers, in order to
avoid crystallization, it is in general sufficient to
cross the region around the liquid–crystal transition
point fast enough, so that the systems can set in a
supercooled liquid metastable equilibrium. On low-
ering the temperature, the supercooled liquid
becomes denser and more viscous while the relaxa-
tion time of the system, related to the viscosity
through the Maxwell relation � = �=G (G is the
instantaneous shear modulus of the liquid), under-
goes a rapid growth. One defines a conventional
glass transition temperature Tg as the point where �
takes the solid-like value �= 1013Poise, correspond-
ing to a relaxation time � � 100 s. After that point,
the system falls out of equilibrium; under usual
experimental conditions, it does not have the time to
adjust to external solicitations and behaves mechani-
cally like a solid. The glass transition temperature is
then characterized as the point where the liquid goes
out of equilibrium, the relaxation time becomes
larger than the external timescale and the positions
of the atoms appear as frozen on that scale.

A great effort has been devoted to understand the
behavior of the temperature dependence of the
relaxation time and the nature of the dynamical
processes in supercooled liquids. In deeply super-
cooled liquids, the empirical behavior of the relaxa-
tion time ranges from the Arrhenius form for
‘‘strong glasses’’ � � exp(�=T) to the Vogel–Fulcher
form �(T) � exp(D=(T � T0)) for ‘‘fragile glasses.’’
The Vogel–Fulcher law predicts a finite-temperature
divergence of the relaxation time at the temperature
T0. Unfortunately, in typical cases, the T0 results are
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Figure 1 Magnetic susceptibility as a function of temperature

in spin glass materials. Reproduced from Fischer KH and
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estimated to be 10–15% lower then Tg so that it is
not possible to verify the law close enough to T0 to
support the divergent behavior.

As a consequence of freezing, one observes
important qualitative changes in the behavior of
thermodynamic quantities similar to those encoun-
tered in equilibrium phase transitions. In a narrow
interval around Tg, specific heat and compressibility
undergo jumps from liquid-like values to much
lower solid-like values.

Aging and Slow Dynamics

While the crudest picture of the glass transition
describes freezing as complete structural arrest, both
for the cases where the glass transition is a gen-
uine off-equilibrium phenomenon, as in structural
glasses, and in the case where it has a thermo-
dynamical character as in spin glasses, the study of
dynamical quantities reveals the existence of persist-
ing, history-dependent, slow relaxation processes in
the frozen phase (Norblad and Svendlidh 1997).
This is the phenomenon of aging, which is a
constitutive feature of the glassy state. Its theoretical
analysis occupies a central theoretical role in the
comprehension of the way glassy systems explore
configuration space. A first characterization of
relaxation is given by the behavior of ‘‘one-time
quantities’’ like internal energy, density, etc., which
slowly evolve in the course of time towards values
corresponding to states of lower free energy. More
interesting is the behavior of ‘‘two-time quantities,’’
time-dependent correlation functions and responses,
which reveal the deep off-equilibrium nature of
glassy relaxation. In experimental, numerical, and
theoretical studies, a special position is occupied by
the linear response function. Using the language of
magnetic systems, apt to the spin glasses, one
considers the response of the magnetization to an
applied magnetic field. To deal with other systems,
different conjugated couples of variables are con-
sidered and simple changes of language are needed.
Linear perturbations allow to reveal the dynamics of
the systems without affecting its evolution. Denoting
by M(t) the magnetization at a time t and by h(t0)
the magnetic field at time t0, the instantaneous linear
response function is defined as

Rðt; t0Þ ¼ �MðtÞ
�hðt0Þ

� �
h¼0

½3�

Measures of the time integral of R(t, t0) are com-
monly performed to reveal the presence of aging in
glassy systems. Aging is usually studied observing the
dynamics that follows a rapid quench from high

temperature, at an instant that marks the origin of
time. One can reconstruct the response function
measuring the zero-field-cooled (ZFC) magnetization
as the response to a magnetic field acting from a
waiting time tw to the measuring time t,

�ZFCðt; twÞ ¼
Z t

tw

dt0Rðt; t0Þ ½4�

or its complement, the thermoremanent magnetization
(TRM) corresponding to the response to a magnetic
field acting from the time of the quench up to tw

�TRMðt; twÞ ¼
Z tw

0

dt0Rðt; t0Þ ½5�

In Figure 2, the behavior of the susceptibility �ZFC is
shown as a function of t � tw in a typical example
of aging experiment at low temperature. Out-of-
equilibrium behavior is manifest in the dependence
of the curves on the waiting time tw. The relaxation
appears slower and slower for larger waiting times,
and the tw dependence does not disappear even for
very large times. Two nontrivial dynamical regimes
can be identified: a first regime for small t � tw, that
is, t � tw << tw where the relaxation is independent
of tw and a second regime roughly valid for t � tw � tw

where time-translation invariance is manifestly vio-
lated. The analysis of experimental and simulation data
shows a scale-invariant behavior according to which
curves corresponding to different waiting times can be
superimposed rescaling the time difference t � tw with a
suitable tw-dependent relaxation time �(tw). This is a
growing function of tw which seems to diverge for large
tw. Up to the waiting times where it has been possible to
test the relation, �(tw) behaves as a power �(tw) � t�w
where in different materials and models, �= 0.8–0.9.
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Figure 2 ZFC magnetization in an aging experiment. The

curves, from bottom to top, correspond to increasing waiting

times. Reproduced from Norblad P and Svendlidh P (1997)

Experiments in spin glasses. In: Young AP (ed.) Spin Glasses

and Random Fields. Singapore: World Scientific, with permission

from World Scientific Publishing Co. Pte Ltd.
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Many efforts have been devoted to the compre-
hension of the scaling laws in aging (Bouchaud
et al.). Among the theories and models of aging that
have been proposed, one can cite the phenomeno-
logical model known as ‘‘trap model,’’ developed by
Bouchaud and collaborators that assimilates aging
to a random walk between ‘‘traps’’ characterized by
a broad distribution of trapping times. Suitable
choices of the trapping-time distribution allow to
derive scaling laws similar to the ones characteristic
of aging systems. A different theory, the ‘‘droplet
model’’ for spin glasses assimilates aging phenomena
to the competition between slowly growing domains
of equilibrium phases, in analogy with the dynamics
of phase separation in first-order phase transitions.
The approach that has led to the most detailed and
spectacular predictions has been the study of
microscopic mean-field models.

Mean-Field Models of Disordered
Systems

Mean-field theory starts from the analysis of the
relaxation dynamics of disordered systems with
weak long-range forces (Bouchaud et al.). The
reference model of spin glass mean-field theory is
the so called p-spin model, which considers N spins
Si with random p-body interactions with each other
and is described by the Hamiltonian

HpðSÞ ¼
X1;N

i1<���<ip

Ji1;...;ipSi1 � � � Sip ½6�

where the quenched coupling constants Ji1,..., ip are
assumed to be i.i.d. Gaussian variables with zero
average and N dependent variance E(J2

i1,..., ip
) =

p!=2Np�1. The case p = 2 coincides with the SK
model defined in the introduction. The reason for
considering the p-spin generalization is that the
order of the transition passes from the second one
for p = 2 to the first one for p � 3 and that this last
case has been suggested to provide a mean-field limit
for the structural glass transition. It is also useful to
define Hamiltonians

H½S� ¼
X
p�1

apHp½S� ½7�

that mix p-spin Hamiltonians for different p. These
are random Gaussian functions of the spin variables,
with covariance induced by the coupling distribution

E½HðSÞHðS0Þ� ¼ Nf ðqðS; S0ÞÞ

¼ N

2

X
p�1

a2
pqðS; S0Þp ½8�

where the function

qðS; S0Þ ¼ 1

N

XN
i¼1

SiS
0
i

is the overlap between configurations. A crucial
hypothesis in the study of relaxation in spin systems
is that any local spin update rule verifying the detailed
balance condition with respect to the Boltzmann–
Gibbs measure gives rise to the same long-time
properties. In this perspective, in Monte Carlo simula-
tions, it is convenient to use Ising spins with
Metropolis or Glauber dynamics. Much theoretical
progress has been achieved considering spherical
models where the spin variables are real numbers
subject to a global spherical constraint

P
i S2

i = N and
evolve according to the following Langevin dynamics:

dSiðtÞ
dt
¼ � @HðSðtÞÞ

@Si
� �ðtÞSiðtÞ þ �iðtÞ ½9�

where �(t) is a time-dependent multiplier that at
each instant of time insures that the spherical
constraint is respected, and �i(t) is a thermal white
noise with variance

Eð�iðtÞ�jðsÞÞ ¼ 2 T�ij�ðt � sÞ ½10�

In order to model the quench from high temperature
performed in experiments, the initial conditions are
randomly chosen with uniform probability. To
describe long but finite-time dynamics, it is neces-
sary to consider the limit of large volume N!1 for
finite time, which is the only case where one can
have infinite relaxation times. Application of func-
tional Martin–Siggia–Rose techniques has allowed
the derivation of closed integro-differential equa-
tions for the spin autocorrelation function

Cðt; t0Þ ¼ lim
N!1

1

N

XN
i¼1

hSiðtÞSiðt0Þi

and the response to an impulsive external field

hiðtÞ;Rðt; t0Þ ¼ lim
N!1

1

N

XN
i¼1

�SiðtÞ
�hiðt0Þ

� 	

where the average has to be intended on quenched
disordered couplings, initial conditions, and realiza-
tion of thermal noise. Unfortunately, in the case
p = 2 relevant for spin glass phenomenology, the
spherical constraints reduce the model to a linear
system where different eigenmodes of the interaction
matrix Jij evolve independently. This oversimplifica-
tion renders the model similar to systems apt to
describe phase separation rather then freezing
phenomena. Many of the glassy features of the SK
model however are captured by a mixture of p = 2
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with p = 4 Hamiltonians and f (q) = (1=2)(q2 þ aq4).
For the general Hamiltonian [7] one gets the
coupled equations

@Cðt; t0Þ
@t

¼��ðtÞCðt; t0Þ

þ
Z t

0

dt00 f 00ðCðt; t00ÞÞRðt; t00ÞCðt0; t00Þ

þ
Z t

t0
dt00 f 0ðCðt; t00ÞÞRðt00; t0Þ

@Rðt; t0Þ
@t

¼� �ðtÞRðt; t0Þ

þ
Z t

t0
dt00 f 00ðCðt; t00ÞÞRðt; t00ÞRðt00; t0Þ ½11�

�(t) is a multiplier that at each instant of time
insures the spherical constraint C(t, t) = 1, and is
determined by

�ðtÞ ¼
Z t

0

dt00 Cðt; t00ÞRðt; t00Þ þ T ½12�

In the next sections, we will discuss how these
equations describe dynamical freezing at low tem-
perature. The gross features are determined by the
form of the function f (q). Two main behaviors can
be identified:

1. Systems of type I. This behavior is found if
f 000(q)=(f 00(q))3=2 is a monotonically decreasing
function of q. To this family belongs the pure
spherical p-spin model for p � 3, and one finds a
dynamical transition not corresponding to a
point of singularity in the free energy where the
Edwards–Anderson parameter jumps discontinu-
ously to a nonzero value. Models of this family
have been proposed as appropriate mean-field
limits for structural glass behavior.

2. Systems of type II. This behavior is found if
f 000(q)=(f 00(q))3=2 is a monotonically increasing
function of q. This family mimics the behavior
of the SK model. An example of function f
verifying the condition for type II behavior is
f (q) = 1=2(q2 þ aq4) for sufficiently small but
positive values of a. In this case, the dynamical
transition is found at a point of second-order
singularity of the free energy and the Edwards–
Anderson parameter is continuous at the transi-
tion. Models of this family provide a mean-field
limit for spin glass type behavior.

Equilibrium Dynamics at High Temperature

At high temperature, after a finite transient, eqn [11]
describes equilibrium behavior. In these conditions,

time-translation invariance holds C(t, t0) = C(t � t0),
R(t, t0) = R(t � t0) while the Lagrange multiplier �
becomes time independent. In addition, correlation
and response are related by the fluctuation–
dissipation theorem (FDT) relation

RðtÞ ¼ � 1

T

dCðtÞ
dt

½13�

Ergodic behavior is manifest in the fact that the
dynamics decorrelate completely; limt!1 C(t) = 0.
Then from [11] one gets the equilibrium equation:

dCðtÞ
dt
¼ � TCðtÞ � 1

T

Z t

0

dsf 0ðCðt � sÞÞ dCðsÞ
ds

½14�

It is worth noticing that this equation, apart from an
irrelevant inertial term, coincides for type I systems
with the schematic mode-coupling theory (MCT)
equation which has been successfully used to
describe moderate supercooled liquids (Goetze
1989). In the context of liquid theory, mode-
coupling equations stem from an approximate
treatment for the dynamical evolution of the
density–density space and time-dependent correla-
tion function. The schematic MCT equations con-
sider an equation for a single mode, neglecting any
space dependence of the correlator.

Both in type I and in type II systems, eqn [14]
displays a dynamical transition at a finite tempera-
ture Tc where the relaxation time diverges as a
power law � � jT � Tcjc and the asymptotic value of
the correlation acquires a nonzero value.

This behavior in type I systems represents a failure
of MCT to describe the temperature dependence of
the relaxation time in supercooled liquids, which, as
previously observed, empirically follows the Vogel–
Fulcher law. The MCT temperature is interpreted as
a singularity which is avoided in supercooled
liquids, thanks to relaxation mechanisms specific of
short-range systems. It has been noticed that this
singularity at Tc can be associated to the growth of
spatial heterogeneities and dynamical correlations,
as exemplified in the behavior of the four-point
function

�4ðtÞ ¼
1

N

X
i;j

hSiðtÞSjðtÞSið0ÞSjð0Þi

and its associate correlation length (Franz and Parisi
2000, Biroli and Bouchaud 2004).

Off-Equilibrium Dynamics Below Tc: Aging
and Slow Dynamics

Type I systems Below the transition temperature
Tc slow dynamics and aging set in. In 1993,
Cugliandolo and Kurchan found a long-time
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solution to the equations of motion [11] for type I
systems describing an asymptotic off-equilibrium
state that follows from high-temperature quench.
Soon after, type II systems were also analyzed
(Bouchaud et al.).

The equations can be analyzed in the limit in
which both times tend to infinity t, t0 !1. In this
regime all ‘‘one-time quantities,’’ that is, state
functions like energy, magnetization, etc., reach
asymptotic time-independent limit. Though the
decay to the asymptotic value cannot read directly
from the analysis of the equations in that limit,
numerical and theoretical evidence suggests that the
final values are approached as power laws in time.

The study of correlation and response functions
displays an asymptotic scaling behavior similar to
the one observed in glassy systems in laboratory and
numerical experiments.

Two different interesting regimes are found, first of
all there is a stationary regime: the limit t, tw!1 is
performed keeping the difference t � tw = s finite. In
this regime, equilibrium behavior is observed, with
correlation and response related by the FDT relation
Rst(s) =�	@Cst(s)=@s. The stationary regime is fol-
lowed by an aging regime, where correlations decay
below the value qEA = lims!1 Cst(s) down to zero.
One of the most striking features of aging evolution is
that the system – though at a decreasing speed –
constantly move far apart from any visited region of
configuration space. The decay of correlations is
nonstationary and takes place on a timescale �(tw)
diverging for large tw. While the theory can infer the
existence of the timescale �(tw), its precise form
remains undetermined. This is a consequence of an
asymptotic invariance under monotonous time repar-
ametrizations t! g(t) appearing for large times.
Coherently with nonstationary behavior, other equi-
librium properties break down in the aging regime.
Correlation and response which do not verify the
FDT are rather asymptotically related by a general-
ized form of the fluctuation–dissipation relation

Ragðt; twÞ ¼
X

T

@Cagððt � twÞ=�ðtwÞÞ
@tw

½15�

This relation, despite predicting the vanishing of
the instantaneous response, implies a finite contribu-
tion of the aging dynamics to the value of the
integrated ZFC and TRM responses. The constant
X, called fluctuation–dissipation ratio (FDR), is a
temperature-dependent factor monotonically vary-
ing between the values 1 and 0 as the temperature is
decreased from Tc down to zero. Violations of the
FDT have to be expected in any off-equilibrium
regime; however, a constant ratio between response

and derivative of the correlation is very nongeneric.
It is of great theoretical importance that the same
constant that governs the FDR among spin auto-
correlation and magnetic response, also appears in
the relation of any other conceivable couple of
correlation and conjugated response in the system.
Slow dynamics can be interpreted as motion
between finite-life metastable states with well-
defined free energy f and exponential multiplicity
exp(N�(f )). The FDR verifies the generalized
thermodynamic relation

@�

@f
¼ X

T
½16�

This relation is in turn intimately related to the
possibility of considering the ratio Teff = T=X as
an effective temperature, that governs the
heat exchanges among slow degrees of freedom
(Cugliandolo et al. 1997). Slow degrees of freedom
do not exchange heat with the fast ones, but they
are in equilibrium between themselves at the
temperature Teff. The validity of relation [16] has
been put at the basis of a detailed statistical
description of the glassy state (Franz and Virasoro
2000, Biroli and Kurchan 2001, Nieuwenhuizen
2000) which assumes that metastable states with
equal free energy are encountered with equal
probability during the descent to equilibrium.
Modified thermodynamic relations follow, that
condensate all the dependence on the thermal
history in the value of the effective temperature.
Given the interest of a thermodynamic description
of the glassy state, many numerical studies have
addressed the problem of the identification and
determination of effective temperatures from the
fluctuation–dissipation relations, and its relation
with configurational entropy. In Figure 3 the result
of a numerical study on a realistic system is
presented, verifying relation [15]. Experimental
verifications are at the moment starting and new
results are waited in the future.

Type II systems In these systems the dynamic
transition occurs at the point of thermodynamic
singularity, where the Edwards–Anderson parameter
becomes nonzero in a second-order fashion. The
magnetic susceptibility exhibits a cusp singularity
similar to the one found in spin glass materials.
Differently from type I systems, one-time quantities
tend to their equilibrium values for long times. The
off-equilibrium nature of the relaxation shows up in
the behavior of correlations and responses, which
display aging behavior.

Their behavior generalizes the one found in type I
systems, with a more complex pattern of violation
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of time-translation invariance and FDT. Also in this
case a short-time equilibrium behavior can be
identified where the correlation decreases from 1 to
qEA and a long-time inhomogeneous aging behavior
where correlations decrease to zero. Differently from
type I system it is impossible to characterize aging
through a unique timescale �(tw). One finds instead
a continuum of timescales hierarchically organized.
The analysis of the equations at the
reparametrization-invariant level reveals the existence
of a continuum of separate timescales �(tw, q) asso-
ciated to each value of C(t, tw) = q < qEA and that
limtw!1 �(tw, q)=�(tw, q0) = 0 for q > q0, meaning that
for finite tw the time to decay to q0 is much larger than
the time to decay to q. For large times, 1 << t1 <<
t2 << t3, the correlations verify the ultrametric prop-
erty C(t3, t1) = min[C(t3, t2), C(t2, t1)]. To each time-
scale corresponds in this case a different effective
temperature, and correlation and response are related
by the equation

	XðqÞ ¼ lim
t;tw!1
Cðt;t0 Þ¼q

Rðt; t0Þ
@Cðt; t0Þ=@t0

½17�

where the function X(q) is an increasing function of
q with the properties of a cumulative probability
distribution. In fact it can be seen (Franz et al. 1999)
that this is related to the Parisi overlap probability
function describing the correlations among ergodic
components at equilibrium, in a generalization of
relation [14]. Figure 4 shows the result of a

numerical experiment in a three-dimensional spin
glass, where X(q) is not piecewise constant.

The ideas presented in this article, fruits of mean-field
theory of disordered systems, are objects of intense
debate in their application to the physics of short-range
systems. Many of the relations derived have stimulated
a lot of numerical, experimental, and theoretical work.
Some of the predictions of the theory are very well
verified in many short-range glassy systems, at least on
the accessible timescales. Notably, the violations of
FDR, and the possibility to associate the values of the
FDR to effective temperatures is very well verified both
in structural glass models, and in finite-range spin
glasses. Since finite aging times imply finite length scales
over which the dynamic variables can exhibit correlated
behavior, this indicates that the mean-field theory is at
least good at describing glassy phenomena on a local
scale. The question if the mean-field theory also gives a
good description on the infinite time limit and the
anomalous response persists forever is at present an
open theoretical problem. It relates to the possibility of
having mean-field type of equilibrium ergodicity break-
ing, which is an open question, object of active research.

See also: Interacting Stochastic Particle Systems;
Short-Range Spin Glasses: The Metastate Approach;
Spin Glasses.
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Definitions

Graded Vector Spaces

By a Z-graded vector space (or simply, graded
vector space) we mean a direct sum A =	i2ZAi of
vector spaces over a field k of characteristic zero.
The Ai are called the components of A of degree i
and the degree of a homogeneous element a2A is
denoted by jaj. We also denote by A[n] the graded
vector space with degree shifted by n, namely
A[n] =	i2Z(A[n])i with (A[n])i = Aiþn. The tensor
product of two graded vector spaces A and B is
again a graded vector space whose degree r
component is given by (A
B)r =	pþq = r Ap
Bq.

The symmetric and exterior algebras of a graded
vector space A are defined, respectively, as S(A) =
T(A)=IS and

V
(A) = T(A)=I^ , where T(A) = 	n�0

A
 n is the tensor algebra of A and IS (resp. I^ ) is the
two-sided ideal generated by elements of the form
a
 b� (�1)jaj jbjb
 a (resp. a
 bþ (�1)jaj jbj b
 a),
with a and b homogeneous elements of A. The images
of A
n in S(A) and

V
(A) are denoted by Sn(A) andV

n(A), respectively. Notice that there is a canonical
decalage isomorphism Sn(A[1])’

V
n(A)[n].

Graded Algebras and Graded Lie Algebras

We say that A is a graded algebra (of degree zero) if
A is a graded vector space endowed with a degree
zero bilinear associative product: A
A!A. A
graded algebra is graded commutative if the product
satisfies the condition

a � b ¼ ð�1Þjaj jbjb � a

for any two homogeneous elements a, b2A of
degree jaj and jbj, respectively.

A graded Lie algebra of degree n is a graded
vector space A endowed with a graded Lie bracket
on A[n]. Such a bracket can be seen as a degree �n
Lie bracket on A, that is, as a bilinear operation
{ � , � } : A
A!A[�n] satisfying graded antisymme-
try and graded Jacobi relations:

fa; bg ¼ �ð�1ÞðjajþnÞðjbjþnÞfb; ag

fa; fb; cgg ¼ ffa; bg; cg þ ð�1ÞðjajþnÞðjbjþnÞfafb; cgg

Graded Poisson Algebras

We can now define the main object of interest of
this note:

Definition 1 A graded Poisson algebra of degree n,
or n-Poisson algebra, is a triple (A, � , { , }) consisting
of a graded vector space A =	i2Z Ai endowed with
a degree zero graded commutative product and with
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a degree �n Lie bracket. The bracket is required to
be a biderivation of the product, namely:

fa; b � cg ¼ fa; bg � cþ ð�1ÞjbjðjajþnÞb � fa; cg

Notation. Graded Poisson algebras of degree zero
are called Poisson algebras, while for n = 1 one
speaks of Gerstenhaber (1963) algebras or of
Schouten algebras.

Sometimes a Z2-grading is used instead of a
Z-grading. In this case, one just speaks of even and
odd Poisson algebras.

Example 1 Any graded commutative algebra can
be seen as a Poisson algebra with the trivial Lie
structure, and any graded Lie algebra can be seen as
a Poisson algebra with the trivial product.

Example 2 The most classical example of a
Poisson algebra (already considered by Poisson
himself) is the algebra of smooth functions on R2n

endowed with usual multiplication and with the
Poisson bracket {f , g} = @qi f@pi

g� @qig@pi
f , where the

pi’s and the qi’s, for i = 1, . . . , n, are coordinates on
R2n. The bivector field @qi ^ @pi

is induced by the
symplectic form != dpi ^ dqi. An immediate gener-
alization of this example is the algebra of smooth
functions on a symplectic manifold (R2n,!) with the
Poisson bracket {f , g} =!ij@if@jg, where !ij@i ^ @j is
the bivector field defined by the inverse of the
symplectic form !=!ijdxi ^dxj; viz. !ij!

jk = �k
i .

A further generalization is when the bracket on
C1 (Rm) is defined by {f , g} =�ij@if@jg, with the
matrix function � not necessarily nondegenerate.
The bracket is Poisson if and only if � is skewsym-
metric and satisfies

�ij@i�
kl þ �il@i�

jk þ �ik@i�
lj¼ 0

An example of this, already considered by Lie
(1894), is �ij(x) = f ij

k xk, where the f ij
k ’s are the

structure constants of some Lie algebra.

Example 3 Example 2 can be generalized to any
symplectic manifold (M,!). To every function
h2C1(M) one associates the Hamiltonian vector
field Xh which is the unique vector field satisfying
iXh
!= dh. The Poisson bracket of two functions

f and g is then defined by

ff ; gg ¼ iXf
iXg
!

In local coordinates, the corresponding Poisson
bivector field is related to the symplectic form as in
Example 2.

A generalization is the algebra of smooth
functions on a manifold M with bracket
{f , g} = h�jdf ^ dgi, where � is a bivector field

(i.e., a section of
V

2TM) such that {�,�}SN = 0,
where { � , � }SN is the Schouten–Nijenhuis bracket
(see the first subsection in the next section for
details, and Example 2 for the local coordinate
expression). Such a bivector field is called a Poisson
bivector field and the manifold M is called a Poisson
manifold. Observe that a Poisson algebra structure
on the algebra of smooth functions on a smooth
manifold is necessarily defined this way. In the
symplectic case, the bivector field corresponding to
the Poisson bracket is the inverse of the symplectic
form (regarded as a bundle map TM!T�M).

The linear case described at the end of Example 2
corresponds to M = g� where g is a (finite-
dimensional) Lie algebra. The Lie bracket

V
2g! g

is regarded as an element of g�
V

2g���(
V

2Tg�)
and reinterpreted as a Poisson bivector field on g.
The Poisson algebra structure restricted to polyno-
mial functions is described at the beginning of the
next section.

Batalin–Vilkovisky Algebras

When n is odd, a generator for the bracket of an
n-Poisson algebra A is a degree �n linear map from
A to itself,

� : A!A½�n	

such that

�ða � bÞ ¼ �ðaÞ � bþ ð�1Þjaja ��ðbÞ þ ð�1Þjajfa; bg

A generator � is called exact if and only if it satisfies
the condition �2 = 0, and in this case � becomes a
derivation of the bracket:

�ðfa; bgÞ ¼ f�ðaÞ; bg þ ð�1Þjajþ1fa;�ðbÞg

Remark 1 Notice that not every odd Poisson
algebra A admits a generator. For instance, a
nontrivial odd Lie algebra seen as an odd Poisson
algebra with trivial multiplication admits no gen-
erator. Moreover, even if a generator � for an odd
Poisson algebra exists, it is far from being unique. In
fact, all different generators are obtained by adding
to � a derivation of A of degree �n.

Definition 2 An n-Poisson algebra A is called an
n-Batalin–Vilkovisky algebra, if it is endowed with
an exact generator.

Notation. When n = 1 it is customary to speak
of Batalin–Vilkovisky algebras, or simply BV alge-
bras (see Batalin–Vilkovisky Quantization; see also
Batalin and Vilkovisky (1963), Getzler (1994), and
Koszul (1985)).

Graded Poisson Algebras 561



There exists a characterization of n-Batalin–
Vilkovisky algebras in terms of only the product and
the generator (Getzler 1994, Koszul (1985). Suppose
in fact that a graded vector space A is endowed with a
degree zero graded commutative product and a linear
map � : A!A[�n] such that �2 = 0, satisfying the
following ‘‘seven-term’’ relation:

�ða � b � cÞ þ�ðaÞ � b � cþ ð�1Þjaja ��ðbÞ � c
þ ð�1Þjajþjbja � b ��ðcÞ
¼ �ða � bÞ � cþ ð�1Þjaja ��ðb � cÞ
þ ð�1Þðjajþ1Þjbjb ��ða � cÞ

In other words, � is a derivation of order 2.
Then, if we define the bilinear operation

{ , } : A�A!A[�n] by

fa; bg ¼ ð�1Þjaj
�

�ða � bÞ ��ðaÞ � b

�ð�1Þjaja ��ðbÞ
�

we have that the quadruple (A, � , { , }, �) is an
n-Batalin–Vilkovisky algebra. Conversely, one easily
checks that the product and the generator of an
n-Batalin–Vilkovisky algebra satisfy the above
‘‘seven-term’’ relation.

Examples

Schouten–Nijenhuis Bracket

Suppose g is a graded Lie algebra of degree zero.
Then A = S(g[n]) is a (�n)-Poisson algebra with its
natural multiplication (the one induced from the
tensor algebra T(A)) and a degree �n bracket
defined as follows (Koszul 1985, Krasil’shchik
1988): the bracket on S1(g[n]) = g[n] is defined as
the suspension of the bracket on g, while on
Sk(g[n]), for k > 1, the bracket, often called the
Schouten–Nijenhuis bracket, is defined inductively
by forcing the Leibniz rule

fa; b � cg ¼ fa; bg � cþ ð�1ÞjbjðjajþnÞb � fa; cg

Moreover, when n is odd, there exists a generator
defined as

�ða1 � a2 � � � akÞ
¼
X
i<j

ð�1Þ�fai; ajg � a1 � � � bai � � � baj � � � ak

where a1, . . . , ak 2 g and �= jaijþ (jaijþ1)(ja1jþ���þ
jai�1jþ i�1)þ (jajjþ1)(ja1jþ���þ cjaijþ���þ jaj�1jþ
j�2). An easy check shows that �2 =0, thus
S(g[n]) is an n-Batalin–Vilkovisky algebra for
every odd n2N. For n=�1 the �-cohomology

on
V

g is the usual Cartan–Chevalley–Eilenberg
cohomology.

In particular, one can consider the Lie algebra
g = Der(B) =�j2Z Derj(B) of derivations of a graded
commutative algebra B. More explicitly, Derj(B) con-
sists of linear maps �: B!B of degree j such
that �(ab) =�(a)bþ (�1)j jaja�(b) and the bracket
is {�, } =� 
  � (�1)j�jj j 
 �. The space of multi-
derivations S(Der(B)[�1]), endowed with the Schouten–
Nijenhuis bracket, is a Gerstenhaber algebra.

We can further specialize to the case when B is the
algebra C1 (M) of smooth functions on a smooth
manifold M; then X(M) = Der(C1(M)) is the space of
vector fields on M and V(M) = S(X(M)[�1]) is the
space of multivector fields on M. It is a classical
result by Koszul (1985) that there is a bijective
correspondence between generators for V(M) and
connections on the highest exterior powerVdimM TM of the tangent bundle of M. Moreover,
flat connections correspond to generators which
square to zero.

Lie Algebroids

A Lie algebroid E over a smooth manifold M is a
vector bundle E over M together with a Lie algebra
structure (over R) on the space �(E) of smooth
sections of E, and a bundle map � : E!TM, called
the anchor, extended to a map between sections of
these bundles, such that

fX; fYg ¼ ffX;Yg þ ð�ðXÞf ÞY

for any smooth sections X and Y of E and any
smooth function f on M. In particular, the anchor
map induces a morphism of Lie algebras
�� : �(E)!X(M), namely ��({X, Y}) = {��(X), ��(Y)}.

The link between Lie algebroids and Gerstenhaber
algebras is given by the following Proposition
(Kosmann-Schwarzbach and Monterde 2002, Xu
1999):

Proposition 1 Given a vector bundle E over M,
there exists a one-to-one correspondence between
Gerstenhaber algebra structures on A = �(

V
(E))

and Lie algebroid structures on E.

The key of the proposition is that one can extend
the Lie algebroid bracket to a unique graded
antisymmetric bracket on �(

V
(E)) such that

{X, f } = �(X)f for X2�(
V

1(E)) and f 2�(
V

0(E)),
and that for Q2�(

V
qþ1(E)), {Q, � } is a derivation

of �(
V

(E)) of degree q.

Example 4 A finite-dimensional Lie algebra g can
be seen as a Lie algebroid over a trivial base
manifold. The corresponding Gerstenhaber algebra
is the one of last subsection.
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Example 5 The tangent bundle TM of a smooth
manifold M is a Lie algebroid with anchor map
given by the identity and algebroid Lie bracket given
by the usual Lie bracket on vector fields. In this
case, we recover the Gerstenhaber algebra of multi-
vector fields on M described in the last subsection.

Example 6 If M is a Poisson manifold with Poisson
bivector field �, then the cotangent bundle T�M
inherits a natural Lie algebroid structure where the
anchor map �# : T�pM!TpM at the point p2M is
given by �#(�)(�) =�(�, �), with �, �2T�pM, and the
Lie bracket of the 1-forms !1 and !2 is given by

f!1; !2g ¼ L�#ð!1Þ!2 � L�#ð!2Þ!1 � d�ð!1; !2Þ

The associated Gerstenhaber algebra is the de Rham
algebra of differential forms endowed with the
bracket defined by Koszul (1985). As shown in
Kosmann-Schwarzbach (1995), �(

V
(T�M)) is indeed

a BV algebra with an exact generator � = [d, i�] given
by the commutator of the contraction i� with the
Poisson bivector � and the de Rham differential d.
Similar results hold if M is a Jacobi manifold.

It is natural to ask what additional structure on a
Lie algebroid E makes the Gerstenhaber algebra
�(
V

(E)) into a BV algebra. The answer is given by
the following result, which is proved in Xu (1999).

Proposition 2 Given a Lie algebroid E, there is a
one-to-one correspondence between generators for the
Gerstenhaber algebra �(

V
(E)) and E-connections onVrk EE (where rk E denotes the rank of the vector

bundle E). Exact generators correspond to flat E-
connections , and in particular, since flat E-connections
always exist, �(

V
(E)) is always a BV algebra.

Lie Algebroid Cohomology

A Lie algebroid structure on E!M defines a
differential � on �(

V
E�) by

�f :¼ ��df ; f 2C1ðMÞ ¼ �ð�0E�Þ

and

h��;X^Yi :¼h�h�;Xi;Yi � h�h�;Yi;Xi
� h�; fX;YgiX;Y 2�ðEÞ; �2�ðE�Þ

where �� : �1(M)!�(E�) is the transpose of
�� : �(E)!X(M) and h , i is the canonical pairing of
sections of E� and E. On �(

V
nE�), with n � 2, the

differential � is defined by forcing the Leibniz rule.
In Example 4 we get the Cartan–Chevalley–

Eilenberg differential on
V

g�; in Example 5 we
recover the de Rham differential on ��(M) =
�(
V

T�M), while in Example 6 the differential on
V(M) = �(

V
TM) is {�, }SN.

Lie–Rinehart Algebras

The algebraic generalization of a Lie algebroid is a
Lie–Rinehart algebra. Recall that given a commu-
tative associative algebra B (over some ring R) and a
B-module g, then a Lie–Rinehart algebra structure
on (B, g) is a Lie algebra structure (over R) on g and
an action of g on the left on B by derivations,
satisfying the following compatibility conditions:

f	; a
g ¼ 	ðaÞ� þ af	; 
g
ða	ÞðbÞ ¼ að	ðbÞÞ

for every a, b2B and 	, 
2g.
The Lie–Rinehart structures on the pair (B, g)

bijectively correspond to the Gerstenhaber algebra
structures on the exterior algebra

V
B(g) of g in

the category of B-modules. When g is of finite rank
over B, generators for these structures are in turn
in bijective correspondence with (B, g)-connections onV

rk
B Bgg, and flat connections correspond to exact

generators. For additional discussions, see Gerstenhaber
and Schack (1992) and Huebschmann (1998).

Lie algebroids are Lie–Rinehart algebras in the
smooth setting. Namely, if E!M is a Lie algebroid,
then the pair (C1 (M), �(E)) is a Lie–Rinehart
algebra (with action induced by the anchor and the
given Lie bracket).

Lie–Rinehart Cohomology

Lie algebroid cohomology may be generalized to
every Lie–Rinehart algebra (B, g). Namely, on the
complex AltB(g, B) of alternating multilinear func-
tions on g with values in B, one can define a
differential � by the rules

h�a; 	i ¼ 	ðaÞ; a2B ¼ Alt0
Bðg;BÞ; 	 2 g

h�a; 	 ^ 
i ¼ h�ha; 	i; 
i � h�ha; 
i; 	i � ha; f	; 
gi
	; 
2 g; a2Alt1

Bðg;BÞ

and forcing the Leibniz rule on elements of
Altn

B(g, B), n � 2.

Hochschild Cohomology

Let A be an associative algebra with product �, and
consider the Hochschild cochain complex
Hoch(A) =

Q
n�0 Hom(A�n, A)[�nþ 1]. There are

two basic operations between two elements
f 2Hom(A�k, A)[�kþ 1] and g2Hom(A�l, A)[�l þ
1], namely a degree zero product

f [ gða1� � � � � akþlÞ
¼ ð�1Þklf ða1� � � � � alÞ � gðalþ1� � � � � akþlÞ
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and a degree �1 bracket {f , g} = f 
 g� (�1)(k�1)(l�1)

g 
 f , where

f 
 gða1� � � � � akþl�1Þ

¼
Xk�1

i¼1

ð�1Þiðl�1Þf ða1� � � �� ai� gðaiþ1

� � � � � ailÞ� � � � � akþl�1Þ

It is well known from Gerstenhaber (1963) that the
cohomology HHoch(A) of the Hochschild complex
with respect to the differential dHoch = {�, � } has the
structure of a Gerstenhaber algebra. More generally,
there is a Gerstenhaber algebra structure on Hochs-
child cohomology of differential graded associative
algebras (Loday 1998).

Graded Symplectic Manifolds

The construction of Example 3 can be extended
to graded symplectic manifolds (see Supermanifolds;
see also Alexandrov et al. (1997), Getzler (1994),
and Schwarz (1993)). Recall that a symplectic
structure of degree n on a graded manifold N is a
closed nondegenerate 2-form ! such that LE!= n!
where LE is the Lie derivative with respect to the
Euler field of N (see Roytenberg (2002) for details).
Let us denote by Xh the vector field associated to the
function h2C1 (N) by the formula iXh

!= dh. Then
the bracket

ff ; gg ¼ iXf
iXg
!

gives C1 (N) the structure of a graded Poisson
algebra of degree n.

If the symplectic form has odd degree and the
graded manifold has a volume form, then it is
possible to construct an exact generator defined by

�ðf Þ ¼ 1
2 divðXf Þ

where div is the divergence operator associated to
the given volume form (Getzler 1994, Kosmann-
Schwazbach and Monterde 2002).

An explicit characterization of graded symplectic
manifolds has been given in Roytenberg (2002). In
particular, it is proved there that every symplectic
form of degree n with n � 1 is necessarily exact.
More precisely, one has != d(iE!=n).

Shifted Cotangent Bundles

The main examples of graded symplectic manifolds
are given by shifted cotangent bundles. If N is a
graded manifold then the shifted cotangent bundle
T�[n]N is the graded manifold obtained by shifting
by n the degrees of the fibers of the cotangent
bundle of N. This graded manifold possesses a

nondegenerate closed 2-form of degree n, which can
be expressed in local coordinates as

! ¼
X

i

dxi ^ dxyi

where {xi} are local coordinates on N and {xyi } are
coordinate functions on the fibers of T�[n]N. In
local coordinates, the bracket between two homo-
geneous functions f and g is given by

ff ; gg ¼� ð�1Þjx
y
i
jjf j @f

@xyi

@g

@xi

�ð�1Þðjf jþnÞðjgjþnÞþjxy
i
jjgj @g

@xyi

@f

@xi

If in addition the graded manifold N is orientable,
then T�[n]N has a volume form too; when n is odd,
the exact generator �(f ) = (1=2)divXf is written in
local coordinates as

� ¼ @

@xyi

@

@xi

In the case n = 1, we have a natural identification
between functions on T�[1]N and multivector fields
V ( N ) on  N , and we recover again the Gerste nhaber
algeb ra of the subsec tion ‘‘Schou ten–Nijenhu is
bracket .’’ Moreove r, it is easy to see that, under
the above identification, � applied to a vector field
of N is the usual divergence operator.

Examples from Algebraic Topology

For any n > 1, the homology of the n-fold loop
space �n(M) of a topological space M has the
structure of an (n� 1)-Poisson algebra (May 1972).
In particular, the homology of the double loop space
�2(M) is a Gerstenhaber algebra, and has an exact
generator defined using the natural circle action on
this space (Getzler 1994). The homology of the free
loop space L(M) of a closed oriented manifold M is
also a BV algebra when endowed with the ‘‘Chas–
Sullivan intersection product’’ and with a generator
defined again using the natural circle action on the
free loop space (Cohen and Jones 2002).

Applications

BRST Quantization in the Hamiltonian Formalism

The BRST procedure is a method for quantizing
classical mechanical systems or classical field the-
ories in the presence of symmetries (see BRST
Quantization). The starting point is a symplectic
manifold M (the ‘‘phase space’’), a function H (the
‘‘Hamiltonian’’ of the system) governing the evolu-
tion of the system, and the ‘‘constraints’’ given by
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several functions gi which commute with H and
among each other up to a C1 (M)-linear combina-
tion of the gi’s.

Then the dynamics is constrained on the locus V of
common zeros of the gi’s. When V is a submanifold,
the gi’s are a set of generators for the ideal I of
functions vanishing on V. Observe that I is closed
under the Poisson bracket. Functions in I are called
‘‘first class constraints.’’ The Hamiltonian vector fields
of first-class constraints, which by construction tan-
gential to V, are the ‘‘symmetries’’ of the system.

When V is smooth, then it is a coisotropic
submanifold of M and the Hamiltonian vector fields
determined by the constraints give a foliation F of
V. In the nicest case V is a principal bundle with F
its vertical foliation and the algebra of functions
C1 (V=F ) on the ‘‘reduced phase space’’ (see Poisson
Reduction, and Symmetry and Symplectic Reduction)
V=F is identified with the I-invariant subalgebra of
C1 (M)=I.

From a physical point of view, the points of V=F are
the interesting states at a classical level, and a
quantization of this system means a quantization of
C1 (V=F ). The BRST procedure gives a method of
quantizing C1 (V=F ) starting from the (known) quan-
tization of C1 (M). Notice that these notions immedi-
ately generalize to graded symplectic manifolds.

From an algebraic point of view, one starts with a
graded Poisson algebra P and a multiplicative ideal I
which is closed under the Poisson bracket. The
algebra of functions on the ‘‘reduced phase space’’ is
replaced by (P=I)I, the I-invariant subalgebra of P=I.
This subalgebra inherits a Poisson bracket even if
P=I does not. Moreover, the pair (B, g) = (P=I, I=I2)
inherits a graded Lie–Rinehart structure. The ‘‘Rine-
hart complex’’ AltP=I(I=I

2, P=I) of alternating multi-
linear functions on I=I2 with values in P=I, endowed
with the differential described in the subsection
‘‘Lie-R inehart cohomol ogy,’’ plays the role of the de
Rham complex of vertical forms on V with respect
to the foliation F determined by the constraints.

In case V is a smooth submanifold, we also have
the following geometric interpretation: let N�V
denote the conormal bundle of V (i.e., the annihi-
lator of TV in TVP). This is a Lie subalgebroid of
T�P if and only if V is coisotropic. Since we may
identify I=I2 with sections of N�C (by the de Rham
differential), (P=I, I=I2) is the corresponding Lie–
Rinehart pair. The Rinehart complex is then the
corre sponding Lie a lgebroid complex �( 

V 
( N � V ) � )

with differenti al descr ibed in the subsecti on ‘‘Lie
algeb roid coh omolog y.’’ The image of the anchor
map N�V!TV is the distribution determining F ,
so by duality we get an injective chain map from the
vertical de Rham complex to the Rinehart complex.

The main point of the BRST procedure is to define
a chain complex C�=

V
(�� ��)�P, where � is a

graded vector space, with a coboundary operator D
(the ‘‘BRST operator’’), and a quasi-isomorphism
(i.e., a chain map that induces an isomorphism in
cohomology)

� : ðC�;DÞ! AltP=IðI2=I;P=IÞ; d
� �

This means in particular that the zeroth cohomology
H0

D(C) gives the algebra (P=I)I of functions on the
‘‘reduced phase space.’’ Observe that there is a
natural symmetric inner product on ���� given by
the evaluation of �� on �. This inner product, as an
element of S2(����)’ S2(�)� (����)� S2(��),
is concentrated in the component ����, and so
it defines an element in

V
2(�[1]���[�1])’

S2(�)[2]� (����)� S2(��)[�2], that is, a degree
zero bivector field on �[1]���[�1]. It is easy to see
that this bivector field induces a degree zero Poisson
structure on S(��[�1]��[1]). From another view-
point this is the Poisson structure corresponding to
the canonical symplectic structure on T��[1].
Finally, we have that S(��[�1]��[1])�P is a
degree zero Poisson algebra. Note that the super-
algebra underlying the graded algebra S(��[�1]�
�[1])�P is canonically isomorphic to the complex
C�=

V
(�� ��)�P. When P = C1 (M), we can

think of S(��[�1]��[1])�C1 (M) as the algebra
of functions on the graded symplectic manifold
N = (�[1]���[�1])�M (the ‘‘extended phase
space’’). In physical language, coordinate functions
on �[1] are called ‘‘ghost fields’’ while coordinate
functions on ��[�1] are called ‘‘ghost momenta’’ or,
by some authors, ‘‘antighost fields’’ (not to be
confused with the antighosts of the Lagrangian
functional-integral approach to quantization).

Suppose now that there exists an element
�2 S(��[�1]��[1])�P such that {�, � } = D, that
one can extend the ‘‘known’’ quantization of P to a
quantization of S(��[�1]��[1])�P as operators
on some (graded) Hilbert space T and that the
operator Q which quantizes � has square zero.
Then one can consider the ‘‘true space of physical
states’’ H0

Q(T ) on which the adQ-cohomology of
operators will act. This provides one with a
quantization of (P=I)I.

For further details on this procedure, and in
particular for the construction of D, we refer to
Henneaux and Teitelboim (1992), Kostant and
Sternberg (1987), and Stasheff (1997), and references
therein. Observe that some authors refer to this
method as BVF (Batalin–Vilkovisky–Fradkin) and
reserve the name BRST for the case when the gi’s are
the components of an equivariant moment map.
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For a generalization to graded manifolds different
from (�[1]���[�1])�M we refer to Roytenberg
(2002). There it is proved that the element � exists if the
graded symplectic form has degree different from �1.

BV Quantization in the Lagrangian Formalism

The BV formalism (see Batalin–Vilkovisky Quantiza-
tion; see also Batalin and Vilkovisky (1983) and
Henneaux and Teitelboim (1992)) is a procedure for
the quantization of physical systems with symmetries
in the Lagrangian formalism. As a first step, the
‘‘configuration space’’ M of the system is augmented
by the introduction of ‘‘ghosts.’’ If G is the group of
symmetries, this means that one has to consider the
graded manifold W = g[1]�M. The second step is to
double this space by introducing ‘‘antifields for fields
and ghosts,’’ namely one has to consider the ‘‘extended
c o n f ig ur at io n s pa ce ’’ T � [� 1]W , whose space of func-
tions is a BV algebra (see the subsection ‘‘Shifted
cotangent bundle.’’ The algebra of ‘‘observables’’ is by
definition the cohomology H��(C1 (T�[�1]W)) with
respect to the exact generator �.

Related Topics

AKSZ

The graded manifold T�[�1]W considered above is a
particular example of a QP-manifold, that is, of a
graded manifold M endowed with an integrable (i.e.,
self-commuting) vector field Q of degree 1 and a graded
Q-invariant symplectic structure P. In quantization of
classical mechanical theories, the graded symplectic
manifold of interest is the space of fields and antifields
with symplectic form of degree 1, while Q is the
Hamiltonian vector field defined by the action func-
tional S; the integrability of Q is equivalent to the
classical master equation {S, S} = 0 for the action
functional. Quantization of the theory is then reduced
to the computation of the functional integralR
L exp(iS=�h), where L is a Lagrangian submanifold

of M. This functional integral actually depends only on
the homology class of the Lagrangian. Locally, a QP
manifold is a shifted cotangent bundle T�[�1]N and
a Lagrangian submanifold is the graph of an exact
1-form. I n the notations of the subsection ‘‘Shifted
cotang ent bundle,’’ a Lagrangian submanifold L is
therefore locally defined by equations xyi = @	=@xi, and
the function 	 is called a gauge-fixing fermion. The
action functional of interest is then the gauge-fixed
action SjL= S(xi, @	=@xi).

The language of QP manifolds has powerful
applications to sigma models (see Topological Sigma
Models): if 
 is a finite-dimensional graded manifold
equipped with a volume element, and M is a QP

manifold, then the graded manifold C1 (
, M) of
smooth maps from 
 to M has a natural structure of
QP manifold which describes some field theory if one
arranges for the symplectic structure to be of degree
1. As an illustrative example, if 
 = T[1]X, for a
compact oriented three-dimensional smooth mani-
fold X, and M = g[1], where g is the Lie algebra of a
compact Lie group, the QP manifold C1 (
, M) is
relevant to Chern–Simons theory on X. Similarly, if

 = T[1]X, for a compact oriented two-dimensional
smooth manifold X and M = T[1]N is the shifted
tangent bundle of a symplectic manifold, then the QP
structure on C1 (
, M) is related to the A-model with
target N; if the symplectic manifold N is of the form
N = T�K for a complex manifold K, then one can
endow C1 (
, M) with a complex QP manifold
structure, which is related to the B-model with target
K; this shows that, in some sense, the B-model can be
obtained from the A-model by ‘‘analytic continua-
tion’’ (Alexandrov et al. 1997). If 
 = T[1]X, for a
compact oriented two-dimensional smooth manifold
X and M = T�[1]N with canonical symplectic struc-
ture, then the QP structure on C1 (
, M) is related to
the Poisson sigma model (QP structures on T�[1]N
with canonical symplectic structure are in one-to-one
correspondence with Poisson structures on N). The
study of QP manifolds is sometimes referred to as
‘‘the AKSZ formalism’’. In Roytenberg (2002) QP
manifolds with symplectic structure of degree 2 are
studied and shown to be in one-to-one correspon-
dence with Courant algebroids.

Graded Poisson Algebras from Cohomology of P1

The Poisson bracket on a Poisson manifold can be
derived from the Poisson bivector field � using the
Schouten–Nienhuis bracket as follows:

ff ; gg ¼ ff�; fgSN; ggSN

This may be generalized to the case of a graded
manifold M endowed with a multivector field � of
total degree 2 (i.e., �=

P1
i = 0 �i, where �i is an

i-vector field of degree 2� i) satisfying the equation
{�,�}SN = 0. One then has the derived multibrackets


i : A� i!A


iða1; . . . ; aiÞ
:¼ ff. . . ff�i; a1gSN; a2gSN . . .gSN; aigSN

with A = C1 (M). Observe that 
i is a multiderivation
of degree 2� i. The operations 
i define the structure
of an L1 -algebra on A. Such a structure is called a
P1-algebra (P for Poisson) since the 
i’s are multi-
derivations. If 
0 =�0 vanishes, then 
1 is a differ-
ential, and the 
1-cohomology inherits a graded
Poisson algebra structure. This structure can be used
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to describe the deformation quantization of coisotropic
submanifolds and to describe their deformation theory.
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Introduction

Einstein’s theory of general relativity states that
gravity attracts light. The deflection angle of a light
ray by an object with mass m was predicted to be

~� ¼ 4Gm

c2r
½1	

where c and G are the velocity of light and the
gravitational constant, respectively, and r is the
impact parameter. The quantitative measurement of

this light deflection at the solar limb during the solar
eclipse in 1919 with

~� ¼ 4GM

c2R


� 1:74 arcsec ½2	

(here m is replaced by the solar mass M
 and the
impact parameter is the solar radius R
) confirmed
Einstein’s theory.

In the decades following this measurement,
various aspects of the gravitational lens effect were
explored theoretically, which include (1) the possi-
bility of multiple or ring-like images of background
sources, (2) the use of lensing as a gravitational
telescope on very faint and distant objects, and
(3) the possibility of determining Hubble’s constant
with lensing. Only relatively recently – after the
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discovery of the first doubly imaged quasar in 1979 –
gravitational lensing became an observational
science. Today gravitational lensing is a booming
part of astrophysics.

Lensing has established itself as a very useful
astrophysical tool with some remarkable successes:
with the discovery of multiply-imaged quasars, giant
luminou s arcs, Einstein rings , quasar an d galac tic
microl ensing significant new resul ts in areas as
different as cosmology, physics of quasars, and
galaxy structure could be reached. In this article,
only the aspects of ‘‘strong lensing’’ can be treated.
More detailed studies on strong and weak lensing
can be found in the ‘‘Furth er reading ’’ section.

Basics of Gravitational Lensing

The path, the size, and the cross section of a light
bundle propagating through spacetime in principle
are affected by all the matter between the light
source and the observer. For most practical pur-
poses, we can assume that the lensing action is
dominated by a single matter inhomogeneity at
some location between source and observer. This is
usually called the ‘‘thin-lens approximation’’: all the
action of deflection is thought to take place at a
single distance. This approach is valid only if the
relative velocities of lens, source, and observer are
small compared to the velocity of light (v� c) and
if the Newtonian potential is small (j�j � c2). These
two assumptions are justified in all astronomical
cases of interest. The size of a galaxy, for example,
is of order 50 kpc, even a cluster of galaxies is not
much larger than 1 Mpc. This ‘‘lens thickness’’ is
small compared to the typical distances of the order
of few Gpc between observer and lens or lens and
background quasar/galaxy, respectively. We assume
that the underlying spacetime is well described by a
perturbed Friedmann–Robertson–Walker metric:

ds2 ¼ 1þ 2�

c2

� �
c2dt2 � a2ðtÞ 1� 2�

c2

� �
d�2 ½3�

A detailed description of optics in curved spacetimes
and a derivation of the lens equation from Einstein’s
field equations can be found in Schneider et al.
(1992, chapters 3 and 4).

Lens Equation

The basic setup for such a simplified gravitational
lens scenario involving a point source and a point
lens is displayed in Figure 1. The three ingredients in
such a lensing situation are the source S, the lens L,
and the observer O. Light rays emitted from the
source are deflected by the lens. For a point-like

lens, there will always be (at least) two images S1

and S2 of the source. With external shear – due to
the tidal field of objects outside but near the light
bundles – there can be more images. The observer
sees the images in directions corresponding to the
tangents to the real incoming light paths.

In Figure 1, the corresponding angles and angular
diameter distances DL, DS, DLS are indicated. (In
cosmology, the various methods to define distance
diverge. The relevant distances for gravitational
lensing are the angular diameter distances.) In the
thin-lens approximation, the hyperbolic paths are
approximated by their asymptotes. In the circular-
symmetric case, the deflection angle is given as

~�ð�Þ ¼ 4GMð�Þ
c2

1

�
½4�

where M(�) is the mass inside a radius �. In this
depiction, the origin is chosen at the observer. From
the diagram, it can be seen that the following
relation holds:

�DS ¼ �DS þ ~�DLS ½5�

(for �, �, �̃� 1; this condition is fulfilled in practi-
cally all astrophysically relevant situations). With
the definition of the reduced deflection angle as
�(�) = (DLS=DS)�̃(�), this can be expressed as

� ¼ �� �ð�Þ ½6�

This relation between the positions of images and
source can easily be derived for a nonsymmetric
mass distribution as well. In that case, all angles are

S2 S1S

DLS

DS

DL

L

η

α

β

ξ

α~

θ

0

Figure 1 The relation between the various angles and

distances involved in the lensing setup can be derived for the

case �̃� 1 and formulated in the lens equation [6].
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vector valued. The two-dimensional lens equation
then reads

b ¼ q� aðqÞ ½7�

Einstein Radius

For a point lens of mass M, the deflection angle is
given by eqn [4]. Plugging this deflection angle into
eqn [6] and using the relation �= DL� (cf. Figure 1),
one obtains

�ð�Þ ¼ �� DLS

DLDS

4GM

c2�
½8�

For the special case in which the source lies exactly
behind the lens (�= 0), due to the symmetry, a ring-
like image occurs whose angular radius is called
Einstein radius �E:

�E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4GM

c2

DLS

DLDS

s
½9�

The Einstein radius defines the angular scale for a
lens situation. For a massive galaxy with a mass of
M = 1012M� at a redshift of zL = 0.5 and a source at
redshift zS = 2.0 (we used here H = 50 km s�1 Mpc�1

as the value of the Hubble constant and an Einstein–
de Sitter universe), the Einstein radius is

�E � 1:8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M

1012M�

s
arcsec ½10�

(note that for cosmological distances, in general,
DLS 6¼ DS �DL!). For a galactic microlensing sce-
nario in which stars in the disk of the Milky Way act
as lenses for stars close to its center, the scale
defined by the Einstein radius is

�E � 0:5

ffiffiffiffiffiffiffiffi
M

M�

s
marcsec ½11�

An application and some illustrations of the point
lens case can be found in the section on galac tic
microl ensing.

Critical Surface Mass Density

In the more general case of a three-dimensional mass
distribution of an extended lens, the density �(r) can
be projected along the line of sight onto the lens
plane to obtain the two-dimensional surface mass
density distribution �(x) as

�ðxÞ ¼
Z DS

0

�ðrÞ dz ½12�

Here r is a three-dimensional vector in space, and x
is a two-dimensional vector in the lens plane. The

two-dimensional deflection angle ã is then given as
the sum over all mass elements in the lens plane:

ãðxÞ ¼ 4G

c2

Z ðx � x0Þ�ðx0Þ
jx � x0j2

d2�0 ½13�

For a finite circle with constant surface mass density
�, the deflection angle can be written as

�ð�Þ ¼ DLS

DS

4G

c2

���2

�
½14�

With �= DL� this simplifies to

�ð�Þ ¼ 4�G�

c2

DLDLS

DS
� ½15�

With the definition of the critical surface mass
density �crit as

�crit ¼
c2

4�G

DS

DLDLS
½16�

the deflection angle for a such a mass distribution
can be expressed as

~�ð�Þ ¼ �

�crit
� ½17�

The critical surface mass density can be visualized as
the lens mass M ‘‘smeared out’’ over the area of the
Einstein ring: �crit = M=(R2

E�), where RE = �EDL.
The value of the critical surface mass density is
roughly �crit � 0.8 g cm�2 for lens and source red-
shifts of zL = 0.5 and zS = 2.0, respectively. For an
arbitrary mass distribution, the condition � > �crit

at any point is sufficient to produce multiple images.

Image Positions and Magnifications

The lens equation [6] can be re-formulated in the
case of a single-point lens:

� ¼ �� �
2
E

�
½18�

Solving this for the image positions �, one finds that
an isolated point source always produces two
images of a background source. The positions of
the images are given by the two solutions:

�1; 2 ¼
1

2
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 4�2

E

q� �
½19�

The magnification of an image is defined by the
ratio between the solid angles of the image and the
source, since the surface brightness is conserved.
Hence, the magnification 	 is given as

	 ¼ �

�

d�

d�
½20�
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In the symmetric case above, the image magnifica-
tion can be written as (by using the lens equation)

	1; 2 ¼ 1� �E

�1;2

� �4
 !�1

¼ u2 þ 2

2u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ 4
p � 1

2
½21�

Here we defined u as the ‘‘impact parameter,’’ the
angular separation between lens and source in units
of the Einstein radius: u = �=�E. The magnification
of one image (the one inside the Einstein radius) is
negative. This means it has negative parity: it is
mirror-inverted. For � ! 0 the magnification
diverges. In the limit of geometrical optics, the
Einstein ring of a point source has infinite magnifi-
cation! (Due to the fact that physical objects have a
finite size, and also because at some limit wave
optics has to be applied, in reality the magnification
stays finite.) The sum of the absolute values of the
two image magnifications is the measurable total
magnification 	:

	 ¼ j	1j þ j	2j ¼
u2 þ 2

u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ 4
p ½22�

Note that this value is (always) larger than 1! (This
does not violate energy conservation, since this is the
magnification relative to an ‘‘empty’’ universe and
not relative to a ‘‘smoothed out’’ universe. This issue
is treated in detail in Schneider et al. (1992, chapter
4.5).) The ‘‘sum’’ of the two image magnifications is
unity:

	1 þ 	2 ¼ 1 ½23�

(Non)Singular Isothermal Sphere

A popular model for galaxy lenses is the singular
isothermal sphere with a three-dimensional density
distribution of

�ðrÞ ¼ �2
v

2�G

1

r2
½24�

where �v is the one-dimensional velocity dispersion.
Projecting the matter on a plane, one obtains the
circularly symmetric surface mass distribution

�ð�Þ ¼ �2
v

2G

1

�
½25�

With M(�) =
R �

0 �(�0)2��0d�0 plugged into eqn [4],
one obtains the deflection angle for an isothermal
sphere, which is a constant (i.e., independent of the
impact parameter �):

~�ð�Þ ¼ 4�
�2

v

c2
½26�

In practical units for the velocity dispersion of a
galaxy, this can be expressed as

~�ð�Þ ¼ 1:15
�v

200 km s�1

� �2

arcsec ½27�

Two generalizations of this isothermal model are
commonly used: models with finite cores are more
realistic for (spiral) galaxies. In this case, the
deflection angle is modified to (core radius �c):

~�ð�Þ ¼ 4�
�2

v

c2

�

ð�2
c þ �2Þ1=2

½28�

Furthermore, a realistic galaxy lens usually is not
perfectly symmetric but is slightly elliptical. Depend-
ing on whether one wants an elliptical mass
distribution or an elliptical potential, various form-
alisms are in use.

Lens Mapping

In the vicinity of an arbitrary point, the lens
mapping as shown in eqn [7] can be described by
its Jacobian matrix A:

A ¼ @b
@q
¼ 
ij �

@�iðqÞ
@�j

� �
¼ 
ij �

@2 ðqÞ
@�i@�j

� �
½29�

Here we made use of the fact that the deflection
angle can be expressed as the gradient of an effective
two-dimensional scalar potential  : � � = a, where

 ðqÞ ¼ DLS

DLDS

2

c2

Z
�ðrÞ dz ½30�

and �(r) is the Newtonian potential of the lens. The
determinant of the Jacobian A is the inverse of the
magnification:

	 ¼ 1

det A ½31�

Defining

 ij ¼
@2 

@�i@�j
½32�

the Laplacian of the effective potential  is twice the
convergence:

 11 þ  22 ¼ 2� ¼ tr ij ½33�

With the definitions of the components of the
external shear �,

�1ðqÞ ¼ 1
2 ð 11 �  22Þ ¼ �ðqÞ cos½2’ðqÞ� ½34�

and

�2ðqÞ ¼  12 ¼  21 ¼ �ðqÞ sin½2’ðqÞ� ½35�
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(where the angle ’ reflects the direction of the shear-
inducing tidal force relative to the coordinate
system), the Jacobian matrix can be written as

A¼
1� �� �1 ��2

��2 1� �þ �1

� �

¼ ð1� �Þ
1 0

0 1

� �
� �

cos2’ sin2’

sin2’ � cos2’

� �
½36�

The magnification can now be expressed as a
function of the local convergence � and the local
shear �:

	 ¼ ðdet AÞ�1 ¼ 1

ð1� �Þ2 � �2
½37�

Locations at which det A = 0 have formally infinite
magnification. They are called ‘‘critical curves’’ in
the lens plane. The corresponding locations in the
source plane are the ‘‘caustics.’’ For spherically
symmetric mass distributions, the critical curves are
circles. For a point lens, the caustic degenerates into
a point. For elliptical lenses or spherically symmetric
lenses plus external shear, the caustics consist of
cusps and folds.

Time Delay and Fermat’s Theorem

The deflection angle is the gradient of an effective
lensing potential  . Hence, the lens equation can be
rewritten as

ðq� bÞ � � � ¼ 0 ½38�

or

� �
1

2
ðq� bÞ2 �  

� �
¼ 0 ½39�

The term in brackets appears as well in the physical
time delay function for gravitationally lensed
images:


ðq; bÞ ¼ 
geom þ 
grav

¼ 1þ zL

c

DLDS

DLS

1

2
ðq� bÞ2 �  ð�Þ

� �
½40�

This time delay surface is a function of the image
geometry (q, b), the gravitational potential  , and
the distances DL, DS, and DLS. The first part – the
geometrical time delay 
geom – reflects the extra path
length compared to the direct line between observer
and source. The second part – the gravitational time
delay 
grav – is the retardation due to gravitational
potential of the lensing mass (known and confirmed
as Shapiro delay in the solar system). From eqns [39]
and [40], it follows that the gravitationally lensed
images appear at locations that correspond to

extrema in the light travel time, which reflects
Fermat’s principle in gravitational-lensing optics.

The (angular-diameter) distances that appear in
eqn [40] depend on the value of the Hubble
constant. Therefore, it is possible to determine the
latter by measuring the time delay between different
images and using a good model for the effective
gravitational potential  of the lens.

Lensing Phenomena

Strong lensing phenomena involve multiple images,
caustics, critical lines, usually a significant magnifi-
cation, and large distortions if extended sources are
involved. Below we discuss the most frequent strong
lensing phenomena.

Galactic Microlensing

The conceptually simplest strong lensing scenario is
a foreground star acting as a lens on a background
star. Since stars in the Milky Way move relative to
each other, this can be observed as a time-variable
situation: due to the relative motion between
observer, lensing star, and source star, the projected
impact parameter between lens and source changes
with time and produces a time-dependent magnifi-
cation. If the impact parameter is smaller than an
Einstein radius (u < 1), then the magnification is
	min > 1.34 (cf. eqn [22]).

For an extended source, a sequence image
configurations with decreasing impact parameter
is illustrated in Figure 2 for five instants of time.
The separation of the two images is of order-2
Einstein radii when they are of comparable
magnification, which corresponds to only about
1 marcsec in a realistic situation in the Milky
Way. Hence, the two images cannot be resolved
individually; we can only observe the combined
brightness of the image pair. This is illustrated in
Figures 3 and 4, which show the relative tracks
and the respective light curves for five values of
the minimum impact parameter umin.

Figure 2 Five snapshots of a gravitational lens situation with a

point lens and an extended source: from left to right the

alignment between lens and source gets better and better, until

it is perfect in the rightmost panel. This results in the image of an

‘‘Einstein ring.’’
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Quantitatively, the total magnification 	= j	1j þ
j	2j of the two images (cf. eqn [22]) entirely depends
on the impact parameter u(t) = r(t)=RE between the
lensed star and the lensing object, measured in the
lens plane (here RE is the Einstein radius of the lens,
i.e., the radius at which a circular image appears for
perfect alignment between source, lens, and obser-
ver, cf. Figure 2, rightmost panel):

	ðuðtÞÞ ¼ uðtÞ2 þ 2

uðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðuðtÞ2 þ 4Þ

q ½41�

The timescale of such a ‘‘microlensing event’’ is
defined as the time it takes for the source to cross

the Einstein radius. With realistic values for dis-
tances and relative velocity, this can be expressed as

t0 ¼
RE

v?
� 0:214 yrð Þ

ffiffiffiffiffiffiffiffi
M

M�

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DL

10 kpc

s

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�DL

DS

s
v?

200 km s�1

� ��1

½42�

(here v? is the (relative) transverse velocity of the
lens; we applied the simple relation DLS = DS �DL,
which is valid here).

Note that from eqn [42] it is obvious that it is not
possible to determine the mass of the lens from one
individual microlensing event. The duration of an
event is determined by three unknown parameters:
the mass of the lens m, the transverse velocity v?,
and the distance of the lens DL (assuming we know
the distance to the source). It is impossible to
disentangle these for individual events. Only with a
model for the spatial and velocity distribution of the
lensing stars in the Milky Way, one can obtain
approximate information about the masses of the
lensing objects.

In 1986, Bohdan Paczyński suggested to use this
microlensing method as an observational test for
potential dark matter candidates in the halo of the
Milky Way. If the dark matter is in the form of
astrophysical objects (such as brown dwarfs, neu-
tron stars, black holes, sometimes called ‘‘MACHO’’
for MAssive Compact Halo Object), then they
should occasionally act as lenses on stars in the
neighboring galaxy Large Magellanic Cloud. It
turned out that too few of such microlensing events
were observed, in order to explain the dark matter
this way.

However, this method produced more than 2000
microlensing events by ordinary stars in the direc-
tion to the center of the Milky Way. Two of these
events provide convincing evidence for a planet
accompanying the lensing star. It is likely that
gravitational microlensing will provide a statistically
very valuable sample of extrasolar planets, because
in contrast to most other methods these planets are
pre-selected by their host stars. Furthermore, micro-
lensing is sensitive to masses as low as a few Earth
masses.

Multiply-Imaged Quasars

The first gravitationally lensed double quasar was
discovered in 1979: two images of the same quasar,
separated by about 6 arcsec. This led to the field of
gravitational lensing as an observational science. By
now, more than 120 multiply imaged quasars are
known, mostly double and quadruple images. They
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Figure 3 Five relative tracks between background star and

foreground lens (indicated as the central star) parametrized by

the impact parameter umin. The dashed line indicates the

Einstein ring for the lens.
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Figure 4 Five microlensing light curves for the tracks indicated

in Figure 3, parametrized by the impact parameter umin. The

vertical axis is the magnification in astronomical magnitudes

relative to the unlensed case, the horizontal axis displays the

time in ‘‘normalized’’ units.
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span image separations from 0.3 arcsec to almost 30
arcsec.

Gravitationally lensed quasar systems are studied
individually in great detail to get a better under-
standing of both lens and source. The lens systems
are analyzed statistically as well, in order to get
information about the population of lenses (and
quasars) in the universe, their distribution in
distance (i.e., cosmic time) and mass, and hence
about the cosmological model.

Time delay and Hubble constant As stated above,
the signals from a gravitational lens system reach us
with a certain ‘‘time delay’’ �t, so that the measured
fluxes as functions of time, IA(t) and IB(t), can be
described as: IB(t) = const.� IA(t þ�t). Any intrin-
sic fluctuation of the quasar shows up in both
images, in general with an overall offset in apparent
magnitude and an offset in time.

Q0957 þ 561 is the first lens system in which the
time delay was firmly established:

�tQ0957þ561 ¼ ð417� 3Þ days ½43�

With a model of the lens system, the time delay
can be used to determine the Hubble constant. (This
can be seen very simply: imagine a certain lens
situation like the one displayed in Figure 1. If now
all length scales are reduced by a factor of 2 and at
the same time all masses are reduced by a factor of
2, then for an observer, the angular configuration in
the sky would appear exactly identical. But the total
length of the light path is reduced by a factor of 2.
Now, since the time delay between the two paths is
the same fraction of the total lengths in either
scenario, a measurement of this fractional length
allows us to determine the total length, and hence
the Hubble constant, the constant of proportionality
between distance and redshift.) The resulting value
of H0 is

H0 ¼ ð67� 13Þ km s�1 Mpc�1 ½44�

where the uncertainty comprises the 95% confi-
dence level. To date, about a dozen quasar lens
systems have measured time delays. The derived
values of the Hubble constant are ‘‘lowish,’’ if we
assume the best astrophysical motivated lens
models.

Quasar Microlensing

Light bundles from ‘‘lensed’’ quasars are split by
intervening galaxies. Usually the quasar light bundle
passes through the galaxy and/or the galaxy halo.
Galaxies consist at least partly of stars, and galaxy
halos consist possibly of compact objects as well.

Each of these stars (or other compact objects like
black holes, brown dwarfs, or planets) acts as a
‘‘compact lens’’ or ‘‘microlens’’ and produces at least
one additional microimage of the source. This
means the ‘‘macroimage’’ consists of many ‘‘micro-
images’’ (Figure 5). But because the image splitting is
proportional to the square root of the lens mass,
these microimages are only of order a microarcse-
cond apart and cannot be resolved. Various aspects
of microlensing have been addressed after the first
double quasar had been discovered.

The microlenses produce a complicated two-
dimensional magnification distribution in the source
plane. It consists of many caustics, locations that
correspond to formally infinitely high magnification.
An example for such a magnification pattern is shown
in Figure 6. It is determined with the parameters of
image A of the quadruple quasar Q2237þ 0305

Figure 5 ‘‘Microimages’’: the top left panel shows an assumed

‘‘unlensed’’ source profile of a quasar. The other three panels

illustrate the microimage configuration as it would be produced

by stellar objects in the foreground. The surface mass density of

the lenses is 20% (top right), 50% (bottom left), and 80%

(bottom right) of the critical density (cf. eqn [16]).

Figure 6 Magnification pattern in the source plane, produced

by a dense field of stars in the lensing galaxy. The gray scale

reflects the magnification as a function of the quasar position.

Light curves taken along the straight tracks are shown in

Figure 7. The microlensing parameters were chosen according

to a model for image A of the quadruple quasar Q2237þ
0305: �= 0.36, �= 0.44.
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(surface mass density �= 0.36; external shear
�= 0.44). Gray scale indicates the magnification.

Due to the relative motion between observer, lens,
and source, the quasar changes its position relative
to this arrangement of caustics, that is, the apparent
brightness of the quasar changes with time. A one-
dimensional cut through such a magnification
pattern, convolved with a source profile of the
quasar, results in a microlensed light curve. Exam-
ples for microlensed light curves taken along the
straight lines in Figure 6 can be seen in Figure 7 for
two different quasar sizes.

In particular when the quasar track crosses a
caustic (the sharp lines in Figure 6 for which the
magnification formally is infinite, because the deter-
minant of the Jacobian disappears, cf. eqn [31]), a
pair of highly magnified microimages appears
newly or merges and disappears. Such a microlen-
sing event can easily be detected as a strong peak in
the light curve of the quasar image.

Microlens-induced fluctuations in the observed
brightness of quasars contain information both
about the light-emitting source (size of continuum
region or broad line region of the quasar, brightness
profile of quasar) and about the lensing objects
(masses, density, transverse velocity). Hence, from a
comparison between observed and simulated quasar
microlensing, one can draw conclusions about the
density and mass scale of the microlenses. So far the
‘‘best’’ example of a microlensed quasar is the
quadruple quasar Q2237þ 0305.

Einstein Rings

If a point source lies exactly behind a point lens, a ring-
like image occurs. Theorists had recognized early on
that such a symmetric lensing arrangement would result
in a ring image, the so-called ‘‘Einstein ring.’’ There are
two necessary requirements for the observability of
Einstein rings: the mass distribution of the lens needs to
be approximately axially symmetric, as seen from the
observer, and the source must lie exactly on top of the
resulting degenerate pointlike caustic. Such a geometric
arrangement is highly unlikely for pointlike sources. But
astrophysical sources in the real universe have a finite
extent, and it is enough if a part of the source covers the
point caustic (or the complete astroid caustic in the case
of a not quite axially symmetric mass distribution) in
order to produce such an annular image.

In 1988, the first example of an ‘‘Einstein ring’’
was discovered. With high-resolution radio observa-
tions, the extended radio source MG1131þ 0456
turned out to be a ring with a diameter of about
1.75 arcsec. The source was identified as a radio
lobe at a redshift of zS = 1.13, whereas the lens is a
galaxy at zL = 0.85. By now more than a dozen cases
have been found that qualify as Einstein rings. Their
diameters vary between 0.33 and about 2 arcsec.

Giant Luminous Arcs and Arclets

Fritz Zwicky had pointed out the potential use of
galaxies and galaxy clusters as gravitational lenses in
the 1930s. With background galaxies as sources, the
apparent lensing consequences for them would be
far more dramatic than for quasars: galaxies should
be heavily deformed once they are strongly lensed.
Rich clusters of galaxies at redshifts beyond z � 0.2
with masses of order 1014M� are very effective
lenses if they are centrally concentrated. Their
Einstein radii are of the order of 20 arcsec.

In 1986, the following gravitational lensing phe-
nomenon was discovered: magnified, distorted, and
strongly elongated images of background galaxies
which happen to lie behind foreground clusters of
galaxies, the so-called giant luminous arcs. The giant
arcs can be exploited in two ways, as is typical for
many lens phenomena. Firstly, they provide us with
strongly magnified galaxies at (very) high redshifts.
These galaxies would be too faint to be detected or
analyzed in their unlensed state. Hence, with the
lensing boost, we can study these galaxies in their early
evolutionary stages, possibly as infant or protoga-
laxies, relatively shortly after the big bang. The other
practical application of the arcs is to take them as tools
to study the potential and mass distribution of the
lensing galaxy cluster. In the simplest model of a
spherically symmetric mass distribution for the cluster,
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Figure 7 Microlensing light curve for the straight lines in

Figure 6. The solid and dashed lines indicate relatively small and

large quasar sizes. The time axis is in units of Einstein radii

divided by unit velocity.
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giant arcs form very close to the critical curve, which
marks the Einstein ring. So with the redshifts of the
cluster and the arc, it is easy to determine a rough
estimate of the lensing mass by just determining the
radius of curvature and interpreting it as the Einstein
radius of the lens system.

Weak Lensing/Statistical Lensing/Cosmic Shear

In contrast to the phenomena that were mentioned
here, ‘‘weak lensing’’ deals with effects of light
deflection that cannot be measured individually, but
rather in a statistical way only. No caustics, critical
lines, or multiple images are involved. As was
discussed above, ‘‘strong lensing’’ – usually defined as
the regime that involves multiple images, high magni-
fications, and caustics in the source plane – is a rare
phenomenon. Weak lensing on the other hand is much
more common. In principle, weak lensing acts along
each line of sight in the universe, since each light
bundle’s path is affected by matter inhomogeneities
along or near its path. It is just a matter of how
accurately we can measure. In recent years, many
teams started impressive and ambitious observational
programs to determine the slight distortion of tens of
thousands of background galaxies by foreground
galaxy clusters and/or by the large-scale structure in
the universe, the so-called cosmic shear. It is beyond
the scope of this article to discuss these applications of
weak gravitational lensing. The interested reader is
referred to the ‘‘Further reading’’ section, in particular
to Bartelmann and Schneider (2001).

See also: Cosmology: Mathematical Aspects; General
Relativity: Experimental Tests; General Relativity:
Overview; Newtonian Limit of General Relativity;
Singularity and Bifurcation Theory.
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Paczyński B (1996) Gravitational microlensing in the local group.
Annual Review of Astronomy and Astrophysics 34: 419.

Perlick V (2000) Ray Optics, Fermat’s Principle, and Applications to
General Relativity, Lecture Notes in Physics, vol. 61. Springer.

Perlick V (2004) Gravitational Lensing from a Spacetime
Perspective, Living Reviews in Relativity, 9/2004 http://

relativity.livingreviews.org

Petters AO, Levine H, and Wambsganss J (2001) Singularity
Theory and Gravitational Lensing (Birkhauser 2001), Progress

in Mathematical Physics, vol. 21.

Schneider P, Ehlers J, and Falco EE (1992) Gravitational Lenses.
Berlin: Springer.

Wambsganss J (1998) Gravitational Lensing in Astronomy, Living

Reviews in Relativity, 12/1998 http://relativity.livingreviews.org

Gravitational N-Body Problem (Classical)
D C Heggie, The University of Edinburgh,
Edinburgh, UK

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Let a number, N, of particles interact classically
through Newton’s laws of motion and Newton’s
inverse-square law of gravitation. Then the equa-
tions of motion are

€ri ¼ �G
Xj¼N

j¼1; j 6¼i

mj
r i � r j

jr i � r jj3
½1�

where r i is the position vector of the ith particle
relative to some inertial frame, G is the universal
constant of gravitation, and mi is the mass of the ith
particle. These equations provide an approximate

mathematical model with numerous applications in
astrophysics, including the motion of the Moon and
other bodies in the solar system (planets, asteroids,
comets, and meteor particles); stars in stellar systems
ranging from binary and other multiple stars to star
clusters and galaxies; and the motion of dark-matter
particles in cosmology. For N = 1 and N = 2, the
equations can be solved analytically. The case N = 3
provides one of the richest of all unsolved dynamical
problems – the general three-body problem. For
problems dominated by one massive body, as in
many planetary problems, approximate methods
based on perturbation expansions have been devel-
oped. In stellar dynamics, astrophysicists have
developed numerous numerical and theoretical
approaches to the problem for larger values of N,
including treatments based on the Boltzmann equa-
tion and the Fokker–Planck equation; such N-body
systems can also be modeled as self-gravitating
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gases, and thermodynamic insights underpin much
of our qualitative understanding.

Few-Body Problems

The Two-Body Problem

For N = 2, the relative motion of the two bodies can
be reduced to the force-free motion of the center of
mass and the problem of the relative motion. If
r = r1 � r2, then

€r ¼ �Gðm1 þm2Þ
r

jrj3
½2�

often called the Kepler problem. It represents motion
of a particle of unit mass under a central inverse-square
force of attraction. Energy and angular momentum are
constant, and the motion takes place in a plane passing
through the origin. Using plane polar coordinates (r, �)
in this plane, the equations for the energy and angular
momentum reduce to

E ¼ 1

2
_r2 þ L2

r2

� �
�Gðm1 þm2Þ

r
½3�

L ¼ r2 _� ½4�

(Note that these are not the energy and angular
momentum of the two-body problem, even in the
barycentric frame of the center of mass; E and L must
be multiplied by the reduced mass m1m2=(m1 þm2).)
Using eqns [3] and [4], the problem is reduced to
quadratures. The solution shows that the motion is on
a conic section (ellipse, circle, straight line, parabola,
or hyperbola), with the origin at one focus.

This reduction depends on the existence of integrals
of the equations of motion, and these in turn depend
on symmetries of the underlying Lagrangian or
Hamiltonian. Indeed, eqns [1] yield ten first integrals:
six yield the rectilinear motion of the center of mass,
three the total angular momentum, and one the energy.
Furthermore, eqn [2] may be transformed, via the
Kustaanheimo–Stiefel (KS) transformation, to a four-
dimensional simple harmonic oscillator. This reveals
further symmetries, corresponding to further invar-
iants: the three components of the Lenz vector.
Another manifestation of the abundance of symme-
tries of the Kepler problem is the fact that there exist
action-angle variables in which the Hamiltonian
depends only on one action, that is, H = H(L).
Another application of the KS transformation is one
that has practical importance: it removes the singular-
ity of (i.e., regularizes) the Kepler problem at r = 0,
which is troublesome numerically.

To illustrate the character of the KS transforma-
tion, we consider briefly the planar case, which can

be handled with a complex variable obeying the
equation of motion €z = �z=jzj3 (after scaling
eqn (2)). By introducing the Levi-Civita transforma-
tion z = Z2 and Sundman’s transformation of the
time, that is, dt=d� = jzj, the equation of motion
transforms to Z00= hZ=2, where h = jżj2=2� 1=jzj is
the constant of energy. The KS transformation is a
very similar exercise using quaternions.

The Restricted Three-Body Problem

The simplest three-body problem is given by the
motion of a test particle in the gravitational field of
two particles, of positive mass m1, m2, in circular
Keplerian motion. This is called the circular
restricted three-body problem, and the two massive
particles are referred to as primaries. In a rotating
frame of reference, with origin at the center of mass
of these two particles, which are at rest at positions
r1, r2, the equation of motion is

€r þ 2�� _r þ �� ð�� rÞ

¼ Gr m1

jr � r1j
þ m2

jr � r2j

� �
½5�

where r is the position of the massless particle and �
is the angular velocity of the frame.

This problem has three degrees of freedom but only
one known integral: it is the Hamiltonian in the
rotating frame, and equivalent to the Jacobi integral, J.
One consequence is that Liouville’s theorem is not
applicable, and more elaborate arguments are required
to decide its integrability. Certainly, no general
analytical solution is known.

There are five equilibrium solutions, discovered
by Euler and Lagrange (see Figure 1). They lie at
critical points of the effective potential in the

L1

L3

L3

L4

L2

Figure 1 The equilibrium solutions of the circular restricted

three-body problem. A rotating frame of reference is chosen in

which two particles are at rest on the x-axis. The massless

particle is at equilibrium at each of the five points shown. Five

similar configurations exist for the general three-body problem;

these are the ‘‘central’’ configurations.
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rotating frame, and demarcate possible regions of
motion.

Throughout the twentieth century, much numerical
effort was used in finding and classifying periodic
orbits, and in determining their stability and bifurca-
tions. For example, there are families of periodic orbits
close to each primary; these are perturbed Kepler
orbits, and are referred to as satellite motions. Other
important families are the series of Liapounov orbits
starting at the equilibrium points.

Some variants of the restricted three-body pro-
blem include the following:

1. The elliptic restricted three-body problem, in
which the primaries move on an elliptic Kepler-
ian orbit; in suitable coordinates the equation of
motion closely resembles eqn [5], except for a
factor on the right side which depends explicitly
on the independent variable (transformed time);
this system has no first integral.

2. Sitnikov’s problem, which is a special case of the
elliptic problem, in which m1 = m2, and the
motion of the massless particle is confined to
the axis of symmetry of the Keplerian motion;
this is still nonintegrable, but simple enough to
allow extensive analysis of such fundamental
issues as integrability and stochasticity.

3. Hill’s problem, which is a scaled version suitable
for examining motions close to one primary; its
importance in applications began with studies of
the motion of the moon, and it remains vital for
understanding the motion of asteroids.

The General Three-Body Problem

Exact solutions When all three particles have
nonzero masses, the equations of motion become

mi€ri ¼ �riW

where the potential energy is

W ¼ �G
X

1� i< j� 3

mimj

jr i � r jj

Then the exact solutions of Euler and Lagrange
survive in the form of homographic solutions. In
these solutions, the configuration remains geometri-
cally similar, but may rotate and/or pulsate in the
same way as in the two-body problem.

Let us represent the position vector r i in the
planar three-body problem by the complex number
zi. Then, it is easy to see that we have a solution of
the form zi(t) = z(t)z0i, provided that

€z ¼ �C
z

jzj3

and

miCz0i ¼ riWðz01; z02; z03Þ

for some constant C. Thus, z(t) may take the form of
any solution of the Kepler problem, while the
complex numbers z0i must correspond to what is
called a central configuration. These are in fact
critical points of the scale-free function W

ffiffi
I
p

, where
I (the ‘‘moment of inertia of the system’’) is given by
I =

P3
1 mir

2
i ; and C = �W=I.

The existence of other important classes of
periodic solutions can be proved analytically, even
though it is not possible to express the solution in
closed form. Examples include hierarchical three-
body systems, in which two masses m1, m2 exhibit
nearly elliptic relative motion, while a third mass
orbits the barycenter of m1 and m2 in another nearly
elliptic orbit. In the mathematical literature, this is
referred to as motion of elliptic–elliptic type. More
surprisingly, the existence of a periodic solution in
which the three bodies travel in succession along the
same path, shaped like a figure 8 (cf. Figure 2), was
established by Chenciner and Montgomery (2000),
following its independent discovery by Moore using
numerical methods. Another interesting periodic
motion that was discovered numerically, by
Schubart, is a solution of the collinear three-body
problem, and so collisions are inevitable. In this
motion, the body in the middle alternately encoun-
ters the other two bodies.
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Figure 2 A rare example of a scattering encounter between

two binaries (which approach from upper right and lower left)

which leads to a permanently bound triple system describing the

‘‘figure-8’’ periodic orbit. A fourth body escapes at the bottom.

Note the differing scales on the two axes. (Reproduced with

permission from Heggie DC (2000) A new outcome of binary-

binary scattering. Monthly Notices of the Royal Astronomical

Society 318(4): L61–L63; ª Blackwell Publishing Ltd.)
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Singularities As Schubart’s solution illustrates,
two-body encounters can occur in the three-body
problem. Such singularities can be regularized just as
in the pure two-body problem. Triple collisions
cannot be regularized in general, and this singularity
has been studied by the technique of ‘‘blowup.’’ This
has been worked out most thoroughly in the collinear
three-body problem, which has only two degrees of
freedom. The general idea is to transform to two
variables, of which one (denoted by r, say) deter-
mines the scale of the system, while the other (s)
determines the configuration (e.g., the ratio of
separations of the three masses). By scaling the
corresponding velocities and the time, one obtains a
system of three equations of motion for s and the
two velocities which are perfectly regular in the limit
r! 0. In this limit, the energy integral restricts the
solutions of the system to a manifold (called the
collision manifold). Exactly the same manifold
results for zero-energy solutions, which permits a
simple visualization. Equilibria on the collision
manifold correspond to the Lagrangian collinear
solutions in which the system either expands to
infinity or contracts to a three-body collision.

Qualitative ideas Reference has already been made
to motion of elliptic–elliptic type. In a motion of
elliptic–hyperbolic type, there is again an ‘‘inner’’
pair of bodies describing nearly Keplerian motion,
while the relative motion of the third body is nearly
hyperbolic. In applications, this is referred to as a
kind of scattering encounter between a binary and a
third body. When the encounter is sufficiently close,
it is possible for one member of the binary to be
exchanged with the third body. One of the major
historical themes of the general three-body problem
is the classification of connections between these
different types of asymptotic motion. It is possible to
show, for instance, that the measure of initial
conditions of hyperbolic–elliptic type leading asymp-
totically to elliptic–elliptic motion (or any other type
of permanently bound motion) is zero. Much of the
study of such problems has been carried out
numerically.

There are many ways in which the stability of
three-body motions may be approached. One exam-
ple is furnished by the central configurations already
referred to. They can be used to establish sufficient
conditions for ensuring that exchange is impossible,
and similar conclusions.

A powerful tool for qualitative study of three-
body motions is Lagrange’s identity, which is now
thought of as the reduction to three bodies of the
virial theorem. Let the size of the system be

characterized by the ‘‘moment of inertia’’ I. Then it
is easy to show that

d2I

dt2
¼ 4T þ 2W

where T, W are, respectively, the kinetic and
potential energies of the system. Usually, the bary-
centric frame is adopted. Since E = T þ V is con-
stant and T � 0, it follows that the system is not
bounded for all t > 0 unless E < 0.

Perturbation theory The question of the integr-
ability of the general three-body problem has
stimulated much research, including the famous
study by Poincaré which established the nonexis-
tence of integrals beyond the ten classical ones.
Poincaré’s work was an important landmark in the
application to the three-body problem of perturba-
tion methods. If one mass dominates, that is, m1 �
m2 and m1 � m3, then the motion of m2 and m3

relative to m1 is a mildly perturbed two-body
motion, unless m2 and m3 are close together. Then
it is beneficial to describe the motion of m2 relative
to m1 by the parameters of Keplerian motion. These
would be constant in the absence of m3, and vary
slowly because of the perturbation by m3. This was
the idea behind Lagrange’s very general method of
variation of parameters for solving systems of
differential equations. Numerous methods were
developed for the iterative solution of the resulting
equations. In this way, the solution of such a three-
body problem could be represented as a type of
trigonometric series in which the arguments are the
angle variables describing the two approximate
Keplerian motions. These were of immense value in
solving problems of celestial mechanics, that is, the
study of the motions of planets, their satellites,
comets, and asteroids.

A major step forward was the introduction of
Hamiltonian methods. A three-body problem of the
type considered here has a Hamiltonian of the form

H ¼ H1ðL1Þ þH2ðL2Þ þ R

where Hi, i = 1, 2, are the Hamiltonians describing
the interaction between mi and m1, and R is the
‘‘disturbing function.’’ It depends on all the vari-
ables, but is small compared with the Hi. Now
perturbation theory reduces to the task of perform-
ing canonical transformations which simplify R as
much as possible.

Poincaré’s major contribution in this area was to
show that the series solutions produced by perturba-
tion methods are not, in general, convergent, but
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asymptotic. Thus, they were of practical rather than
theoretical value. For example, nothing could be
proved about the stability of the solar system using
perturbation methods. It took the further analytic
development of KAM theory to rescue this aspect of
perturbation theory. This theory can be used to
show that, provided that two of the three masses are
sufficiently small, then for almost all initial condi-
tions the motions remain close to Keplerian for all
time. Unfortunately, now it is the practical aspect of
the theory which is missing; though we have
introduced this topic in the context of the three-
body problem, it is extensible to any N-body system
with N � 1 small masses in nearly Keplerian motion
about m1, but to be applicable to the solar system
the masses of the planets would have to be
ridiculously small.

Numerical methods Numerical integrations of the
three-body problem were first carried out near the
beginning of the twentieth century, and are now
commonplace. For typical scattering events, or other
short-lived solutions, there is usually little need to go
beyond common Runge–Kutta methods, provided
that automatic step-size control is adopted. When
close two-body approaches occur, some regulariza-
tion based on the KS transformation is often
exploited. In cases of prolonged elliptic–elliptic
motion, an analytic approximation based on Kepler-
ian motion may be adequate. Otherwise (as in
problems of planetary motion, where the evolution
takes place on an extremely long timescale), meth-
ods of very high order are often used. Symplectic
methods, which have been developed in the context
of Hamiltonian problems, are increasingly adopted
for problems of this kind, as their long-term error
behavior is generally much superior to that of
methods which ignore the geometrical properties of
the equations of motion.

Four- and Five-Body Problems

Many of the foregoing remarks, on central config-
urations, numerical methods, KAM theory, etc.,
apply equally to few-body problems with N > 3.
Of special interest from a theoretical point of view is
the occurrence of a new kind of singularity, in which
motions become unbounded in finite time. For
N = 4, the known examples also require two-body
collisions, but noncollision orbits exhibiting finite-
time blowup are known for N = 5.

One of the practical (or, at least, astronomical)
applications is again to scattering encounters, this
time involving the approach of two binaries on a
hyperbolic relative orbit. Numerical results show

that a wide variety of outcomes is possible, includ-
ing even the creation of the figure-8 periodic orbit of
the three-body problem, while a fourth body escapes
(Figure 2).

Many-Body Problems

Many of the concepts already introduced, such as
the virial theorem, apply equally well to the many-
body classical gravitational problem. This section
refers mainly to the new features which arise when
N is not small. In particular, statistical descriptions
become central. The applications also have a
different emphasis, moving from problems of plane-
tary dynamics (celestial mechanics) to those of
stellar dynamics. Typically, N lies in the range
102–1012.

Evolution of the Distribution Function

The most useful statistical description is obtained if
the correlations we neglect and focus on the one-
particle distribution function f (r, v, t), which can be
interpreted as the number density at time t at the
point in phase space corresponding to position r and
velocity v. Several processes contribute to the
evolution of f.

Collective effects When the effects of near neigh-
bors are neglected, the dynamics is described by the
Vlasov–Poisson system

@f

@t
þ v � @f

@r
� @�ðr; tÞ

@r
� @f

@v
¼ 0 ½6�

r2� ¼ 4�Gm

Z
f ðr; v; tÞd3v ½7�

where � is the gravitational potential and m is the
mass of each body. Obvious extensions are neces-
sary if not all bodies have the same mass.

Solutions of eqn [6] may be found by the method
of characteristics, which is most useful in cases
where the equation of motion €r = �r� is integr-
able, for example, in stationary, spherical potentials.
An example is the solution

f ¼ jEj7=2 ½8�

where E is the specific energy of a body, that is,
E = v2=2þ �. This satisfies eqn [6] provided that �
is static. Equation [7] is satisfied provided that �
satisfies a case of the Lane–Emden equation, which
is easy to solve in this case.

The solution just referred to is an example of an
equilibrium solution. In an equilibrium solution, the
virial theorem takes the form 4T þ 2W = 0, where
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T, W are appropriate mean-field approximations for
the kinetic and potential energy, respectively. It
follows that E = �T, where E = T þ V is the total
energy. An increase in E causes a decrease in T,
which implies that a self-gravitating N-body system
exhibits a negative specific heat.

There is little to choose between one equilibrium
solution and another, except for their stability. In
such an equilibrium, the bodies orbit within the
potential on a timescale of the crossing time, which
is conventionally defined to be

tcr ¼
GM5=2

ð2jEjÞ3=2

The most important evolutionary phenomenon of
collisionless dynamics is violent relaxation. If f is not
time independent then � is time dependent in
general. Also, from the equation of motion of one
body, E varies according to dE=dt = @�=@t, and so
energy is exchanged between bodies, which leads to
an evolution of the distribution of energies. This
process is known as violent relaxation.

Two other relaxation processes are of importance:

1. Relaxation is possible on each energy hypersur-
face, even in a static potential, if the potential is
nonintegrable.

2. The range of collective phenomena becomes
remarkably rich if the system exhibits ordered
motions, as in rotating systems. Then an impor-
tant role is played by resonant motions, espe-
cially resonances of low order. The
corresponding theory lies at the basis of the
theory of spiral structure in galaxies, for instance.

Collisional effects The approximations of colli-
sionless stellar dynamics suppress two important
processes:

1. The exponential divergence of stellar orbits,
which takes place on a timescale of order tcr.
Even in an integrable potential, therefore, f
evolves on each energy hypersurface.

2. Two-body relaxation. It operates on a timescale of
order (N= ln N)tcr, where N is the number of
particles. Although this two-body relaxation time-
scale, tr, is much longer than any other timescale
we have considered, this process leads to evolution
of f (E), and it dominates the long-term evolution
of large N-body systems. It is usually modeled by
adding a collision term of Fokker–Planck type on
the right-hand side of eqn [6].

In this case, the only equilibrium solutions
in a steady potential are those in which f (E) /
exp (��E), where � is a constant. Then eqn [7]

becomes Liouville’s equation, and for the case of
spherical symmetry the relevant solutions are those
corresponding to the isothermal sphere.

Collisional Equilibrium

We consider the collisional evolution of an N-body
system further in a later subsection and here develop
fundamental ideas about the isothermal model. The
isothermal model has infinite mass, and much has
been learned by considering a model confined within
an adiabatic boundary or enclosure. There is a series
of such models, characterized by a single dimension-
less parameter, which can be taken to be the ratio
between the central density and the density at the
boundary, �0=�e (Figure 3).

These models are extrema of the Boltzmann
entropy S = �k

R
f ln fd6� , where k is the Boltzmann

constant, and the integration is taken over all
available phase space. Their stability may be
determined by evaluating the second variation of S.
It is found that it is negative definite, so that S is a
local maximum and the configuration is stable, only
if �0=�e < 709 approximately. A physical explana-
tion for this is the following. In the limit when
�0=�e ’ 1, the self-gravity (which causes the spatial
inhomogeneity) is weak, and the system behaves like
an ordinary perfect gas. When �0=�e � 1, however,
the system is highly inhomogeneous, consisting of a
core of low mass and high density surrounded by an
extensive halo of high mass and low density.
Consider a transfer of energy from the deep interior
to the envelope. In the envelope, which is restrained
by the enclosure, the additional energy causes a rise
in temperature, but this is small, because of the very
large mass of the halo. Extraction of energy from
around the core, however, causes the bodies there to
sink and accelerate, and, because of the negative
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Figure 3 The density profile of the nonsingular isothermal

model, with conventional scalings.
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specific heat of a self-gravitating system, they gain
more kinetic energy than they lost in the original
transfer. Now the system is hotter in the core than in
the halo, and the transfer of energy from the interior
to the exterior is self-sustaining, in a gravothermal
runaway. The isothermal model with large density
contrast is therefore unstable.

The negative specific heat, and the lack of an
equilibrium which maximizes the entropy, are two
examples of the anomalous thermodynamic beha-
vior of the self-gravitating N-body problem. They
are related to the long-range nature of the gravita-
tional interaction, the importance of boundary
terms, and the nonextensivity of the energy. Another
consequence is the inequivalence of canonical and
microcanonical ensembles.

Numerical Methods

The foregoing considerations are difficult to extend
to systems without a boundary, although they are a
vital guide to the behavior even in this case. Our
knowledge of such systems is due largely to
numerical experiments, which fall into several
classes:

1. Direct N-body calculations. These minimize the
number of simplifying assumptions, but are
expensive. Special-purpose hardware is readily
available, which greatly accelerates the necessary
calculations. Great care has to be taken in the
treatment of few-body configurations, which
otherwise consume almost all resources.

2. Hierarchical methods, including tree methods,
which shorten the calculation of forces by
grouping distant masses. They are mostly used
for collisionless problems.

3. Grid-based methods, which are used for colli-
sionless problems.

4. Fokker–Planck methods, which usually require a
theoretical knowledge of the statistical effects of
two-, three- and four-body interactions. Other-
wise they can be very flexible, especially in the
form of Monte Carlo codes.

5. Gas codes. The behavior of a self-gravitating
system is simulated surprisingly well by modeling
it as a self-gravitating perfect gas, rather like a
star.

Collisional Evolution

Consider an isolated N-body system, which is
supposed initially to be given by a spherically
symmetric equilibrium solution of eqns [6] and [7],
such as eqn [8]. The temperature decreases with
increasing radius, and a gravothermal runaway
causes the ‘‘collapse’’ of the core, which reaches

extremely high density in finite time. (This collapse
takes place on the long two-body relaxation time-
scale, and so it is not the rapid collapse, on a free-
fall timescale, which the name rather suggests.)

At sufficiently high densities, the timescale of
three-body reactions becomes competitive. These
create bound pairs, the excess energy being removed
by a third body. From the point of view of the one-
particle distribution function, f, these reactions are
exothermic, causing an expansion and cooling of the
high-density central regions. This temperature inver-
sion drives the gravothermal runaway in reverse,
and the core expands, until contact with the cool
envelope of the system restores a normal tempera-
ture profile. Core collapse resumes once more, and
leads to a chaotic sequence of expansions and
contractions, called gravothermal oscillations
(Figure 4).

The monotonic addition of energy during the
collapsed phases causes a secular expansion of the
system, and a general increase in all timescales. In
each relaxation time, a small fraction of the masses
escape, and eventually (it is thought) the system
consists of a dispersing collection of mutually
unbound single masses, binaries, and (presumably)
stable higher-order systems.

It is very remarkable that the long-term fate of
the largest self-gravitating N-body system appears
to be intimately linked with the three-body
problem.
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Figure 4 Gravothermal oscillations in an N-body system with
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See also: Boltzmann Equation (Classical and Quantum);
Chaos and Attractors; Dynamical Systems and
Thermodynamics; KAM Theory and Celestial Mechanics;
Lyapunov Exponents and Strange Attractors;
Nonequilibrium Statistical Mechanics: Interaction
between Theory and Numerical Simulations; Quantum
N-Body Problem; Stability Problems in Celestial
Mechanics; Stability Theory and KAM.
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In elementary physics presentations, one learns about
electricity and magnetism, and also about gravity.
There appear striking similarities between Newton’s
law of gravitational attraction and Coulomb’s law of
attraction between charges. There are also obvious
differences, the most immediate one being that in
gravitation all masses are positive and always attract
each other, whereas in electromagnetism charges may
attract or repel, depending on their signs. We also
know today that Newton’s theory of gravity is not
considered an entirely correct description of the
gravitational field, particularly when fields are time
dependent and intense. The currently accepted theory
of gravity is Einstein’s theory of general relativity.

The similarity between electromagnetism and
gravitation also holds to a certain extent when the
fields depend on time. This is usually not discussed
in elementary treatments since a full description of
time-dependent gravitational fields requires the use
of general relativity. It is true, however, that if the
fields are weak, there exist several similarities
between gravitation and electromagnetism. In parti-
cular, one can have waves in the gravitational field
that are able to carry energy from a source to a
receptor.

If one assumes that the metric of spacetime is
close to the flat Minkowski metric �	
 , that is,

g	
 = �	
 þ h	
 with jh	
 j << 1 in Cartesian coordi-
nates, the Einstein equations of general relativity,
expanding to linear order in h	
, become

0 ¼R	
 � 1
2 �	
R

¼ 1
2

�
@�@
h

�
	
 þ @�@	h�
 � @	@
h

�&h	
 � �	
@	@
h	
 þ �	
&h
�

½1�

These do not look like wave equations. However,
if one chooses ‘‘harmonic coordinates,’’ &x	 = 0,
where & is the d’Alembertian constructed with the
full metric and then linearized, the vacuum Einstein
equations become

&h	
 ¼ 0 ½2�

where & is the d’Alembertian computed in the flat
Minkowski metric.

Just as in electromagnetism the motion of charges
produces waves, the motion of masses produces
waves in the gravitational field. In the above wave
equations, one would have nonzero right-hand sides
if masses were present. In electromagnetism, the
conservation of charge implies that the lowest order
of ‘‘structure’’ a source must have to produce
electromagnetic waves is that of a time-dependent
dipole. In the gravitational field, the conservation of
momentum implies that the lowest multipolar order
of a source of gravitational waves must be a
quadrupole. Moreover, gravity is a weaker force
than electromagnetism when one considers usually
available situations. One can exert forces of the
orders of fractions of Newton with electromagnetic
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charges easily collected in tabletop experiments. To
produce similar amounts of gravitational force, one
needs large quantities of mass. This last fact,
coupled with the quadrupolar nature of the sources
of gravitational waves, makes their production quite
challenging in experimental terms. The luminosity of
a gravitational wave source is given by the cele-
brated Einstein quadrupole formula,

L ¼ G

5c5

� � X3

j¼1;k¼1

I
...

jk

� �2
½3�

where G is Newton’s gravitational constant, c is the
speed of light, and I

...

ij is the third-order time
derivative of the traceless part of the quadrupole
mass moment of the source.

Gravity is, however, a dominant force if one
considers the universe at large (say, at least
planetary) scales. There one would expect gravita-
tional waves to play some role in the dynamics of
the systems. In such systems, the presence of
gravitational waves has indeed been experimentally
confirmed. We know of a system of two pulsars in
mutual orbit, PSR1913þ 16, whose orbit has been
tracked with enough accuracy via radioastronomy
to make the influence of gravitational waves
observable. The motion of the pulsars makes the
system an emitter of gravitational waves. Since the
waves carry away energy, the orbit of the system
decreases in radius and the period of oscillation
increases. The system has now been tracked for over
20 years, and the prediction of the emitted amount
of energy in gravitational waves due to general
relativity has been confirmed with a very significant
degree of accuracy. Penrose was the first to notice
that if one considers how accurately Newton’s
theory plus the corrections due to general relativity
predict the positions of the pulsars in their orbit, this
is in fact the most accurately verified physical
prediction ever.

Technically, even the existence of gravitational
waves at a conceptual mathematical level, was an
open problem for many years. Since the correct
description of the waves is through the general
theory of relativity, a ‘‘gravitational wave’’ should
really be viewed as a ‘‘ripple in spacetime.’’ Disen-
tangling if such ripples are a true physical effect or a
time-dependent coordinate transformation that pro-
pagates – to use the words of Eddington – ‘‘with the
speed of thought’’ took quite a bit of technical
development within the general theory of relativity.
It was only in the 1960s that a clear enough
conceptual picture was developed to determine that
gravitational waves were indeed a true physical
phenomenon akin to electromagnetic waves. And in

particular that one can unambiguously characterize
them as transporting energy, momentum, and
angular momentum from a source to an observer.

Gravitational waves are as difficult to detect as
they are to produce. Since all masses fall in the same
way in a gravitational field, one needs to couple to
the gradients of the field to detect gravitational
waves, which diminishes the efficiency. Attempting
to produce gravitational waves via mechanical
means in the lab (e.g., by rotating a bar of metal)
produces too little luminosity, and in addition, the
relatively low frequency implies that the wave zone
is far away, which further decreases the chances for
detection. Up to date, no one has succeeded in
producing a Hertz-like experiment for gravitational
waves and the jury is still out on the issue if future
technologies (e.g., the use of superconductors to
produce waves of gigahertz frequency) will ever
allow such an experiment.

Efforts to attempt to detect gravitational waves
produced by astrophysical phenomena started in the
1960s with pioneering work by Weber. The initially
proposed technology for detection was the construc-
tion of large (�1 ton) resonant bars. The idea was
to use sensitive technology to measure the resonance
of the bar as gravitational waves of astrophysical
origin impact on it. Gravitational waves manifest
themselves as a stretching and contraction of
lengths. The contraction or stretching is propor-
tional to the length of the object considered and is
therefore characterized by a dimensionless number,
the ‘‘strain’’ �L=L usually called ‘‘h.’’ Conservative
current estimates of possible astrophysical sources
state that on Earth one should not expect strains
larger than 10�22 for events that repeat more
frequently than a few times every year. Detectors
with bar technology are approaching their funda-
mental quantum limits with strains that appear to be
too large for detection to be ensured. This led to the
proposal of a new technology, the use of Michelson-
type interferometers to detect the waves. Currently,
several interferometric detectors are being built in
the US, Europe, Japan, and Australia that expect to
achieve enough sensitivity for detection within a few
years. Contrary to the bars, which are quintessen-
tially narrow-band detectors (most bars operate
�900 Hz with a bandwidth of �10 Hz), interfero-
metric detectors are broadband. Current detectors
have a sensitivity curve limited by various sources of
noise that make them suitable for detection within
the 10 Hz–1 kHz band. The broadband nature of the
detectors opens several opportunities for the use of
data analysis techniques that can allow the detection
of gravitational waves that have strains even lower
than the noise of the detectors. Moreover, several of
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the candidate events ‘‘evolve’’ in frequency as they
emit gravitational waves (in the case of the binary
pulsar, for instance, the frequency ‘‘sweeps up’’ as the
system loses energy), and such evolution could be
monitored with interferometric detectors. This
would allow several insights into the physics of the
observed systems.

An important limitation of any type of detector
based on Earth is that the seismic noise increases
quite significantly below 10 Hz. Even if seismic
isolation allowed sensitivities below 10 Hz, gravity
gradients due to Earth’s seismic motion and due to
clouds would limit ground-based detectors to 1 Hz
and above. The frequency at which a system emits
gravitational waves is inversely proportional to the
system’s mass (a simple way to see this is to realize
that larger systems move proportionally slower to
their size). However, larger systems generically have
more mass and therefore consequently emit larger
amounts of energy in gravitational waves. This
suggests that setting up detectors in space, free of
the constraints of seismic noise, would offer sig-
nificant promise in detecting gravitational waves.
Currently, there is a proposal for a space-borne
gravitational wave detector consisting of three
satellites in a solar orbit that trails that of Earth.
Lasers would be sent between the satellites to track
their relative positions, which will be separated by
5 million kilometers. Such a detector would be
sensitive in frequencies of 10�4–10�2 Hz. In such a
frequency band, one expects that compact objects
plunging into supermassive black holes and other
sources will be readily available. Detection of
gravitational waves on Earth is considered marginal,
in the sense that conservative current estimates
cannot guarantee that there will be enough events
to make the detection successful at significant event
rates. Conversely, for the detectors in space, detec-
tion should be guaranteed at high event rates.

Possible sources of gravitational waves to be
detected by the Earth-based interferometric detec-
tors are:

1. Binary systems of compact objects. As the system
orbits, it emits gravitational waves, which makes
the orbit shrink in size and the orbiting period
shorter with the objects eventually merging
together. Potential systems include black hole
binaries, neutron star binaries and mixed black
hole/neutron star binaries. As the system sweeps
up in orbital speed towards the merger, so does
the frequency of the gravitational waves emitted.
For binaries of neutron stars, which usually have
masses slightly larger than the mass of the Sun,
the last few minutes of the binary inspiral will be

detectable by the current generation of gravita-
tional wave detectors, up to a distance of several
mega-parsecs for the initial detectors, increasing
to a few hundreds of mega-parsecs for improve-
ments planned for the next few years. For black
hole binaries, since the masses can be larger, one
expects larger signal-to-noise ratio for the same
distance or to be able to detect at larger
distances.

2. Spinning neutron stars that develop ‘‘mountains’’
or other irregularities in the surface would
produce gravitational waves of small amplitude
but of a very regular periodic nature. This makes
them prime candidates for data analysis techni-
ques that could exhibit the presence of the wave
even though it is weaker than the background
noise of the interferometers. Integration periods
of several months may be needed for detection,
depending on the size of the asymmetries in the
neutron stars.

3. Supernovas or other violent events are obviously
possible sources of gravitational waves. How-
ever, the quadrupole nature of the waves requires
the events to be asymmetric in order to produce
gravitational waves. Current numerical models of
supernovas are not accurate enough to predict in
a clear way the level of asymmetry to make
reliable predictions of how frequently and at
what intensity could these types of sources be
detected.

4. The primordial background of gravitational
waves produced in the big bang is not expected
to be detectable by the Earth-based detectors.
The precise amplitude of the background is
unknown, depending on details of cosmological
models. The detectors are likely to be able to
constrain some of the models that predict large
amplitudes for the gravitational wave
background.

For the space-based detectors, the situation is
more favorable, since there exist sources of gravita-
tional waves that are guaranteed to be detected.
Potential sources of gravitational waves are:

1. Merger of the supermassive black holes at the
centers of two galaxies. Given the large amounts
of mass involved, they would be easily detected
and very precise measurements of the system’s
parameters and of various general relativistic
behaviors could be possible. Such systems should
be detectable all across the universe, although it
is not expected that such systems form for
redshifts larger than 30.

2. Inspiral of compact objects into the supermassive
black holes at the centers of galaxies (neutron
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stars, white dwarfs, solar-sized black holes).
These processes will allow the usage of gravita-
tional waves to map precisely the gravitational
field of the supermassive object.

3. White-dwarf binaries and low-mass X-ray bin-
aries. There exist about a dozen such systems
optically observable with gravitational wave
frequencies above 0.1 mHz that the space-based
detectors should be able to detect. There is likely
to be a large population of other systems that are
also detectable and are not optically visible. In
fact, there may be so many of these sources that
time resolution would be impossible, and they
would form a random background.

4. Collapse of supermassive stars. The formation
mechanism for the supermassive black holes in
the centers of galaxies is still uncertain. One
possibility is that they stem from the collapse of
supermassive stars, and in that case a potentially
significant emission of gravitational waves could
take place.

5. Primordial background of gravitational waves.
Unfortunately, the abundance of white-dwarf
binaries as a source is expected to cloud the ability
of the space detectors to observe primordial
gravitational waves in an important portion of the
spectrum of the instrument, although it appears
possible at low frequencies, where it could compete
with the bounds set by pulsar timing.

The current Earth-based gravitational wave pro-
jects include the LIGO project in the US, funded by
the National Science Foundation and jointly oper-
ated by Caltech and MIT and a consortium of
institutions known as the LIGO Science Collabora-
tion. LIGO consists of two 4 km long Fabry–Perot
recycled Michelson interferometers, one in Hanford,
WA, and one in Livingston, LA. In Europe, the
GEO600 project is a 600 m dual-recycled inter-
ferometer near Hanover in Germany and the Virgo
project is a 3 km interferometer near Pisa in Italy
operated by a French–Italian consortium with a
similar optical configuration as LIGO. TAMA300 is
a 300 m interferometer in Japan also with the same
configuration as LIGO. When all these detectors are
in operation, sources seen in coincidence could be
localized by triangulation. TAMA is now operating
close to design sensitivity, GEO600 and LIGO are
likely to operate at design sensitivity in 2006, with
VIRGO following close behind. The space-based
interferometer project is called the LISA project and
is planned as a joint NASA/ESA project. ESA has
approved a launching date for 2015, but it is
plausible that the mission could be launched at an
earlier date.

A direct detection of gravitational waves would be a
breakthrough in experimental science, as well as a
confirmation of the dynamic nature of gravity in
general relativity. Once the detection of gravitational
waves becomes a routine matter, one can imagine a
revolution in astronomy as one uses gravitational
waves to ‘‘see’’ the universe. Since they are so hard to
produce and interfere with, gravitational waves
become an excellent type of ‘‘light’’ to look at the
universe with. Gravitational waves will be produced by
important concentrations of mass, correlating well
with ‘‘interesting’’ astronomical processes, and is not
expected to be affected by the presence of dust or other
interfering objects that could easily obscure electro-
magnetic waves. In addition to this, one has several
‘‘standard candles’’ for gravitational waves (e.g., most
neutron stars have masses that differ by a few percent
from 1.4 solar masses). This could allow, for instance,
to determine with a high degree of accuracy the Hubble
constant. Gravitational waves will also provide insight
into the nuclear equation of state that holds in the
interior of compact objects like neutron stars. Contrary
to ordinary electromagnetic radiation, which
‘‘decoupled’’ from matter only when the universe
became cool enough after the big bang, gravitational
waves could be used to probe the universe further into
the past. The detection could also prove that gravita-
tional waves travel at the speed of light, a prediction of
general relativity and other theories.

An interesting observation is that most astrophysical
objects that are quite visible in the electromagnetic
spectrum are unlikely to be visible in terms of
gravitational waves, and vice versa. This makes the
information we will gather from gravitational wave
astronomy complementary to what we learn from
optical (electromagnetic) astronomy. Moreover, it
should be noted that wavelengths of electromagnetic
waves are typically very small compared to the size of
the astronomical objects they depict. This is due to the
fact that the waves are really not produced by the
objects themselves but by atoms on the surface of the
objects or in regions nearby, usually very hot and in
gaseous form. In contrast, gravitational waves are
produced by the bulk matter of astronomical objects
and their wavelengths are expected to be long as
compared to the objects that produce them. They are
more akin to a sound than to light in this respect,
another reason to suspect that the information we will
get from them is unlike any information obtained
electromagnetically.

Gravitational waves are likely to bring great
surprises. Every time a new window has been
opened on the universe – for instance, the use of
radio waves – our view of the universe has been
revolutionized. Given how differently they operate
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at a detailed level with respect to radio waves, the
surprises from gravitational waves used as tools to
view the universe are potentially even greater.

See also: Asymptotic Structure and Conformal
Infinity; Computational Methods in General Relativity:
The Theory; General Relativity: Experimental Tests;
General Relativity: Overview.
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Introduction

Probability distributions coming from random matrix
theory (RMT), RMT laws, occur in different contexts,
notably in quantum physics and in number theory.
RMT laws are also seen in certain local random growth
models and related problems in discrete probability,
random permutations, exclusion processes, and ran-
dom tilings (dimer models). In these models limit laws
for height/shape fluctuations are given by limit laws
from RMT, in particular the largest eigenvalue or
Tracy–Widom distributions. These models belong to
the Kardar–Parisi–Zhang (KPZ) universality class.
Models in this class have two universal exponents, 1/
3 describing the interface fluctuations and 2/3 describ-
ing the correlations in the transversal direction. By a
local random growth model, we mean a model where
the random growth mechanism is local in that it does
not depend on the global geometry as in diffusion
limited aggregation (DLA). Typically there is also some
smoothing mechanism. The connection with RMT can
only be established for special exactly solvable models.
Below we discuss a basic model based on a last-passage
percolation problem, which translates into a poly-
nuclear growth (PNG) process. Other models that can
be treated are in a sense variations of this model. Point
processes with determinantal correlation functions
play a central role in RMT and in the analysis of the
basic model and we start by discussing these. The basic

model has several different interpretations that will be
outlined. Another basic tool, which can be formulated
in different ways, is the Robinson–Schensted–Knuth
(RSK) correspondence well known in combinatorics.
One approach is in terms of nonintersecting paths
which translates into a multilayer PNG process. Limit
theorems can be formulated for the height above a
fixed location, and also for the whole height function in
terms of the Airy process which extends the Hermitian
Tracy–Widom distribution F2. It is expected that
several results should generalize to a broader class of
models. There is a natural universality problem of
extending the validity of the RMT laws.

Determinantal Processes

Point processes with determinantal correlation func-
tions play an important role in the exactly solvable
models. We consider probability measures on
�n, � � R, of the form

1

Zn
detð�iðxjÞÞni; j¼1 det ð iðxjÞÞni; j¼1 dn�ðxÞ ½1�

which can be thought of as describing random points
in � at positions x1, . . . , xn. Here, � is a reference
measure on �, for example, Lebesgue or counting
measure, Zn a normalization constant, and �i, i given
functions. A measure of this form has determinantal
correlation functions in the sense that the density, with
respect to dm

�(y), of particles at y1, . . . , ym is

�ðy1; . . . ; ymÞ ¼ detðKnðyi; yjÞÞmi; j¼1 ½2�

There is an explicit formula for the correlation
kernel Kn in terms of the functions �i, i.
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The eigenvalue measures in the basic random
matrix ensembles have the form

1

Zn
j�nðxÞj�

Yn
j¼1

wðxjÞ dn�ðxÞ ½3�

where �n(x) = det(xi�1
j )n

i, j�= 1 is Vandermonde’s
determinant, x 2 �n and x1, . . . , xn are the eigen-
values. For the Gaussian unitary ensemble (GUEn),
Z�1

n exp(�tr M2)dM of n� n Hermitian matrices M,
we have �= 2, � = R, w(x) = exp(�x2) and � the
Lebesgue measure. For the Laguerre unitary ensem-
ble (LUEn, �) of complex covariance matrices, M�M,
where M is an (nþ �)� n-matrix with standard
complex Gaussian elements, we have w(x) =
x� e�x, � � 0, �= 2, � = [0,1) and � the Lebesgue
measure. The �= 2 case of [3] can be put into the
form [1] and hence has determinantal correlation
functions. In this case the correlation kernel can be
expressed in terms of the normalized orthogonal
polynomials pk(x) with respect to w(x) d�(x) on �.
Because of this when �= 2 the ensemble [3] is
referred to as an orthogonal polynomial ensemble
(OPE). The kernel is given by

Knðx; yÞ¼
Xn�1

k¼0

pkðxÞpkðyÞðwðxÞwðyÞÞ1=2 ½4�

A consequence of [2] is that the probability of
finding no particle in a set J � � is given by a
Fredholm determinant,

P½no particle in J� ¼ detðI � KnÞL2ð J;�Þ ½5�

In particular the distribution function F(�) of the largest
eigenvalue or rightmost particle xmax = max1�j�n xj

in an OPE is given by [5] with Kn as in [4] and
J = (�,1).

A Basic Model

Let (w(i, j))(i, j)2Z2
þ

be independent geometric random

variables with parameter aibj,

P½wði; jÞ ¼ k� ¼ ð1� aibjÞðaibjÞk ½6�

k � 0 and 0 � aibj < 1. As a limiting case we can
obtain exponential random variables. Consider the
last-passage time

GðM;NÞ¼ max
�

X
ði;jÞ2�

wði; jÞ ½7�

where the maximum is over all up/right paths �
from (1, 1) to (M, N), that is, �= {(i1, j1), . . . , (im, jm)}
with (ikþ1, jkþ1)� (ik, jk) = (1, 0) or (0, 1), (i1, j1) =
(1, 1) and (im, jm) = (M, N), m = MþN � 1. We can
also think of this as a zero-temperature directed

polymer, by thinking of the w(i, j) : s as (minus)
energies and � as random walk paths.

As will be explained in some more detail below,
if the w(i, j) : s are exponential with mean 1 and
M � N, then G(M, N) =	max in distribution, M � N,
where 	max is the largest eigenvalue in LUEN, M�N.
Hence, in this case G(M, N) behaves exactly like a
largest eigenvalue. If the w(i, j) : s are geometric with
parameter q, then G(M, N) has the same distribution
as the rightmost particle in an OPE, namely [3],
with �= 2, w(x) =

�
M�Nþx

x

�
qx and � the counting

measure on � = N, called the Meixner ensemble.
Since in this case the relevant orthogonal polynomials
are discrete the ensemble is referred to as a discrete
OPE.

The random variables {G(M, N)}(M, N)2Z2
þ

have two
interpretations related to random growth. It follows
from [7] that

GðM;NÞ
¼maxðGðM� 1;NÞ;GðM;N � 1ÞÞ
þwðM;NÞ ½8�

This can be thought of as a growth rule. We change
variables by letting G(M, N) = h(M�N, MþN � 1)
and w(M,N) =!(M�N,MþN�1) with w(M,N)=0
if (M,N) 62Z2

þ. Then

hðx; t þ 1Þ
¼ maxðhðx� 1; tÞ; hðx; tÞ; hðxþ 1; tÞÞ
þ !ðx; tÞ ½9�

x 
Z, t 
N, h(x, 0) 	 0, and !(x, t) = 0 if jxj � t or if
x� t is even. We can extend it to the whole real line
by letting h(x, t) = h([x], t). The growth rule [9] is a
discrete polynuclear growth (PNG) model. Up-steps
in the interface, x! h(x, t) (see the top curve in
Figure 1), move at unit speed to the left and down-
steps move at unit speed to the right and they merge
at collision. On top of this smoothing mechanism,
we have random deposition given by !(x, t). Look-
ing at the definition of !, we see that all deposition
up to time t is on top of a basic layer (�t, t). The
asymptotic shape will look like a droplet and this
setting of PNG is called the droplet geometry. We
see that height fluctuations are directly related to
fluctuations of G(M, N).

We get another growth model, the corner growth
model, somewhat similar to the classical Eden
growth model, by considering the random shape
(see Figure 2),

�ðnÞ ¼ fðM;NÞ 2 Z2
þ; GðM;NÞ þMþN � 1 � ng

þ ½�1; 0�2 ½10�
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The complement of this set in Z2
þ has a boundary

B(n) which we can think of as an interface. By [8]
and the lack of memory property of the geometric/
exponential distribution, the region �(n) grows by
adding new squares independently at each corner of
B(n) with geometric/exponential waiting times (see
Figure 2). If we look at B(n) in a coordinate system
with M = N as vertical axis and write a 1 for every
unit down-step on B(n) and a 0 for every unit up-
step (see Figure 2), the corner growth dynamics
translates into the totally asymmetric simple exclu-
sion process (TASEP), in discrete or continuous
time, with initial configuration . . . 1111000 . . . . As
shown by Jockush, Propp, and Shor, �(n) also
occurs in a uniform random domino tiling of a
region called the Aztec diamond (see Figure 3). The
shape �(n), when q = 1=2, has the same law as the
completely regular (frozen) North Polar Region
(NPR) in the tiling and hence the boundary
fluctuations of the NPR are related to the fluctua-
tions of G(M, N). The NPR in Figure 3 has the same

shape as �(5) in Figure 2. This connects the models
considered here with dimer or tiling problems in
two-dimensional equilibrium statistical mechanics.

Consider a (Poissonized) random permutation �
from SN, where N is a Poisson(�) random variable.
Let L(�) denote the length of the longest increasing
subsequence in �, for example, �= 316452 has
L = 3. By thinking of the representation of a
permutation by its permutation matrix, we see that
G(N, N) with w(i, j) geometric with parameter
q =�=N2 converges to L(�) in distribution as
N!1. We call this limit the Poisson limit. Taking
this limit in the PNG process yields the Prähofer–
Spohn continuous time PNG (cont-PNG) model,
which is similar to the discrete PNG defined above
but where all steps have unit size and we have
continuous time dynamics with deposition events
according to a two-dimensional spacetime Poisson
process. The study of L(�), and its de-Poissonization
when N is nonrandom, is known as Ulam’s problem
in combinatorial probability.

The RSK Correspondence

The mapping of the last-passage problem [7] into a
determinantal process is based on the RSK corre-
spondence. This correspondence maps the integer
matrix (w(i, j))1�i, j�M bijectively to a pair of semi-
standard Young tableaux (P, Q) with common
shape 	, which is a partition 	= (	1,	2, . . .) ofP

1�i, j�M w(i, j). This map has the property that
G(M, N) =	1, the length of the first row in the
Young diagram. From the combinatorial definition
of the Schur polynomials s	 it follows that the
measure [6] on the integer matrix is mapped to a

b5 b4 b3 b2 b1

a1 a2 a3 a4 a5

h0

h–1

h–2

h–3

X 

Figure 1 Multilayer PNG model.
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0 1 0 11 0
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01

1
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Figure 2 Corner growth model at time n = 5. The crosses are

the possible growth sites.

Figure 3 Domino tiling of an Aztec diamond of size n = 5.

Dominos marked by dots form the NPR.
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probability measure on partitions, the Schur mea-
sure, given by

PSchur½	� ¼
1

Z
s	ða1; . . . ; aMÞs	ðb1; . . . ; bMÞ ½11�

This measure has determinantal correlation functions
if we think of xi =	i � i as the positions of particles
in Z. If we use xi =	i þN � i as variables and
specialize to a1 = 
 
 
 = aM =

ffiffiffi
q
p

, b1 = 
 
 
 = bN =
ffiffiffi
q
p

and bj = 0 for j > N we get the Meixner ensemble.
The case of exponential random variables, for
example the relation to LUE discussed above, is
obtained from the Meixner ensemble by taking an
appropriate limit. In the Poisson limit we get the
Poissonized Plancherel measure,

P�
Plan½	� ¼

X1
N¼0

e��=�
n

N!
½12�

where PPlan, N[	] = (dim 	)2=N! if 	 is a partition of
N and 0 otherwise. Here dim	 is the dimension
of the irreducible representation of SN labeled by 	.
In the work of Borodin and Olshanski in representa-
tion theory various measures on partitions with
determinantal correlation functions occur naturally.
Also Okounkov and co-workers have used the
Plancherel and Schur measures in Gromov–Witten
theory. The correlation kernel for the Plancherel
measure represented as the point process (xi)i�1 in Z
with xi =	i � i has the correlation kernel, called the
discrete Bessel kernel,

B�ðx; yÞ ¼
ffiffiffiffi
�
p
ðx� yÞ�1

�ðJxð2
ffiffiffiffi
�
p
ÞJyþ1ð2

ffiffiffiffi
�
p
Þ

� Jxþ1ð2
ffiffiffiffi
�
p
ÞJyð2

ffiffiffiffi
�
p
Þ ½13�

where Jn is the ordinary Bessel function. The
random variable L(�) has the same distribution as
max xj þ 1. Hence, by [5],

P½Lð�Þ � n� ¼ detðI � B�Þ‘2ðfn; nþ1;...gÞ ½14�

The random variable L(�) also gives the height
above the origin in cont-PNG.

There is a geometric interpretation of RSK going
back to Viennot. The pair (P, Q) is represented as a
family of nonintersecting paths in a directed graph.
These paths can be obtained by running a multilayer
version of the PNG process where the size of
collisions are deposited as growth in lower layers
which evolve according to the same PNG dynamics.
The information lost in the collisions is recorded in
the lower layers. This can be done also for
{w(i, j)}iþj�1�t and leads to a multilayer version of
[9], {h�j(x,t)}1j = 1, where h�j(x, 0) 	 �j, h�j(�t, t) =
�j, and h(x, t) = h0(x, t) is the top path (see Figure 1).

The Karlin–McGregor theorem or the Gessel–
Viennot method say that the weight (probability)
of a family of nonintersecting paths with fixed initial
and final positions on a weighted directed acyclic
graph is given by a determinant. It follows that the
probability of a certain configuration {h�j(0, t)}j�1 is
given by a product of two determinants and hence
has the form [1]. In Figure 1, the weights of the
horizontal line segments will be 1, whereas each unit
vertical step has weight ai or bj as indicated in the
figure. This leads to [9] using the Jacobi–Trudi
formula for the Schur polynomial.

Limit Theorems

The existence of a limit shape in a model like [6]
with w(i, j) independent random variables, and in
related problems follows by a subadditivity argu-
ment, although explicit shapes are only known in a
few cases. The formalism described above makes it
possible to get more detailed results about the
fluctuations around the limit shape, like a central-
limit theorem, but with a non-normal limit law. We
know that G(M, N) has the same distribution as
xmax �N þ 1, where xmax is the rightmost particle in
the Meixner ensemble. This, together with [4], [5],
and an asymptotic analysis of the Meixner poly-
nomials, gives

P
�
GðM;NÞ � !ð
;qÞNþ ��ð
;qÞN1=3

�
!F2ð�Þ ½15�

as N!1,M!1,M=N! 
 � 1, where

!ð
; qÞ¼ ð1þ
ffiffiffiffiffiffi
q

p Þ2

1� q
� 1 ½16�

and

�ð
; qÞ¼ ðq=
Þ
1=6

1� q
ð ffiffiffi
p þ ffiffiffi

q
p Þ2=3ð1þ ffiffiffiffiffiffi

q

p Þ2=3 ½17�

The limiting distribution function F2 is the Tracy–
Widom distribution given by

F2ð�Þ ¼ detðI � AÞL2ð�;1Þ ½18�

where

Aðx; yÞ¼ AiðxÞAi0ðyÞ � Ai0ðxÞAiðyÞ
x� y

½19�

is the Airy kernel. It is also the limiting largest
eigenvalue distribution for GUEn,

lim
N!1

P

ffiffiffiffiffiffi
2n
p

	
ðnÞ
max � 2n

n1=3
� �

" #
¼ F2ð�Þ ½20�

The function F2 can also be expressed in terms of a
Painlevé II function. The limit theorem [15]
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translates into a fluctuation result for the height
function in the corner growth and the PNG models,
saying that the height fluctuations above a fixed
location at time t are of order t1=3 and given by the
F2-distribution. Here we see the KPZ exponent 1/3.

For the length L(�) of the length of a longest
increasing subsequence in a random permutation or
the height above the origin in the cont-PNG, [14]
and asymptotics for Bessel functions yield

P½ðLð�Þ � 2
ffiffiffiffi
�
p
Þ=�1=6 � �� ! F2ð�Þ ½21�

as �!1. This result was first proved by Baik,
Deift, and Johansson using a Toeplitz determinant
formula (Gessel’s formula) for the left-hand side of
[14] and the Deift–Zhou nonlinear steepest descent
method for oscillatory Riemann–Hilbert problems.
The above limit theorems can be extended to limit
theorems for the whole point process rescaled
around the rightmost point. This results in a
limiting determinantal point process given by the
Airy kernel [19].

The Airy Process

From the point of view of the growth processes, for
example, the PNG process [7], it is natural to consider
a scaling limit of the whole height function x! h(x, t)
as t!1. Looking at the height configuration in the
multilayer growth process x! {h�j(x, t)}j�1 at differ-
ent locations x1, . . . , xr, xrþ1, . . . , xM�1 leads, via the
Karlin–McGregor or Gessel–Viennot method, to
probability measures of the form

1

Z

YM�1

r¼0

det �r;rþ1 yr
i ; y

rþ1
j

� �� �n

i;j¼1
½22�

with y0 and yM fixed configurations. Here, in the
discrete PNG model, �r, rþ1(x, y) is the transition
probability (weight) to go from height x to height y
between positions xr and xrþ1. This measure
generalizes [1] and it also has determinantal correla-
tion functions. Measures of this form also arise in
multimatrix models and in Dyson’s Brownian
motion model, t!M(t), t 2 R, for Hermitian
matrices, which is a Gaussian multimatrix model.
The elements of the time-dependent Hermitian
matrix M(t) evolve according to independent
Ornstein–Uhlenbeck processes and we have the
transition kernel

Z�1 exp½�trðMðtÞ � qMð0ÞÞ2=ð1� q2Þ� ½23�

where q = exp(�t). This process has GUE as its
stationary distribution. The Harish–Chandra/Itzykson–
Zuber integral can be used to show that the joint
eigenvalue measure for M(t1), . . . , M(tM�1) has the

form [22] and hence has determinantal correlation
functions. The correlation kernel is the extended
Hermite kernel,

Knð�;x;�;yÞ

¼

X1
k¼1

e�kð���Þpn�kðxÞpn�kðyÞe�
1
2ðx2þy2Þ

if � � �

�
X0

k¼�1
e�kð���Þpn�kðxÞpn�kðyÞe�

1
2ðx2þy2Þ

if � < �

8>>>>>>>>>>><
>>>>>>>>>>>:

½24�

with pk the normalized Hermite polynomials, pk 	 0
if k< 0. Notice that this reduces to the Hermite
kernel [4] when �=�. This machinery can be used
to show that the largest eigenvalue process
t!	(n)

max(t) induced by M(t) converges in the sense
of finite-dimensional distributions to a limiting
process, the Airy process,ffiffiffiffiffiffi

2n
p

	n
maxðn�1=3tÞ � 2n

� �
=n1=3 ! AðtÞ ½25�

as n!1. The Airy process A(t), which is a
stationary process, can be viewed as the top curve
of a multilayer process t! (A�j(t))j�1,A(t) =A0(t)
such that the point process {A�j(tk)}1�k�M, j�0 has
determinantal correlation functions with correlation
kernel

Að�; �; � 0; �0Þ

¼

Z 1
0

e�	ð���
0ÞAi ð� þ 	ÞAi ð�0 þ 	Þd	

if � � � 0

�
Z 0

�1
e�	ð���

0ÞAi ð� þ 	ÞAi ð�0 þ 	Þ d	

if � < � 0

8>>>>>>>><
>>>>>>>>:

½26�

the extended Airy kernel, which reduces to the
ordinary Airy kernel [19] when � = � 0. The Airy
process can be viewed as an extension of the Tracy–
Widom distribution F2. For the PNG model above,
the multilayer process is described by an extended
kernel, which in the cont-PNG is an extended
version of the discrete Bessel kernel [13]. In a
suitable scaling limit, this extended kernel converges
to the extended Airy kernel. For the PNG process
[7], this leads to the limit law

ðdN1=3Þ�1 h 2d�1 1þ ffiffiffi
q
p

1� ffiffiffi
q
p N2=3�; 2N � 1

	 
�

� 2
ffiffiffi
q
p

1� q
N

�
! Að�Þ ½27�
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as N !1, where d = (1� q)�1(
ffiffiffi
q
p

)1=3(1þ ffiffiffi
q
p

)1=3.
Notice the exponent 2/3 which is the second KPZ
exponent. This exponent can also be seen in the
transversal fluctuations of the maximal paths in [6]
for G(N, N). These are superdiffusive, they have
fluctuations of order N2=3 around the diagonal,
compared to N1=2 for random walk paths between
the same points. A fluctuation result like [27] can
also be proved for the corner growth model and
hence also for the Aztec diamond. The boundary of
the NPR suitably rescaled converges to the Airy
process.
Variations

Above we discussed one possible geometry, the
droplet, for the PNG process. If we start with
h(x, 0) 	 0 and allow random depositions along the
whole line, we get an interface that is macroscopi-
cally flat, and not curved as in the droplet case. In
this case, the height fluctuations above a fixed
location at time t are again of size t1=3 and described
by the Gaussian Orthogonal Ensemble largest
eigenvalue distribution. This law comes from the
scaling limit of the rightmost particle in [3] with
�= 1, w(x) = exp(�x2), � = R, and � the Lebesgue
measure. In this case, the correlation functions are
not determinants but rather pfaffians. The result for
flat PNG follows from the Baik–Rains analysis of
symmetrized last-passage or permutation problems.
In the PNG model we can also consider an interface
in equilibrium. This can be put into the last-passage
percolation picture by suitable boundary conditions,
different parameters for w(i, j) when i or j equals 1
or extra Poisson points on the axes in the Poisson
limit. Results by Baik and Rains show that in the
cont-PNG in equilibrium the height fluctuations are
given by a relative of the Tracy–Widom distribution,
F0. In these last two cases, the scaling limit of the
whole height profile is not known.

The types of results discussed above can only be
obtained for very special models. However, it is
expected that many of the results (in particular the
KPZ exponents 1/3 and 2/3, and also the fluctuation
laws, including the Airy process) should generalize
to many other models. The different interpretations
of [6] mentioned above suggest different general-
izations, various local growth models, directed
polymers, asymmetric exclusion processes, and
dimer/tiling problems. RMT laws are natural limit
laws for which the domain of attraction is not
understood.

See also: Combinatorics: Overview; Determinantal
Random Fields; Dimer Problems; Integrable Systems in
Random Matrix Theory; Random Walks in Random
Environments; Random Matrix Theory in Physics;
Random Partitions.
Further Reading

Baik J and Rains E (2001) Symmetrized random permutations. In:

Ruck M (ed.) Random Matrix Models and Their Applications,
Math. Sci. Res. Publ., vol. 4, pp. 1–19. Cambridge: Cambridge
University Press. (arXiv/math.CO/9910019).

Baik J, Deift PA, and Johansson K (1999) On the distribution of

the length of the longest increasing subsequence in a random

permutation. Journal of American Mathematical Society 12:
1119–1178.

Borodin A and Olshanski G (2001) In: z-Measures on Partitions,
Robinson–Schensted–Knuth Correspondence, and �= 2
Random Matrix Ensembles, Math. sci. Res. Publ., vol. 4,

pp. 71–94. Cambridge: Cambridge University Press. (arXiv/

math.CO/9905189).

Ferrari PL, Prähofer M, and Spohn H (2003) Stochastic growth in
one dimension and Gaussian multi-matrix models. Proceed-
ings of the International Congress of Mathematical Physics,
Lissabon 2003 (arXiv/mathph/0310053).

Johansson K (2002) Toeplitz determinants, random growth and
determinantal processes. Proceedings of the ICM Beijing
2002, vol. 3, pp. 53–62 (arXiv/math.PR/0304368).

Krug J and Spohn H (1992) Kinetic roughening of growing
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Introduction

The ideal fluid description is one in which viscosity or
other phenomenological terms are neglected. Thus, as is
the case for systems governed by Newton’s second law
without dissipation, such fluid descriptions possess
Lagrangian and Hamiltonian descriptions. In fact, in
the eighteenth century, Lagrange himself discussed
what is in essence the action principle for the
incompressible fluid. The subsequent history of action
functional and Hamiltonian formulations of the ideal
fluid is long and convoluted with contributions from
Clebsch in the nineteenth century, and the likes of L
Landau and V Arnol’d in the mid-twentieth century.
In the early 1980s, there was a flurry of activity on
the noncanonical Poisson bracket formulation, and
this formulation is the focus of the present treatment,
which is motivated by the work of the author, D
Holm, J Marsden, T Ratiu, A Weinstein, and others.

Noncanonical Hamiltonian Structure

The traditional arena for Hamiltonian dynamics is the
cotangent bundleM:= T�Q, the phase space, which is
naturally a symplectic manifold with a closed non-
degenerate 2-form. In coordinates, the 2-form is given
by !c = dq ^ dp, where q denotes the configuration
coordinate for the base space manifold Q and p
denotes the corresponding canonical momenta that
arise from Legendre (convex) transformation. The
2-form !c provides a natural identification at a point
z = (q, p) 2M of TzM with T�zM, and because of
nondegeneracy its inverse, the cosymplectic form,
provides the map Jc : T�zM!TzM. Thus, for a
Hamiltonian H :M!R we have the Hamiltonian
system of ordinary differential equations _z = Jc dH,
which in canonical coordinates has the familiar form

_qi ¼ @H=@pi; _pi ¼ �@H=@qi ½1�

with i = 1, 2, . . . , N, where N is the number of
degrees of freedom.

Hamilton’s equations can also be written in terms
of the Poisson bracket [f , g] :=!c(Jc df , Jc dg), where
f , g :M!R are smooth phase-space functions. In
terms of z = (q, p), Hamilton’s equations are

_z� ¼ J��c

@H

@z�
¼ ½z�;H� ½2�

where the Poisson bracket is

½f ; g� ¼ @f

@z�
J��c

@g

@z�
½3�

with

J��c

� �
¼ 0N IN

�IN 0N

� �
½4�

Note, repeated indices are to be summed with
�, �= 1, 2, . . . , 2N. In [4], 0N is an N �N matrix
of zeros and IN is the N �N unit matrix.

Noncanonical Poisson Brackets

The canonical Poisson bracket description of [2]–[4]
suggests a generalization, with antecedents to S Lie
and others, that was termed noncanonical Hamilto-
nian form in the fluid mechanics context by
P Morrison and J Greene (1980):

A system has noncanonical Hamiltonian form if it
can be written as _z = [z, H], where the noncanonical
Poisson bracket [ , ] is a Lie product for a realization of
a Lie enveloping algebra on phase-space functions.

Recall a Lie enveloping algebra a is a Lie algebra,
with the usual product [ , ] that is bilinear, anti-
symmetric, and satisfies the Jacobi identity, which in
addition has a product a � a ! a that satisfies
the Leibniz identity [fg, h] = f [g, h]þ [f , h]g for all
f , g, h 2 a .

The geometric description of noncanonical Hamil-
tonian form has evolved into a structure called the
Poisson manifold, a differential manifold Z
endowed with the binary bracket operation [ , ]
defined on smooth functions, say, f , g :Z!R.
Poisson manifolds differ from symplectic manifolds



because the nondegeneracy condition is removed. In
coordinates, [ , ] is given by

½f ; g� ¼ @f

@z�
J��

@g

@z�
;

�; � ¼1; 2; . . . ;M

½5�

where M = dim Z. Note that J need not have the
form of [3], may depend upon the coordinate
z, and may have vanishing determinant. Bilinearity,
[f , g] = �[g, f ] for all f , g, and the Jacobi
identity, [f , [g, h]]þ [g, [h, f ]]þ [h, [f , g]] � 0, for
all f , g, h, imply that the cosymplectic matrix
satisfies J�� = �J�� and

J��
@J��

@z�
þ J��

@J��

@z�
þ J��

@J��

@z�
� 0 ½6�

respectively, for �, �, �, �= 1, 2, . . . , M.
The local structure ofZ is elucidated by the Darboux–

Lie theorem, which states that in a neighborhood of a
point z 2 Z, for which rank J = M, there exist coordi-
nates in which J has the following form:

ðJÞ¼
0N IN 0

�IN 0N 0

0 0 0M�2N

0
@

1
A ½7�

From [7] it is clear that in the right coordinates, the
system looks like a canonical N-degree-of-freedom
Hamiltonian system with some extraneous coordi-
nates, M� 2N in fact. Through any point of the
M-dimensional phase space Z, there exists a local
foliation by symplectic leaves of dimension 2N.

A consequence of the degeneracy is that there
exists a special class of invariants called Casimir
invariants that is built into the phase space. Since
the rank of J is 2N, there exist possibly M� 2N
independent null eigenvectors. A consequence of the
Darboux–Lie theorem is that the independent null
eigenvectors exist and, moreover, the null space can
in fact be spanned by the gradients of the Casimir
invariants, which satisfy J��@C(a)=@z� = 0, where
a = 1, 2, 3, . . . , M� 2N. That the Casimir invariants
are constants of motion follows from

_CðaÞ ¼ @CðaÞ

@z�
J��

@H

@z�
¼ 0 ½8�

Thus, Casimir invariants are constants of motion for any
Hamiltonian. The symplectic leaves of dimension 2N
are the intersections of the M� 2N surfaces defined by
C(a) = constant. Dynamics generated by any H that
begins on a particular symplectic leaf remains there. The
structure of Poisson manifolds has now been widely
studied, but we will not pursue this further here.

Let us turn to infinite-dimensional systems, field
theories such as those that govern ideal fluids, where

the governing equations are partial differential
equations. Although the level of rigor does not
match that achieved for the finite systems described
above, formally one can parody most of the steps
and, consequently, the finite theory provides cogent
imagery and serves as a beacon for shedding light. In
infinite dimensions, an analog of [5] is given by

fF;Gg ¼
Z

�

d�
�F

� i
J ij �G

� j
¼:

�F

� 
;J �G

� 

� �
½9�

where F and G are functionals of the functions  i(�, t),
which are functions of �= (�1, . . . ,�n), independent
variables of some kind, �F=� i denotes the functional
(variational) derivative, and ,h i is a pairing between a
vector (function) space and its dual. The i, i = 1, . . . , n,
are n field components, and now J is a cosymplectic
operator. To be noncanonically Hamiltonian requires
antisymmetry, {F, G} = �{G, F}, and the Jacobi iden-
tity, {F, {G, H}}þ {G, {H, F}}þ {H, {F, G}} � 0, for all
functionals F, G, and H. Antisymmetry requiresJ to be
skew-symmetric, that is, hf ,J gi= J yf ,g

� 	
= � g,J fh i.

The Jacobi identity for infinite-dimensional systems has
a condition analogous to [6]; it can be shown that one
need only consider variations ofJ when calculating, for
example, {F, {G,H}}.

Lie–Poisson Brackets

As noted in the Introduction, the usual variables of
fluid mechanics are not a set of canonical variables,
and, consequently, the Hamiltonian description in
terms of these variables is noncanonical. There is a
special general form that the Poisson bracket takes
for equations that describe media in terms of
Eulerian-like variables, the so-called Lie–Poisson
brackets, a special form of noncanonical Poisson
bracket. Lie–Poisson brackets describe essentially
every fundamental equation that describes classical
media. In addition to the equations for the ideal
fluid, they describe Liouville’s equation for the
dynamics of the phase-space density of a collection
of particles, the various hierarchy of kinetic theory,
the Vlasov equation of plasma physics, and various
approximations thereof, and magnetized and other
more complicated fluids.

Both finite- and infinite-dimensional Lie–Poisson
brackets are intimately associated with a Lie group G .
We use the pairing between a vector space and its
dual, ,h i, where the second slot is reserved for
elements of the Lie algebra g of G and the first slot
for elements of its dual g �. Thus, ,h i : g � � g !R. In
terms of the pairing, noncanonical Lie–Poisson
brackets have the following compact form:

fF;Gg¼ h�; ½F�;G��i ½10�
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where we suppose the dynamical variable � 2 g �, [ , ] is
the Lie algebra product, which takes g � g ! g , and we
have introduced the shorthand F� := �F=��. The
quantities F� and G� are, of course, in g . We refer to
{ , } as the ‘‘outer’’ bracket of the realization enveloping
algebra and [ , ] as the ‘‘inner’’ bracket of the Lie algebra
g . The binary operator [ , ]y is defined as follows:

h�; ½f ; g�i ¼: ½�; g�y; f
D E

½11�

where evidently � 2 g �, g, f 2 g , and [ , ]y : g � � g ! g �.
The operator [ , ]y, which defines the coadjoint orbit,
is necessary for obtaining the equations of motion
from a Lie–Poisson bracket.

For finite-dimensional systems, the group G must be
a finite-parameter Lie group, the variable  corre-
sponds to w, and the cosymplectic form in coordinates
is given by Jab = cc

abwc, where the cc
ab are the structure

constants for the Lie algebra g , which satisfy

cc
ab ¼ �cc

ba

ce
abcd

ec þ ce
bcc

d
ea þ ce

cac
d
eb ¼ 0

½12�

relations that imply [10] satisfies the antisymmetry
condition and the Jacobi identity.

For infinite-dimensional systems, the group G

must be an infinite-parameter Lie group and the
cosymplectic operator has the form J ij = Ck

ij�k,
where Ck

ij are structure operators. The meaning of
these structure operators will be clarified when we
consider brackets for fluid mechanics.

The Fluid State

Fluid mechanics has a long history, and thus it
comes as no surprise that the fluid state has been
described in many ways. Because the Hamiltonian
structure depends on the state variables, some of
these ways are described below, beginning with
Lagrangian variable description.

Lagrangian Variables

The description of a fluid that is most like that of
particle mechanics occurs in terms of variables usually
referred to as Lagrangian variables. This description
dates to the eighteenth century. The idea behind the use
of these variables is a simple one: if a fluid is described
as a continuum collection of fluid particles, also called
fluid parcels or elements, then its motion is governed by
an equation that is an infinite-dimensional version of
Newton’s second law and, consequently, as we will see,
both the Hamiltonian and the Lagrangian descriptions
are infinite degree-of-freedom generalizations of those
of ordinary particle mechanics.

The position of a fluid element, referred to a fixed
rectangular coordinate systems, is given by q = q(a, t),
where q = (q1, q2, q3) and a = (a1, a2, a3) is a con-
tinuum label that replaces the index i of [1]. In
practice, the label can be any quantity that identifies
a fluid particle, but it is often taken to be the position
of the fluid particle at time t = 0 in rectangular
coordinates. The quantities qi(a, t) are coordinates
for the configuration space Q, which is in fact a
function space because in addition to the three indices
‘‘i’’ there is the continuum label a. We assume that a
varies over a fixed domain, � � R3, which is
completely filled with fluid, and that the function
q : �!� is one-to-one and onto. We will assume that
as many derivatives of q with respect to a as needed
exist, but we will not say more about Q; in fact, not
much is known about the solution function space for
the 3D fluid equations in Lagrangian variables. Often
in the Hamiltonian context the functions q = q(a, t) are
assumed to be diffeomorphisms and their collection is
referred to as the diffeomorphism group.

In the sequel several manipulations are needed and
so we record here some identities for later use. Viewing
the map a 7! q at fixed t as a coordinate change, the
Jacobian matrix @qk=@ai =: qk

,i has an inverse given by

@qk

@aj

Ai
k

J
¼ �i

j ½13�

where Ai
k is the cofactor of qk

,i and J is its
determinant. A convenient expression for Ai

k is
given by

Ai
k ¼

1

2
�kjl�

imn @qj

@am

@ql

@an
½14�

where �ijk( = �ijk) is the skew-symmetric tensor
(density). Evidently, @J =@qi

,j = Aj
i follows from [13].

Eulerian Variables

In the Lagrangian variable description, one picks out
a particular particle, labeled by a, and keeps track in
time t of where it goes. However, in the Eulerian
variable description, one stays at a spatial observa-
tion point r = (x1, x2, x3) 2 � and monitors the
nature of the fluid at r at time t.

The most important Eulerian variable is the Eulerian
velocity field v(r, t). This quantity is the velocity of the
particular fluid element that is located at the spatial
point r at time t. The label of that particular fluid
element is given by a = q�1(r, t), and so

vðr; tÞ ¼ _qða; tÞja¼q�1ðr; tÞ :¼ _q � q�1ðr; tÞ ½15�

where 	 denotes differentiation with respect to time
at fixed label a. Attached to a fluid element is a
certain amount of mass described by a density
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function 	0(a). As the fluid moves so that a 7! q, the
volume of an infinitesimal region will change, but its
mass must remain fixed. The statement of local mass
conservation is 	d3r = 	0d3a, where d3a is an initial
infinitesimal volume element that maps to d3q at
time t, and d3r = J d3a. (When integrating over � we
will replace d3q by d3r.) Thus, we obtain

	ðr; tÞ ¼ 	0ðaÞ
J ða; tÞ






a¼q�1ðr;tÞ

¼ 	0

J
� q�1ðr; tÞ ½16�

where recall the Jacobian J = det(qi, j). Besides the
density, for the ideal fluid, one attaches an entropy
per unit mass, s = s0(a), to a fluid element, and this
quantity remains fixed in time. In the Eulerian
description this gives rise to the entropy field

sðr; tÞ ¼ s0ðaÞja¼q�1ðr;tÞ¼ s0 � q�1ðr; tÞ ½17�

One could attach other scalar, vector, etc., quan-
tities to the fluid element, but we will not pursue
this. In the usual ideal fluid closure only the above
variables are considered.

Equations [15]–[17] express the Euler–Lagrange
map. There is a natural representation of this map in
terms of the Eulerian density variables, M := 	v, 	,
and 
 := 	s, the momentum, mass, and entropy
densities, respectively, which, as will be seen, are
variables in which the noncanonical Poisson bracket
has Lie–Poisson from.

Other Variables

Fluid mechanics is rife with variables that have been
used for its description. For example, Euler, Monge,
Clebsch, and others introduced potential representa-
tions, of varying generality, for the Eulerian velocity
field, an example being

vðr; tÞ¼�r� þr� ½18�

where the three components of v are replaced by the
functions �, �, and �, all of which depend on (r, t).

Often reduced variables that are tailored to
specific ideal flows with less generality than those
described by 	, s, and v are considered. Examples
include incompressible flow with r 	 v = 0, vortex
dynamics, including contour dynamics and point
vortex dynamics, flow governed by the
shallow-water equations, quasigeostrophy, etc. The
Hamiltonian structure in terms of these reduced
variables derives from that of the parent model in
terms of Lagrangian variables. Specific variables
may embody constraints, and understanding these
constraints, although tractable, can be a cause of
confusion. Pursuing this further is beyond the scope
here.

Hamilton’s Principle for Fluid

Lagrange, in his famous work of 1788, Mécanique
Analytique, produced in essence a variational
principle for incompressible fluid flow in terms of
Lagrangian variables. The generalization to com-
pressible flow awaited the discovery of thermody-
namics, and that is what we describe here. In
traditional mechanics nomenclature, this variational
principle is an infinite-dimensional generalization of
what is known variously as the action principle, the
principle of least action, or Hamilton’s principle,
whereby one constructs, on physical grounds, a
Lagrangian function on TQ used in the action
principle, where Q is the function space of the
q(a, t).

Construction of the Lagrangian requires identifi-
cation of the potential energy, and this requires
thermodynamics, because potential energy is stored
in terms of pressure and temperature. A basic
assumption of the fluid approximation is that of
local thermodynamic equilibrium. In the energy
representation of thermodynamics, the extensive
energy is treated as a function of the entropy and
the volume. For a fluid, it is convenient to consider
the energy per unit mass, denoted by U, to be a
function of the entropy per unit mass, s, and the
mass density, 	, a measure of the volume. The
intensive quantities, pressure and temperature, are
given by T = @U=@s and p = 	2@U=@	. Choices for
U produce equations of state. For barotropic or
isentropic flow, U depends only on 	. For an ideal
monatomic gas U(	, s) = c	��1 exp (�s), where c, �,
and � are constants. The function U could also
depend on additional scalar quantities, such as a
quantity known as spice that has been considered in
oceanography.

Conventional thermodynamic variables can be
viewed as Eulerian variables with a static velocity
field. Thus, we write U(	, s), where 	 and s are
spatially independent or, if the system has only locally
relaxed, these variables can be functions of r. For the
ideal fluid, each fluid element can be viewed as a self-
contained isentropic thermodynamic system that
moves with the fluid. Thus, the total fluid potential
energy functional is given by V[q] =

R
� d3a	0U

(s0, 	0=I ), which is a functional of q that depends
only upon I and hence only upon @q=@a.

The next item required for constructing Hamilton’s
principle is the kinetic energy functional, which is
given by T[q, _q] =

R
� d3a	0 _q2=2, where _q2 := �ij _qi _qj,

with the Cartesian metric �ij := �ij. This metric and its
inverse can be used to raise and lower indices.

The Lagrangian functional is L[q, _q] := T � V,
where L[q, _q] =

R
� d3aL(q, _q, @q=@a) and L is the
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Lagrangian density, in terms of which the action
functional of Hamilton’s principle is given by

S½q� ¼
Z t1

t0

dtL½q; _q�

¼
Z t1

t0

dt

Z
�

d3a
1

2
	0 _q2 � 	0U

� �
½19�

The end conditions for Hamilton’s principle for the
fluid are the same as those of mechanics, that is,
�q(a, t0) = �q(a, t1) = 0. The nonpenetration condi-
tion, �q 	 n̂ = 0 on @�, where n̂ is a unit normal vector
is also assumed. Other boundary conditions, such as
periodic and free boundary conditions, are also
possibilities. Hamilton’s principle amounts to
�S=�q(a, t) = 0, which, with the end and boundary
conditions, implies the following equations of motion:

	0€qi þ Aj
i

@

@aj

	2
0

I
2

@U

@	

� �
¼ 0 ½20�

Here we have used @Aj
i=@aj = 0, which can be seen

using [14]. Equation [20] amounts to Newton’s
second law for the ideal fluid, which is made clearer
by using the following useful identity:

@

@qk
¼ 1

I
Ai

k

@

@ai
½21�

Alternatively, upon using [13], [20] is sometimes
written in the form

	0€qj
@qj

@ai
þ I

@

@ai

	2
0

I
2

@U

@	

� �
¼ 0 ½22�

The Eulerian variable force law follows from [20]
upon using [21]:

	
@v

@t
þ v 	 rv

� �
¼ �rp ½23�

where v = v(r, t). The remaining Eulerian equations
of mass conservation and entropy advection follow
from the constraints that s0 and 	0 are constant on
fluid elements. Time differentiation and the trans-
formations of [16] and [17] yield

@	

@t
þr 	 ð	vÞ¼ 0 ½24�

@s

@t
þ v 	 rs¼ 0 ½25�

Equations [23]–[25] together with a given function
U(	, s) and the relation p = 	2@U=@	 constitute the
Eulerian description.

Variational principles similar to that described
above exist for essentially all ideal fluid models,
including incompressible flow, magnetohydrody-
namics, the two-fluid equations of plasma physics, etc.

Eulerian Action Principles

Some early researchers sought variational principles
that directly produce the ideal fluid equations in
Eulerian form. Because the Eulerian form of the
equations does not treat the fluid as a collection of
particles, the resulting action principles possess a
certain awkwardness. Below, we describe three
approaches to such action principles.

Clebsch action The action principle for electromag-
netism proceeds by introducing the 4-vector potential.
In a similar way, the Clebsch action principle
anticipates this idea by using a potential representation
of the velocity field, an example being that of [18].

Although compressible flow with an arbitrary
equation of state can be treated in full generality, for
simplicity and variety we will restrict to incompres-
sible flow and set r 	 v � 0. This constraint is
enforced by requiring � to be dependent on � and
� according to �[�, �] := ���1(�r�), where ��1 is
the inverse Laplacian. The Clebsch action is then
written as follows:

SC½�; �� :¼
Z t1

t0

dt

Z
�

d3r ��t �
1

2
v2

� �
½26�

where the subscript t denotes differentiation at fixed r,
we have set 	 � 1, and v is a shorthand for the
expression of [18] with �=�[�, �]. The form of SC is
that of the phase-space action that produces Hamilton’s
equations upon independent variation of the configura-
tion space coordinate and its conjugate momentum,
which are here � and �, respectively. Thus, we require
��(r, t0) = ��(r, t1) = 0, but no condition is needed for
�� at t0, 1. We also require n̂ 	 v = 0 on @�. The
variations �SC=��= 0 and �SC=��= 0 imply

�t¼
�H

��
¼ �v 	 r�

�t¼ �
�H

��
¼ �v 	 r�¼ 0

½27�

an infinite-dimensional version of [1] with
H :=

R
� d3r v2=2. Evidently, both � and � are

advected by the flow.
Because the vorticity, 
 :=r� v =r��r�, knowl-

edge of � and � determines 
 and one can invert the curl
operator to obtain v in the usual way. The intersection of
level sets of � and � define vortex lines, and, evidently,
these quantities, like the entropy for compressible
dynamics, are constant on fluid elements. It is not
difficult to show that the advection of � and � implies
the correct dynamical equation for incompressible v.

Herivel–Lin action The Herivel–Lin action incor-
porates [24] and [25] as constraints with Lagrange
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multipliers, ’ and 	�. (Here � is not the Clebsch �
and the factor of 	 is included for convenience.) It
was discovered early on that these constraints were
not enough to achieve complete generality and so a
new one, known as the Lin constraint, was added.
The Lin constraint corresponds to constancy of the
fluid particle label. One defines an Eulerian label
field by setting q(a, t) = r and solving for the label
a = q�1(r, t) =: a(r, t). Conservation of particle identity
is thus given by at þ v 	 ra = 0, and this constraint is
associated with a Lagrange multiplier �= (�1, �2, �3).
The Herivel–Lin action is thus given by

SHL½v; 	; s; a;’; �; ��

¼
Z t1

t0

dt

Z
�

d3r

�
1

2
	v2 � 	Uð	; sÞ þ ’ 	t þr 	 ð	vÞ½ �

� 	� st þ v 	 rs½ � � 	� 	 at þ v 	 ra½ �
�

½28�

Variation of [28] with respect to the Lagrange
multipliers just reproduces the constraints; however,
variation with respect to v, 	, s, and a produces
equations that imply [23]. Moreover, every flow can
be shown to be an extremal of SHL.

Euler–Poincaré–Hamel action Another approach is
to use directly constrained variations. The essential
idea is to only consider Eulerian variable variations
that are induced by underlying Lagrangian variable
variations �q, the so-called dynamically accessible
variations. Explicitly, a basic Eulerian variation
�= (�1, �2, �3) is given by �(r, t) = �q(a, t)ja = q�1(r, t).
In terms of this quantity, the dynamically accessible
variations of the Eulerian velocity field, density,
and entropy are given, respectively, by �v = �t þ v 	
r� � � 	 rv, �	= �r 	 (	�), and �s = �� 	 rs. Upon
inserting them into the variation of

SEPH½�� ¼
Z t1

t0

dt

Z
�

d3r
1

2
	v2 � 	Uð	; sÞ

� �
½29�

and integrating by parts gives

�SEPH ¼
Z t1

t0

dt

Z
�

d3r½. . .� 	 � ¼ 0

where [ . . . ] is equivalent to [23]. Thus, assuming �
is arbitrary, we obtain directly the equation of
motion.

There is a version of this kind of constrained
variational principle for all ideal fluid and plasma
equations. Also, it possesses a geometric interpreta-
tion. In a more practical vein, constrained variations
can be used to derive reduced models, and dynami-
cally accessible variations can also be used for
stability calculations. Exploring these ideas is out-
side the present scope.

Fluid Hamiltonian Description

Having described variational principles, we turn
to the associated canonical and noncanonical
Hamiltonian descriptions.

Canonical Description

Because the action of [19] is of standard form, it is
convex in _q and the Legendre transform follows
easily: the canonical momentum density is
�i(a, t) := �L=� _qi(a) = 	0 _qi and H[q, �] =

R
� d3a[� 	

_q� L] =
R

� d3a[�2=(2	0)þ 	0U]. Hamilton’s equa-
tions are then

_qi ¼ �H
��i
¼ fqi;Hg; _�i¼ �

�H

�qi
¼ f�i;Hg ½30�

an infinite-dimensional version of [1], with the
canonical Poisson bracket

fF;Gg¼
Z

�

�F

�q
	 �G
��
� �G
�q
	 �F
��

� �
d3a ½31�

(Note, �qi(a)=�qj(a0) = �i
j�(a� a0), a relation analo-

gous to @qj=@qi = �
j
i for finite systems.)

Reduction to Noncanonical Poisson Brackets

Reduction is a procedure for reducing the size of a
Hamiltonian system. Given constants of motion in
involution, that is, with pairwise vanishing Poisson
brackets, the dimension of a Hamiltonian system
can be reduced by 2 for each such constant of
motion. However, when constants do not commute,
the situation is more complicated and one must
invoke a theory due to Lie, Poincaré, Cartan, and
others. Associated with invariants are symmetries,
and so a complete discussion of this theory requires
examination of symmetry groups and associated
geometry. For the ideal fluid, the map from the
Lagrangian to the Eulerian descriptions is an
example of reduction, whereby the Poisson bracket
of [31] is mapped into a noncanonical Poisson
bracket. En route to describing this example, a brief
discussion of reduction of finite systems is consid-
ered first.

Reduction of Finite-Dimensional Systems

Consider a canonical system with the phase space
M, a 2N-dimensional symplectic manifold. In a
coordinate patch with coordinates z = (q, p) the
system has the canonical description of [2]–[4].
Suppose we have a map P :M!m�, where m� is
some M < 2N-dimensional space described by coor-
dinates w = (w1, w2, . . . , wM). In coordinates, this
map is represented in terms of functions wa = wa(z),

598 Hamiltonian Fluid Dynamics



with a = 1, 2, . . . , M, which, because M < 2N, is
always noninvertible. Suppose f , g :M!R obtain
their z-dependence through the functions w, that is,
f (z) = �f (w(z)) = �f �w. Making use of the chain rule
yields

½f ; g� ¼ @�f

@wa
Jab

@�g

@wb
½32�

where the quantity

Jab :¼ @wa

@z�
J��c

@wb

@z�
½33�

is in general a function of z. However, it is possible
that Jab may only depend on w. When this happens,
we have a reduction of the phase space M.

If the original dynamics of interest has the
Hamiltonian vector field generated by H(z), and if
it is possible that H(z) can be expressed solely in
terms of the w’s, that is, H(z) = �H(w), then the
system has been reduced. Clearly, this is a statement
of symmetry, since the function H(z) in reality
depends on a fewer number of variables, the w’s.

A beautiful form of reduction occurs when the
map P has a special form wa = Li

a(q)pi, where the
quantity L is associated with a symmetry group. An
identity for what is required of Li

a in order for the
transformed bracket to be expressible in terms of the
w’s can be worked out, but this is explained in terms
of Lie groups. If the space m is a Lie algebra g , then
the functions �f , �g are real-valued functions on g � that
can be extended by left or right translation to
functions �f , �g on T�G . Thus, f restricted to T�G at
the identity, T�e G = g �, is �f . Because T�G is a
cotangent bundle, it carries the canonical Poisson
bracket and we get a natural map P, called a
momentum map, into the dual of a Lie algebra. This
geometrical description of obtaining brackets on g �

from brackets on T�G is a case of Marsden–
Weinstein reduction. In the early 1980s, these
authors and others developed the geometrical inter-
pretation of the noncanonical Poisson brackets for
the ideal fluid.

Ideal Fluid Noncanonical Poisson Brackets

The Euler–Lagrange map of the fluid is of the form
of the map P above. It maps the canonical bracket of
[31] into a noncanonical Poisson bracket. If we use
the Eulerian variables M := 	v, 	, and 
 := 	s, then
the resulting noncanonical bracket is of Lie–Poisson
form. To effect this map, one must vary [15]–[17] to
relate functional derivatives with respect to q and �
to those with respect to M, 	, and 
. This amounts
to working out the chain rule for functionals. Upon

doing this, one obtains the following noncanonical
bracket:

fF;Gg ¼ �
Z

�

Mi
�F

�Mj

@

@xj

�G

�Mi
� �G

�Mj

@

@xj

�F

�Mi

� ��

þ 	 �F

�M
	 r �G

�	
� �G
�M
	 r �F

�	

� �

þ
 �F

�M
	 r �G

�

� �G
�M
	 r �F

�


� ��
d3r ½34�

This bracket, together with the Hamiltonian
�H[M, 	, 
] =

R
� d3r[M2=(2	)þ 	U(	, 
=	)] generates

the ideal fluid equations. This Hamiltonian follows
from �H[M, 	, 
] := H[q, �] with H[q,�] =

R
� d3a

[�2=(2	0)þ 	0U]. The bracket of [34] is clearly seen
to be linear in the variables M, 	, and 
, and the form
of the cosymplectic operator and structure operators
Ck

ij can be obtained by integration by parts. The Lie
group in this case can be seen to be an extension by
semidirect product of the diffeomorphism group.

An alternative form of the noncanonical Poisson
bracket is given in terms of the variables v, 	, and s.
Upon changing to these coordinates, the noncanoni-
cal Poisson bracket transforms into

fF;Gg ¼ �
Z

�

�F

�	
r 	 �G

�v
� �G
�	
r 	 �F

�v

� ��

þ r� v

	
	 �G
�v
� �F
�v

� �

þrs

	
	 �F

�s

�G

�v
� �G
�s

�F

�v

� ��
d3r ½35�

which, with the Hamiltonian H[v, 	, s] =
R

� d3r
[	v2=2þ 	U(	, s)], produces the Eulerian fluid equa-
tions of [23]–[25] directly as vt = {v, H}, 	t = {	, H},
and st = {s, H}, respectively. Observe that in these
variables, the bracket is no longer of Lie–Poisson form.

Conclusion

In a general sense, Hamiltonian dynamics is about
coordinate changes, and it is clear from the above
that there is no shortage of coordinates for describ-
ing the ideal fluid. The most intuitive form of fluid
equations (at present) is the Eulerian form, and this
possesses a noncanonical Hamiltonian description.
Other noncanonical variables are also used for both
less and more general fluid systems than those
described above. Vortex dynamics, shallow-water
theory, and other equations of geophysical fluid
dynamics are possibilities, as well as equations from
plasma physics and other disciplines. The general
story for these systems is much the same as above,
although in some descriptions constraints are
involved and they can complicate matters.
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There are various motivations for pursuing an
understanding of the Hamiltonian structure of
fluids, but ultimately these motivations are the
same as those for investigating the Hamiltonian
dynamics of particle and other finite degree-of-
freedom systems. Hamiltonian theory serves as an
organizing framework, one that can be used for the
derivation and approximation of systems. If one
understands something about a particular Hamilto-
nian system, then often it can be said to be true of a
general class of Hamiltonian systems. By now, many
applications have been worked out, some of which
can be accessed from the literature cited below.

See also: Adiabatic Piston; Adiabatic Piston;
Bi-Hamiltonian Methods in Soliton Theory; Bi-Hamiltonian
Methods in Soliton Theory; Classical r-Matrices, Lie
Bialgebras, and Poisson Lie Groups; Contact Manifolds;
Contact Manifolds; Hamiltonian Group Actions;
Infinite-Dimensional Hamiltonian Systems; Korteweg–de
Vries Equation and other Modulation Equations;
Korteweg–de Vries Equation and Other Modulation
Equations; Stochastic Hydrodynamics; Stochastic
Hydrodynamics.
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Introduction

The idea of a Hamiltonian flow on a symplectic
manifold has its roots in Hamilton’s equations,
which govern the trajectory of a particle in phase
space (the space parametrizing coordinates and
momenta of a classical particle). A fundamental
idea in theoretical physics (Noether’s theorem) is
that to every symmetry in a physical system (such as
a group action), there is an associated conserved
quantity: invariance under translation corresponds
to conservation of linear momentum, invariance
under rotation corresponds to conservation of
angular momentum and so on, and these momenta
are functions on the phase space. The mathematical
formulation of this idea is the idea of the moment
map associated to a group action on a symplectic
manifold; the group action is obtained from the
Hamiltonian flow of the moment map.

This article will describe some basic features of
moment maps associated to Hamiltonian group

actions, and some recent results about the geometry
and topology of symplectic manifolds which have such
group actions. We first define Hamiltonian group
actions and list some of their properties. Next we give
the definition of the symplectic quotient, which is a
means of dividing out the symmetry to form a new
symplectic manifold. We also explain some properties
of the quotient construction. The convexity theorem
and the moment polytope are outlined and toric
manifolds (a particular type of symplectic manifold
with a Hamiltonian torus action of maximal dimen-
sion) are defined. Finally, we list some properties of
cohomology rings of symplectic quotients.

Two standard references on this material are the
books of Cannas da Silva (2001) and McDuff and
Salamon (1995). An authoritative and comprehen-
sive reference is the monograph by Guillemin,
Ginzburg and Karshon (2002).

Hamiltonian Group Actions

Let (M,!) be a symplectic manifold. The Hamiltonian
vector field �H generated by a function H is defined by

!mð�H;YÞ ¼ dHmðYÞ
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for any Y 2 TmM. If X 2 g 7!X# are the vector
fields on M generated by the symplectic action of a
compact Lie group G with Lie algebra g, then the
moment map � : M! g� is defined by two
properties:

1. d�m(Y)(X) =!m(X#, Y) for any Y 2 TmM: in
other words the function �X : M!R defined by

�XðmÞ¼def
�ðmÞðXÞ

is the Hamiltonian function generating the vector
field X#.

2. � : M! g� is equivariant (where G acts on g� by
the coadjoint action).

Remark 1 In this article, we shall only consider
actions of compact connected Lie groups, although
the definition of Hamiltonian group action may be
extended to noncompact groups. In particular,
unless otherwise specified the term ‘‘torus’’ refers
to the compact torus T ffi U(1)n.

Remark 2 (Existence and uniqueness of moment
maps). One sees that LX#!= d(�X#!), so that �X#!
is closed. The moment map �X exists if and only if
�X#! is also ‘‘exact.’’ The moment map need not
always exist: for example, if S1 acts on T2 by

eiX : ðei�1 ; ei�2Þ 7! ðeið�1þXÞ; ei�2Þ

we see that for the standard symplectic form
!= d�1 ^ d�2 we have �X#!= d�2. Since �2 is only
defined mod 2� we see that the moment map does
not exist as a map into R. Conditions guaranteeing
the existence of a moment map (other than M being
simply connected) include the hypothesis that G
is semisimple (Guillemin and Sternberg (1990,
theorem 26.1)); conditions on the existence and
uniqueness of the moment map can be formulated in
terms of Lie algebra cohomology (see Guillemin and
Sternberg (1990)). The obstruction to the existence
of the moment map for a symplectic action of G is
an element of H1(g); the obstruction to uniqueness
of the moment map is an element of H2(g), where g
is the Lie algebra of G. See Guillemin and Sternberg
(1990, proposition 24.1).

Basic Properties of Moment Maps

Proposition 1 (Guillemin–Sternberg (1982, 1984))

Imðd�mÞ? ¼ LieðStabðmÞÞ

where ? denotes the annihilator under the canonical
pairing g� � g!R.

Proof We have

!ðY#
m ;ZÞ ¼ d�YðZÞ ¼ hY; d�mðZÞi

for all Z 2 TmM. Thus, Y annihilates all � 2 Im(d�m)
if and only if Y 2 Lie(Stab(m)).

Corollary 1 Zero is a regular value of � if and only
if Stab(m) is finite for all m 2 ��1(0). In this
situation, ��1(0) is a manifold and the stabilizer of
the action at any point in ��1(0) is finite.

Example 1 Let T be a torus acting on M and let
F �MT be a component of the fixed-point set. Then
for any f 2 F, we have d�f = 0, so �(F) is a point.

Proposition 2

(i) If H � G are two groups acting in a Hamiltonian
fashion on a symplectic manifold M, then�H = � �
�G where � : g� ! h� is the projection map. In
other words, if X 2 h, then�H(m)(X) =�G(m)(X)
for any m 2M. One example that frequently
arises is the case when H = T is a maximal torus of
a compact Lie group G.

(ii) More generally if f : H!G is a Lie group
homomorphism, and the two groups G and H
act in a Hamiltonian fashion on a symplectic
manifold M, in such a way that the action is
compatible with the homomorphism f, then
�H = f � � �G where f � : g! h� is induced from
the homomorphism f. (The case (i) is the special
case where f is the inclusion map.)

(iii) If two symplectic manifolds M1 and M2 are acted
on in a Hamiltonian fashion by a group G with
moment maps �1 and �2, then the moment map
for the diagonal action of G on M1 �M2 with the
product symplectic structure is �1 þ �2.

Example 2 The standard symplectic form on S2 is
!=�d cos � ^ d�=�dz ^ d� (where � is the polar
angle, � is the azimuthal angle, and z is the height
function). The associated moment map for the action
of U(1) on S2 by rotation about the z axis is �(z,�) = z.

Example 3 If R2 = C has the symplectic structure
!= dx ^ dy, the moment map for the standard
action of U(1) on R2 with multiplicity m 2 Z, in
other words the action

u 2 Uð1Þ : z 2 C 7! umz

is �(x, y) =�m(x2 þ y2)=2.

Example 4 Suppose a torus T acts on C preserving
the standard symplectic structure, and suppose
the action factors through a homomorphism
B : T!U(1) which can be written as

BðexpT XÞ ¼ expUð1Þð�ðXÞÞ
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in terms of a linear map � 2 t� that maps the integer
lattice of t into Z (in other words, a weight) and the
exponential maps

expT : t ! T

and

expUð1Þ : R ! Uð1Þ

(the latter being normalized as expU(1) (t) = e2�it).
Then, by Proposition 2(ii) and Example 3 we
see that the moment map for the action of T on
C is

�ðzÞ ¼ �1
2 �jzj

2

It follows that if T acts on Cn via a collection of
weights �1, . . . ,�n 2 t�, then the moment map is

�ðz1; . . . ; znÞ ¼ �
1

2

Xn

j¼1

jzjj2�j

and the image of the moment map is the cone in t�

spanned by {�1, . . . ,�n}.

The Symplectic Quotient

Since the moment map � is equivariant, we may
form the symplectic quotient (or Marsden–Weinstein
reduction)

Mred ¼M0 ¼ ��1ð0Þ=G

The symplectic structure on M descends to give a
symplectic structure on M0. Corollary 1 implies that
if 0 is a regular value of �, then M0 is an orbifold.

Remark 3 Another way to formulate Corollary 1 is
that if G acts freely, 0 is a regular value of � so
��1(0) is a manifold with a free G action, and hence
��1(0)=G is also a manifold. If the G action is only
locally free, then ��1(0) is still a manifold, but the
quotient ��1(0)=G is only an orbifold.

Remark 4 The definition of orbifold is due to
Satake (1957); an alternate formulation is given in
the paper by Henriques and Metzler (2004) and
references cited there.

If T is a torus, then the equivariance condition on
the moment map reduces to invariance, so we may
form the reduced space Mt =��1(t)=T for any
regular value t 2 t� of the moment map �; the
space Mt is a symplectic orbifold for any regular
value t of �.

Example 5 Let U(1) act diagonally on Cn equipped
with the standard symplectic structure

! ¼ i

2

Xn

j¼1

dzj ^ d�zj

¼
Xn

j¼1

dxj ^ dyj

½1	

where zj = xj þ iyj. The moment map for this action is

�ðz1; . . . ; znÞ ¼ �
1

2

Xn

j¼1

jzjj2

so the symplectic quotient ��1(�1=2)=U(1) is com-
plex projective space

S2n�1=Uð1Þ ffi CPn�1

More generally we may consider the reduced
space M	 =��1(O	)=G when O	 is the orbit in g�

through 	 2 g� (coadjoint orbit). All such orbits may
be parametrized by 	 2 t�þ, where t�þ is a chosen
positive Weyl chamber in t�.

Example 6 Let U(n) act on Cn in the standard way,
where Cn is equipped with the standard symplectic
structure [1]. The moment map for this action is

�ðz1; . . . ; znÞjk ¼
i

2
zj �zk ½2	

which is the (j, k) element of a matrix in the Lie
algebra of U(n). The standard symplectic form on
Cn descends under reduction to the standard
symplectic form on CPn�1 (which corresponds to
the Fubini–Study metric).

Example 7 (Coadjoint orbits). Let 	 2 g�. We
define a symplectic structure !	 on the coadjoint
orbit O	 (in terms of the vector fields X#, Y#

generated by the action of X, Y 2 g) by
!	(X

#
	 , Y#

	 ) =�	([X, Y]) at the point 	 2 O	 (and
everywhere else on the orbit by equivariance). The
moment map for the action of G on O	 with respect
to this symplectic structure is the inclusion of O	
in g�. (The symplectic structure on the orbit was
found by Kirillov and Kostant; see, for instance,
Berline et al. (1992, section 7.5).

Example 8 (The shifting trick). Define a symplectic
structure � on M�O	 by

� ¼ !M � !	

Then for the moment map with respect to the
induced action of G on M�O	 we have

M	 ffi ðM�O	Þ0
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Corollary 2 Combining Example 6 with Proposition
2(ii) we see that for any linear action of a group G on
CPn�1 (i.e., an action factoring through a representa-
tion G!U(n), or in other words an action descending
from a linear action on Cn) the moment map factors as

� ¼ � � �̂

where �̂ : CPn�1!u(n)� is given in [3] below, and
� : u(n)� ! g� is the projection map.

In particular, one often requires for a projective
manifold M (i.e., a compact complex manifold with
an embedding into CPn�1) that the action of G
extends to a linear action on CPn�1. Thus, moment
maps for such linear actions are given by [3]
composed with � and with the embedding of M
into CPn�1 (see also Cotangent Bundle Reduction,
Poisson Reduction, Symmetry and Symplectic
Reduction).

Reduction in Stages

Suppose a compact Lie group G acts in a Hamilto-
nian fashion on a symplectic manifold M, and H is a
normal subgroup of G. (For example, this hypoth-
esis is satisfied if both H and G are tori.) Suppose
also that 0 is a regular value for �H and �G. Then
the symplectic quotient ��1

H (0)=H is acted on
naturally by the quotient group G=H, and this
action is Hamiltonian; furthermore, the symplectic
quotient of ��1

H (0)=H by G=H is naturally iso-
morphic to ��1

G (0)=G. (This result is known as
‘‘reduction in stages.’’)

Let M be a symplectic manifold equipped with the
Hamiltonian action of a torus T. Let H � T be a Lie
subgroup of T (so H is a torus whose dimension is
smaller than the dimension of T). Let �T : M!
Lie(T)� and �H : M!Lie(H)� be the moment maps:
recall that �H = �H � �T , where �H : Lie(T)� !
Lie(H)� is the standard projection.

For any 
 2 Lie(H)� we may form the reduced
space M
 =��1

H (
)=H. This is equipped with a
Hamiltonian action of T=H.

Example 9 Let U(n) act on Cn in the standard way.
This action descends to an action on CPn�1, which
is the symplectic quotient of Cn under the action of
the diagonal U(1) subgroup of U(n). Hence, the
moment map �̂ for the action of U(n) on CPn�1 is
given by the formula

�̂ð½z1; . . . ; zn	Þjk ¼
i

2

zj�zkPn
‘¼1 jz‘j

2
½3	

which comes from the moment map [2] for the
action of U(n) on Cn.

The Normal Form Theorem

There is a neighborhood of ��1(0) on which the
symplectic form is given in a standard way related to
the symplectic form !0 on Mred (see, e.g., Guillemin
and Sternberg (1990, sections 39–41)).

Proposition 3 (Normal form theorem). Assume 0 is
a regular value of � (so that ��1(0) is a smooth
manifold and G acts on ��1(0) with finite stabilizers).
Then there is a neighborhood U ffi ��1(0)� {z 2 g�,
jzj 
 h} � ��1(0)� g� of ��1(0) on which the sym-
plectic form is given as follows. Let P def

=

��1(0)
q
!Mred be the orbifold principal G-bundle

given by the projection map q :��1(0)!��1(0)=G,
and let � 2 �1(P)� g be a connection for it. Let !0

denote the induced symplectic form on Mred, in other
words q� !0 = i�0!. Then if we define a 1-form � on
U � P� g� by �p, z = z(�) (for p 2 P and z 2 g�), the
symplectic form on U is given by

! ¼ q�!0 þ d� ½4	

Further, the moment map on U is given by
�(p, z) = z.

Corollary 3 Let t be a regular value for the
moment map for the Hamiltonian action of a torus
T on a symplectic manifold M. Then in a neighbor-
hood of t, all symplectic quotients Mt are diffeo-
morphic to Mt0

by a diffeomorphism under which
!t =!t0

þ (t � t0, d�) where � 2 �1(��1(t0))� t is a
connection for the action of T on ��1(t0).

Corollary 4 Suppose G acts in a Hamiltonian
fashion on a symplectic manifold M, and suppose
0 is a regular value for the moment map �. Then the
reduced space M	 =��1(O	)=G at the orbit O	
fibers over M0 =��1(0)=G with fiber the orbit O	;
furthermore, if � : M	!M0 is the projection map,
then the symplectic form !	 on ��1(O	)=G is given
as !	 = ��!0 þ �	, where !0 is the symplectic form
on M0 and �	 restricts to the standard Kirillov–
Kostant symplectic form on the fiber.

Convexity Theorems

Theorem 1 (Atiyah (1982); Guillemin–Sternberg
(1982 and 1984)). Suppose M is a connected
compact symplectic manifold equipped with a Hamil-
tonian action of a torus T. Then the image �(M) is a
convex polytope, the convex hull of {�(F)}, where F are
the components of the fixed-point set of T in M.

Example 10 Consider the orbits Ot of SU(2) in
su(2) ffi R3 through t 2 Rþ. The image of the
moment map for the action of the maximal torus
T ffi U(1) is the interval [�t, t].
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Example 11 When Ot is the coadjoint orbit
(through t 2 t�) for a compact Lie group G with
maximal torus T, the image �T(Ot) of the moment
map �T for the action of the maximal torus T is the
convex hull Conv{wt : w 2W}, where W is the Weyl
group.

The convexity theorem above can be generalized
to actions of nonabelian groups. If M is a connected
compact symplectic manifold equipped with a
Hamiltonian action of a compact Lie group G with
maximal torus T and positive Weyl chamber tþ,
then the intersection of the image �(M) of the
moment map with the positive Weyl chamber tþ (in
other words, a fundamental domain for the action
of the Weyl group on t) is a convex polytope.
This result is due to Kirwan (1984b) and for Kähler
manifolds to Guillemin and Sternberg (1982 and
1984).

The proofs of Atiyah and Guillemin–Sternberg are
based on Morse theory applied to the moment map.
A key ingredient in the proofs is to establish that the
fibers of the moment map are connected.

The Moment Polytope

Given a compact symplectic manifold M equipped
with the Hamiltonian action of a torus T, we see
that there is an associated polytope P, the ‘‘moment
polytope.’’ The fibers of the moment map � are
preserved by the action of T, so the value of �
parametrizes a family {Mt} of symplectic quotients.
By Theorem 1 the moment polytope is the convex
hull of the images of the fixed-point set under the
moment map.

By Proposition 1, we see that the moment
polytope is decomposed according to the stabilizers
of points in the preimage, and the critical values of
the moment map are the images �T(Wj) of the
fixed-point sets Wj of one-parameter subgroups Sj

of T. These critical values form hyperplanes
(‘‘walls’’) which subdivide the moment polytope:
the complement of the walls is a collection of open
regions consisting of regular values of the moment
map.

Example 12 The group SU(3) has maximal torus
T ffi U(1)2. We identify g� with g via the bi-invariant
inner product (i.e., the Killing form) on g, and thus
identify t� with t. For 	 2 t, the Weyl group images
of 	 are the six vertices of a hexagon: the ‘‘walls’’ in
the moment polytope for the action of T on the
coadjoint orbit O	 arising from the action of G on
g� through 	 2 t� are the edges of the hexagon
(exterior walls) and the three lines connecting
opposite vertices (interior walls).

Toric Manifolds

Definition 1 A toric manifold is a compact
symplectic manifold M of dimension 2n equipped
with the effective Hamiltonian action of a torus T of
dimension n.

Example 13 Complex projective space CPn with
the obvious Hamiltonian action of U(1)n � U(1)nþ1

is a toric manifold.

Example 14 A special case of Example 13 is the
2-sphere S2 ffi CP1 (with the action of U(1) given by
rotation around one axis). The 2-sphere is a toric
manifold.

Elementary Properties of Toric Manifolds

If M is a toric manifold, the fiber of the moment map
for the action of T is an orbit of the action. Hence,
the symplectic quotient Mt at any value t 2 t� is a
point (if it is nonempty).

The regular values of � are the interior points of
the moment polytope P. All points in the preimage
��1(@P) are fixed points of some one-parameter
subgroup of T. Points in the interior of a face Pj of
dimension j are fixed by a subtorus of T of
dimension n� j. Hence, each fiber of � over a
point in Pj is a quotient torus of dimension j. In
particular, the vertices of the polytope are the
images of the components of the fixed-point set of
the whole torus T, and the inverse image of a vertex
is contained in the fixed-point set of T.

The push-forward function ��(!
n=n!) under the

moment map is just the characteristic function of the
moment polytope.

Delzant’s Theorem

In fact, toric manifolds are characterized by their
moment polytopes. A theorem of Delzant (1988)
says that any polytope P satisfying appropriate
hypotheses (a simple polytope) is the moment
polytope for some toric manifold; furthermore, if
two toric manifolds acted on effectively by a torus T
have the same moment polytope, then they are
T-equivariantly symplectomorphic. The first state-
ment is proved by constructing a toric manifold
which has the polytope P as its moment polytope; if
P has d faces of codimension 1, one constructs the
toric manifold M as a symplectic quotient of a
vector space V ffi Cd by the linear action of a torus
T 0 ffi U(1)d�n. The torus T ffi U(1)n acting on M is
then obtained by reduction in stages, as the quotient
of U(1)d by T 0.

The construction of a toric manifold whose
moment polytope is a given simple polytope is
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given in Guillemin (1994, chapter 1). The second
statement (namely that toric manifolds are classified
by their moment polytopes) is proved in Delzant
(1988).

Example 15 The moment polytope for the action
of U(1)n on CPn is the n-simplex. This action
descends from the action of U(1)nþ1 on Cnþ1, using
reduction in stages: recall from Example 5 that we
constructed CPn as the symplectic quotient of Cnþ1

by the standard action of U(1).

Cohomology Rings of Symplectic
Quotients

For material on the equivariant cohomology of
symplectic manifolds equipped with Hamiltonian
group actions and the relation to the fixed-point set,
we refer to Equivalent Cohomology and the Cartan
Model. As in that reference we shall describe
the equivariant cohomology of a Hamiltonian
G-manifold using the Cartan model.

Two fundamental results of Kirwan give comple-
mentary descriptions of the equivariant cohomology
of a symplectic manifold.

Kirwan Injectivity

Kirwan’s first theorem is the injectivity theorem:

Theorem 2 (Injectivity theorem). If T is a compact
torus and M is a Hamiltonian T-space, then the
direct sum of restriction maps to all components of
the fixed-point set

�F : H�TðMÞ ! H�ðFÞ � Sðt�Þ

is injective.

The proof appears in Kirwan (1984a); this
material is treated in Equivalent Cohomology and
the Cartan Model (theorem 6.6).

Kirwan Surjectivity

Let G be a complex torus, and let 0 be a regular
value of the moment map �. Suppose M is a
compact symplectic manifold equipped with a
Hamiltonian action of a compact Lie group G.
There is a natural map � : H�G(M)!H�(Mred)
defined by

� : H�GðMÞ 7!H�Gð��1ð0ÞÞ ffi H�ðMredÞ

(where the first map is the restriction map and the
second is the identification of H�G(Z) with H�(Z=G)
when G acts locally freely on Z and the cohomology
is taken with rational coefficients). The map � is

obviously a ring homomorphism. Kirwan’s second
theorem treats the image of �.

Theorem 3 (Surjectivity theorem). Under the
above hypotheses, the map � is surjective.

The proof of this theorem (Kirwan (1984a, 5.4 and
8.10); see also Kirwan (1992, section 6)) uses the
Morse theory of the ‘‘Yang–Mills function’’ j�j2 :
M!R to define an equivariant stratification of M
by strata S� which flow under the gradient flow of
j�j2 to a critical set C� of j�j2. One shows that the
function j�j2 is equivariantly perfect (i.e., that the
Thom–Gysin (long) exact sequence in equivariant
cohomology decomposes into short exact sequences,
so that one may build up the cohomology as

H�GðMÞ ffi H�Gð��1ð0ÞÞ �
M
� 6¼0

H�GðS�Þ

Here, the stratification by S� has a partial order >;
thus, one may define an open dense set U� = M�
[
>�S
 which includes the open dense stratum Sb of
points that flow into ��1(0) (note Sb retracts onto
��1(b)). The equivariant Thom–Gysin sequence is


 
 
 ! H
n�2dð�Þ
G ðS�Þ!

i��
Hn

GðU�Þ ! Hn
GðU� � S�Þ ! 
 
 


To show that the Thom–Gysin sequence splits into
short exact sequences, it suffices to know that the
maps (i�)� are injective. Since i��(i�)� is multiplication
by the equivariant Euler class e� of the normal
bundle to S�, injectivity follows because this
equivariant Euler class is not a zero divisor (see
Kirwan (1984a, 5.4) for the proof).

Because � is a surjective ring homomorphism, it
follows that

H�GðMredÞ ffi H�TðMÞ=Kerð�Þ

The above theorem is also valid when G is the
complexification of a compact semisimple Lie
group. In this case, one must reduce at 0 (because
of the condition that the moment map is equivar-
iant, since b = 0 is the only value which is invariant
under the coadjoint action). The case of reducing at
coadjoint orbits can be treated using the proof for
the case of reducing at 0 via the shifting trick
(Example 8).

Several recent articles (Jeffrey and Kirwan (1995,
1997), Tolman and Weitsman 2003) compute
Ker(�). Some articles compute Ker(�) in specific
examples, notably the action of S1 on products of
two-dimensional spheres of general radii.

The Residue Formula

One approach to identifying Ker(�) is the ‘‘residue
formula,’’ Jeffrey and Kirwan (1995), theorem 8.1:
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Theorem 4 (Jeffrey and Kirwan (1995), corrected
as in Jeffrey and Kirwan (1997)).

Let 
 2 H�G(M) induce 
0 2 H�(Mred). Then we
haveZ

Mred

�ð
Þei!red ¼ n0CGRes D2ðXÞ
X
F2F

h
FðXÞ½dX	
 !

½5	

where n0 is the order of the stabilizer in G of a
generic element of ��1(0), and the constant CG is
defined by

CG ¼ ð�1Þsþnþ

jWjvolðTÞ ½6	

We have introduced s = dim G and l = dim T; here
nþ= (s� l)=2 is the number of positive roots. Also,
F denotes the set of components of the fixed-point
set of T, and if F is one of these components, then
the meromorphic function h
F on t �C is defined by

h
FðXÞ ¼ ei�ðFÞðXÞ
Z

F

i�F
ðXÞei!

eFðXÞ
½7	

and the polynomial D : t!R is defined by D(X) =Q

>0 
(X), where 
 runs over the positive roots of G.

The residue map Res is defined on (a subspace of)
the meromorphic differential forms on t �C: its
definition depends on some choices, but the sum of
the residues over all F 2 F is independent of these
choices. When T = U(1), we define the residue on
meromorphic functions of the form ei	X=XN when
	 6¼ 0 (for N 2 Z) by

Res
ei	X

XN

� �
¼ ResX¼0

ei	X

XN
; if 	 > 0

¼ 0; if 	 < 0

More generally, the residue is specified by certain
axioms (see Jeffrey and Kirwan (1995, proposition
8.11)), and may be defined as a sum of iterated
multivariable residues ResX1 = 	1

. . . ResXl = 	l
for a

suitably chosen basis of t yielding coordinates
X1, . . . , Xl (see Jeffrey and Kirwan (1997)).

The Tolman–Weitsman Theorem

The Tolman and Weitsman (2002) theorem is as
follows:

Theorem 5 We have

Kerð�Þ ¼
X

S

ðKS
� � KS

þÞ ½8	

Here, S is a generic circle subgroup of T and KS
�

(resp. KS
þ) denote the set of all equivariant cohomol-

ogy classes 
 whose restriction to F S
� (resp. F S

þ) is
zero. Here,

F� ¼ fF 2 F : ��SðFÞ > 0g

where �S is the component of the moment map in
the direction of the Lie algebra of S.

For more information, see Intersection Theory,
Moduli Spaces: An Introduction, and Equivariant
Cohomology and the Cartan Model.
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Guillemin V, Ginzburg V, and Karshon Y (2002) Moment Maps,
Cobordisms, and Hamiltonian Group Actions, Mathematical
Surveys and Monographs, vol. 98. Providence, RI: American

Mathematical Society.

Guillemin V and Kalkman J (1996) The Jeffrey–Kirwan localiza-

tion theorem and residue operations in equivariant cohomol-
ogy. Journal für die Reine und Angewandte Mathematik 470:

123–142.

Guillemin V and Sternberg S (1982) Convexity properties of the

moment mapping I and II. Inventiones Mathematical 67:
491–513.

Guillemin V and Sternberg S (1984) Convexity properties of the

moment mapping I and II. Inventiones Mathematical 77:
533–546.

Guillemin V and Sternberg S (1990) Symplectic Techniques in
Physics. Cambridge: Cambridge University Press.

Henriques A and Metzler D (2004) Presentations of noneffective
orbifolds. Transactions of the American Mathematical Society
356: 2481–2499.

Jeffrey LC and Kirwan FC (1995) Localization for nonabelian

group actions. Topology 34: 291–327.
Jeffrey LC and Kirwan FC (1997) Localization and the quantiza-

tion conjecture. Topology 36: 647–693.

Jeffrey LC and Kirwan FC (1998) Intersection theory on moduli
spaces of holomorphic bundles of arbitrary rank on a

Riemann surface. Annals of Mathematics 148: 109–196.

Kalkman J (1995) Cohomology rings of symplectic quotients. Journal
für die Reine und Angewandte Mathematik 458: 37–52.

606 Hamiltonian Group Actions



Kirwan F (1984a) Cohomology of Quotients in Symplectic and
Algebraic Geometry. Princeton, NJ: Princeton University Press.

Kirwan F (1984b) Convexity properties of the moment mapping

III. Inventiones Mathematical 77: 547–552.

Kirwan F (1992) The cohomology rings of moduli spaces of

vector bundles over Riemann surfaces. Journal of the Amer-
ican Mathematical Society 5: 853–906.

McDuff D and Salamon D (1995) Introduction to Symplectic
Topology. Oxford: Oxford University Press.

Satake I (1957) The Gauss–Bonnet theorem for V-manifolds.

Journal of the Mathematical Society of Japan 9: 464–492.

Tolman S and Weitsman J (2003) The cohomology rings of

symplectic quotients. Communications in Analysis and Geo-
metry 11: 751–773.

Hamiltonian Reduction of Einstein’s Equations
A E Fischer, University of California, Santa Cruz,
CA, USA
V Moncrief, Yale University, New Haven, CT, USA

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

In general relativity there are several levels within
the framework of symplectic reduction of Einstein’s
equations at which one could attempt to define a
Hamiltonian for the gravitational dynamics of a
spatially closed universe. At the most basic unre-
duced level, this Hamiltonian is simply a linear
function of the Einstein constraints and thus
vanishes for any solution of the field equations. At
the other extreme, at the deepest fully reduced level,
one affects a transformation to a complete set of new
canonical variables, the so-called ‘‘observables,’’
which Poisson-commute with all of the constraints.
At this level, the relevant Hamiltonian vanishes
identically since each of the new canonical variables
is a constant of the motion.

There is, however, an intermediate level wherein,
after making a suitable choice of coordinate gauge
and imposing the constraint equations, one can
define a nonvanishing Hamiltonian that generates
the gauge-fixed and constrained evolution equations
and whose global infimum as a function on the
relevant reduced phase space has direct topological
significance. For the large class of manifolds on
which this Hamiltonian can be defined, it has the
attractive feature of globally monotonically decaying
in the direction of cosmological expansion and thus
evolves in such a way so as to seek and, in certain
cases at least, to asymptotically attain its infimum
value in the limit of this expansion. This Hamilto-
nian provides in these cases a weak Lyapunov
function for the dynamics that can be used to
partially control its global behavior. Since under-
standing the global behavior of solutions to
Einstein’s equations and its dependence upon the
spatial topology is one of the central open problems
in classical general relativity, the mathematical
properties of this quantity are worthy of study.

Further information and details regarding the
authors’ work discussed in this article can be found
in Fischer and Moncrief (2000, 2002a, b) and in the
references therein.

Topological Background

Einstein’s field equations are nonvacuous and
compatible with the introduction of material sources
in (nþ 1) dimensions for all n � 2, the case of most
physical interest being of course n = 3. For the field
equations to be deterministic in a classical sense,
that is, for the Cauchy problem to be well-posed, it
is essential that they be formulated on a manifold
that is globally hyperbolic and, in particular, has a
product topology M� R (roughly, space� time =
spacetime) where M is a smooth (C1) connected
manifold of dimension n and R is the real line. For
the case of spatially closed universes of interest here,
M should be closed, that is, compact and without
boundary. To simplify the analysis further, we also
assume that M is oriented, that is, orientable and
an orientation has been chosen. Thus, unless stated
otherwise, throughout this article M will denote
a smooth closed connected oriented n-manifold,
n � 2, and all maps will be smooth.

Let ‘‘�’’ denote the diffeomorphic equivalence
relation between smooth manifolds. Let Sn denote
the unit n-sphere in Euclidean (nþ 1) space
Rnþ1, n � 1. An n-manifold M is trivial if M � Sn

and nontrivial if M 6� Sn.
The connected sum M#N of two closed connected

oriented n-manifolds M and N is constructed by
removing the interior of an embedded closed n-ball in
M and N, respectively, and then identifying the
resulting Sn�1-boundary components by an orienta-
tion-reversing diffeomorphism of the (n� 1) spheres.
The resulting manifold is smooth, connected, closed,
and orientable, and is naturally oriented by the
orientations on M and N. Up to orientation-preserving
diffeomorphism, this construction is independent of
the choice of the embeddings of the n-balls and of the
choice of the orientation-reversing diffeomorphism
used to join the manifolds together.
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Let M be a nontrivial closed connected oriented
n-manifold. Then M is prime if M �M1#M2

implies that either M1 � Sn or M2 � Sn (but not
both since we are assuming that M is nontrivial).
M is a composite if M can be written as a nontrivial
connected sum, that is, if M �M1#M2 where both
M1 6� Sn and M2 6� Sn.

Note that with this definition, Sn itself is not
prime. This is analogous to the fact that for the
positive integers, the unit 1 is not prime.

Now let M be a connected n-manifold without
boundary (not necessarily compact or orientable) and
let p be a group. Then M is a K(p, 1)-manifold if M is
an Eilenberg–MacLane space, that is, if its first
homotopy group (or fundamental group) �1(M) = p
and if all of its higher homotopy groups are trivial, that
is, �i(M) = 0 for i > 1 (equivalently, the universal
covering space eM of M is contractible). Since the
higher homotopy groups �i(M), i > 1, can be inter-
preted as the homotopy classes of continuous maps
Si !M, each such map must be homotopic to a
constant map. Thus a K(p, 1)-manifold is said to be
aspherical. Moreover, at the level of homotopy, all of
the information about the topology of M is contained
in �1(M) = p. Thus, in particular, if f is a map between
connected aspherical manifolds that induces an iso-
morphism on their fundamental groups, then f is a
homotopy equivalence. Consequently, any two con-
nected aspherical manifolds are homotopy equivalent
if and only if their fundamental groups are isomorphic.

It is useful to define a connected n-manifold M to
be hyperbolizable if there exists a complete Rieman-
nian metric g on M with constant negative sectional
curvature, K(g) = constant < 0. We introduce this
terminology to emphasize the underlying topology
of manifolds that can support hyperbolic metrics
rather than the geometry of such metrics. Similarly,
M is of flat type if M admits a complete flat
Riemannian metric g, K(g) = 0, and M is of spherical
type if M admits a complete Riemannian metric g on
M with constant positive sectional curvature,
K(g) = constant > 0. In this latter case, by the Bon-
net–Myers theorem, M is necessarily compact and if n
is odd, then by Synge’s theorem, M is necessarily
orientable. In fact, all such manifolds have been
classified. As an important example, we note that a
connected 3-manifold M is of spherical type if and only
if it is diffeomorphic to a spherical space form S3=G,
where G is a finite subgroup of SO(4) acting freely and
orthogonally, that is, isometrically, on S3.

Within the class of K(p, 1)-manifolds are all flat-
type and hyperbolizable n-manifolds, since any such
manifold is isometrically covered by Rn in the flat case
and homothetically covered by Hn in the hyperbolic
case, where Hn is the standard single-sheeted spacelike

hyperboloid with constant sectional curvature K =�1
embedded in (nþ 1)-Minkowski space Rnþ1

1 .
We now return to our standard assumptions on M,

so that M is connected, closed, and oriented. For
n = 2, these assumptions restrict the possibilities to
S2, T2, and the orientable higher genus surfaces
S2

p = T2#T2# � � �# T2 (p factors) consisting of the
connected sum of p copies of T2, p� 2. However,
from the point of view of (2þ 1) gravity, unless one
includes material sources or a cosmological constant,
the spherical case is vacuous in that there are no
vacuum solutions of the field equations on S2 � R.
The torus case is nonvacuous but the solutions, the
so-called flat Kazner spacetimes, can all be found by
elementary means. Thus only the case of genus p � 2
surfaces presents problems of interest.

For n = 3, although not essential for the program of
reduction, it is convenient to assume the elliptization
conjecture of 3-manifold topology. This conjecture
asserts that a closed connected 3-manifold M with
finite fundamental group �1(M) must be diffeo-
morphic to a spherical space form S3=G, where, in
such a quotient, G will always be a finite subgroup of
SO(4) acting freely and orthogonally on S3 and thus G
is isomorphic to �1(M).

The simply connected case is the Poincaré con-
jecture. The full elliptization conjecture is equivalent
to the Poincaré conjecture and a conjecture asserting
that the only free actions of finite groups on S3

are equivalent to the standard orthogonal ones.
The elliptization conjecture is part of Thurston’s
geometrization program (Thurston 1997). For back-
ground information regarding 3-manifold topology,
see Hempel (1976) and Jaco (1980).

Under the assumption of the elliptization con-
jecture, the Kneser–Milnor prime decomposition
theorem asserts that if M is nontrivial, then up to
order, M is uniquely diffeomorphic to a finite
connected sum of the following form:

M �

 
S3=G1# � � �# S3=Gk|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

k spherical factors

!

#

�
ðS1 � S2Þ# � � �# ðS1 � S2Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

l wormholes ðor handlesÞ

�

#

 
Kðp1; 1Þ# � � �# Kðpm; 1Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m aspherical factors

!
½1�

where k, l, and m are integers � 0, kþ l þm � 1,
and if either k, l, or m is 0, terms of that type do not
appear. Moreover, if k � 1, then each Gi, 1 � i � k,
is a finite nontrivial (Gi 6¼ {I}) subgroup of SO(4)
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acting freely and orthogonally on S3, and if m � 1,
then each aspherical factor is a K(pj, 1)-manifold,
1 � j � m, and thus is universally covered by a
contractible manifold.

We remark that although in general a contractible
3-manifold need not be R3, conjecturally the
universal covering manifold of a K(p, 1) 3-manifold
is diffeomorphic to R3.

In 3-manifold topology, a concept closely related
to that of a prime manifold is that of an irreducible
manifold. A closed 3-manifold M is irreducible if
every embedded 2-sphere in M is the boundary of an
embedded closed 3-ball.

An embedded 2-sphere that does not bound such a
3-ball is essential. Thus in the prime decomposition [1]
above, M is decomposed along essential 2-spheres. For
this reason, the prime decomposition is sometimes
referred to as the sphere decomposition.

With the exception of S3 which is irreducible but
not prime (by definition of prime) and S1 � S2

which is prime but not irreducible, a closed oriented
3-manifold is prime if and only if it is irreducible.
We also remark that the Poincaré conjecture, when
taken in the form that there do not exist any fake
3-cells, is equivalent to every K(p, 1) 3-manifold
being irreducible. Thus in this article, since we are
assuming the elliptization conjecture and hence the
Poincaré conjecture, every K(p, 1) 3-manifold will
automatically be irreducible.

Examples of the kinds of K(p, 1)-factors that can
occur in the decomposition [1] are as follows (we will
explain the Seifert and graph designations below):

1. Non-Seifert manifolds. Closed oriented hyperboliz-
able manifolds diffeomorphic to H3=G, where G is a
discrete torsion-free (i.e., no nontrivial element has
finite order) co-compact subgroup of the Lie group
Isomþ(H3) of orientation-preserving isometries of
H3 which is Lie-group isomorphic to the proper
orthochronous Lorentz group SO"(1, 3).

2. Seifert manifolds. T3 and five other 3-manifolds of
flat type which are finitely covered by T3. Noting
that S2

1 = T2, we remark that the product manifold
S1�S2

1 = S1�T2 = T3 is included in this class.
3. Seifert manifolds. Product manifolds S1 � S2

p, p � 2.
4. Seifert manifolds. Nontrivial circle bundles over

S2
p, p� 1.

5. Graph manifolds. Any 3-manifold which fibers
nontrivially over a circle with fiber S2

p, p � 1. Any
such manifold is obtained by identifying the
boundary components of [0, 1]� S2

p with an
orientation-reversing diffeomorphism of S2

p.

Since the handle S1 � S2 and spherical manifolds
S3=G are well understood, under the assumption of
the elliptization conjecture the task of 3-manifold

topology now reduces to understanding the topology
of the (automatically irreducible) K(p, 1)-factors that
can occur in the prime decomposition [1]. Since
essential 2-spheres have already been used to
decompose M into its prime components, the idea
now is to use the next simplest 2-manifold, the
2-torus, to probe the irreducible K(p, 1)-factors.

Let i : T2 !M be an embedding of T2 into a
closed oriented 3-manifold M. Then the embedded
torus i(T2), identified with T2, is incompressible if
the induced mapping of fundamental groups
i	 : �1(T2)! �1(M) is injective. Thus noncontracti-
ble loops in T2 remain noncontractible when T2 is
embedded in M, or, in other words, the ambient
manifold M does not fill in any homotopy hole that
exists in T2 when standing alone.

A closed oriented 3-manifold M is a Seifert-
fibered space, or a Seifert manifold, if M admits a
foliation by circles. For example, if S1 acts freely on
M, then M is the total space of an S1-bundle over a
surface M=S1 and M is a Seifert-fibered space (see
examples 2, 3, and 4 above). More generally, if S1

acts without fixed points (locally free), then M is a
Seifert-fibered space, and in either case the fibers of
M are the orbits of the S1-action.

All spherical 3-manifolds are Seifert fibered with
base S2. Also, the product manifold S1 � S2 is Seifert
fibered, as are all manifolds finitely covered by T3, and
thus all 3-manifolds of flat type are Seifert fibered.
The only nontrivial connected sum that is a Seifert-
fibered space is P3 # P3. No hyperbolizable manifold
is Seifert fibered. Thus the remaining Seifert
manifolds are among the nonhyperbolizable nonflat
type K(p, 1)-manifolds (i.e., those for which M does
not admit either a hyperbolic or a flat Riemannian
metric).

A generalization of Seifert-fibered spaces are the
graph manifolds. A closed oriented 3-manifold M is a
graph manifold if there exists a finite collection {T2

i } of
disjoint embedded incompressible tori T2

i 
M such
that each component Mj of Mn[ T2

i is a Seifert-fibered
space. Thus a graph manifold is a union of Seifert-
fibered spaces glued together by toral automorphisms
along toral boundary components. The collection of
tori may be empty so that, in particular, a Seifert-
fibered manifold is a graph manifold.

We remark that the manifolds described by example
5 above are graph manifolds. We also remark that
graph manifolds are closed under connected sums so
that a graph manifold may be a composite. This
contrasts with the situation for Seifert spaces which,
with the exception of P3 # P3, are not composites.

Conjecturally, the most general K(p, 1)-manifold,
not included in the list above, consists of ‘‘gluing
together’’ across disjoint embedded incompressible
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tori a finite collection of finite-volume-type hyperbo-
lizable manifolds, that is, noncompact manifolds that
admit a finite-volume complete hyperbolic metric,
together with a possibly empty finite collection of
irreducible graph manifolds with toral boundaries.
Thus, overall, in this picture, to decompose an
arbitrary closed oriented 3-manifold M into its
elementary constituents, one first cuts along essential
2-spheres to break M down into its prime factors, that
is, the nontrivial spherical S3=�-factors, the wormhole
(S1 � S2)-factors, and the aspherical K(�, 1)-factors, as
given by [1]. Then one cuts each nonelementary
K(p, 1)-factor along incompressible tori to separate
these factors into their final finite-volume-type hyper-
bolizable and irreducible graph manifold components.
The graph manifold components can then be further
broken down along incompressible tori into Seifert-
fibered pieces, finally yielding the toral decomposition
of Jaco, Shalen, and Johannson (see Anderson (1997),
Jaco (1980), and the end of the section ‘‘The Reduced
Hamiltonian’’ for further details).

The Thurston (1997) geometrization program,
which implies that every closed oriented 3-manifold
has the structure described by the above prime (or
spherical) and toroidal decomposition, has been the
subject of recent work by G Perelman (see Anderson
(2003) and the references therein) who has argued
that it can be proved by an enhancement of the Ricci
flow program of R Hamilton (see the collected
papers edited by Cao et al. (2003)). Without
entering into the technical issues surrounding the
completeness of Perelman’s proof, one can simply
limit one’s attention to 3-manifolds of the above type.
If geometrization is correct, then no 3-manifolds of
interest have been excluded.

Returning to the general case of n-manifolds, in the
program of Hamiltonian reduction of Einstein’s
equations, an important consideration is under what
topological conditions on M can the conformal classes
of M be uniquely represented by a given metric in each
class. To analyze that question, we introduce the
concept of the Yamabe type of a manifold.

Let M be a connected closed oriented n-manifold,
n � 3. There is no topological obstruction to the
existence of Riemannian metrics with constant nega-
tive scalar curvature, so all such manifolds admit a
Riemannian metric g such that R(g) =�1. However,
there are topological obstructions for zero scalar
curvature and positive constant scalar curvature
metrics on M. To help categorize these topological
obstructions, we introduce the following terminology:

1. M is of positive Yamabe type if M admits a
Riemannian metric g1 with scalar curvature
R(g1) = 1;

2. M is of zero Yamabe type if M admits a
Riemannian metric g0 with R(g0) = 0, but no
Riemannian metric g with R(g) = 1; and

3. M is of negative Yamabe type if M admits no
Riemannian metric g with R(g) = 0.

The definition of Yamabe type partitions the class
of connected closed oriented n-manifolds, n � 3,
into three classes that are mutually exclusive and
exhaustive. The following rather complete topologi-
cal information regarding 3-manifolds of negative
Yamabe type is known.

Let M be a connected closed oriented 3-manifold.
Assume that the Poincaré conjecture is true. Then M
is of negative Yamabe type if and only if M satisfies
one of the following three mutually exclusive
conditions:

1. M is hyperbolizable (and thus is a K(p, 1)-
manifold; see example 1 of K(p, 1)-manifolds);

2. M is a nonhyperbolizable nonflat type K(p, 1)-
manifold (see examples 3, 4, and 5 of K(p, 1)-
manifolds);

3. M has a nontrivial connected sum decomposition
(i.e., M is a composite) in which at least one factor
is a K(p, 1)-manifold; that is, M �M0# K(p, 1),
where M0 6� S3. In this case the K(p, 1)-factor may
be either of flat type or hyperbolizable.

We remark that (1) is the vast class of closed
oriented hyperbolizable 3-manifolds. We also
remark that the six closed orientable 3-manifolds
of flat type, although K(p, 1)-manifolds, are
excluded from (2) as they are not of negative
Yamabe type (they are of zero Yamabe type). Lastly
we remark that if M is of negative Yamabe type and
Seifert fibered, then M must be of type (2) (see
remarks on Seifert-fibered spaces above).

In any dimension n � 3, a manifold M of negative
Yamabe type has the property that it admits no
Riemannian metric g having scalar curvature R(g) � 0
everywhere on M, or, in other words, every Riemannian
metric on M has scalar curvature which is negative
somewhere. For such a manifold M, Yamabe’s theorem
asserts that each Riemannian metric g on M is uniquely
globally conformal to a metric � with scalar curvature
R(�) =�1 (see also [21]). Thus one can represent
the conformal classes of Riemannian metrics on M
in a suitable function space setting by an infinite-
dimensional submanifold

M�1 ¼M�1ðMÞ ¼ f� 2 M j Rð�Þ ¼ �1g ½2�

of the space M=M(M) = Riem(M) of Riemannian
metrics on M (see Fischer and Marsden (1975) for
details). For this reason, we refer to metrics � in
M�1 as conformal metrics.
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The quotient of M�1 by the natural action of
D0 =D0(M) = Diff0(M), the connected component
of the identity of the diffeomorphism group
D=D(M) = Diff(M) of M, defines an orbit space
(not necessarily a manifold) T = T (M),

T ¼ M�1

D0
½3�

which, when M is of negative Yamabe type, we
define as the Teichmüller space of conformal
structures on M.

In two dimensions in the case of a higher genus
manifold S2

p, p � 2, this construction leads precisely
to the conventional Teichmüller space, as discussed
by Fischer and Tromba (1984). In this case the
resulting Teichmüller space

T p ¼ T ðS2
pÞ ¼

M�1ðS2
pÞ

D0ðS2
pÞ
� R6p�6 ½4�

is then a manifold diffeomorphic to R6p�6, which
then plays the role of the natural reduced configu-
ration space for the Einstein equations in (2þ 1)
dimensions. Moreover, these constructions can be
carried out globally using known global cross
sections for the D0(S2

p) action on M�1(S2
p). These

global cross sections can then be used to provide an
explicit model for the Teichmüller space T p as a
finite-dimensional subspace of M�1(S2

p).
For n = 3, T = T (M) plays the analogous role for

the reduced field equations in (3þ 1) dimensions.
Moreover, for many 3-manifolds it is possible to
show that T is itself an infinite-dimensional con-
tractible manifold, rather than something more
general such as an orbifold or a stratified union of
manifolds. For technical simplicity, we shall assume
throughout this article that T is a manifold. Our
results remain valid in the more general case but in
that case one must work on stratified spaces (see
Fischer (1970) for results on the structure of orbit
spaces when they are not manifolds).

For higher-dimensional manifolds there is no
analog of the Thurston geometrization program.
Indeed, it is known that the set of closed n-
manifolds for n � 4 is so rich that no purely
algebraic classification is possible. Nevertheless, for
manifolds of negative Yamabe type, every Rieman-
nian metric g is still uniquely conformal to a metric
� 2M�1 so that the orbit space T =M�1=D0 still
represents the Teichmüller space of conformal
equivalence classes on M. However, in these
higher-dimensional cases, very little is known
about the structure of T .

The Field Equations

Relative to a global time coordinate t = x0 and local
spatial coordinates (x1, . . . , xn) on a connected
closed oriented n-manifold M, one can express the
line element of an arbitrary (nþ 1)-Lorentzian
metric with signature (�þ � � � þ) (n positive signs)
in the form

ds2 ¼ ðnþ1Þg��dx�dx�

¼ �N2dt2 þ gijðdxi þXidtÞðdxj þXjdtÞ ½5�

where (nþ1)g�� denotes the components of the space-
time metric, 0 � �, � � n, where the Riemannian
metric g with components gij is the first fundamental
form induced on each t = constant hypersurface,
where the time-dependent positive function
N = N(x, t) > 0 is referred to as the lapse function,
and where the time-dependent spatial vector field
X = X(x, t) with components Xi = (nþ1)g0j gij, where
gij denotes the inverse of the spatial metric gij, is
referred to as the shift vector field.

Let ‘ denote the dimension length. In this article
we use the convention that the spatial coordinates
(x1, . . . , xn) are always dimensionless, but the time
coordinate t may have a dimension (see [19] and
[36]). Since the line element ds2 [5] has dimension ‘2

and the spatial coordinates are dimensionless, the
physical spatial metric coefficients gij also have
dimension ‘2. If the time coordinate t has a
dimension, then the dimension of the lapse function
N is such that the quantity Ndt has dimension ‘ and
the dimension of the shift vector field X is such that
the quantity Xdt is dimensionless.

We now briefly consider the canonical formula-
tion of Einstein’s equations. For more information
regarding this formulation, see Arnowitt, Deser, and
Misner (1962) (ADM) or Fischer and Marsden
(1972) for a global perspective. We remark that
the canonical formulation of gravity itself is local
and is valid for any spatial topology of M. However,
as we shall see, Hamiltonian reduction of gravity
along the lines described in this article requires the
topological restriction that M be of negative
Yamabe type.

The standard definition of the second fundamen-
tal form k, or extrinsic curvature, induced on a
t = constant hypersurface leads to the coordinate
formula

kij ¼ �
1

2N

@gij

@t
�Xijj �Xjji

� �
½6�

where the vertical bar signifies covariant differentia-
tion with respect to the spatial metric g and spatial
indices are raised and lowered using this metric. The
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natural momentum variable conjugate to g turns out
to be the 2-contravariant symmetric tensor density �
(that is, � is a relative tensor of weight 1) whose
components in a positively oriented local coordinate
chart (x1, . . . , xn), that is, in a chart in the orienta-
tion atlas of M, are given by

�ij ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
det gkl

p
kij � ðtrgkÞgij
� �

½7�

where kij = gikgjlkkl is the contravariant form of k,
and where

� ¼ �ðg; kÞ¼ trgk ¼ gijkij ½8�

is the trace of the second fundamental form, or the
mean (extrinsic) curvature. From the coordinate
formula [6] for the extrinsic curvature, we see that
the components kij have dimension ‘�1‘2 = ‘ and
thus the mean curvature � = trgk = gijkij has the
dimension ‘�2‘= ‘�1.

Let
ffiffiffiffiffiffiffiffiffiffi
det g

p
denote the (global) scalar density and

d�g denote the (global) Riemannian measure on
M determined by the Riemannian metric g (note
that here d is not the exterior derivative). Similarly,
let �g denote the volume element, a nonvanishing
n-form on M, determined by g and the orientation
on M. In a positively oriented local coordinate chart
(xi) = (x1, . . . ,xn) on M, (

ffiffiffiffiffiffiffiffiffiffi
detg

p
)(xi) =

ffiffiffiffiffiffiffiffiffiffiffiffi
detgij

p
,

(d�g)(xi) =
ffiffiffiffiffiffiffiffiffiffiffiffi
detgij

p
dx1dx2 � � �dxn =

ffiffiffiffiffiffiffiffiffiffiffiffi
detgij

p
dnx, where

dnx = dx1dx2 � � �dxn is the Lebesque measure in Rn,
and (�g)(xi) =

ffiffiffiffiffiffiffiffiffiffiffiffi
detgij

p
dx1^dx2^�� �^dxn. We adopt

the convention of suppressing the coordinate-chart
designation (xi) so that one can, for example, write
with some ambiguity

ffiffiffiffiffiffiffiffiffiffi
detg

p
= (

ffiffiffiffiffiffiffiffiffiffi
detg

p
)(xi) =

ffiffiffiffiffiffiffiffiffiffiffiffi
detgij

p
.

We let

volðM; gÞ ¼
Z

M

�g ¼
Z

M

d�g ¼
Z

M

ffiffiffiffiffiffiffiffiffiffi
det g

p
dnx ½9�

denote the volume of the Riemannian manifold
(M, g), given by either the integral of the volume
n-form �g or the Riemannian measure d�g over M,
which is given in the last integral in its coordinate
form using the suppressed coordinate-chart conven-
tion adopted above. As expected, the spatial
physical volume has dimension (‘2)n=2 = ‘n.

We shall refer to the canonical variables (gij, �
ij) as

the physical variables, in contrast to the reduced or
conformal variables (�ij, (pTT)ij) to be introduced
later.

Note that the mean curvature � = trgk is a scalar
function on M whereas trg� is a scalar density on M.
Taking the trace of [7] expresses the mean curvature
in terms of the canonical variables (g,�),

� ¼ �ðg; �Þ¼ trgk ¼
1

ðn� 1Þ
ffiffiffiffiffiffiffiffiffiffi
det g

p trg� ½10�

Using [10], eqn [7] can be inverted to give k in terms
of g and �,

kij ¼ �
1ffiffiffiffiffiffiffiffiffiffi
det g

p �ij �
1

ðn� 1Þ ðtrg�Þgij

� �
½11�

and then combined with [6] to give the kinematical
equation

@gij

@t
¼ 2Nffiffiffiffiffiffiffiffiffiffi

det g
p �ij �

1

ðn� 1Þ ðtrg�Þgij

� �
þXijj þXjji ½12�

In terms of the canonical variables (g, �), a
Hamiltonian form for the action for Einstein’s
vacuum field equations can be expressed as

IADMðg; �Þ ¼
Z

I

dt

Z
M

�
�ij @gij

@t
�NHðg; �Þ

�XiJ iðg; �Þ
�

dnx ½13�

where I = [t0, t1] 
 R is a closed interval and where
the Hamiltonian (scalar) density H(g, �) and the
momentum (1-form) density J (g, �) are given by

Hðg; �Þ ¼ 1ffiffiffiffiffiffiffiffiffiffi
det g

p � � �� 1

n� 1
ðtrg�Þ2

� �

�
ffiffiffiffiffiffiffiffiffiffi
det g

p
RðgÞ

½14�

¼ 1ffiffiffiffiffiffiffiffiffiffi
det g

p gijgkl�
ik�jl � 1

n� 1
ðgij�

ijÞ2
� �

�
ffiffiffiffiffiffiffiffiffiffi
det g

p
RðgÞ ½15�

J iðg; �Þ ¼ 2ð�g�Þi ¼ �2gij�
jk
jk ½16�

where � � � is the g-metric contraction of � with itself,
and where, as above, R(g) is the scalar curvature of
the spatial metric. We also note that each of the three
terms in the integrand of [13] are global scalar
densities and thus can be integrated over M without
any further involvement of the metric g.

Variation of IADM with respect to the lapse
function and shift vector field yields the constraint
equations

Hðg; �Þ ¼ 0 ½17�

J iðg; �Þ ¼ 0 ½18�

which comprise that subset of the empty space
(nþ 1)-Einstein field equations corresponding to the
normal–normal and normal–tangential projections
of the Einstein tensor relative to a t = constant initial
hypersurface. Variation of IADM with respect to �ij

reproduces the kinematical equation [12], whereas
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variation of IADM with respect to gij generates the
complementary tangential–tangential projections of
Einstein’s equations.

There are no evolution or constraint equations for
either the lapse function N or the shift vector field X
and therefore these quantities must be fixed by either
externally imposed or implicitly defined gauge condi-
tions. A convenient choice, for which a local existence
and well-posedness theorem for the corresponding
field equations can be established in any dimension
n � 2, is given indirectly by imposing constancy of the
mean curvature and a spatial harmonic gauge condi-
tion on each t = constant slice (see Andersson and
Moncrief (2003, 2004)). These constant mean curva-
ture spatial harmonic (CMCSH) gauge conditions are
given, respectively, by the equations

t ¼ � ½19�

gijð�k
ijðgÞ � �k

ijðĝÞÞ ¼ 0 ½20�

where from [10], � is a function of the canonical
variables (g, �) and where ĝ is some convenient fixed
spatial reference metric (or background metric) on
M. The latter condition corresponds to the require-
ment that the identity map between the Riemannian
manifolds (M, g) and (M, ĝ) be harmonic. Neither of
these conditions involves the lapse function or shift
vector field directly but their preservation in time
implemented by the demand that the time deriva-
tives of the given conditions be enforced leads
immediately to a linear elliptic system for (N, Xi)
which determines these variables. The foregoing
formalism is easily extended to the nonvacuum
field equations in the presence of suitable material
sources whose field equations are amenable to a
constrained Hamiltonian treatment. To simplify the
analysis, such sources will be ignored in the present
discussion.

For the special case of Einstein gravity in (2þ 1)
dimensions, there is an elegant, alternative, triad-
based formulation of the action functional as an
Isom(R3

1)-invariant gauge-theoretic Chern–Simons
action, where Isom(R3

1) denotes the full isometry
group, or the Poincaré group (= the inhomogeneous
Lorentz group), of (2þ 1)-Minkowski space R3

1. For
nondegenerate triads the resulting field equations for
this alternative formulation can easily be shown to
be equivalent to those of the conventional formalism
when the latter is re-expressed in terms of triads but
the new formulation allows for meaningful field
equations in the case of degenerate triads as well
and thus suggests a potentially interesting general-
ization of the theory (see Carlip (1998) for details).

In any dimension n � 2, there is a well-known
technique, pioneered by Lichnerowicz (1955), for

solving the constraint equations on a constant mean
curvature (CMC) hypersurface (see Choquet-Bruhat
and York (1980) and Isenberg (1995)). Of major
importance for the treatment of Hamiltonian reduc-
tion is that if n = 2 and M = S2

p, p � 2, or if n � 3
and M is of negative Yamabe type, then every
Riemannian metric g on M is uniquely globally
pointwise conformal to a metric � which satisfies
R(�) =�1 (see remark above [2]). Thus, from now
on, we assume this topological condition on M. In
this case, every Riemannian metric g on M can be
uniquely expressed as

g ¼
e2’� if n ¼ 2 and M ¼ S2

p; p � 2

’4=ðn�2Þ�
if n � 3 and M is of

negative Yamabe type

8><
>: ½21�

with the conformal metric � normalized so that
R(�) =�1 and with the specific form of the
coefficient conformal factor being chosen to simplify
calculations involving the curvature tensors. In
the case n � 3,’ is positive and thus the space of
all Riemannian metrics on M is parametrized by
M�1 and the space of scalar functions ’ > 0 on M.
The function ’ is then determined by solving the
Hamiltonian constraint [17] (see also the remark
before [33]).

In the given CMC slicing and imposing the
vacuum field equations, since by the momentum
constraint � must have zero divergence (see [16]
and [18]), one finds that �ij must be expressible in
the form

�ij ¼ �TT
� �ijþ 1

n
ðtrg�Þgij ½22�

where �TT is transverse (i.e., divergence-free) and
traceless with respect to g. In the nonvacuum case, �ij

picks up an additional summand determined by the
sources in the modified momentum constraint [18].

Substitution of the foregoing decompositions of
(gij, �

ij) into the Hamiltonian constraint leads to a
nonlinear elliptic equation for ’ which, under the
conditions assumed here, determines this function
uniquely, provided � 6¼ 0. No solutions exist for
� = 0 (equivalently, trg�= 0) since from [14], [17],
and [22], the Hamiltonian constraint would then
immediately imply that

RðgÞ¼ 1

det g
ð� � �Þ ¼ 1

det g
�TT � �TT
� �

� 0 ½23�

everywhere on M, which is not possible for a
manifold M of negative Yamabe type. Instantaneous
vanishing of the mean curvature, the defining
property of a maximal hypersurface, would corre-
spond to a moment at which an expanding universe
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ceases to expand or a collapsing universe ceases to
collapse. From [23], such behavior is topologically
excluded here by the requirement that M be of negative
Yamabe type (see also the discussion after [36]).

In the unreduced formalism of IADM, the role of a
super-Hamiltonian is played by the functional

Hsuperðg; �Þ ¼
Z

M

ðNHðg; �Þ þXiJ iðg; �ÞÞ dnx ½24�

which evidently vanishes whenever the constraints
are satisfied. To achieve a fully reduced formulation
wherein again the effective Hamiltonian would
vanish, one could endeavor to solve the associated
Hamilton–Jacobi equations

Hðgij; �S=�gijÞ ¼ 0 ½25�

J kðgij; �S=�gijÞ ¼ 0 ½26�

for a real-valued functional S = S(g,�A) of the metric
g and a set of additional independent parameters �A.
A complete solution S(gij,�

A) would be one for
which an arbitrary solution (gij,�

ij) of the con-
straints could be realized as (gij, �S=�gij) for a
suitable (unique) choice of the �A. A complementary
set of reduced canonical variables 	A (the momenta
conjugate to the �A’s) could then be defined by
	A = �S=��A and one could in principle solve the
equations

�ij¼ �S

�gij
½27�

	A¼
�S

��A
½28�

for (�A, 	A) as functionals of the canonical variables
(gij, �

ij). This procedure, if it could be carried out,
would ensure that these functionals (�A(g, �),
	A(g, �)) Poisson-commute with all of the con-
straints and hence are conserved for an arbitrary
slicing of spacetime. Conversely, if a suitable set of
gauge conditions such as the CMCSH conditions
were imposed, one could in principle solve for the
remaining independent canonical variables as func-
tionals of the (�A, 	A) and an internal variable, such
as the mean curvature � , which plays the role of
time, and hence solve the field equations for (gij, �

ij)
in the chosen gauge.

This proposal is purely heuristic in (3þ 1) and
higher dimensions in that there is no known
procedure for finding the needed complete solution
of the Hamilton–Jacobi equations in these cases.
However, by exploiting the Chern–Simons analogy
discussed earlier in this section, a complete solution
can be found in (2þ 1) dimensions and the
corresponding complete set of ‘‘observables’’

(�A, 	A) identified. The latter are equivalent, up to
a diffeomorphism of the associated reduced phase
space, to a complete set of traces of holonomies of
the flat Isom(R3

1)-connections defined in this Chern–
Simons formulation (see Carlip (1998) for more
details).

The Reduced Hamiltonian

We continue with the assumption that M is a
connected closed oriented n-manifold, with either
n = 2 and M = S2

p, p � 2, or n � 3 and M of negative
Yamabe type. We now define the reduced phase
space as the set of conformal variables given by

Preduced ¼fð�; pTTÞ j � 2 M�1 and pTT is a

2-contravariant symmetric tensor density

that is transverse and traceless

with respect to �g ½29�

We remark that the fully reduced phase space is
given by Preduced=D0, where D0 is the group of
diffeomorphisms of M isotopic to the identity.
However, here, for clarity of exposition, we work
on Preduced rather than the fully reduced phase space.

Given a scalar function ’, with ’ > 0 if n � 3, the
physical variables (g, �TT) are related to the con-
formal variables (�, pTT) by

g; �TT
� �
¼

e2’�; e�2’pTT
� �

if n ¼ 2

’4=ðn�2Þ�; ’�4=ðn�2ÞpTT
� �

if n � 3

(
½30�

We adopt the convention that raising and low-
ering of indices on either momentum variable �TT or
pTT will be with respect to its own conjugate metric,
either g or �, respectively. With this convention, the
mixed forms of �TT and pTT are equal, since for
n � 3,

ð�TTÞij ¼ gjl�
TTil ¼ ’4=ðn�2Þ�jl’

�4=ðn�2ÞpTTil

¼ �jlp
TTil ¼ ðpTTÞij ½31�

(and similarly for the n = 2 case). Thus the squared
norms of pTT and �TT are equal,

pTT � pTT ¼ �ik�jlp
TTijpTTkl

¼ gikgjl�
TTij�TTkl ¼ �TT � �TT ½32�

where in the first term the center dot is �-metric
contraction and in the last term the center dot is
g-metric contraction.

The uniquely determined scalar factor ’ relating
the physical metric g to the conformal metric � is
obtained by solving the Hamiltonian constraint
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equation [17]. In the special case that pTT = 0 (or
equivalently, from [30], that �TT = 0), ’ is constant
and is given in the n � 3 case by

’¼ n

ðn� 1Þ�2

� �ðn�2Þ=4
½33�

Thus in this case

� ¼ ’�4=ðn�2Þg ¼ ðn� 1Þ
n

�2g ½34�

In particular, since � has the dimension ‘�1 (see the
remark after [8]) and the components gij have
the dimension ‘2, we see from this formula that the
conformal metric �ij is dimensionless. Although ’ is
not constant in the general case when pTT 6¼ 0, its
dimension, as in [33], is still ‘(n�2)=2 and thus the
components �ij are still dimensionless in the general
case. Since in the conventions used in this article, the
spatial coordinates are dimensionless, the volume
vol(M, �) of the Riemannian manifold (M, �), as well
as all curvature tensors of �, are also dimensionless.
Having a dimensionless conformal metric � with a
dimensionless volume has its advantages over the
physical metric g with dimension ‘2 inasmuch, as we
shall see below, an infimum of the volume of the
conformal metric is related to a dimensionless
topological invariant of M (see [48] and the remark
thereafter).

If one now uses the conformal variables given by
[30] and the decomposition [22] in the ADM action
given by [13], one finds the reduced action to be

Ireduced ¼
Z

I

dt

Z
M

pTTij @�ij

@t
� 2ðn� 1Þ

n

@�

@t

ffiffiffiffiffiffiffiffiffiffi
det g

p�

þ 2

n

@trg�

@t

�
dnx ½35�

In this expression one can discard the final time
derivative which contributes only a boundary
integral and so does not contribute to the equations
of motion. Moreover, the conformal metric �ij is
constrained to lie in the intersection of M�1 and a
slice for the action of D0 onM�1. This space can be
regarded as a local chart for the reduced configura-
tion space T =M�1=D0, under the technical
assumption that T is a manifold. Thus, taken
together, the conformal variables (�ij, pTTij) can be
viewed as local canonical coordinates for the
cotangent bundle T	T of Teichmüller space T ,
where T	T now plays the role of the reduced
phase space.

For n = 2, these constructions can be carried out
globally for the Teichmüller space T p of an arbitrary
closed oriented surface S2

p, p � 2 (see the remarks
after [4]). Using these global constructions, the

reduced phase space T	T p for the (2þ 1)-reduced
Einstein equations can be modeled explicitly.

Having restricted the slices to be CMC, one need
only choose the relationship between the time
coordinate and the CMC � in order to fix a
corresponding reduced Hamiltonian. The most
natural choice of time coordinate from the present
point of view is to take

t ¼ tð�Þ ¼ 2

nð��Þn�1
½36�

Note that this choice of time coordinate, although
also denoted t, is no longer dimensionless but has
dimension ‘n�1.

This choice of time coordinate is motivated by
three considerations. Firstly, we remark that since
� = 0 is excluded in the setting used in this article
(see [23] and the discussion after), � can range in
either the domain R�= (�1, 0) or Rþ= (0,1). The
usual convention on the sign of k, as adopted here,
is that the sign of k is negative when the tips of the
normals on a spacelike hypersurface are further
apart than their bases, as for example in the
expansion of a model universe, in which case
� = trgk < 0. Thus, with this convention, � in the
range R� corresponds to an expanding universe and
� in the range Rþ corresponds to a collapsing one in
the future direction of increasing t. Thus for
manifolds of negative Yamabe type that we consider
here, the expected maximal range of the CMC � is R�

for which � !�1 corresponds to a ‘‘crushing
singular’’ big bang of vanishing spatial volume and
� ! 0� corresponds to the limit of infinite volume
expansion. Then, with the time function given by [36],
the coordinate time t ranges in the interval Rþ,
vanishes at the big bang, and tends to positive infinity
in the limit of infinite cosmological expansion.

We remark that to prove that a solution deter-
mined by Cauchy data prescribed at some initial
coordinate time t0 2 Rþ actually exhausts the range
Rþ is a difficult global existence problem that is not
dealt with here. Nevertheless, one of the main
motivations for this work is the hope that Hamil-
tonian reduction will lead to advances in the study
of the global existence question for Einstein’s
equations.

We also remark that with the choice of temporal
gauge function given by [36] and with � in its
natural range R�,

d�

dt
¼ n

2ðn� 1Þ ð��Þ
n > 0 ½37�

so that this temporal coordinate choice preserves the
time orientation of the flow for all n � 2.
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Secondly, with this choice of temporal gauge, the
reduced action given by [35] simplifies to

Ireduced ¼
Z

I

dt

Z
M

�
pTTij @ �ij

@t

� ð��Þn
ffiffiffiffiffiffiffiffiffiffi
det g

p �
dnx ½38�

from which one can read off an effective reduced
Hamiltonian density,

Hreducedð�; �; pTTÞ¼ ð��Þn
ffiffiffiffiffiffiffiffiffiffi
det g

p
½39�

and an effective reduced Hamiltonian,

Hreducedð�; �; pTTÞ ¼
Z

M

ð��Þn
ffiffiffiffiffiffiffiffiffiffiffi
det g

p
dnx

¼ ð��Þn
Z

M

d�g

¼ ð��ÞnvolðM; gÞ ½40�

where vol(M, g) =
R

M d�g is the volume of the
Riemannian manifold (M, g). Thus in terms of the
physical variables (gij, �

ij), the reduced Hamiltonian
Hreduced at ‘‘time’’ � is simply the volume of the CMC
slice with mean curvature � rescaled by the factor
(��)n. With this reduced Hamiltonian density, the
reduced action [38] takes the canonical form

Ireduced ¼
Z

I

dt

Z
M

pTTij @ �ij

@t
�Hreduced

� �
dnx ½41�

As the third consideration for the given choice of the
time function, we note that rescaling the physical
volume vol(M, g) by the factor (��)n yields a dimen-
sionless quantity. Indeed, as we have seen, the spatial
physical volume has the dimension ‘n and the constant
mean curvature � has the dimension ‘�1, so that the
reduced Hamiltonian (��)n vol(M, g) is dimensionless.

The main advantage of having a dimensionless
reduced Hamiltonian is that only such a reduced
Hamiltonian can have a topological significance,
and indeed, the infimum of Hreduced is closely related
to a dimensionless topological invariant of M (see
the remarks after [48]).

In terms of the conformal variables (�, pTT), the
reduced Hamiltonian is found from [21] and [40] to
be given for n � 3 by

Hreducedð�; �; pTTÞ ¼ ð��Þn
Z

M

ffiffiffiffiffiffiffiffiffiffi
det g

p
dnx

¼ ð��Þn
Z

M

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detð’4=ðn�2Þ�Þ

q
dnx

¼ ð��Þn
Z

M

ð’4=ðn�2ÞÞn=2
ffiffiffiffiffiffiffiffiffiffi
det �

p
dnx

¼ ð��Þn
Z

M

’2n=ðn�2Þ d�� ½42�

where d�� is the Riemannian measure on M
determined by � (locally, d�� =

ffiffiffiffiffiffiffiffiffiffi
det �

p
dnx) and

’=’(� , �, pTT) is the conformal factor which,
through the solution of the Hamiltonian constraint
[17], is expressed as a function of the ‘‘time’’ t and
the independent conformal (or canonical) variables
(�, pTT):

In the special case n = 2, M = S2
p, p � 2, a simple

formula for Hreduced can be derived. In terms of the
conformal variables (�, pTT), we find from [40],
[10], [14], [17], [21], [22], and [32] that

Hreducedð�;�;pTTÞ

¼
Z

�2
p

ð��Þ2 d�g¼ 2

Z
�2

p

�
ðdetgÞ�1 �TT ��TT

� �
�RðgÞ

	
d�g

¼ 2

Z
�2

p

ðdetðe2’�ÞÞ�1 pTT �pTT
� �

d�ðe2’�Þ �2

Z
�2

p

RðgÞd�g

¼ 2

Z
�2

p

ðe2’Þ�2ðdet�Þ�1 pTT �pTT
� �

e2’d���8�
ðS2
pÞ

¼ 2

Z
�2

p

e�2’ðdet �Þ�1 pTT �pTT
� �

d��þ16�ðp�1Þ ½43�

where ’=’(� ,�,pTT), 
(S2
p)=2(1�p) is the Euler

characteristic of the genus p surface S2
p, and where

we have used the Gauss–Bonnet theoremZ
�2

p

RðgÞ d�g ¼ 4�
ðS2
pÞ ¼ 8�ð1� pÞ ½44�

Since

Hreducedð�; �; pTTÞ

¼ 2

Z
�2

p

e�2’ðdet �Þ�1ðpTT � pTTÞd��

þ 16�ðp� 1Þ � 16�ðp� 1Þ ½45�

the infimum of Hreduced is attained precisely when
pTT = 0 and this infimum coincides with the topo-
logical invariant �8�
(S2

p) = 16�(p� 1), which char-
acterizes the surface S2

p (see also [51] below). As we
shall see shortly, an analogous result holds for
n � 3.

A straightforward but lengthy calculation, which
is valid in arbitrary dimensions, shows that the
reduced Hamiltonian is strictly monotonically
decreasing in the direction of cosmological expan-
sion except for a family of continuously self-similar
spacetimes for which this Hamiltonian is constant
(Fischer and Moncrief 2002b). The latter solutions
exist if and only if M admits a Riemannian metric
� 2M�1 which is an Einstein metric, that is, for
which the Ricci tensor satisfies Ric(�) =�(1=n)�.
Using the mean curvature as a convenient time
coordinate, that is, temporarily taking t = � , the

616 Hamiltonian Reduction of Einstein’s Equations



corresponding self-similar vacuum spacetime metrics
then have the line element

ds2 ¼ � n

�2

� 	2
d�2 þ n

ðn� 1Þ
1

�2
�ijdxi dxj ½46�

In the case that n = 3, the Einstein metric � is
actually hyperbolic with constant sectional curvature
K(�) =�1=6 and Ricci curvature Ric(�) =�(1=3)�.
Although the conformal variables (�, pTT) = (�, 0) are
static in this model, the physical variables (g, �) are
not. In this case, the resulting spacetimes (which
depend on the underlying topology of M) have
expanding closed hyperbolic spacelike hypersurfaces
where the physical volume vol(M, g) ‘‘starts’’ at zero
at the big bang and expands to infinity in the forward
time direction, as befits a universe endlessly expand-
ing from the big bang. Such a universe is depicted in
Figure 1, where the genus-2 surface is used to
represent a generic closed hyperbolic 3-manifold.
The Bianchi and Thurston types of this model are
discussed in the next section.

The line element [46] is locally isometric to the
vacuum Friedmann–Lemaı̂tre–Robertson–Walker
(FLRW) k =�1 spacetime, which is well known to
be flat. Although these spatially compactified mod-
els are technically not classical FLRW spacetimes
since the expanding compact hypersurfaces are not
homogeneous (and thus not isotropic), they are
Lorentz-covered by the FLRW k =�1 spacetime
and thus are locally isometric to this classical
spacetime.

The same result leading to [46] holds even if
matter sources are allowed, provided they satisfy a
suitable energy condition, in which case the corre-
sponding reduced Hamiltonian will only be station-
ary in the vacuum limit and then only when the
metric is of the above type; otherwise it mono-
tonically decays. This result even has a quasilocal

generalization expressible in terms of the corre-
sponding quasilocal reduced Hamiltonian defined
for an arbitrary domain D� within the CMC slice
� = constant by restricting Hreduced in [42] to the
domain D� , so that for n � 3,

HD�
ð�; �; pTTÞ¼ ð��Þn

Z
D�

d�g

¼ð��Þn
Z

D�

’2n=ðn�2Þ d�� ½47�

If D� is determined from its specification on some
initial slice � = �0, by letting the domain flow along
the normal trajectories of the CMC foliation, one
can then verify that HD�

is monotonically decreasing
except for the vacuum solutions of self-similar type
described above, in which case HD�

is constant. This
result is independent of the initial domain chosen.

We remark that one cannot use the quasilocal
Hamiltonian to get equations of motion (even
quasilocally) since the full true Hamiltonian is
nonlocal and so one gets contributions from the
whole manifold.

Since the reduced Hamiltonian Hreduced as well as
its quasilocal variant HD�

is monotonically decreasing
for generic solutions of Einstein’s equations, it is
natural to ask what its infimum is and whether this
infimum is ever attained, at least asymptotically, by
solutions of the field equations. The infimum of the
reduced Hamiltonian for n � 3 and for a spatial
manifold M of negative Yamabe type can be character-
ized in terms of a certain topological invariant of M
called the sigma constant �(M) of M. For manifolds of
negative Yamabe type, this quantity can be defined in
terms of the infimum of the volume of all metrics which
range over the space of conformal metrics M�1. The
precise definition leads to the formula

�ðMÞ¼� inf
�2M�1

volðM; �Þ
� �2=n

½48�

Interestingly, this equation defines the topological
invariant �(M) by a purely geometrical equation
involving the volume functional restricted to M�1.
We also remark that [48] is a dimensionless
equation, the left-hand side being dimensionless
since it is a topological invariant of M and the
right-hand side being dimensionless since the con-
formal metric and its volume are dimensionless (see
the remarks after [34]).

Although the �-constant can be defined for all
Yamabe types, [48] holds only for manifolds of
negative Yamabe type. From this equation, one can
conclude that for such manifolds

�ðMÞ � 0 ½49�

x

t

y

Figure 1 Expansion of the physical universe in the Bianchi V,

Thurston type H3, spatially compactified FLRW flat spacetime

cosmology.
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One can relate the foregoing to the reduced
Hamiltonian by showing that the infimum of
Hreduced defined for arbitrary � < 0 as a functional
on the reduced phase space

T	T ¼ T	
M�1

D0

� �
½50�

is given by

inf
ð�;pTTÞ2T	T

Hreducedð�;�;pTTÞ

¼
�8�
ðS2

pÞ ¼ 16�ðp�1Þ�
n

n�1
ð��ðMÞÞ

�n=2

8>><
>>:

if n¼ 2
and p� 2

if n� 3

½51�

where for n� 3,M is of negative Yamabe type and
thus �(M)� 0 (see [49]).

One proves this result by first showing that within
an arbitrary fiber of the cotangent bundle
T	(M�1=D0), one minimizes Hreduced by setting the
fiber variable pTT to zero. In this case, the solution for
the conformal factor ’ reduces to a spatial constant
which is a function of � alone (see [33]), and thus the
formula for Hreduced given in [42] reduces to

Hreducedð�; �; 0Þ ¼
n

n� 1

� 	n=2
volðM; �Þ ½52�

The infimum over all conformal metrics � 2 M�1 of
this latter functional yields the �-constant as outlined
above. If matter sources obeying a suitable energy
condition are allowed, the argument goes through in
much the same way with the additional implication
that the infimum is achieved only for a vacuum
solution so that in fact the matter must be ‘‘turned off.’’

Thus, as a consequence of the above analysis,
one has

Hreducedð�; �; pTTÞ

� Hreducedð�; �; 0Þ ¼
n

n� 1

� 	n=2
volðM; �Þ

� n

n� 1

� 	n=2
inf

�02M�1

vol M; �0ð Þ

¼ n

n� 1
ð��ðMÞÞ

� 	n=2
½53�

where the last equality follows by inverting [48] to give

inf
�2M�1

volðM; �Þ ¼ ð��ðMÞÞn=2 ½54�

Moreover, if � 2M�1 actually achieves the
�-constant, that is, if vol(M, �) = (��(M))n=2 (and
not just asymptotically approaches it as a curve or
sequence), then � must be an Einstein metric with

Ricð�Þ ¼ � 1

n
� ½55�

If, additionally, n = 3, then � must be hyperbolic
(with constant sectional curvature K(�) =�1=6).

Although Thurston’s conjectures do not refer to
the �-constant, Anderson (1997) has been able to
reformulate and somewhat refine the Thurston
geometrization conjectures for 3-manifolds of arbi-
trary Yamabe type in terms of conjectured proper-
ties of the �-constant. Additionally, if Perelman’s
results are technically complete, they would provide
a proof of Anderson’s conjectures as well as those of
Thurston’s (see Anderson (2003)).

The conjectured behavior for a sequence of
conformal metrics {�i}, �i 2 M�1, i = 1, 2, . . . , which
seeks to minimize the volume of a stand-alone
K(p, 1) 3-manifold M of negative Yamabe type can
be described as follows:

1. If M is hyperbolizable, then �(M)< 0 is attained
by a hyperbolic metric �h 2 M�1, unique up to
diffeomorphism, and the sequence of conformal
metrics {�i} converges to this metric in a suitable
function space topology.

2. If M is a pure graph manifold, then �(M) = 0 and
the sequence {�i} of conformal metrics ‘‘volume
collapses’’ M with bounded curvature. Typically
this occurs through collapse of circular or toroidal
fibers in the associated circle or 2-torus bundle
structure (see examples 3, 4, and 5 in the section
‘‘Topological Background’’ and see also the penul-
timate section). The six manifolds of flat type are
not included here as they are of zero Yamabe type.

3. If M is a generic K(p, 1)-manifold (not of type 1
or 2 above), then M can be decomposed along
incompressible tori into its final finite-volume-
type hyperbolizable and (possibly empty set of)
graph-manifold pieces. In this case, �(M)< 0 and
the sequence {�i} of conformal metrics collapses
the graph-manifold components and converges to
finite-volume complete hyperbolic metrics on the
hyperbolizable components (normalized to have
R(�) =�1) yielding a �-constant that is entirely
determined by the volumes of these final hyper-
bolic components (see the final section).

We shall return to this conjectured characteriza-
tion of sequences of conformal metrics in the next
two sections.

Reduction of Bianchi Models
and Conformal Volume Collapse

For manifolds of negative Yamabe type, the strict
monotonic decay of Hreduced in the direction of
cosmological expansion along nonconstant integral
curves of the reduced Einstein equations suggests
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that the reduced Hamiltonian is seeking to achieve
its infimum inf Hreduced = ((n=(n� 1))(��(M)))n=2.
But does this ever happen? Does the reduced
Einstein flow of the conformal geometry asymptoti-
cally approach inf Hreduced in the limit of infinite
cosmological expansion?

To answer this question, one can consider for n = 3
known locally homogeneous vacuum solutions of
Einstein’s equations which spatially compactify to
manifolds of negative Yamabe type. Applying the
theory of Hamiltonian reduction to these classical
models, one can show that the reduced Hamiltonian
behaves as expected under the reduced Einstein flow
defined by these models. Since these models existed
long before this theory, it is somewhat satisfying to see
that they can be interpreted in terms of Hamiltonian
reduction and how, with this interpretation, new
properties of these classical solutions can be found.

Since Hreduced is a strictly monotonically decreasing
function along nonconstant integral curves of the
reduced Einstein flow, it is expected that under certain
conditions, the reduced Hamiltonian is monotonically
seeking to decay to its infimum. Thus, it is of interest to
look at Hamiltonian reduction under the consequence
of the following two assumptions:

1. The reduced Einstein field equations give rise
to the existence of a positive semiglobal non-
constant solution (�(t), pTT(t)) defined for all
t 2 (0,1) (or equivalently, for all � 2 (�1, 0);

2. The reduced Hamiltonian strictly monotonically
decays to its infimum along nonconstant integral
curves,

Hreducedð�ðtÞ; �ðtÞ; pTTðtÞÞ
�! inf Hreduced as t�!1 ½56�

From [40] and [51], in terms of the physical
variables (g, �) (or (g, k)), [56] can be written
equivalently as

��3 volðM;gÞ¼�ðtrgkÞ3 volðM;gÞ�! 3

2
ð��ðMÞÞ

� �3=2

as t�!1 ½57�

As a consequence of these assumptions, it follows
from [53] that the conformal volume vol(M,�) must
also decay to its infimum [54] (although not
necessarily monotonically),

volðM; �ðtÞÞ�! inf
�2M�1

volðM; �Þ

¼ ð��ðMÞÞ3=2 as t�!1 ½58�

Now suppose that �(M) = 0. A large class of
manifolds for which this is true are the graph
manifolds (and thus also the Seifert manifolds) of
negative Yamabe type since �(M) � 0 for graph
manifolds in general and since �(M) � 0 for mani-
folds of negative Yamabe type. In this case the curve
�(t) 2 M�1 of conformal metrics must necessarily
(conformally) volume collapse M in the direction of
cosmological expansion,

volðM; �ðtÞÞ�!ð��ðMÞÞ3=2 ¼ 0 as t�!1 ½59�

Consequently, the curve of conformal metrics �(t)
must undergo some form of degeneration as its
volume collapses. The details of this metric degen-
eration are of importance and are discussed below.

Not all locally homogeneous vacuum Bianchi
models admit spatially compact quotients. Fortu-
nately, the general theory of which Bianchi models
admit spatially compact quotients has been worked
out in detail by Tanimoto, Koike, and Hosoya (see
Tanimoto et al. (1997) and the references therein).
These Bianchi models together with their corre-
sponding Thurston classification and typical exam-
ples of their closed quotient manifolds are listed in
Table 1, where ‘‘K–S’’ indicates ‘‘Kantowski–Sachs,’’
‘‘P,’’ ‘‘Z,’’ and ‘‘N’’ denote manifolds of Yamabe
type positive, zero, and negative, respectively (see
the section ‘‘Topological Background’’), ‘‘Seifert’’
means Seifert fibered, ‘‘Hyper’’ means hyperboliz-
able, ‘‘?’’ indicates ‘‘unknown, but conjectured to be
so,’’ and ‘‘manifold collapse’’ denotes the type of
collapse that the conformal manifold (M, �(t)) goes
through as the conformal volume vol(M, �(t))
collapses. We also remark that all of the manifolds

Table 1 Bianchi, Thurston, and Yamabe type of a connected closed oriented irreducible 3-manifold

Bianchi type Thurston type Typical examples Yamabe type �-constant Manifold structure Manifold collapse

K–S S2 � R S2 � S1 P >0 Seifert

IX S3 Nontrivial S1-bundles over S2 P >0 Seifert

I R3 T 3 Z 0 Seifert

II Nil Nontrivial S1-bundles over T 2 N 0 Seifert Total

III H2 � R S2
p � S1, p � 2 N 0 Seifert Pancake

VIII gSL(2, R) Nontrivial S1-bundles over S2
p N 0 Seifert Pancake

VI0 Sol Nontrivial T 2-bundles over S1 N 0 Graph Barrel

V, VIIh H3 Closed hyperbolizable manifolds N <0 ? Hyper None
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listed in the ‘‘Typical examples’’ column are irredu-
cible with the exception of S1 � S2, which is prime
but not irreducible. Also, in this column, p � 2.

In this table, the eight Thurston types are grouped
into three sets according to their Yamabe type. The
first set of such Bianchi models are those that
spatially compactify to yield 3-manifolds of positive
Yamabe type which allow metrics with positive
constant scalar curvature, for example, Bianchi IX
models defined over spherical space forms. The
second set (consisting of one type) yields manifolds
of zero Yamabe type which allow zero scalar
curvature metrics but not constant positive scalar
curvature metrics, for example, Bianchi I models
defined over T3 or one of the other five manifolds of
flat type finitely covered by T3. The third set (the
last five entries in Table 1 and the set of most
interest in this article) yields manifolds of negative
Yamabe type which do not allow metrics with zero
scalar curvature.

These latter models are the five Bianchi models of
types II, III, VIII, VI0, and V (and in part VIIh),
which in turn correspond in Thurston’s classification
to manifolds of type Nil, H2 � R, gSL(2, R), Sol, and
H3, respectively.

In the first three cases, the models of Bianchi type
II, III, and VIII compactify to a nontrivial S1-bundle
over T2 or to a trivial or nontrivial S1-bundle over
S2

p, p � 2, respectively. Each of these spaces is Seifert
fibered. In the fourth case, the model of Bianchi type
VI0 compactifies to a nontrivial T2-bundle over S1

which is an irreducible graph manifold. Since each
of these manifolds is also of negative Yamabe type,
in each of these four cases, as discussed in the
beginning of this section, �(M) = 0. In the fifth case,
we consider vacuum Bianchi V metrics as well
as a special case of Bianchi type VIIh which
compactify to an arbitrary closed oriented hyperbo-
lizable manifold M.

For these latter five Bianchi models that spatially
compactify to manifolds of negative Yamabe type,
one can consider the classical solutions from
the point of view of Hamiltonian reduction. The
starting point for this point of view is to use
explicitly known vacuum metrics for the
simplest ‘‘standard’’ metric forms, given, for exam-
ple, in Wainwright and Ellis (1997). One need not
consider all such possible spatially compact quoti-
ents, even though that would appear to be quite
feasible, but one need only consider some represen-
tative examples for each of the Bianchi types listed.

It can be shown by explicit calculation, using the
known solutions, that in the four nonhyperbolizable
cases where �(M) = 0, each of the classical Bianchi
solutions gives rise to the existence of a positive

semiglobal nonconstant solution to the reduced Einstein
field equations and that along this solution, the reduced
Hamiltonian asymptotically approaches 0 under the
reduced Einstein flow, thereby confirming the expecta-
tion that the reduced Hamiltonian asymptotically
approaches its infimum ((3=2)(��(M)))3=2 = 0. Thus
in these cases the reduced Einstein flow conformally
volume-collapses the 3-manifold.

The explicit calculations also show the details of
this collapse. In the second and third models of
Bianchi type III, Thurston type H2 � R, and
Bianchi type VIII, Thurston type gSL(2, R), respec-
tively, the conformal metric degenerates along
embedded circular fibers and this metric degenera-
tion causes M to collapse to its base manifold S2

p,
p � 2. Since the collapse is along one-dimensional
fibers and since the two-dimensional base mani-
fold S2

p does not collapse, we refer to this type of
collapse as pancake collapse (see Figure 2).

In the fourth model of Bianchi type VI0, Thurston
type Sol, the conformal metric degenerates along
embedded T2-fibers and this metric degeneration
causes M to collapse to its base manifold S1. Since
the collapse is along two-dimensional fibers and
since the one-dimensional base manifold S1 does not
collapse, we refer to this type of collapse as barrel
collapse (see Figure 3).

In the first model of Bianchi type II, Thurston type
Nil, as in the second and third models, the
conformal metric degenerates along embedded cir-
cular fibers. Additionally, not only do the circular
fibers collapse but simultaneously the flat quotient
2-torus base manifold T2 ’M=S1 of M modulo its
circular fibers also collapses. Thus the metric
degeneration collapses M to a point, exhibiting a

t = 0+

t = ∞

t

t

Figure 2 Bianchi III, Thurston type H 2 � R, M = S2
p � S1,

pancake collapses to S2
p , p = 2. The conformal geometry starts

with an infinite S1-fiber at the big bang (t = 0þ) and pancake

collapses with bounded curvature to S2
2 at infinite cosmological

expansion (t ! 1).
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case of total collapse. Thus these model universes
provide examples of nonflat almost-flat manifolds
that exhibit total collapse with bounded curvature.
Since the conformal geometries of these model
universes collapse to a point, they aptly deserve
their name Nil (see Figure 4).

Remarkably, in each of these four cases of
collapse, the collapse occurs with bounded curva-
ture, precisely as occurs in the totally different
setting of the Cheeger–Gromov theory of collapsing
Riemannian manifolds, recognized many years ago
to be of importance in the understanding of the
behavior of sequences of metrics with uniform
curvature bound (see Gromov (1999) for references
and Anderson (2004) for other applications of
Cheeger–Gromov theory to general relativity).
What is somewhat remarkable is that the above
cosmological models were constructed completely
independently of that setting and thus provide
naturally occurring cosmological models whose
closed spatial hypersurfaces undergo conformal
volume collapse and metric degeneration exactly as
occurs in the theory of collapsing Riemannian
manifolds.

Of course, this volume collapse and metric
degeneration only occur as described in the con-
formal variables. The physical variables behave
differently. Indeed, in contrast to the conformal
volume which collapses to zero in the first four cases
and is constant in the hyperbolizable case (see
below), the volume of the physical metric in all
five cases goes to infinity since the flow is

temporally oriented in the direction of infinite
cosmological expansion.

In the fifth case where M is hyperbolizable, �(M)
is conjectured to be negative and to be determined
by the hyperbolic volume, �(M) =�(vol(M, �h))2=3,
of the hyperbolic conformal metric �h normalized so
that R(�h) =�1. In this case, �h together with
pTT = 0 is a fixed point for the reduced Einstein
flow so that trivially the conformal volume does
not collapse. Moreover, if �(M) is determined by
the volume of �h, then the constant reduced
Hamiltonian also trivially achieves its infimum
Hreduced(� , �h, 0) = ((3=2) (��(M)))3=2 = (3=2)3=2 (vol
(M, �h)), again confirming the expectation for the
behavior of Hreduced on these Bianchi models.

Note that for this static case, the physical
variables behave as described after [46] and as
shown in Figure 1. Also note that in contrast to
Figures 2–4 where the conformal geometry is
depicted, Figure 1 depicts the physical geometry.

Overall, in all five cases, subject in the hyper-
bolizable case to a hyperbolic metric realizing the
�-constant, the reduced Hamiltonian asymptotically
approaches its �-constant infimum along the flow
lines of the reduced Einstein system. In doing so, the
volumes of the conformal metrics either go to zero
(in the first four cases) or to the hyperbolic volume
(in the hyperbolic case). In all five cases, the
curvature of the conformal metrics is uniformly
bounded.

t = 0+ t = ∞

t

t

Figure 3 Bianchi VI0, Thurston type Sol, nontrivial T 2-bundle

over S1, barrel collapses to S1. The conformal geometry evolves

from a base manifold S1 at the big bang (t = 0þ). Instanta-

neously after the big bang, flat T 2-fibers bloom out of the

collapsed S1 state. The conformal metric then expands to a

maximum volume and then barrel collapses with bounded

curvature back to the base manifold S1 at infinite physical

cosmological expansion (t !1). The two facial 2-tori are flat

and are glued together by an orientation-reversing toral

automorphism so as to give a nontrivial T 2-bundle over S1.

The gray-scale density grading along the tube also indicates the

nontriviality of the bundle.

t = 0+ t = ∞ 

t t 

Figure 4 Bianchi II, Thurston type Nil, nontrivial S1-bundle

over T 2, totally collapses to a point. The conformal geometry

evolves from a point at the big bang (t = 0þ). Instantaneously

after the big bang, the full 3-manifold blooms out from that point.

The conformal geometry then evolves to a metric of maximum

volume and then totally collapses with bounded curvature back

to a point at infinite physical cosmological expansion (t !1).

The two 2-tori, represented here by doughnuts, are flat and

are glued together by an orientation-reversing toral automorph-

ism so as to give a nontrivial S1-bundle over T 2.
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Because the reduced Einstein field equations behave
as expected for the Bianchi models that we have
considered with spatially compactified manifolds
being either Seifert fibered, graph, or hyperbolizable,
it seems plausible that for a more complicated starting
manifold M, the reduced Einstein flow may induce a
decomposition of M into geometric pieces. Indeed,
Anderson’s conjectures (Anderson 1997) predict how
a sequence of geometries with bounded curvature
approaching �(M) degenerate. Assuming these con-
jectures, the asymptotic behavior of large classes of
Einstein spacetimes may perhaps be characterized
rather explicitly in terms of the geometrization
program of 3-manifolds (see the next section).

Conversely, it is conceivable that the damped
hyperbolic system of equations defined by the reduced
Einstein flow (with its strictly monotonically decreas-
ing reduced Hamiltonian on nonconstant curves)
could be used to try to establish some form of the
geometrization conjectures for 3-manifolds, much like
the parabolic system of equations defined by Ricci
flow is currently being used. If such a program were to
be successful, it would amount to a spectacular
consequence of Einstein’s equations, implying as it
does that geometrization may actually occur in nature.

Possible Cosmological Applications
of the Reduced Hamiltonian

Astronomical observations strongly support the view
that in a sufficiently coarse-grained sense, the universe
is homogeneous and isotropic. Furthermore, it is
expanding at such a rate, relative to its observable
energy density, that it will continue to expand forever.
The simplest cosmological model consistent with these
properties and which has a vacuum limit is the k =�1
FLRW model. Spatially compactified variants of this
model are still locally homogeneous and isotropic even
though they are no longer globally so (see the
discussion after [46]). Evidence for one or another of
the infinitely many compactifications possible could be
sought in patterns of fluctuations of the cosmic
microwave background radiation and the detection
of such patterns could be strong evidence for a
spatially closed universe.

However, is one really justified in extrapolating
local observations of that portion of the universe
visible to astronomers to a conclusion about its
global topology? Could it be instead that there is a
dynamical reason, provided by Einstein’s equations,
for the observed fact that the universe seems to be
locally homogeneous and isotropic and in such a
state as to continue expanding forever?

Suppose for the sake of argument that the
universe has a more complicated topology, such as

that of one of the generic K(p, 1)-manifolds which
does not admit a locally homogeneous and isotropic
metric even though its hyperbolizable components
would each individually do so. A plausible scenario
suggested by the results in this article is that under
the Einstein evolution, the reduced Hamiltonian given
by [40] consisting of the rescaled spatial volume
becomes asymptotically dominated in the future
direction of cosmological expansion by the contribu-
tion of the hyperbolizable components. On each of
these components, the limiting conformal metric
approaches local homogeneity and isotropy with the
relative contribution of the graph-manifold constitu-
ents, if any are present, collapsing asymptotically to a
negligible fraction of the whole. The idea is that if
structure formation develops sufficiently late in the
evolution of such a universe, then it should occur, with
overwhelmingly high probability, in those regions
which dominate the conformal volume and admit an
asymptotically locally homogeneous and isotropic
metric of constant negative curvature, locally indis-
tinguishable from a k =�1 FLRW model.

One can speculate still further and imagine what
happens if the spatial topology is not of prime type
but rather consists of a connected sum of several
K(p, 1)’s together perhaps with nontrivial spherical
manifolds S3=G and handles S1 � S2. Here it seems
conceivable, especially in view of the expected
tendency of spherical manifolds to ‘‘recollapse,’’ that
the evolving universe would develop pinch-off singu-
larities along the essential 2-spheres that separate the
individual prime factors. Such singularities might
occur in finite time between connected sums of
spherical recollapsing factors or in infinite time
between connected sums of K(p, 1)-factors. Similar
patterns of singularity formation are seen to occur in
Ricci flow and must be treated in the resolution of
the 3-manifold geometrization program.

Of course there is no proof of such behavior for the
full (3þ 1)-dimensional Einstein gravity but for the
model problem of Einstein’s theory in (2þ 1) dimen-
sions, something close to a proof of the analogous
conjecture is already at hand. In the vacuum case,
which can be described rather explicitly, one can
construct the generic solution for a higher genus
surface topology by cutting open the corresponding
k =�1 FLRW model and gluing in the so-called
Kazner wedges. These wedges play the role of the
graph-manifold constituents of a generic K(p, 1)-
manifold in three dimensions and evolve anisotropi-
cally. However, it is known rigorously in this case that
the rescaled spatial area Hreduced(� , �, pTT) =
(��)2Area(�2

p, g) is asymptotically exhausted by the
FLRW components with the contribution from the flat
Kazner anisotropic pieces shrinking to zero in this
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limit. If certain types of matter sources are included,
for example, those analogous to terms which result
from Kaluza–Klein reduction of vacuum gravity in
(3þ 1)-dimensions, then a similar result can be proved
at least for sufficiently small but fully nonlinear
perturbations away from the vacuum backgrounds
(see Choquet-Bruhat (2004)).

In fully general (3þ 1)-dimensional gravity, there
are few known topologically general results beyond
those mentioned earlier and the problem is compli-
cated by the presence of gravitational waves (which
are absent in (2þ 1) dimensions) and the fact that
on such more general manifolds, there are no known
‘‘background’’ solutions to perturb about. However,
for the special case of (future) vacuum evolution on
a pure closed hyperbolizable manifold, one can show
that if the initial data is sufficiently close to that of an
FLRW model, then the fully nonlinear gravitational
perturbations eventually die out leaving a locally
homogeneous and isotropic model in the asymptotic
limit (see Andersson and Moncrief (2004)). It seems
likely that this result can be generalized to allow for
the inclusion of various types of matter sources as in
the (2þ 1)-dimensional case.
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Introduction

In the study of differential systems, and particularly
of Hamiltonian differential equations, a fundamen-
tal problem is the question of their integrability.
Because there are different definitions of this notion,
a system which is integrable according to one
definition can be nonintegrable according to another
one. The notion of integrability is connected to the
existence of a sufficiently large number of first
integrals, which are linked to conservation laws. For
a real analytic Hamiltonian system with n degrees of
freedom, the ‘‘complete integrability’’ means the
existence of n first integrals, which are functionally
independent, and ‘‘in involution,’’ in the entire phase
space. These integrals can be functions of class Cr

(r finite), C1, or analytic.
For the classical problems of Hamiltonian

mechanics which are integrable, their first integrals
can be continued into the complex domain of the
variables, as one-valued holomorphic, or mero-
morphic, functions of complex time. This fact leads
to the concept of ‘‘complex integrability’’ of a
system. Note that a real Hamiltonian system which
is integrable may be nonintegrable in the complex
domain, if the real first integrals cannot be con-
tinued as one-valued holomorphic functions of the
complex time.

Generally, the branching of solutions of a system,
as functions of complex time, is an obstruction to
the existence of one-valued first integrals. To study
this problem, one can, following Poincaré, expand
the solutions in convergent series of a small
parameter: this is the base of ‘‘perturbation meth-
ods,’’ and the main fact is that a small perturbation
of an integrable Hamiltonian system generally
destroys its integrability. Another method of proving
nonintegrability consists of studying the linearized
equations along a particular solution. This last
direction has been exploited recently, in particular,
through methods based on algebraic results inspired
by differential Galois theory.

Hamiltonian Systems and Mechanics

Let us consider a conservative holonomic real
dynamical system with n degrees of freedom: the
positions of this system are points of an

n-dimensional real manifold N (the state space or
configuration space) with local coordinates
x1, x2, . . . , xn. If the velocities are denoted by
ẋi = dxi=dt, we consider the Lagrangian function L
associated to this system:

Lðx1; . . . ; xn; _x1; . . . ; _xnÞ
¼ Tðx1; . . . ; xn; _x1; . . . ; _xnÞ þ Vðx1; . . . ; xnÞ

where ẋ = (ẋ1, . . . , ẋn) is a tangent vector to the
manifold N at the point x = (x1, . . . , xn). The kinetic
energy T(x, ẋ) is a positive-definite quadratic form in
ẋ1, . . . , ẋn, and V(x) is the potential energy, whose
gradient determines the forces acting on the system.

The motions (x1(t), x2(t), . . . , xn(t)) of the system
on the manifold N are the extremals of the action
integral:

R t2

t1
L(x1, . . . , xn, ẋ1, . . . , ẋn) dt (‘‘principle

of stationary action of Hamilton’’) and they are
the solutions of the Euler–Lagrange system, which
consists in n differential equations of second order
for the coordinates x1, x2,. . . , xn (Whittaker 1904):

d

dt

@L

@ _xi

� �
� @L

@xi
¼ 0; 1 � i � n

This system can be written in the Hamiltonian
form: the Lagrangian L is a function defined on the
tangent bundle TN of the state space N, with local
coordinates x1, . . . , xn, ẋ1, . . . , ẋn (i.e., an element of
TN consists in a point x of N, joint with a tangent
vector to N at x). Now, we consider the cotangent
bundle T�N: an element of T�N consists in a point x
of N joint with a cotangent vector to N at x, that is, a
linear form defined in the tangent space to N at x. In
local coordinates, the components of this linear form
are y1, . . . , yn, defined by: yi =@L=@ẋi ; y1, . . . ,yn are
called the generalized momenta, or impulsions. xi

and yi are called conjugate canonical variables.
The mapping from TN to T�N thus defined is the

Legendre transformation (Abraham and Marsden
1967). Through it, the Euler–Lagrange equations
become a system of 2n differential equations of first
order:

dxi

dt
¼ @H

@yi
;

dyi

dt
¼ � @H

@xi
; 1 � i � n

where H(x1, . . . , xn, y1, . . . , yn) = T(x1, . . . , xn,
y1, . . . , yn)� V(x1, . . . , xn).

H is the Hamiltonian function of this system. The
solutions of these differential equations are curves
on the 2n-dimensional manifold T�N, whose projec-
tions in the n-dimensional state manifold N coincide
with the solutions of the Lagrangian system. T�N is
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called the phase space of the system. The second
members of the differential system define a vector
field in the phase space.

Let M = T�N. On this 2n-dimensional manifold,
consider the standard symplectic form � =Pn

i = 1 dyi ^ dxi. If f and g are C1-functions on M,
we define their Poisson bracket {f , g} in local
coordinates by

f ; gf g ¼
Xn

i¼1

@f

@xi

@g

@yi
� @f

@yi

@g

@xi

� �

It defines the space C1(M) as a Lie algebra over R.
Then, if H 2 C1(M) is the Hamiltonian function

associated to a system, the corresponding Hamilto-
nian equations can be written as the following 2n
‘‘canonical equations’’ (Arnol’d 1976):

dxi

dt
¼ xi;Hf g¼ @H

@yi
;

dyi

dt
¼ yi;Hf g ¼ � @H

@xi
;

1 � i � n ½1�

A function F 2 C1(M) is a (first) integral of eqns [1]
if it is constant along any solution of [1], that is, if it
verifies: {F, H} = 0. Thus, a first integral is a quantity
which is preserved along a solution (‘‘conservation
law’’). In particular, H itself is a first integral of the eqns
[1]. It represents the ‘‘total energy’’ of the system.

1. The simplest example of Hamiltonian system is
the harmonic oscillator defined by the one degree of
freedom Hamiltonian:

Hðx; yÞ ¼ 1
2 y2 þ 1

2 x 2

It possesses the energy integral H. Thus, the trajectories
in the phase space R2 (phase plane) are given by
x2 þ y2 = 2h, which are concentric circles if the
constant energy verifies h � 0. The phase space R2 is
foliated by these circles. The system is said to be
‘‘integrable.’’ Obviously, it is also possible to construct
Hamiltonian systems with n degrees of freedom
(n � 1), by coupling n harmonic oscillators, with a
Hamiltonian defined by

Hðx1; . . . ; xn; y1; . . . ; ynÞ ¼
1

2

Xn

i¼1

yi
2 þ

Xn

i¼1

aixi
2

with n constant coefficients ai � 0.
2. Another example of Hamiltonian system with one
degree of freedom is the simple mathematical pendu-
lum. The state coordinate is the angle � of the
pendulum with the vertical axis, defined modulo 2�.
The phase space is: M = S1 � R (x = �(mod 2�) 2
S1, y 2 R),that is, a cylinder. The Hamiltonian function
is: H(x, y) = (1=2)y2 � cos x; H is a first integral of the
differential equations, the system is integrable and the
trajectories on the cylinder S1 � R are defined by

(1=2)y2 � cos x = h. According to the constant value
of h on each phase curve, the solutions are periodic
oscillations of the pendulum (if h 	 h0), periodic
solutions of rotation where the angle varies mono-
tonically with time (if h � h0), two equilibria (one
stable, one unstable) and solutions which ‘‘begin’’
when t! �1 at the unstable equilibrium and ‘‘finish’’
when t! þ1 at the same point (if h = h0): the
corresponding phase curves are called ‘‘separatrices.’’
3. The system of Hénon–Heiles (Hénon and Heiles
1964) is a system with two degrees of freedom. The
phase space is R2 � R2 and the Hamiltonian is
defined by

Hðx1; x2; y1; y2Þ
¼ 1

2 ðy1
2 þ y2

2Þ þ 1
2 ðx1

2 þ x2
2Þ þ x1

2x2 � �x2
3

where � is a real constant. This system is ‘‘integrable’’
for some isolated values of the parameter � (Ziglin
1983) and ‘‘nonintegrable’’ otherwise. Of course, it is
necessary to define the integrability of a Hamiltonian
system, although according to Poincaré: ‘‘A system of
differential equations is only more or less integrable.’’

Integrability of Hamiltonian Systems

Generally, if a differential system is of order p, it is
necessary to know p first integrals to integrate it. But if
the system is Hamiltonian of order 2n, only n first
integrals are sufficient to integrate it ‘‘by quadratures,’’
that is, by ‘‘algebraic’’ operations such as integrations
and inverting of functions. The reason is that the
existence of one first integral allows us to reduce the
order of the system by two: a system of order 2n with
one first integral can be reduced to order 2n – 2.

Theorem of Liouville (see Arnol’d (1976)). Sup-
pose that F1, F2, . . . , Fn 2 C1(M) are n first integrals
of the Hamiltonian system [1] which are ‘‘in
involution,’’ that is, such that: {Fi, Fj} = 0, 8i, j, and
suppose that they are functionally independent, that
is, the n differentials, dFi, are linearly independent at
each point of the level set Mf defined by

Mf ¼ x1; . . . ; xn; y1; . . . ; ynð Þ 2M : Fiðx1; . . . ; y1; . . .Þf
¼ fi; i ¼ 1; 2; . . . ; ng

Then

(i) the set Mf is a manifold which is invariant
along the solutions of the system [1];

(ii) if Mf is compact and connected, it is diffeo-
morphic to an n-dimensional torus

Tn ¼ S1 � S1 � 
 
 
 � S1

¼ ð’1; . . . ; ’nÞ : ’i 2 R=2�Zf g;
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(iii) the Hamiltonian flow on each torus Mf is linear
and ‘‘quasiperiodic’’ with frequencies !i defined
by d’i=dt =!i(f1, f2, . . . , fn); and

(iv) the Hamiltonian equations are integrable by
quadratures.

If a Hamiltonian verifies the assumptions of the
theorem of Liouville, one can prove that it exists,
locally, canonical coordinates j = (’1, . . . ,’n) and
I = (I1, . . . , In) such that the Hamiltonian function
depends only on the variables Ii. Then

d’i

dt
¼ @H

@Ii

dIi

dt
¼ � @H

@’i
¼ 0

These equations are immediately integrated as
follows:

Ii = constant; and ’i =!i 
 t þ ’ið0Þ; with

!iðI1; I2; . . . ; InÞ ¼
@H

@Ii

����
I¼cst

Such local coordinates (’i, Ii) are called ‘‘action-
angle’’ variables. They were defined for the first time
by Delaunay and they play an important part in the
theory of perturbations.

Remark An invariant torus Tn of the theorem of
Liouville is characterized by the constant values of the
actions Ii, which determine the frequencies !i on it.
Such a torus is said to be nonresonant if the relation
between the frequencies !i:

Pn
i = 1 ki!i = 0 (where

k1, . . . , kn are integers) implies that ki = 0, 8i. The
frequencies !i are then rationally independent. If a
torus is nonresonant, the phase trajectories are dense
everywhere and the motion is quasiperiodic on it.

A torus is said to be resonant, if the frequencies !i

are rationally dependent: they verify a relationPn
i = 1 ki 
 !i = 0, with (k1,. . . ,kn) 6¼ (0, . . . , 0). Then

the phase trajectories are not dense on the torus;
they belong to tori of lower dimension.

A consequence of the theorem of Liouville is that,
if a two-degree-of-freedom Hamiltonian system
possesses one first integral F (in addition to H, and
independent of H), it is integrable because F is
necessarily in involution with H: {F, H} = 0.

An example of system with three degrees of
freedom which is integrable is the Lagrangian
symmetric top with one fixed point (there exists a
cylindric symmetry for the inertia momenta and the
center of mass is on the symmetry axis). This system
possesses three first integrals that are in involution
and independent: H, and the angular momenta Mz

and M3, which correspond to the (constant)

frequencies of precession and nutation of the top.
The level sets Mf are here tori of dimension 3, which
are indexed by the three frequencies (or by the
constant values of the three integrals).

There are other integrable cases for this problem
of a rigid body with a fixed point (see Kozlov
(1983)): the Euler’s case (when the fixed point is the
center of mass); the Kowalevskaya’s case (in which
the inertia momenta verify two relations and the
third coordinate of the center of mass vanishes – see
Kowalevski (1889)); and the Goryachev–Chaplygin’s
case, which is integrable only on a single integral
level.

A fundamental and classical example of integrable
Hamiltonian system is the Kepler’s problem: the
motion of a ponctual mass in the gravitational
(Newtonian) field of a center, for instance, a planet
in the field of attraction of the Sun.

Another example is the problem of two fixed centers:
an infinitesimal mass in the field of two centers, problem
which was integrated by Lagrange (Lagrange, 1810).

Isolated Periodic Orbits
and Nonintegrability

We consider a real Hamiltonian system with n
degrees of freedom and we suppose that there exists
a particular T-periodic solution �T (which is not an
equilibrium). Along �T , we consider the linearized
equations deduced from the Hamiltonian system.
They can be decoupled into the tangential equation
(one degree of freedom) which possesses the first
integral dH and the normal variational system which
can be written as

d�

dt
¼ J 
 Kð�TðtÞÞ 
 � ½2�

where

J ¼ 0 I
�I 0

� �
is the standard symplectic matrix of order 2(n� 1)
and K(�T(t)) is a T-periodic matrix depending on
the solution �T .

The solutions of the linear system [2] form a
vector space. As a definition, the monodromy
matrix M(T) expresses how fundamental solutions
of the linear system [2] are transformed after one
period T, that is, along the periodic closed orbit �T :

�ðt þ TÞ ¼MðTÞ 
 �ðtÞ

Poincaré showed that if one of the eigenvalues of
M(T) is different from 1, then the periodic solution
�T is isolated. Furthermore, if the number of first
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integrals of the Hamiltonian system, independent
along �T , is equal to k, then at least 2k eigenvalues
of M(T) are equal to 1.

Theorem (Poincaré 1892). If the Hamiltonian
system possesses n integrals in involution, and
independent along a periodic solution �T , then �T

is nonisolated.

Then, if the Hamiltonian system possesses a dense
set of isolated periodic orbits, it cannot have n
integrals in involution and independent in an open
domain.

Nearly Integrable Hamiltonian Systems,
Theorem of Poincaré

Consider the Hamiltonian system with n degrees of
freedom, depending on a small real parameter
" 2 (�"0,þ"0), defined by the analytic function H:

Hðj; I; "Þ ¼ H0ðIÞ þ " 
H1ðj; IÞ ½3�

where j = (’1, . . . ,’n) 2 Tn, I = (I1, . . . , In) 2 Rn, and
where H1 is periodic in the angles ’i.

This system is called ‘‘nearly integrable’’ because
when "= 0, the ‘‘unperturbed system’’ H0 is integr-
able in the action-angle variables j, I:

Hðj; I; 0Þ ¼ H0ðIÞ

then

dI

dt
¼ 0;

dj
dt
¼ @H0

@I
¼ wðIÞ

system which can be integrated by quadratures:

I ¼ I0 and j ¼ j0 þ wðI0Þ 
 t

According to the theorem of Liouville, the motion of
the unperturbed problem takes place on n-dimen-
sional tori (S1)n in the phase space. On these
invariant tori, indexed by the actions I, the motion
is generally quasiperiodic (if the frequencies w(I) are
rationally independent).

We are now interested in studying the perturbed
system [3] with " 6¼ 0, and its integrability which is,
according to Poincaré (1892), ‘‘the fundamental
problem of dynamics.’’ This problem of nearly
integrable Hamiltonian systems is directly inspired
by celestial mechanics where the motions in the
solar system are, in a first approximation, described
by the (integrable) Kepler’s problem. In particular,
the ‘‘restricted three-body problem’’ is the study of the
motion of a planet in the gravitational field of the Sun,
with the perturbative attraction of Jupiter. It is also the
problem of the Moon in the field of the Earth, with
the perturbative attraction of the Sun (Poincaré 1892).

Theorem of Poincaré (Poincaré 1892). Assume
that, in the Hamiltonian function [3]:

(i) (nondegeneracy condition) the unperturbed
Hamiltonian H0 is nondegenerate, that is,

det
@2H0

@Ii@Ij

����
���� ¼ det

@!i

@Ij

����
���� 6¼ 0

in an open domain of the phase space;
(ii) (genericity condition) no coefficient hk(I) in the

Fourier expansion of H1 with

H1ðj; IÞ ¼
X
k2Zn

hkðIÞ 
 ei k;jh i

does identically vanish in the nonresonant
domain G 2 Rn of the actions defined by

G ¼
(

I 2 Rn :
Xn

i¼1

ki 
 !iðIÞ ¼ 0;

iff ðk1; . . . ; knÞ ¼ ð0; . . . ; 0Þ
)

then, there is no analytic first integral F(j, I, ")
independent of the Hamiltonian function H.

Thus, a perturbation of a nondegenerate integrable
Hamiltonian system is generically nonintegrable.

When one wants to apply this theorem to celestial
mechanics, a peculiarity is that the unperturbed
problem corresponds to the Keplerian system, which
is degenerate, and this is a specific difficulty of these
systems.

Splitting of Separatrices and
Nonintegrability

Consider a Hamiltonian system with n = 2 (degrees
of freedom) defined as in eqn [3] by a perturbation
of an integrable Hamiltonian:

Hð’1 ; ’2 ; I1 ; I2 ; "Þ
¼ H0ðI1 ; I2Þ þ " 
H1ð’1 ; ’2 ; I1 ; I2Þ ½4�

The unperturbed problem is integrable and its four-
dimensional phase space is foliated by two-dimensional
invariant tori T2 : I = constant. If H0 is nondegenerate,
the nonresonant tori are dense and the resonant tori also
are dense in the phase space.

According to Kolmogorov’s theorem and
the Kolomogorov–Arnol’d–Moser (KAM) theory
(Arnol’d 1985), the majority of the nonresonant
tori of the unperturbed problem H0 are preserved
in the full problem [4]: they are slightly
deformed, and are invariant in the perturbed
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system. The resonant tori of H0 are destroyed in
the perturbed problem.

Now we consider, in the phase space, a transverse
surface S to the invariant tori T2 of the perturbed
system. A trajectory of the system generated by [4],
which crosses S through a point w0, will cross S
again, for the first time, through a point w1: this
defines the ‘‘first return map’’ or ‘‘Poincaré’s map’’
R : w0 7!R(w0) = w1. S is called a Poincaré’s sec-
tion. If w0 belongs to a preserved invariant torus
of the perturbed system, the successive points
w0, w1 = R(w0), w2 = R(w1), w3 = R(w2), . . . belong
to the intersection of this torus with S; thus, they
belong to a curve diffeomorphic to a circle, which is
an invariant curve of the map R. If w0 does not
belong to a preserved invariant torus of [4], the
sequence of points w0, w1, w2, . . . through the
Poincaré’s map belongs to a curve much more
complicated than a curve diffeomorphic to a
circle (Poincaré 1890, Arnol’d 1985) and the
‘‘chaotic’’ behavior of this sequence is the mark of
the nonintegrability of the system [4].

The best way of numerically showing the
‘‘evidence’’ of nonintegrability is to study the
example of a system with ‘‘one and a half’’ degree
of freedom, that is, a system with one degree of
freedom whose Hamiltonian depends on time:
H(’, I, t). An example of such a system is the
problem of a mathematical pendulum whose length
l performs periodic oscillations, defined by the
Hamiltonian function

Hð’; p; tÞ ¼ p2

2
� !2ð1þ " 
 f ðtÞÞ 
 cos’ ½5�

where ’ 2 S1, p 2 R, and f is periodic of period T.
The unperturbed system ("= 0) is integrable (one

degree of freedom with a Hamiltonian independent
of t):

H0ð’; pÞ ¼
p2

2
� !2 
 cos’

The phase portrait of this problem is similar to the
one of the simple mathematical pendulum of
constant length: on the cylinder S1 � R there are
two equilibria (stable and unstable) and separatrices
‘‘beginning’’ and ‘‘finishing’’ at the hyperbolic point
�. The invariant stable and unstable manifolds
associated to � and represented by these separatrices
were called by Poincaré as ‘‘homoclinic’’ trajectories,
because each of them, drawn on the phase cylinder,
joins equilibrium � to itself.

If " 6¼ 0, we define a Poincaré section of the
perturbed system [4] in the following way: from an
initial point w0(’0,p0, t0), we consider the successive

planes perpendicular to the t-axis in the ‘‘extended’’
phase space {(’,p, t)}, defined by : t0, t1 = t0þT,
t2 = t0þ2T, t3 = t0þ3T, . . . and we look at the
successive intersections of the orbit of w0 with
these planes: w0,w1,w2, . . . . If we identify all the
successive planes and if we draw on the same
picture, the points w0,w1,w2, . . . , we obtain a
phase portrait in which the equilibria of the
unperturbed problem are present, but the separatrix
which ‘‘leaves’’ the point � is not confounded with
the separatrix which ‘‘ends’’ at �, as in the
unperturbed problem: the two invariant curves are
transversal to each other: they ‘‘split’’ and have an
infinite number of intersections. This splitting is the
traduction of the nonintegrability of the perturbed
system [5].

A method to detect this splitting of separatrices
consists in computing the Melnikov’s function which
gives a measure of the angle between the separatrices
at their first intersection when they split.

Many concrete Hamiltonian systems have been
studied by this method and numerical investigations
on the splitting have permitted detection of their
nonintegrability.

Topological Obstructions to Integrability

We are interested in a natural mechanical system
with two degrees of freedom and we suppose that
the state space N is a real analytic surface which is
compact and orientable. Then, N consists of a two-
dimensional sphere with k handles (or a torus with k
holes). The number k is a topological invariant of
the surface and is called the genus of N.

Let H be the Hamiltonian function associated to
this problem. The Hamiltonian system possesses the
first integral H. It is completely integrable if and
only if another analytic integral F exists, function-
ally independent of H. In this case, the state space N
belongs necessarily to a very restrictive class of
surfaces.

Theorem (Kozlov 1983). If the genus k of the
state manifold N is not equal to 0 or 1 (i.e., if N is
neither diffeomorphic to the sphere S2 nor to the torus
T2), then the Hamiltonian system generated by H does
not possess a first integral, analytic on T�N and
functionally independent of the energy integral H.

Note that this theorem does not apply to first
integrals which are C1 only, and examples can be
given which illustrate this case (Kozlov 1983, 1989).

For systems with more than two degrees of
freedom, an open question is to know whether the
complete integrability imposes restrictions to the
topology of the state manifold N.
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Singular Point Analysis, Branching
of Solutions and Ziglin’s Theory

If we look at the classical Hamiltonian problems
which have been integrated, their first integrals are
real functions which can be continued in the
complex domain as one-valued holomorphic or
meromorphic functions of the complex time t
(polynomials, rational functions, etc.). This fact
leads to the concept of ‘‘complex integrability.’’
But the nonintegrability of a complex Hamiltonian
system does not imply the nonintegrability of its
restriction to the real domain: it may happen that a
real analytic first integral does not possess a
continuation in the complex domain as a mero-
morphic function.

Adopting this point of view, S Kowalevskaya
(Kowalevski 1889) studied the problem of a top
rotating around a fixed point, and she discovered a
new case of integrability for this classical problem of
Hamiltonian mechanics. She searched for conditions
on the parameters such that the movable singula-
rities of the solutions in the complex plane of time
are poles (as a definition, a singularity is movable if
its location in the complex domain depends on the
initial conditions). Such differential systems are said
to be of ‘‘Painlevé’s type.’’ In this case, the solutions
are single valued in the complex t-plane and there is
no branching of these solutions. The leading idea is
the following: a first integral must be constant along
a solution, and an eventual branching would change
its value along a loop around a singularity in the
complex t-plane. However, finite branchings of
solutions can be compatible with integrability.

The main tool in this analysis is the calculation of
the ‘‘Kowalevski’s exponents’’ which determine the
eventual branching of a solution around a
singularity.

In spite of the efficiency of the Painlevé analysis for
the search of integrable (or nonintegrable) systems, the
relation between the analytic properties of their
solutions (Painlevé) and their integrability in the
sense of Liouville remains mysterious. The most
fundamental result obtained in this field is a theorem
of Adler and van Moerbeke which proves that, if a
system has the Painlevé property and if it is integrable
in the sense of Arnol’d–Liouville, then it is algebrai-
cally integrable (Adler and van Moerbeke 1989).

The discovery of S Kowalevskaya inspired
Ziglin, who related the existence of meromorphic
first integrals for a Hamiltonian system, to the
properties of the linearized equations along a
particular periodic solution of this system, espe-
cially to the monodromy group associated to this
linear system. Ziglin used the constraints imposed

to this monodromy group by the existence of first
integrals.

Let us consider a Hamiltonian system defined on
a complex analytic symplectic manifold of dimen-
sion 2n, and suppose that there exists a family of
periodic solutions �. The linearized equations
deduced from the Hamiltonian system along � are
decoupled into tangential and normal equations. We
are interested by the normal equations, which are
linear with periodic coefficients.

Ziglin’s Theorem (Ziglin 1983). Assume that a
Hamiltonian system has a family of particular
solutions �h (which are not equilibria) parametrized
by periodic functions of the complex time and
depending analytically on a real parameter h 2
(h1, h2). Let G be the monodromy group of the
normal variational equation associated to the solu-
tion �h. A monodromy matrix g 2 G is said to be
nonresonant if every eigenvalue of g is different
from a root of unity. If the Hamiltonian system has
a meromorphic integral F, functionally independent
of the Hamiltonian H in a neighborhood of �h, and
if the monodromy group G contains a nonresonant
element g1, then for any g2 2 G, the commutator
g�= g�1

2 
 g�1
1 
 g2 
 g1 satisfies either g�= Id or

g�= (g1)2.

As a corollary of this theorem, we have sufficient
conditions of nonintegrability: if the necessary con-
ditions of integrability of Ziglin are not satisfied by
a Hamiltonian system, it is not analytically integr-
able. For instance, this will happen if we can find
two nonresonant monodromy matrices g1 and g2

which do not commute. If the periodic solution �h

has two complex periods, the monodromy group G
has generators g1 and g2, respectively associated to
each of these periods and their commutativity can
be sometimes studied.

These sufficient conditions of nonintegrability
were studied for particular Hamiltonian systems,
first by Ziglin himself.

Several concrete systems with two degrees of free-
dom were proved to be nonintegrable by Ito, Yoshida,
Churchill, Rod, and many other mathematicians who
applied this ‘‘Ziglin’s method’’: for instance, the
Hénon–Heiles system, the Yang–Mills system, and
Hamiltonian systems with a homogeneous potential.

Nonintegrability and Differential Galois
Theory (Morales-Ruiz 1999)

Recently, the integrability of Hamiltonian systems
was studied with algebraic tools from the differen-
tial Galois theory, applied to linear differential
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systems. As in Ziglin’s theory, we consider a
particular solution � (not necessarily periodic) of a
differential system generated by an analytic Hamil-
tonian H with n degrees of freedom, and the (linear)
variational equations along �. The idea is that, if the
Hamiltonian system is integrable, we can assume
that the linearized equations along � must also have
a ‘‘regular behavior.’’ If the Hamiltonian system is
integrable, it will also be the case for the variational
equations.

The normal variational system (of order 2n� 2)
can be written as

d�

dt
¼ J 
 Kð�ðtÞÞ 
 � ½6�

with

J =
0 I
�I 0

� �
K(�(t)) is a matrix depending on the particular
solution �.

We have to define the ‘‘Galois group’’ of the linear
equation [6]. Recall that in the classical Galois
theory of algebraic equations, the Galois group is
defined by the automorphisms which map roots
onto roots of the equation. In an analogous way, in
the differential Galois theory, we consider the maps
which send a fundamental solution of eqn [6] on a
fundamental solution. In order to define the Galois
group G associated to [6], we consider a differential
field K of functions over C (i.e., a field of functions
equipped with a derivation). The field of constants
of K is C; it is the subfield of K whose elements have
a derivative equal to zero. We denote by K �, �, . . .h i
the differential field extension obtained from K by
the adjunction of the functions �, �, . . . . If (’, ) is a
fundamental system of solutions of eqn [6], then
L = K ’, h i is the smallest differential field exten-
sion which contains all the solutions of [6]. The
field of constants of L is the same as the one of K,
that is, C. By definition, L is a Picard–Vessiot
extension of K.

The differential Galois group of L is defined as
the group of the automorphisms � of L (that map a
solution of [6] onto a solution) leaving the field of
constants fixed. Given a fundamental system of
solutions (’, ), we can associate to each automorph-
ism � the matrix M such that (�(’), �( )) = (’, ).M.
By definition, the set of these matrices M is the
Galois group G of eqn [6]. It is a linear algebraic
group (because, the matrices M being symplectic,
their coefficients verify polynomial equations) and a
subgroup of the linear group of matrices GL(C).
We note that, for a given linear system, the mono-
dromy group is contained in the Galois group and
both are subgroups of the symplectic group Sp(C).

In the Galois group G of eqn [6], we consider G0,
the connected component of the identity. The integr-
ability of the initial Hamiltonian system is connected
to the integrability of the variational equation [6] and,
through it, to the properties of its Galois group:

Theorem of Morales and Ramis (Morales-Ruiz
1999). If an analytic Hamiltonian system is com-
pletely integrable, then the Galois group associated
to the variational equation along a particular
solution � is such that its connected component of
identity G0 is Abelian.

Thus, if a Hamiltonian system is such that G0 is not
Abelian, there cannot exist a complete set of first
integrals in involution in a neighborhood of the
particular solution � and the system is not integrable.

In the concrete applications of this theory, an
algorithm of Kovacic allows us to determine the
Galois group explicitly. By this method, several
Hamiltonian systems were proved to be nonintegrable:
for instance, systems of points on a line with a
potential in 1=r 2, studied by Julliard-Tosel (1998),
but also ancient proofs of nonintegrability of homo-
geneous potentials, which were improved by Yoshida
and Umeno, thanks to the theorem of Morales–Ramis.

See also: Billiards in Bounded Convex Domains;
Infinite-Dimensional Hamiltonian Systems; Integrable
Systems: Overview; Peakons; Separatrix Splitting.
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The solar system has long appeared to astronomers
and mathematicians as a model of stability. On the
other hand, statistical mechanics relies on the
assumption that large assemblies of particles form
highly unstable systems (at the microscopic scale).
Yet all these physical situations are described, at
least to a certain degree of approximation, by
Hamiltonian systems.

One may hope that Hamiltonian systems can be
classified in two different categories, stable and
unstable ones. However, the situation is much more
complicated and both stable and unstable behaviors
cohabit in typical systems. Even our examples are
not perfect paradigms of stability and instability.
Indeed, it is now clear from numerical as well as
theoretical points of views that some instability is
present over long timescales in the solar systems, so
that for example future collisions between planets
cannot be completely ruled out in view of our
present understanding. On the other hand, unex-
pected patterns of stability have been discovered in
systems involving a large number of particles.

Understanding the impact of stable and unstable
effects in Hamiltonian systems has been considered
ever since Poincaré as one of the most important
questions in dynamical systems. In this article, we
will discuss model Hamiltonian systems of the form

H�ðq; pÞ ¼ hðpÞ þ �G�ðq; pÞ

where (q, p)2Td�U, with U a bounded open
subset of Rn. Recall that the equations of motion are

_qðtÞ ¼ @phðpÞ þ �@pG�ðq; pÞ ½1�

_pðtÞ ¼ ��@qG�ðq; pÞ ½2�

The textbook by Arnol’d (1964) is a good general
introduction on Hamiltonian systems. We will always
denote by !(p) the frequency map @ph(p), which plays
a crucial role. Here, as is obvious in [2], the action
variables p are preserved under the evolution in the
unperturbed case �= 0. We will try to explain what is
known on the evolution of these action variables for
the perturbed system. As we will see, in many
situations, these variables are extremely stable. For
example, KAM theorem implies that, for a positive
measure of initial conditions (q0, p0) the trajectory
(q(t), p(t)) satisfies kp(t)� p(0)k � C� for all times.
Examples show that some initial conditions may lead

to unstable trajectories, that is, trajectories such that
kp(t)� p(0)k � 1=C for some t (depending on �) and
some fixed constant C independent of �. However, this
is, as we will see, possible only for very large time t
(meaning that t as a function of � has to go to infinity
very quickly when ��! 0). The main questions here
are to understand in what situation instability is or is
not possible, and what kind of evolutions can have the
action variable p. Another important question is to
estimate the speed (as a function of the parameter �) of
the evolutions of p.

A Convention

We assume, unless otherwise stated, that the
Hamiltonians are real analytic. The norm jHj of
the Hamiltonian H is the uniform norm of its
holomorphic extension to a certain complex strip.
We do not specify the width of this strip.
Whenever we consider a family H�, F� . . . of
Hamiltonians, we mean that the norm jH�j is
bounded when ��! 0.

Averaging and Exponential Stability

The first observation concerning the action variables
is that they should evolve at a speed of the order of
�. However, averaging effects occur. More precisely,
in the equation _p(t) =��@qH�(q(t), p(t)), the variable
q(t) is moving fast compared to p(t). If the evolution
of q(t) nicely fills the torus Tn, it is tempting to
think that the averaged equation

_�pðtÞ ¼ ���V�ð�pðtÞÞ

should approximate accurately the actual behavior
of p(t), where

�V�ðpÞ :¼
Z

Td
@qHðq; pÞ dq

We have �V � 0, which leads us to think that the
evolution should consist mainly of oscillations of
small amplitude with no large evolution. This
reasoning is limited by the presence of resonances.

Frequencies

A frequency !2Rd is said to be resonant if there
exists k2Zd

�(= Zd � {0}) such that hk,!i= 0. The
resonance module of !,

Zð!Þ ¼ fk2Zd=hk; !i¼ 0g

is a subgroup Zd; we denote by R(!) the vector
space generated by Z(!) in Rd. The order of
resonance r(!) is the dimension of R(!). The main
examples of resonances of order r are the
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frequencies != (!1, 0), where !1 2Rd�r is nonreso-
nant. This example is universal. Indeed, if ! is a
resonant frequency, then there exists a matrix
A2Gld(Z) such that A!= (!1, 0), where !1 2Rd�r

is not resonant. The matrix A can be seen as a
diffeomorphism of Td, which transports the constant
vector field ! to the constant vector field A!= (!1, 0).
It is useful to distinguish, among nonresonant
frequencies, some which are sufficiently nonresonant.
A frequency !2Rd is called Diophantine if there exist
real constants � > 0 and � � d such that

jh!; kij � �kkk1��

for each k2Zd
� . Finally, a frequency is called

resonant Diophantine if there exists a matrix
A2Gln(Z) such that != A(!1, 0), where !1 2Rd1 is
a Diophantine frequency.

Symplectic Diffeomorphisms and Normal Forms

An efficient mathematical method to take averaging
effects into account is the use of normal forms.
Normal form theory consists in finding new coordi-
nates in which the fast angles have been eliminated
from the equations up to a small remainder. This is
done exploiting the existence of a large group of
diffeomorphisms preserving the Hamiltonian struc-
ture of equations, called symplectic diffeomorphisms
or canonical transformations. We refer the reader to
standard textbooks for these notions, for example to
Arnol’d (1964). An important point is that a
symplectic diffeomorphism � sends the trajectories
of the Hamiltonian H 	 � to the trajectories of the
Hamiltonian H. A Hamiltonian N(q, p) is said to be in
R-normal form, where R is a linear subspace of Rn, if
@qN 2R for each (q, p). Let us give an illustrative
result, taken from Lochak et al. (2003). Note that this
result is not sufficient to obtain uniform stability
estimates, as in Nekhoroshev theorem below. More
precise normal form results are given in Nekhoroshev
(1977) and Pöschel (1993).

Normal Form Theorem

Let !0 =!(p0) be a given Diophantine or resonant-
Diophantine frequency. Let us denote Br(p0) the
open ball of radius r in Rd centered at p0. There
exists a constant a which depends only on !, and
constants �0 > 0 and C > 0 such that the following
holds: for each � < �0, there exists an analytic
symplectic embedding �� : Td �Br(�)�!Td �U,
which is �-close to identity and such that

H� 	 ��ðq; pÞ ¼ hðpÞ þ �N�ðq; pÞ þ �ð�ÞF�ðq; pÞ

where N is in R(!0)-normal form, r(�)�
ffiffi
�
p

, and
�(�)� e�C��a

.

This means that the motions with resonant initial
conditions are confined, up to small oscillations, in
the associated affine plane p(0)þ R(!(p(0)) until
they live in the domain of the normal form, or until
time ��1(�).

Geometry of Resonances

In view of the normal form theorem, we are led to
consider the curves P(�) : R�!Rd which satisfy

Pð�0Þ � Pð�Þ 2Rð!ðPð�ÞÞÞ

for each � and �0. Indeed, it appears that these curves
are the ones the action variables can follow on
timescales not involving the remainders of the
normal forms. Note that here the parameter � is
not the physical time. Assuming that P(�) is such a
curve, we can define the affine space

R :¼ Pð0Þ þ \�2RRð!ðPð�ÞÞÞ

We then have P(�)2R for each �. In addition, each
point P(�), �2R, is a critical point of the restriction
hjR of the unperturbed Hamiltonian h to the affine
space R. It follows that the curve P(�) has to be
constant if the unperturbed Hamiltonian satisfies the
following hypothesis.

Nekhoroshev Steepness

We say that the unperturbed Hamiltonian h is steep
if, for each affine subspace � in Rd, the restriction
hj� has only isolated critical points.

This formulation, due to Niederman, is much
simpler than the equivalent one first given by
Nekhoroshev. It turns out that this condition,
which was made natural by our heuristic explana-
tion, implies stability over exponential timescales for
all initial conditions (see Nekhoroshev (1977)). We
first need another condition.

Kolmogorov Nondegeneracy

We say that the unperturbed Hamiltonian h is
nondegenerate in the sense of Kolmogorov if it has
nondegenerate Hessian at each point, or equivalently
if the frequency map p 7�!!(p) is an immersion.

Nekhoroshev Stability Theorem

Assume that the unperturbed Hamiltonian does not
have critical points (!(p) does not vanish), satisfies
Nekhoroshev steepness and Kolmogorov nondegene-
racy conditions. Then there exists constants a > 0
and b > 0, which depend only on h, and constants
�0 > 0 and C > 0 such that the following holds: for
� < �0, each trajectory (q�(t), p�(t)) satisfies the
estimate
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kp�ðtÞ � p�ð0Þk � C�b

for all t such that jtj � eC��a
.

Herman’s Example

In order to illustrate the necessity of the condition of
steepness, let us consider the Hamiltonian

H�ðq1; q2; p1; p2Þ ¼ p1p2 þ �Vðq1Þ

with V : T�!R. The associated equations are

_p2 ¼ 0; _p1 ¼ �V 0; _q1 ¼ p2; _q2 ¼ p1

The trajectories whose initial conditions are sub-
jected to p2(0) = 0 and V 0(q1(0)) 6¼ 0 satisfy

p1ðtÞ ¼ p1ð0Þ � t�V 0ðq1ð0ÞÞ
p2ðtÞ ¼ 0; q1ðtÞ ¼ q1ð0Þ

We see an evolution at speed � of the action variable
p1 contradicting the conclusion of Nekhoroshev
theorem. In this example, we have R(!(p(t))) =
R� {0}, and hjR� {0} � 0, so that the curve

Pð�Þ ¼ ð�; 0Þ

is indeed a curve of critical points of hjR� {0}.

Genericity of Steepness

The condition of steepness is frequently satisfied. In
order to be more precise, we mention that, for N 2N
large enough (how large depends on the dimension d),
steepness is a generic condition in the finite-dimen-
sional space of polynomials of degree less than N.
Note in contrast that a quadratic Hamiltonian is steep
if and only if it is positive definite. Finally, it is
important to mention that convex Hamiltonians h
with positive-definite Hessian are steep. More gener-
ally, quasiconvex Hamiltonians are steep. A function
h : U�!R is said to be quasiconvex if, at each point,
the restriction of its Hessian to the kernel of its
differential is positive definite.

The Quasiconvex Case

It is interesting to be more precise about the values
of a and b in Nekhoroshev theorem. We shall do so
in the quasiconvex case, which is the most stable
case, and where much more is known. If h is
quasiconvex, one can take

a ¼ b ¼ 1

2d

as was proved by Lochak (1992). It is a question of
active present research whether these exponents are
optimal. It now appears that this is almost so, and
that the optimal exponent a should not be larger

than 1=2(d � 3). That this exponent deteriorates as
the dimension increases is of course very natural in
the perspective of statistical mechanics. As a matter
of fact, not only the exponent a but also the
threshold �0 of validity of Nekhoroshev theorem
deteriorates with the dimension, as was noticed in
Bourgain and Kaloshin.

Another important fact was proved in Lochak
(1992): in these expressions, the important value of
d is not the total number of degrees of freedom, but
the number of active degrees of freedom. More
precisely, resonant initial conditions are more stable
than generic ones. If r is the order of resonance of a
given initial condition, then the number d � r of fast
angles can be substituted to the total number of
degrees of freedom for the computation of the
stability exponent. This phenomenon may account
for the surprising stability obtained numerically by
Fermi, Pasta, and Ulam.

Permanent Stability

Many initial conditions satisfy more than exponen-
tial stability: they are permanently stable.

Kolmogorov Theorem

Assume that h satisfies Kolmogorov nondegeneracy
condition (‘‘Kolmogorov nondegeneracy’’). Then for
each open subset V 
 Rd such that �V 
 U, there
exists �0 > 0 such that, for each � < �0, there exists

� a smooth symplectic embedding �� : Td �V�!
Td�U, which is �-close to the identity,
� a compact subset F� of V, whose relative measure

in V is converging to 1 as ��! 0,

such that the Hamiltonian system H� 	 �� preserves
the torus Td� {p} for each p2 F�.

The union

F � ¼ ��ðTd � F�Þ

of all the invariant tori has positive measure. Its
complement is usually an open dense subset of
Td �U. All the orbits starting in this invariant set
obviously undergo oscillations of amplitude of the
order of � for all times. It is worth mentioning that
some energy surfaces may not intersect the invariant
set F �. This is illustrated in example, i.e., ‘‘Herman’s
example,’’ where the surface of zero energy does not
contain invariant tori. The following condition
guarantees the existence of invariant tori on each
energy surface.
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Arnol’d Nondegeneracy

The Hamiltonian h is said to be nondegenerate in
the sense of Arnol’d if it does not have critical points
and if the map

p 7�! !ðpÞ
k!ðpÞk

is a local diffeomorphism between each level set of h
and Sd�1. This is equivalent to say that the function
(�, p)2R�U 7�!�h(p) has nondegenerate Hessian
at each point of the form (1, p).

Arnol’d Theorem

If h satisfies Arnol’d nondegeneracy condition, then
the relative measure of the set F � of invariant tori is
converging to 1 in each energy surface.

This theorem prevents ergodicity of the perturbed
systems for the canonical invariant measure on its
energy surface. This may be considered as a very
disappointing result for statistical mechanics, whose
mathematical foundation has often been considered
to be the Boltzmann hypothesis of ergodicity.
However, statistical mechanics is first of all a
question of letting d go to infinity, and ergodicity
might not be such a crucial hypothesis (see
Khinchin).

When d = 2, the Arnol’d theorem has particularly
strong consequences. Indeed, in this case, the
invariant tori cut the energy surfaces in small
connected components. The motion is then confined
in these connected components. As a consequence,
we obtain permanent stability for all initial
conditions.

In higher dimensions however, the complement of
F � in each energy shell is usually a dense, connected
open set. There may exist orbits wandering in this
large connected set, although the speed of evolution
of these orbits is limited by Nekhoroshev theory.
Understanding the dynamics in this open set is a
very important and difficult question. It is the
subject of the next section.

Relaxed Assumption

For many applications, such as celestial mechanics,
the nondegeneracy conditions of Arnol’d or Kolmo-
gorov are not satisfied, or difficult to check.
However, the existence of invariant tori has been
proved under much milder assumptions. As a rule,
invariant tori exist in the perturbed systems if the
frequency map p 7�!!(p) stably contains Diophan-
tine vectors in its image.

The Mechanism of Arnol’d

Understanding instability is the subject of intense
present research. General methods of construction
of interesting orbits as well as clever classes of
examples are being developed. These methods are
exploring the limits of stability theory. Here we shall
only describe the fundamental ideas of Arnol’d (see
Arnol’d 1964), where most of the present activity
finds its roots. Although these ideas have some
ambition of universality, they are best presented,
like in Arnol’d (1964), on an example. We consider
the quasiconvex Hamiltonian

Hðq1; q2; q3; p1; p2; p3Þ
¼ðp2

1 þ p2
2Þ=2� p3 þ � cos 2	q2

þ �ðcos 2	q2Þðcos 2	q1 þ cos 2	q3Þ

As we have seen, this system is typical of the kind of
Hamiltonians one gets after reduction to resonant
normal form. However, it is illuminating to consider
� not as a function of � but as an independent
parameter. This is an idea of Poincaré then followed
by Arnol’d. We shall expose the main steps of the
proof of the following result.

Theorem

Let us fix numbers 0 < A < B. For each � > 0, there
exists a number �0(�) such that, when 0 < � < �0(�),
there exists a trajectory

ðq1ðtÞ; q2ðtÞ; p1ðtÞ; p2ðtÞÞ

and a time T > 0 (which depends on � and �) such
that

p1ð0Þ� A; p1ðTÞ� B

The Truncated System

Let us begin with some remarks about the truncated
Hamiltonian obtained when �= 0:

H0ðq; pÞ ¼ H1ðq1; q3; p1; p3Þ þH2ðq2; p2Þ
¼ p2

1=2� p3 þ p2
2=2þ � cos 2	q2

This system is the uncoupled product of H1 and of
the pendulum described by H2. The variable p1 is
constant along motion; hence, the theorem can not
hold for �= 0.

Recall that the point q2 = 0, p2 = 0 is a hyperbolic
fixed point of the pendulum H2(q2, p2) = p2

2=2þ
� cos 2	q2. The stable and unstable manifolds of this
integrable system coincide; they form the energy
level H2 = �. As a consequence, in the product
system of Hamiltonian H0 = H1 þH2, there exists,
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in the zero energy level, a one-parameter family T!

of invariant tori of dimension 2:

T! ¼ fp1 ¼ !; p3 ¼ !2=2þ �; q2 ¼ 0; p2 ¼ 0g

 T3�R3

Each of these tori is hyperbolic in the sense that it has a
stable manifold of dimension 3 and an unstable
manifold of dimension 3, which are nothing but the
liftings of the stable and unstable manifolds of the
hyperbolic fixed point of H2. Notice that these
manifolds do not intersect transversally along T!.

When � 6¼ 0, the perturbation is chosen in such a
way that the tori T! are left invariant by the
Hamiltonian flow.

Splitting

For 0 < � < �0(�), the invariant tori T! still have
stable and unstable manifolds of dimension 3. These
stable and unstable manifolds intersect transversally
in the energy surface, along an orbit which is
homoclinic to the torus.

The first point is that the tori remain hyperbolic,
and that the stable and unstable manifolds are
deformed, but not destroyed by the additional
term. This results from the observation that the
manifold M formed by the union of the invariant
tori is normally hyperbolic in its energy surface.
Note that this step does not require exponential
smallness of �.

It is then a very general result that the stable and
unstable manifolds have nonempty intersection. It is
a global property, which can be established by
variational methods, and which still does not rest on
exponential smallness of �.

The key point, where exponential smallness is
required, is transversality. Since transversality is a
generic phenomenon, one may think that this step is
not so crucial. And indeed, it is very likely that the
statement remains true for most values of �2 ]0, �]
(and not only for � � �0(�)). However, there are two
important issues here. First, transversality is difficult
to establish on explicit examples. Second, it is useful
for many further discussions to obtain some quanti-
tative estimates.

Indeed, we can associate to the intersection
between the stable and unstable manifolds a
quantity, the splitting, which in a sense measures
transversality. Discussions on such a definition are
available in Lochak et al. (2003). Using methods of
Poincaré and Melnikov, Arnol’d showed that this
splitting can be estimated, for sufficiently small �, by


 � �e�C=
ffiffi
�
p
þOð�2Þ ½3�

This implies non-nullity of the splitting, hence
transversality, for small �.

Transition Chain

We have established the existence, when � > 0 is
small enough, of a family T! of hyperbolic invariant
tori such that the stable manifold Wþ

! and the
unstable manifold W�

! intersect transversally along a
homoclinic orbit (but not along T!!) for each !.

A stability argument shows that the stable mani-
fold Wþ

! of the torus T! intersects transversally the
stable manifold W�

!0
of the torus T!0

when ! is close
enough to !0. How close directly depends on the
size of the splitting. We obtain heteroclinic orbits
between tori close to each other.

Given two values ! and !0, we can find a sequence
!i, 1 � i � N, such that !0 =!,!N =!0, and W�

i

intersects transversally Wþ
iþ1 for all i. The associated

family T!i
of tori is called a transition chain.

The left step consists in proving that some orbits
shadow the transition chain. Arnol’d solved this step
by a very simple topological argument which,
however, does not provide any estimate on the
time T. He proves the existence of an orbit joining
any neighborhood of T! to any neighborhood of T!0 .
This ends the proof of the main theorem, since we
can chose ! and !0 such that ! < A < B < !0.

The dynamics associated to hyperbolic tori and
transition chains have later been studied more
carefully. It particular, a �-lemma can be proved in
this context, which allows us to conclude that, in a
transition chain, the unstable manifold W�

0 of the
first torus intersects transversally the stable manifold
of the last torus Wþ

N. These detailed studies also
allow us to relate the speed of diffusion to the
splitting of the invariant manifolds.

Diffusion Speed

It is interesting to estimate the speed of evolution of
the variable p1, or in other words the time T in the
statement. It follows from Nekhoroshev theory that
this time T has to be exponentially large as a
function of �. In fact, it is possible to prove, either by
recent developments on the ideas of Arnol’d exposed
above, or more easily by variational methods, (Bessi
1996) that

T � eC=
ffiffi
�
p

�� log �

for � � �0(�). This time is of course highly related to
the estimate [3] of the splitting. In addition, Ugo Bessi
proved that one can take �0(�) = e�C=

ffiffi
�
p

. Plugging this
value of � in the estimate of T, we get the estimate
T � eC=

ffiffi
�
p

as a function of the only parameter �.
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Considering the fact that the orbit we have described
goes close to double resonances, this is the best
estimate one may hope for in view of the improved
Nekhoroshev stability estimates at resonances.

The idea is now well spread that the time of
diffusion is exponentially large. However, we point
out that, if it is indeed exponentially small as a
function of the parameter �, it is only polynomially
small as a function of the second parameter �, as was
first understood by P Lochak and proved in Bernard
(1996) using the variational method of U Bessi.

Conclusion

The theories of instability are developing in several
directions. One of them is to try to understand the
limits of stability, and to test to what extent the
stability results obtained so far are optimal. This
aspect has quickly developed recently, for example,
the optimal stability exponent a for convex systems
is almost known. Another direction is to try to give
a description of unstable orbits in typical systems.
This remains a widely open question.

Let us finally mention that the application of the
theories we have presented to concrete systems is
very difficult. One of the reasons is that the
estimates of the threshold �0 of validity of Nekhor-
oshev and KAM theorems that can (painfully) be
obtained by inspection in the proofs are very bad,
and it is much too bad, for example, to think about
applications to the solar systems with the physical
values of the parameters.

See also: Averaging Methods; Hyperbolic Billiards; KAM
Theory and Celestial Mechanics; Separatrix Splitting;
Stability Problems in Celestial Mechanics; Stability
Theory and KAM; Weakly Coupled Oscillators.
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Overview

Given a continuous Hamiltonian H(x, p) defined on
the cotangent bundle of a compact boundaryless
manifold, where x and p are the state and the
momentum variable, respectively, and satisfying
suitable convexity and coercivity assumptions, we
consider the family of Hamilton–Jacobi equations

Hðx;D�Þ ¼ a ½1�

with a a real parameter. If, in addition, H is
assumed to be smooth, we also consider the
Hamilton’s equations

_� ¼ Hpð�; �Þ; _� ¼ �Hxð�; �Þ ½2�

whose analysis is related to the variational problem
of minimizing the action functionalZ

I

Lð�; _�Þ dt ½3�

among all Lipschitz–continuous or, equivalently,
continuous piecewise C1 curves defined on I with
fixed end points. Here I is a compact interval and L,
the Lagrangian, is the Fenchel transform of H. A
‘‘conjugate’’ flow, named after Euler–Lagrange, is
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also defined on the tangent bundle of the underlying
manifold.

A connection between [1] and [2] is provided by
the classical Hamilton–Jacobi method, which shows
that the graph of the differential of any regular, say
C1, global solution to [1] is an invariant subset for
the Hamiltonian flow. The drawback of this
approach is that such regular solutions do not exist
in general, even for very regular Hamiltonians.

However, for any continuous Hamiltonian a
distinguished value of the parameter a can be
detected, denoted by c and qualified, from now on,
as critical, for which there are a.e. subsolutions of
the corresponding Hamilton–Jacobi equations
enjoying some extremality properties. Note that
such functions can be equivalently defined as weak
solutions, in the viscosity sense, of [1] with a = c, or
as fixed points of the associated Lax–Oleinik
semigroup (see Fathi (to appear)). We do not give
these interpretations here to avoid any technicalities.

Even if they are just Lipschitz–continuous on the
whole underlying manifold, these extremal subsolu-
tions become of class C1, when restricted on a
special compact subset, the same for any of them,
say A, and the corresponding differentials coincide
on A. More generally, all critical subsolutions, that
is, the a.e. subsolutions to [1] with a = c, are
continuously differentiable on A. This regularity
property holds if H is at least locally Lipschitz–
continuous in both variables. When, in addition, the
Hamiltonian is smooth, so that the Hamiltonian
flow is defined, the graph of this common differ-
ential defined in A, denoted by ~A, is an invariant set
for the flow, and is foliated by integral curves of [1]
possessing some global minimizing properties with
respect to the action functional.

The aim of this presentation is to give an
explanation of the previously described phenomena
occurring at the critical level, and of some related
facts, using tools and arguments as simply as
possible. We propose a metric approach to the
subject and consider as central in our analysis a
family of distances, denoted by Sa, for any a � c. We
emphasize that such distances can be defined for
only continuous Hamiltonians, and the qualitative
analysis of the critical subsolutions has an interest
independent from the dynamical applications.
Indeed, it can be used in other contexts such as in
homogenization problems, and the large-time beha-
vior of the viscosity solutions to the time-dependent
equation ut þH(x, Du) ¼ 0.

The discovery of the critical value has a history
that reflects the dual character of the topics, which
has a dynamical as well as a partial differential
equation (PDE) interest.

It was probably Ricardo Mañé who first focused his
attention on it, at the beginning of the 1980s, in
connection with the analysis of integral curves of the
Euler–Lagrange flow with some global minimizing
properties. The set, previously denoted by ~A, has been
found and analyzed by Serge Aubry, in a purely
dynamical way, as the union of the supports of such
minimizing curves. On the other hand, John Mather
(1986) independently defined, in a more general
framework, a set, contained in the Aubry set, through
a weak approach that utilizes minimal probability
measures invariant with respect to the Euler–Lagrange
flow. The Mather set is actually the closure of the
union of the supports of such measures. We will follow
the approach of Aubry (see Fathi (2005b)), and will
not introduce the Mather’s measures.

In the viscosity solution theory, the critical value
has instead been introduced in a famous unpub-
lished paper of P L Lions, S R S Varadhan, and
G Papanicolaou (1987), in connection with some
periodic homogenization problems for Hamilton–
Jacobi equations. It is worth noticing that they
consider continuous Hamiltonian, defined on the
flat N-dimensional torus, without any convexity
assumption.

They define the critical value, and show the
existence of viscosity solutions to the critical equation
by means of an ergodic approximation, that is, by
considering the equation "uþH(x, Du) = 0 and then
passing to the limit for "! 0. The critical viscosity
solutions are used as correctors in the homogeniza-
tion. They do not perform any qualitative analysis,
and if such analysis can be done, and something
similar to the Aubry–Mather sets exists for noncon-
vex Hamiltonian this is still an important open
problem.

The two pieces of the picture were pasted together
by Fathi (1996) with his weak KAM theory (see
Contreras and Iturriaga (1999) and Fathi (2005a)
for a general treatment, where the relevance of the
extremal critical subsolutions has first been recog-
nized for the analysis of the dynamics, and the
Aubry–Mather sets have been characterized as a
regularity set for such subsolutions, as described
above). Evans and co-workers have been presently
using more general PDE methods in weak KAM
theory to address some integrability issues and to
find a quantum analog (see Evans and Gomes (2001,
2002) and Evans (2004)).

Critical Value and Extremal Subsolutions

We consider the family of Hamilton–Jacobi equa-
tions [1] defined, for simplicity, on the flat torus
TN = RN=ZN, endowed with the flat Riemannian
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metric induced by the Euclidean metric on RN. The
tangent, as well as the cotangent bundle of TN will
be identified with TN �RN. All the results discussed
in the remainder of the paper are still true in any
compact boundaryless manifold, and some of them
also hold in noncompact manifolds. We require H to
be continuous in both variables, to satisfy the
coercivity assumption,

fðy; pÞ: Hðy; pÞ � ag is compact for any a

and the following (strict) quasiconvexity conditions
for any x 2 TN, a 2 R:

fp: Hðy; pÞ � ag is strictly convex

@fp: Hðy; pÞ � ag ¼ fp: Hðy; pÞ ¼ ag

where @, in the above formula, indicates the
boundary. We denote by Sa the (possibly empty)
set of the Lipschitz–continuous a.e. subsolutions to
[1]. They will be called in the sequel, for short, just
subsolutions. Due to the convex character of the
Hamiltonian and its continuity, the property of
being a subsolution, for some function u, can be
equivalently expressed by requiring the inequality
H(x, p) � a to hold for any x 2 TN and any p in the
(Clarke) generalized gradient @u(x), defined by

@uðxÞ¼ cofp ¼ lim
i

DuðxiÞ:

xi differentiability point of u; lim
i

xi ¼ xg

where co indicates the convex hull. Note that if this
set of weak derivatives reduces to a singleton at some
x, then the function u is strictly differentiable at x,
i.e., it is differentiable and Du is continuous at x.

By a strict subsolution to [1] we mean a
Lipschitz–continuous function w with ess supTN H�
(x,Dw(x))< a. The property of being a (strict)
subsolution is not affected by addition of constants.
Moreover, the pointwise supremum (resp. infimum)
of any class of equibounded subsolution to [1] is
itself a subsolution, and Sa is stable with respect to
the uniform convergence in TN.

The purpose of this section is to show that there is
a unique value c (the critical value) for which the
corresponding equation

Hðx;DuÞ ¼ c ½4�

possesses subsolutions enjoying some extremality
properties. We, more precisely, call a subsolution u 2
Sa maximal (resp. minimal) if for any open subset �
of TN and any Lipschitz–continuous function � with

u ¼ � on @� and ess sup�Hðx;D�ðxÞÞ < a ½5�

one has u � � (resp. u � �) in �.

Any maximal (resp. minimal) subsolution u is
actually an a.e. solution of [1]. If, in fact,
H(x0, Du(x0)) < a for some differentiability point x0

of u, then the function �(x) = u(x0)þDu(x0)(x�
x0)� "jx� x0j þ " (resp. �(x) = u(x0)þDu(x0)(x�
x0)þ "jx� x0j � ") should satisfy [5] for a suitable
choice of " > 0 and of a neighborhood � of x0, and
so should violate the maximality (resp. minimality)
condition for u.

The previous argument can be easily adapted to
show something more general: if u is a maximal
(resp. minimal) subsolution then no subtangents
(resp. supertangents) to u at any y 2 TN can be local
strict subsolutions at y, that is, strict subsolutions in
some neighborhood of y.

The subtangency (resp. supertangency) condition
of a function � to u at a point x0 means that x0 is a
local minimizer (resp. maximizer) of u� �. We
denote by D�u(x0) (resp. Dþu(x0)) the sets made up
by the differentials of the C1-subtangent (resp.
supertangent) to u at x0. They are (possibly empty)
closed convex subsets of @u(x0). It is apparent that if
Dþu(x0) 6¼ ; 6¼ D�u(x0) then u is differentiable at x0

and Dþu(x0) = D�u(x0) = {Du(x0)}.
It is an immediate consequence of the previous

fact that no extremal subsolutions can exist in Sa,
whenever [1] admits a strict subsolution, say �, since
there are global minimizers and maximizers of u��,
for any u2Sa, because of the compactness of TN.
The function � is then subtangent and supertangent,
respectively, to u at such points.

The unique value we can look at for finding
extremal subsolutions is therefore

c ¼ inf a 2 R: Sa 6¼ ;f g ½6�

The set on the right-hand side of [6] is nonempty
since the null function belongs to Sa when a >
maxTN H(x, 0), and bounded from below by
minTN H(x, 0). The value c is consequently well
defined by [6].

Moreover, any sequence un 2 San
, with an

decreasing and convergent to c, is equi-Lipschitz–
continuous because of the coercivity of H, and
equibounded, up to addition of suitable constants.
It is therefore uniformly convergent, up to a
subsequence, to some u, which belongs to San

,
for any n, since these classes are stable for the
uniform convergence. This implies that u is a
subsolution to [4], so that Sc 6¼ ;. The critical
value c is then characterized by the property that
the corresponding eqn [4] admits subsolutions
but not strict subsolutions. Our aim is to show
that extremal subsolutions do exist for the critical
eqn [4].
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For any supercritical value a, that is, a � c, we can
define the functional nonsymmetric semidistance:

Saðy; xÞ ¼ supfuðxÞ � uðyÞ: u 2 Sag
¼ supfuðxÞ: u 2 Sa; uðyÞ ¼ 0g

for any x, y in TN. It is immediate that Sa satisfies
the triangle inequality and Sa(y, y) = 0 for any y. But
it fails, in general, to be symmetric and positive if
x 6¼ y. We will nevertheless call it a distance, in the
sequel, to ease terminology. The function
x 7! Sa(y, x) is itself a subsolution to [1], for any y,
being the pointwise supremum of a family of
equibounded subsolutions. Taking into account the
inequality

uðxÞ � uðyÞ � �Saðx; yÞ

which holds for any u 2 Sa, and the fact that it
becomes an equality by setting u = Sa(x, � ), we also get

�Saðx; yÞ ¼ inffuðxÞ � uðyÞ: u 2 Sag
¼ inffuðxÞ: u 2 Sa; uðyÞ ¼ 0g

and �Sa( � , y) is, as well, a subsolution to [1]. Note
that

Saðx; yÞ þ Saðy; xÞ � 0 for any y; x ½7�

The interest of introducing the distance Sa in the
present context is that, for any a � c and y 2 TN,
the function x 7! Sa(y, x) (resp. x 7! �Sa(x, y)) satis-
fies the maximality (resp. minimality) condition for
subsolutions of [1] in any open set not containing y.
If, by contradiction, the maximality property of
Sa(y, � ) were violated in some open set � with y 62 �
by a � satisfying [5] then one could make the set
{x: �(x) > Sa(y, x)} nonempty and compactly con-
tained in �, by adding a suitable constant. Hence,
the formula

u ¼ maxf�; Saðy; �Þg in �
Saðy; �Þ otherwise

�
½8�

could provide a subsolution to [1] with
u(y) = Sa(y, y) = 0 and u > Sa(y, � ) at some point of
�, which is in contrast with the very definition of Sa.
One can similarly prove the minimality condition
for �Sa( � , y).

We now focus our attention on the critical case.
We derive from the previous considerations that if a
maximal subsolution to [4] does not exist then, for
any y, we can find a neighborhood �0y of y where
Sc(y, � ) fails to be maximal. We can thus construct,
through a formula like [8], a uy 2 Sc with

ess sup�y
Hð�;Duyð�ÞÞ < c ½9�

in some neighborhood �y of y contained in �0y.
Thanks to the compactness of TN, we can extract
from {�y} a finite subcover {�yi }, i = 1, . . . , m, for
some m 2 N, and define

u ¼
X

i

�iuyi

where �i are positive constants with
Pm

1 �i = 1. The
convex character of the Hamiltonian and [9] imply
that u is a strict critical subsolution, which cannot
be. We therefore conclude that there is a nonempty
subset of y, denoted henceforth by A, for which
Sc(y, � ) is indeed a maximal critical subsolution. It
can also be proved, by exploiting some stability
properties of the maximal subsolutions, that A is
closed. Similarly, �Sa( � , y) must be a minimal
critical subsolution for some y. We denote by �A
the closed set made up by such points.

The previous covering argument shows that if
y 62 A (resp. y 62 �A) then there is a local strict
critical subsolution at y. The converse is also true:
let in fact � be such a strict subsolution satisfying
�(y) = Sc(y, y) = 0; then � is subtangent to Sc(y, � )
(resp. supertangent to �Sc( � , y)) at y, by the very
definition of the distance Sc. This shows that Sc(y, � )
(resp. �Sc( � , y)) is not a maximal (resp. minimal)
critical subsolution, and so y 62 A (resp. y 62 �A). Since
the previous characterization holds for both A and
�A, it follows that A= �A. This set is a generalization

of the (projected) Aubry set. We will come back on
this point later on.

We also see from the covering argument that there
is a critical subsolution �, which is strict outside A,
that is, such that ess sup� H(x, D�(x)) < c for any
open set � compactly contained in TNnA.

This implies that any y such that {p: H(y, p) � c}
has empty interior, belongs to A. The empty interior
condition in fact implies, thanks to the strict
quasiconvexity of H, that the sublevel set reduces
to a singleton, say {p0}. We know that @u(y) �
{p: H(y, p) � c}, for any u 2 Sc; therefore, @u(y) is a
singleton and so any critical subsolution u is strictly
differentiable at y with H(y, Du(y)) = H(y, p0) = c.
Hence, there cannot be critical subsolutions which
are strict around y.

The previously described points will be called, in
the sequel, equilibria, and the (possibly empty)
closed set made up by them will be denoted by E.
The reason of this terminology will be explained
later. The differentiability property of the critical
subsolutions at equilibria, can be extended, quite
surprisingly, to any point of A, under more stringent
assumptions on H. We will discuss this issue in the
next section.
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Qualitative Properties of Generalized
Aubry Set

We introduce some dynamical aspects in the picture
by showing that the distances Sa, defined in the
previous section for any a � c, are actually of length
type, in the sense that Sa(y, x) equals, for any pair y,
x, the infimum of the intrinsic length of absolutely
continuous, or equivalently Lipschitz-continuous,
curves joining y to x. By intrinsic length, we mean
the total variation of Sa on the curve. It will be
denoted by ‘a, while ‘ will indicate the natural (i.e.,
Euclidean) length.

For this purpose, we proceed to give a line-
integral representation formula of Sa. To start with,
we consider a C1 subsolution u to [1], some x, y TN

and a (Lipschitz-continuous) curve �, defined in
some compact interval I, joining y to x. We have

uðxÞ � uðyÞ ¼
Z

I

Du _� dt �
Z

I

�að�; _�Þ dt ½10�

where, for any (x, v) 2 TN � RN,�a(x, v) :=
maxp2Za(x) pv and

ZaðxÞ :¼ fp: Hðx; pÞ � ag

Inequality [10] also holds for a Lipschitz-continuous
subsolution to [1] through suitable replacement of
the differential by the generalized gradient. The set-
valued map Za is compact convex valued, by the
coercivity and quasiconvexity assumptions on H,
and continuous with respect to the Hausdorff
metric. The function �a is accordingly continuous
in the first variable, and convex and positively
homogeneous in the second, being a support func-
tion. This implies in particular that the integral on
the right-hand side of [10] is invariant under change
of parameter preserving the orientation. We derive,
from [10],

Saðy; xÞ � inf

�Z 1

0

�að�; _�Þ dt: � defined

in ½0; 1� and joining y to x

�
½11�

for any y, x. We denote by Sa(y, x) the quantity on
the right-hand side of [11]. It is immediate that the
triangle inequality holds for Sa. The function
u := Sa(y, � ) is, moreover, Lipschitz-continuous
since �a(x, v)=jvj is bounded from above in
TN�(RNn{0}) because of the coercivity of H. Given
v 2 RN, we exploit the definition of Sa, the
continuity of �a, and the triangle inequality for Sa,
to get at any differentiability point x0 of u,

Duðx0Þv ¼ lim
h!0þ

uðx0 � hvÞ � uðx0Þ
h

� lim sup
h!0þ

Saðx0 � hv; x0Þ
h

� lim
h!0þ

1

h

Z 1

0

�aðx0 � hvt; hvÞ dt

¼ lim
h!0þ

Z 1

0

�aðx0 � hvt; vÞ dt

¼ �aðx0; vÞ

This implies by Hahn–Banach theorem that
Du(x0) 2 Za(x) or, in other terms, that u = Sa(y, � ) 2
Sa. We then derive, from [11] and the very
definition of Sa,

Saðy; xÞ ¼ inf

�Z 1

0

�ð�; _�Þ dt:

� defined in ½0; 1� with �ð0Þ ¼ y;

�ð1Þ ¼ x

�
Taking into account that the integral functional
appearing in the previous formula is lower semicon-
tinuous for the uniform convergence of equi-
Lipschitz-continuous sequence of curves, by standard
variational results, we in turn infer that it equals the
intrinsic length ‘a. Mathematically,

‘að�Þ ¼
Z

I

�að�; _�Þ dt

for any compact interval I and any curve � defined
in I.

Since Sa is just a semidistance, we do not have any
a priori information on the sign of ‘a; however, by
[10], the intrinsic length of any cycle must be non-
negative. Furthermore, while j‘a(�)j must be small
for any curve � with small natural length, by the
coercivity condition on H, no converse estimates
hold, in general. If a > c, some information in this
direction can be gathered by taking a strict subsolu-
tion � to [1], that it can be assumed smooth, up to
regularization by mollification, then D�(x)v �
�a(x, v)� 	jvj for any (x, v) 2 TN � RN, and some
	 > 0, and consequently

‘að�Þ �
Z

I

ð�að�; _�Þ �D�ð�Þ _�Þ dt

þ �ðxÞ � �ðyÞ � 	‘ð�Þ � Saðx; yÞ ½12�

for any pair y, x and any curve �, defined in some
interval I, joining y to x. The previous formula says,
in particular, that when jx� yj is small then any
curve whose intrinsic length approximates Sa(y, x)
must have small natural length. The previous
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argument cannot be extended to the critical case.
This gap suggests the next definition. The main
purpose for introducing it is to get a metric
characterization of the Aubry set A.

We say that Sc is localizable at some y if for every
" > 0 there is 0 < 
" < " such that

Scðy;xÞ ¼ inff‘cð�Þ: � joins y to x and ‘ð�Þ< "g ½13�

whenever jx� yj< 
". If y 62 A, we adapt the argu-
ment previously used in the strict subcritical case to
get that Sc is indeed localizable at y. In this case we
have, in fact, at our disposal a critical subsolution,
say �, which is strict in some neighborhood � of y,
thanks to the characterization of the Aubry set given
in the previous section.

We assume, to simplify, � to be C1; under the
natural condition of Lipschitz-continuity, general-
ized gradients should be used in place of differ-
entials. We have D�(x)v � �(x, v)� 	jvj for any
x 2 �, any v 2 RN, and some 	 > 0, and D�(x)v �
�(x, v), for any x, v. Exploiting these inequalities, we
obtain an estimate analogous to [12] for curves
starting from y, which allows us to prove [13].

Conversely, let y 62 E be a point where Sc is
localizable. We claim that Zc(y) � D�u(y), where
u := Sc(y, � ). It is enough to show that any p0 in the
interior of Zc(y) belongs to D�u(y), since D�u(y) is
closed. Note that the interior of Zc(y) is nonempty
since we are assuming that y is not an equilibrium.
Such a p0 belongs to the interior of Zc(x) for x
sufficiently close to y, thanks to the continuity of Zc;
consequently, p(x� y) < ‘c(�) for any x close to y
and any curve � joining y to x with ‘(�) sufficiently
small. Taking into account [13], we then deduce

pðx� yÞ � Scðy; xÞ for x close to y

and so the linear function �(x) := p0(x� y) is
subtangent to u at y. This in turn implies that y is
out of A since � is a local strict critical subsolution at
y, and so Sc(y, � ) cannot be a maximal subsolution by
the characterization given in the previous section.

The fact that Sc is not localizable at any point of
y 2 AnE leads to the announced metric characteriza-
tion of A. If y is such a point, there is an " > 0, a
point x, with jx� yj, and so jSc(y, x)j, as small as
desired, and a curve � joining y to x with ‘c(�) 	
Sc(y, x) and ‘(�) > ". We construct a cycle �, passing
through y, by juxtaposition of � and the Euclidean
segment joining x to y. We obtain, in this way, a
sequence of cycles �n, passing through y, with length
‘c(�n) ! 0 and ‘(�n) � ", for any n.

The same result can also be obtained for y 2 E. In
this case we select " > 0 and v0 2 RN with
�c(y, v0) = 0, and denote by Bn a sequence of

Euclidean balls, centered at y, satisfying �c( � , v0) <
1=n in Bn. We construct a sequence of cycles,
passing through y, by going up and down on the
line {yþ sv} in such a way that �n(t) 2 Bn, for every
t, and " < ‘(�n) < 2"; therefore 0 � ‘c(�n) < 2"=n.

Conversely, such a sequence of cycles cannot exist
at any y 62 A because Sc is localizable at y.

We emphasize that the previous definition of A
through cycles and the fact that Sc is not localizable
at any point y 2 A with intZc(y) 6¼ ; shows that,
apart for the special case of equilibria, the property of
being a point of A is definitively not of local nature.

As pointed out already, if y 62 A, and so Sc is
localizable at y, then Zc(y) � D�u(y), where
u := Sc(y, � ); on the other hand, we know that
D�u(y) � @u(y) and @u(y) � Zc(y), where the latter
inclusion holds since u is a critical subsolution. We
then derive

D�uðyÞ ¼ @uðyÞ ¼ ZcðyÞ

We interpret these inequalities as a convexity–type
property, or, to use a more appropriate terminology,
a semiconvexity property of the distance function
Sc(y, � ) at y. The same property holds for the
Euclidean distance function jxj at 0.

A contrasting phenomenon takes place if y 2 A,
namely Sc(y, � ) is semiconcave at y, which means
that Dþu(y) = @u(y). This is more complicated to
prove (see Fathi 2005b), and requires, in addition, H
to be strictly convex in p and locally Lipschitz-
continuous in (x, p). Under these assumptions one
can, more generally, show that Sc(y, � ) is semicon-
cave in TN, if y 2 A, while it is semiconcave in
TNn{y} and semiconvex in y, if y 62 A. Some
important consequences can be deduced.

First, thanks to the semiconcavity property there
are C1 supertangents to u := Sc(y, � ) at y, whenever
y 2 A. Such a function, say �, is also supertangent to
�Sc( � , y), which is a minimal critical subsolution, at
the same point. We know from the previous section
that no supertangents to �Sc( � , y) at y can be strict
critical subsolution locally at y, and so
H(y, D�(y)) = c. This implies that Dþu(y) is con-
tained in the boundary of Zc(y). We then see, taking
into account that Dþu(y) is convex and Zc(y) strictly
convex, that Dþu(y) reduces to a singleton, and so,
by the semiconcavity property, @u(y) reduces to a
singleton. Therefore, Sc(y, � ) is strictly differentiable
at y, for any y 2 A. One can similarly show that
�Sc( � , y) is strictly differentiable at y.

Second, given y 2 A and a critical subsolution w,
which can be assumed, up to addition of a constant,
to vanish at y, we see that Sc(y, � ) (resp. �Sc( � , y)) is
supertangent (resp. subtangent) at y because of
its extremality properties. Since both these

Hamilton–Jacobi Equations and Dynamical Systems: Variational Aspects 641



super(sub)-tangents are differentiable, by the previous
point, we deduce that w itself is differentiable at y.
Moreover, the differentials at y of all three functions
under consideration, namely Sc(y, � ), �Sc( � , y), and
w, coincide. In particular, H(y, Dw(y)) = c, and
y 7!Dw(y) is continuous on A, since Sc(y, � ) has been
proved to be strictly differentiable at y, whenever y 2
A. Any critical subsolution, restricted to A, is conse-
quently a continuously differentiable solution to [4].

Summing up, we have discovered (under the
assumption of strict convexity and Lipschitz-
continuity for H) that every critical subsolution is
differentiable on A, and the differential on A is the
same for every critical subsolution. A continuous
map G :A ! RN is then defined by taking G(y)
equal to the common differential of any critical
subsolution at y. We denote by ~A the graph of G,
which is a subset of the cotangent bundle of TN,
identified with TN � RN.

As we have already pointed out, the existence of a
C1 subsolution to [1] is obvious when a > c, and
such a subsolution can be obtained through a
suitable regularization by mollification of any strict
subsolution. The same construction cannot be
performed at the critical level, since no strict critical
subsolutions are available to start the regularization
procedure. We can nevertheless show the existence
of C1 critical subsolutions by exploiting the infor-
mation gathered on the Aubry set. We start by
considering a countable locally finite open cover of
TNnA, {�i}; we know from the previous section that
there is a critical subsolution, say wi, which is strict
on �i, for any i. Loosely speaking, we have some
space, also in this case, for regularizing wi in such a
way that the regularized function is still a critical
subsolution, at least on �i.

We can glue together, with some precautions,
these regularized local critical subsolutions through
a C1 partition of the unity, to produce a critical
subsolution which is C1 outside A. Using the fact
that any critical subsolution is differentiable on A,
we can further adjust the previous construction so
that the critical subsolution is C1 on the whole TN.
We state this result in the following way: if the
equation [1] has a subsolution then it also has a C1

subsolution. It is worth noticing that it holds even if
the underlying manifold is noncompact (see Fathi
(2004, 2005b)).

The Intrinsic Lengths and the Action
Functional

Here we assume H to satisfy all the usual assump-
tions in order to define the Hamilton’s equations [2]

and to have the completeness of the associated
Hamiltonian flow. Namely, we require H to be C2

in both variables, C2-strictly convex, that is, Hpp >
0 in TN � RN and superlinear, in the sense that

lim
jpj!þ1

Hðx; pÞ
jpj ¼ þ1 uniformly in x

We define the Lagrangian L as the Fenchel
transform of H. It takes finite values thanks to the
superlinearity condition, and, in addition, inherits,
from H, C2 regularity, C2-strict convexity and
superlinearity. In our setting, the Fenchel transform
is involutive.

We call a vector v0 and a covector p0 conjugate at
a point x if v0 = Hp(x, p0), and so L(x, v0) = p0v0 �
H(x, p0). This also implies the relations p0 = Lv(x, v0)
and H(x, p0) = p0v0 � L(x, v0). If H(x, p0) = a, for
some a, then p0v0 = �a(x, v0), and p0 is the unique
element of Za(x0) for which such a relation holds.
Since the function y 7! p0v0 �H(y, p0) is subtangent
to L( � , v0) at x, we see that Lx(x, v0) =�Hx(x, p0).

We introduce, for any (Lipschitz-continuous)
curve � defined in [a, b], for some a < b, the action
functional A(�) through

Að�Þ ¼
Z

I

Lð�; _�Þ dt

We say that the curve � is a minimizer of the action
if A(�) � A(�) for any � defined [a, b] and with the
same end points of �. It is a classical result in
calculus of variations that any of such minimizers �
is of class C2 and satisfies the Euler–Lagrange
equation

d

dt
Lvð�; _�Þ ¼ Lxð�; _�Þ in �a; b½

Consequently, � and the conjugate curve
�= Lv(�, �̇) satisfy the Hamilton’s equations [2].
Note that all the integral curves of [2] lie in a fixed
level of the Hamiltonian, which is compact by the
superlinearity condition. The corresponding Hamil-
tonian flow is consequently complete.

We show that if x0 2 E, and Zc(x0) = {G(x0)},
then (x0, G(x0)) is a steady state of the Hamiltonian
flow. In this case, in fact, c = minp H(x0, p) and so
L(x0, 0) =�c and Hp(x0, G(x0)) = 0, or equivalently
G(x0) and 0 are conjugate at x0. Taking into
account that c is the critical value, we have that

Lðx; 0Þ ¼ �min
p

Hðx; pÞ � �c for any x 2 TN

so that x0 is a minimizer of x 7!L(x, 0) and
Lx(x0, 0) =�Hp(x0, G(x0) = 0. It is easy to see that,
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conversely, if (x0, p0) is a steady state of the
Hamiltonian flow and H(x0, p0) = c then x0 2 E
and p0 = G(x0).

We want to establish a relation between A( � ) and
the length functionals ‘a defined in the previous
section for a � c. This will allow, among other
things, to show that the Aubry set ~A is invariant for
the Hamiltonian flow and to analyze the properties
of the integral curves lying on it. To this aim, we
consider the minimal geodesics for Sa, a � c, that is,
the curves, defined on compact intervals, whose
intrinsic lengths ‘a equal the distance Sa between
their end points.

If a > c, we claim that, given any pair of points in
TN, there is a minimal geodesics joining them.
Recalling the formula [12], whose validity depends
on the fact that in the strict supercritical case there is
a smooth strict subsolution to [1], we have

‘að�Þ ! þ1 whenever ‘ð�Þ ! þ1

The claim is then proved by using the Ascoli
theorem and the lower-semicontinuity property of
‘a. In the critical case, given y 62 A, we can use the
same argument to deduce the existence of minimiz-
ing geodesics for Sc between y and any point x
sufficiently close to y (in the Euclidean sense). This
comes from the fact that Sc is localizable at y, and so
any sequence of curves �n with ‘c(�n)! Sc(y, x) has
bounded natural length. For a general pair of points,
we will show, on the contrary, that existence of a
minimal geodesic is not guaranteed in the critical
case.

We consider a minimizing geodesics � for Sa

between a pair of points y and x. We assume a > c
or a = c and � \ E= ;. We want to show that � is a
minimizing curve for the action, up to a change of
parameter. We choose the new parameter in such a
way that

Lð~�; _~�Þ þ a ¼ �að~�; _~�Þ ½14�

where we have denoted by �̃ the reparametrized
curve. Since �̃ stays away from E, the velocities j _~�j
are bounded from below by a positive constant and
so the domain of definition of �̃, denoted by [0, T], is
a compact interval. Note that ‘a(�) = ‘a(�̃), since the
intrinsic length is invariant under change of para-
meter. We take into account that � is a minimal
geodesic and the inequality L(x, v)þ a � �a(x, v),
which holds for any x, v, to get

Að~�Þ ¼ ‘að�Þ � aT � ‘að�Þ � aT � Að�Þ

for any � defined in [0, T] with �(0) = y, �(T) = x.
This proves the announced minimality property of �̃.

Furthermore, we show that the function
u := Sa(y, � ) is strictly differentiable at �̃(s), for s 2
]0, T[, and

Duð~�Þ ¼ Lvð~�; _~�Þ ¼: � ½15�

in [0, T]. Hence, (�̃, Du(�̃)) is a solution of the
Hamilton’s equations in ]0, T[. To see this, we start
from the relationsZ t

0

d

ds
uð~�ðsÞÞ ds ¼ uð~�ðtÞÞ ¼

Z t

0

�cð~�; _~�Þ ds

¼
Z t

0

� _~� ds ½16�

which hold in [0, T] because u is Lipschitz-contin-
uous, �̃ is a minimizing geodesic, and �(s) is
conjugate to _~�(s) at �̃(s) for any s 2 [0, T]. We
know that

d

ds
uð~�ðsÞÞ ¼ p _~�ðsÞ

for a:e: s and some p 2 @uð~�ðsÞÞ

We have that p 2 Zc(�̃(s)), since u is a critical
subsolution, and so

p _~�ðsÞ � �cð~�ðsÞ; _~�ðsÞÞ ¼ �ðsÞ _~�ðsÞÞ

We see, in the light of [16], that equality must hold
in the previous formula, for a.e. s. Therefore,

d

ds
uð~�ðsÞÞ ¼ �ðsÞ _~�ðsÞ for a:e: s ½17�

we derive from the fact that the function �( � ) _~�( � ) is
continuous that (u(�̃( � )) is actually continuously
differentiable in ]0, T[ and that [17] holds for any s.
We finally exploit that u is semiconcave in TNn{y},
as pointed out in the previous section, and so
Dþu(�̃(s)) = @u(�̃(s)), for any s. If � is a C1-
supertangent to u at �̃(s) then

D�ð~�ðsÞÞ _~�ðsÞÞ ¼ d

ds
uð~�ðsÞÞ

accordingly,

p _~�ðsÞ ¼ �ðsÞ~�ðsÞ for any s and p 2 @uð~�ðsÞÞ

Since @u(�̃(s)) � Zc(�̃(s)), this implies that @u(�̃(s)) =
{�(s)}. This actually gives the strict differentiability
function u at �̃(s), and Du(�̃(s)) = �(s) for any s.

The same argument works, with some adjustment,
also when a = c and � \ E 6¼ ;. If, for instance, y 62
E, t0 = min {t: �(t) 2 E}, then by reparametrizing � in
[0, t0], as indicated in [14], we get a curve �̃ defined
in [0,þ1[ which is a minimizer of the action
functional in any compact interval contained in
[0,þ1[. Moreover, u := Sc(y, � ) is strictly
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differentiable in ]0,þ1[ and (�̃, Du(�̃)) is a solution
of the Hamilton’s equations.

We proceed to investigate the properties of the
Hamiltonian flow on A. We take a y0 in AnE, and
consider a sequence �n of cycles passing through y0

with ‘c(�n))! 0, ‘(�n) � 2
, for some positive 
. Such
a sequence does exist in view of the characterization
of A through cycles given in the previous section.
Moreover, we assume that the �n are parametrized by
the natural arc length in [� Tn, Tn], for some Tn � 
,
and satisfy �n(0) = y0 for any n. There is then defined
a uniform limit curve � in [�
, 
], up to a
subsequence, thanks to the Ascoli theorem.

The idea is to construct a new sequence of cycles
�n by replacing the portion of the �n between �
 and

 by �, and pasting this new piece with the
remainder of �n through Euclidean segments at the
end points. The �n are still of infinitesimal intrinsic
length ‘c, which shows, in particular, that � is
contained in A. By exploiting that Sc is a length
distance, that the �n are cycles, and the formula [7],
with a = c, we get

‘cð�nÞ � Scð�ð�
Þ; �ð
ÞÞ þ Scð�ð
Þ; �ð�
ÞÞ
� 0

for any n, and we at last derive

‘cð�Þ ¼ Scð�ð
Þ; �ð�
ÞÞ¼ � Scð�ð�
Þ; �ð
ÞÞ

Note that the second equality is actually redundant.
By reparametrizing �, as in [14], with a = c, in some
open interval containing 0 as interior point and
contained in [�
, 
], we get a curve contained in
AnE, denoted by �, defined on some open interval I
and satisfying

Að�j½s;t�Þ þ cðt � sÞÞ ¼ ‘cð�j½s;t�Þ
¼ �Scð�ðtÞ; �ðsÞÞ for any t > s ½18�

This, in particular, shows that � is a minimizer of the
action functional in any [s, t] � I. If we denote, as
usual, by � the curve conjugate to �̇, we have,
arguing as above, that �(t) is the differential of the
function Sc(�(s), � ) at �(t), but, since the differentials
of all critical subsolutions coincide on A, we finally
get that �(t) = G(�(t) for every t 2 I. Therefore,
(�, G(�)) is a solution of the Hamilton’s equation in
I and is contained in ~A. The same properties can be
extended on the whole R.

Taking into account that if y 2 E then (y, G(y)) is
a steady state of the Hamiltonian flow, we in the
end see that ~A is foliated by integral curves of
the Hamiltonian flow (�, G(�)), with � enjoying the
variational property [18]. This is indeed a

characterization since if, conversely, a curve �
satisfies [18] then it must be contained in A.

As an application, we finally show that there
cannot be minimal geodesics, for the critical metric
Sc, joining a point of A, say y, to some x 62 A, at
least when E= ;. If such a geodesic, say �, exists,
and is defined in [0, T], for some T > 0, then
(�, Du(�)) is a solution of the Hamilton’s equations,
up to a change of parameter, where u := S(y, � ),
satisfying the initial conditions �(0) = y0, �(0) =
limt!0þ Du(�(t)).

The last relation tells us that �(0) 2 @u(y) and,
since u is differentiable at y 2 A with Du(y) = G(y),
we conclude that �(0) = G(y). Therefore, (�, Du(�)) is
a part of the integral curve of the Hamiltonian flow
starting at (y, G(y)) that we know, by the above
reasoning, to be contained in ~A, which is in
contradiction with �(T) = x 62 A.

See also: Control Problems in Mathematical Physics;
Dynamical Systems in Mathematical Physics: An
Illustratrion form Water Waves; KAM Theory and Celestial
Mechanics; Minimax Principle in the Calculus of Variations;
Optimal Transportation; Stability Theory and KAM.
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Introduction

The phenomenon of superconductivity is one of the
most profound manifestations of quantum
mechanics in the macroscopic world. The celebrated
Bardeen–Cooper–Schrieffer (BCS) theory (Bardeen
et al. 1957) of superconductivity (SC) provides a
basic theoretical framework to understand this
remarkable phenomenon in terms of the pairing of
electrons with opposite spin and momenta to form a
collective condensate state. This theory does not
only quantitatively explain the experimental data of
conventional superconductors, the basic concepts
developed from this theory, including the concept of
spontaneous broken symmetry, the Nambu–Gold-
stone modes and the Anderson–Higgs mechanism
provide the essential building blocks for the unified
theory of fundamental forces. The discovery of high-
temperature superconductivity (HTSC) in the copper
oxide material poses a profound challenge to
theoretically understand the phenomenon of super-
conductivity in the extreme limit of strong correla-
tions. While the basic idea of electron pairing in the
BCS theory carries over to the HTSC, other aspects
like the weak coupling mean field approximation
and the phonon mediated pairing mechanism may
not apply without modifications. Therefore, HTSC
system provides an exciting opportunity to develop
new theoretical frameworks and concepts for
strongly correlated electronic systems.

To date, a number of different HTSC materials have
been discovered. The most studied ones include the
hole-doped La2�xSrxCuO4þ� (LSCO), YBa2Cu3O6þ�
(YBCO), Bi2Sr2CaCu2O8þ� (BSCO), Tl2Ba2CuO6þ�
(TBCO) materials and the electron-doped Nd2�xCex

CuO4 (NCCO) material. All these materials have a
two-dimensional (2D) CuO2 plane, and have an
antiferromagnetic (AF) insulating phase at half-filling.
The magnetic properties of this insulating phase is well
approximated by the antiferromagnetic Heisenberg
model with spin S = 1=2 and an AF exchange constant
J � 100 meV. The Neel temperature for the 3D AF
ordering is approximately given by TN � 300 �

500 K. The HTSC material can be doped either by
holes or by electrons. In the doping range of
5%<� x<� 15%, there is an SC phase with a dom-like
shape in the temperature versus doping plane. The
maximal SC transition temperature Tc is of the order
of 100 K. The generic phase diagram of HTSC is
shown in Figure 1.

One of the main questions concerning the HTSC
phase diagram is the transition region between the
AF and the SC phases. Partly because of the
complicated material chemistry in this regime,
there is no universal agreement among different
experiments. Different experiments indicate several
different possibilities, including phase separation
with an inhomogeneous density distribution, uni-
form coexistence phase between AF and SC and
periodically ordered spin and charge distributions in
the form of stripes or checkerboards.

The phase diagram of the HTSC cuprates also
contains a regime with anomalous behaviors con-
ventionally called the pseudogap phase. This region
of the phase diagram is indicated by the dashed lines
in Figure 1. In conventional superconductors, a
pairing gap opens up at Tc. In a large class of HTSC
cuprates, however, an electronic gap starts to open
up at a temperature much higher than Tc. Many
experiments indicate that the pseudogap ‘‘phase’’ is
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not a true thermodynamical phase, but rather the
precursor towards a crossover behavior.

The SC phase of the HTSC has a number of
striking properties not shared by conventional
superconductors. First of all, phase-sensitive experi-
ments indicate that the SC phase for most of the
cuprates has d wave like pairing symmetry. This is
also supported by the photoemission experiments
which show the existence of the nodal points in the
quasiparticle gap. Neutron scattering experiments
find a new type of collective mode, carrying spin 1,
lattice momentum close to (�,�), and a resolution-
limited sharp resonance energy around 20–40 meV.
Most remarkably, this resonance mode appears only
below Tc of the optimally doped cuprates. Another
property uniquely different from the conventional
superconductors is the vortex state. Most HTSCs are
type II superconductors where the magnetic field can
penetrate into the SC state in the form of a vortex
lattice, where the SC order is destroyed at the center
of the vortex core. In conventional superconductors,
the vortex core is filled by the normal metallic
electrons. However, a number of different experi-
mental probes, including neutron scattering, muon
spin resonance (�sR), and nuclear magnetic reso-
nance (NMR), have shown that the vortex cores in
the HTSC cuprates are antiferromagnetic, rather
than normal metallic. This phenomenon has been
observed in almost all HTSC materials, including
LSCO, YBCO, TBCO, and NSCO, making it one of
the most universal properties of the HTSC cuprates.

The HTSC materials also have highly unusual
transport properties. While conventional metals
have a T2 dependence of resistivity, in accordance
with the predictions of the Fermi liquid theory, the
HTSC materials have a linear T dependence of
resistivity near optimal doping. This linear T
dependence extends over a wide temperature win-
dow, and seems to be universal among most of the
cuprates. When the underdoped or sometimes
optimally doped SC state is destroyed by applying
a high magnetic field, the ‘‘normal state’’ is not a
conventional conducting state, but exhibits insula-
tor-like behavior, at least along the c-axis. This
phenomenon may be related to the insulating AF
vortices mentioned in the previous paragraph.

The discovery of HTSC has greatly stimulated the
theoretical understanding of superconductivity in
strongly correlated systems. There are a number of
promising approaches, partially reviewed in Dagotto
(1994), Imada et al. (1998), and Orenstein and
Millis (2000), but an universally accepted theory has
not yet emerged. This article focuses on a particular
theory, which unifies the AF and the SC phases of
the HTSC cuprates based on an approximate SO(5)

symmetry (Zhang 1997). The SO(5) theory draws
its inspirations from the successful application of
symmetry concepts in theoretical physics. All funda-
mental laws of Nature are statements about sym-
metry. Conservation of energy, momentum, and
charge are direct consequences of global symmetries.
The form of fundamental interactions is dictated by
local gauge symmetries. Symmetry unifies appar-
ently different physical phenomena into a common
framework. For example, electricity and magnetism
were discovered independently, and viewed as
completely different phenomena before the nine-
teenth century. Maxwell’s theory, and the under-
lying relativistic symmetry between space and time,
unify the electric field E and the magnetic field B
into a common electromagnetic field tensor F��.
This unification shows that electricity and magnet-
ism share a common microscopic origin, and can be
transformed into each other by going to different
inertial frames. As discussed previously, the two
robust and universal ordered phases of the HTSC
are the AF and the SC phases. The central question
of HTSC concerns the transition from one phase to
the other as the doping level is varied. The SO(5)
theory unifies the 3D AF order parameter
(Nx, Ny, Nz) and the 2D SC order parameter
(Re�, Im�) into a single, 5D order parameter called
‘‘superspin,’’ in a way similar to the unification of
electricity and magnetism in Maxwell’s theory:

F�� ¼

0
Ex 0
Ey Bz 0
Ez �By Bx 0

0
BB@

1
CCA, na¼

Re �
Nx

Ny

Nz

Im �

0
BBBB@

1
CCCCA ½1�

This unification relies on the postulate that a
common microscopic interaction is responsible for
both AF and SC in the HTSC cuprates and related
materials. A well-defined SO(5) transformation
rotates one form of the order into another. Within
this framework, the mysterious transition from the
AF and the SC as a function of doping is explained
in terms of a rotation in the 5D order parameters
space. Symmetry principles are not only fundamen-
tal and beautiful, they are also practically useful in
extracting information from a strongly interacting
system, which can be tested quantitatively. The
approximate SO(5) symmetry between the AF and
the SC phases has many direct consequences, which
can be, and some of them have been, tested both
numerically and experimentally.

The commonly used microscopic model of the
HTSC materials is the repulsive Hubbard model,
which describes the electronic degrees of freedom in
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the CuO2 plane. Its low-energy limit, the t � J model
is defined by

H ¼� t
X
hx;x0i
ðcy�ðxÞc�ðx0Þ þ h:c:Þ

þ J
X
hx;x0i

SðxÞ � Sðx0Þ ½2�

where the term t describes the hopping of an
electron with spin � from a site x to its nearest
neighbor x0, with double occupancy removed, and
the J terms describe the nearest-neighbor exchange
of its spin S. The main merit of these models does
not lie in the microscopic accuracy and realism, but
rather in the conceptual simplicity. However,
despite their simplicity, these models are still very
difficult to solve, and their phase diagrams cannot
be compared directly with experiments. The idea of
the SO(5) theory is to derive an effective quantum
Hamiltonian on a coarse-grained lattice, which
contains only the superspin degrees of freedom.
The resulting SO(5) quantum nonlinear �-model is
much simpler to solve using the standard field
theoretical techniques, and the resulting phase
diagram can be compared directly with
experiments.

SO(4) Symmetry of the Hubbard Model

Before presenting the full SO(5) theory, let us first
discuss a much simpler toy model, namely the
negative U Hubbard model, which has an SC
ground state with s-wave pairing. However, it also
has a charge-density-wave (CDW) ground state at
half-filling. The competition between CDW and the
SC states is similar to the competition between AF
and SC states in the HTSC cuprates. In the negative
U Hubbard model, the CDW/SC competition can be
accurately described by a hidden symmetry, namely
the SO(4) symmetry of the Hubbard model.

The Hubbard model is defined by the Hamiltonian

H¼� t
X
hx;x0i
ðcy�ðxÞc�ðx0Þþh:c:Þ

þU
X

x

n"ðxÞ�
1

2

� �
n#ðxÞ�

1

2

� �
��

X
x

n�ðxÞ ½3�

where c�(x) is the fermion operator and n�(x)=

cy�(x)c�(x) is the electron density operator at site x

with spin �, t, U, and � are the hopping, interaction,

and the chemical potential parameters, respectively.

The Hubbard model has a pseudospin SU(2) symmetry

generated by the operators

�� ¼
X

x

ð�Þxc"ðxÞc#ðxÞ; �þ ¼ ð��Þy

�z ¼ 1

2

X
�

n�ðxÞ �
1

2

� �
; ½��; �	� ¼ i
�	��

�

½4�

where ��= �x � i�y and �= x, y, z. The model is
defined on any bipartite lattice, and the lattice
function (�)x takes the value 1 on even sublattice
and �1 on odd sublattice. These operators commute
with the Hubbard Hamiltonian at half-filling when
�= 0, that is, [H, ��] = 0; therefore, they form the
symmetry generators of the model (Yang and Zhang
1990). Combined with the standard SU(2) spin
rotational symmetry, the Hubbard model enjoys an
SO(4) = SU(2)� SU(2)=Z2 symmetry. This symme-
try has important consequences in the phase
diagram and the collective modes in the system. In
particular, it implies that the SC and CDW orders
are degenerate at half-filling. The SC and the CDW
order parameters are defined by

�� ¼
X

x

c"ðxÞc#ðxÞ; �þ ¼ ð��Þy

�z ¼ 1

2

X
x�

ð�1Þxn�ðxÞ; ½��;�	� ¼ i
�	��
�
½5�

where ��=�x� i�y. The last equation of [5]
shows that the � operators perform the rotation
between the SC and CDW order parameters. Thus,
�� is the pseudospin generator and �� is the
pseudospin order parameter. Just like the total spin
and the Neel order parameter in the AF Heisenberg
model, they are canonically conjugate variables.
Since [H,��]= 0 at �= 0, this exact pseudospin
symmetry implies the degeneracy of SC and CDW
orders at half-filling.

The phase diagram of the U < 0 Hubbard model
is identical to the phase diagram of the AF
Heisenberg model in a uniform magnetic field. If
the AF order parameter originally points along the
z-direction, a magnetic field applied along the
z-direction causes the AF order parameter to flop
into the xy-plane. This transition is called the spin-
flop transition, and is depicted in Figures 2a and 2c.
The chemical potential � in the negative U Hubbard
model plays a role similar to the magnetic field in
the AF Heisenberg model. It transforms a CDW
state at half-filling to an SC state away from half-
filling, as depicted in Figures 2a and 2c.

In the low-energy sector, both the AF Heisenberg
model in a magnetic field and the negative-U
Hubbard model with a chemical potential can be
described by the SO(3) nonlinear �-model, which is
defined by the following Lagrangian density (in
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imaginary time coordinates) for a unit vector field
n� with n2

� = 1:

L ¼ �
2
!2
�	 þ




2
ð@in�Þ2 þ VðnÞ

!�	 ¼ n�ð@tn	 � iB	�n�Þ � ð�!	Þ
½6�

where the magnetic field, or equivalently the chemical
potential, is given by B� = (1=2)
�	�B	�. � and 
 are
the susceptibility and stiffness parameters, and V(n) is
the anisotropy potential, which can be taken as
V(n) =�(g=2)n2

z . Exact SO(3) symmetry is obtained
when g = B� = 0. g > 0 corresponds to easy axis
anisotropy, while g < 0 corresponds to easy plane
anisotropy. In the case of g > 0, there is a phase
transition as a function of Bz with Bx = By = 0. To see
this, let us expand out the first term in [6]. The time-
independent part contributes to an effective potential

Veff ¼ VðnÞ � �B2

2
ðn2

x þ n2
yÞ

from which we see that there is a phase transition at
Bc1 =

ffiffiffiffiffiffiffiffi
g=�

p
. For B < Bc1, the system is in the Ising

phase, while for B > Bc1, the system is in the XY
phase. Therefore, tuning B for a fixed g > 0 leads to
the spin-flop transition. In D = 2, both the XY and
the Ising phase can have a finite-temperature phase
transition into the disordered state. However,
because of the Mermin–Wagner theorem, a finite-
temperature phase transition is forbidden at the
point B = g = 0, where the system has an enhanced
SO(3) symmetry. This SO(3) symmetric point leads
to a large regime below the mean field transition
temperature where the fluctuation dominates. This
large fluctuation regime can be identified as the
pseudogap behavior.

The pseudospin SU(2) symmetry of the negative-U
Hubbard model has another important consequence.
Away from half-filling, the � operators no longer
commute with the Hamiltonian, but they are
eigenoperators of the Hamiltonian, in the sense that

½H; ��� ¼ �2��� ½7�

This means that the � operators create well-defined
collective modes with energy 2�. Since they carry
charge �2, they usually do not couple to any
physical probes. However, in an SC state, the SC
order parameter mixes the � operators with the
CDW operator �z, via eqn [5]. From this reasoning,
a pseudo-Goldstone mode was predicted to exist in
the density response function at wave vector (�, �)
and energy 2�, which appears only below the SC
transition temperature Tc.

Unification of Antiferromagnetism and
Superconductivity through the SO(5)
Theory

Order Parameters and SO(5) Group Properties

The negative U Hubbard model and the SO(3)
nonlinear �-models discussed in the previous section
give a nice description of the quantum phase
transition from the Mott insulating phase with
CDW order to the SC phase. On the other hand,
these simple models do not have enough complexity
to describe the AF insulator at half-filling and the SC
order away from half-filling. Therefore, a natural
step is to generalize these models so that the Mott
insulating phase with the scalar CDW order para-
meter is replaced by a Mott insulating phase with
the vector AF order parameter. The pseudospin
SO(3) symmetry group considered previously arises
from the combination of one real scalar component
of the CDW order parameter with one complex, or
two real components of the SC order parameter.
After replacing the scalar CDW order parameter by
the three components of the AF order parameter,
and combining with the two components of the SC
order parameters, we are naturally led to consider a
five-component order parameter vector, and the
SO(5) symmetry group which transforms it.

It is simplest to define the concept of the SO(5)
symmetry generator and order parameter on two
sites with fermion operators c� and d�, respectively,

(a)

B ẑ�

(b)

μ
B or µ

(c)

Figure 2 The spin-flop transition. (a) The spin-flop transition of the AF Heisenberg model. When a uniform magnetic field is applied

along the direction of the AF moments, there is no net gain of the Zeeman energy. Therefore, after a critical value of the magnetic field,

the AF spin component flops into the xy-plane, while a uniform spin component aligns in the direction of applied magnetic field. (b) The

Mott insulator to superfluid transition of the hardcore boson model or the U < 0 Hubbard model. At half-filling, one possible state is the

CDW state of ordered boson pairs. Upon doping, the pairs become mobile and form the superfluid state. (c) Both transitions can be

described by the spin or the pseudospin flop in the SO(3) nonlinear �-model, induced either by the magnetic field or by the chemical

potential.
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where �= 1, 2 is the usual spin index. The AF order
parameter operator can be naturally defined in
terms of the difference between the spins of the c
and d fermions as follows:

N� ¼ 1
2 ðcy��c� dy��dÞ; n2 	 N1

n3 	 N2; n4 	 N3

½8�

where �� are the Pauli matrices. In view of the strong
on-site repulsion in the cuprate problem, the SC order
parameter should be naturally defined on a bond
connecting the c and d fermions, explicitly given by

�y ¼ �i

2
cy�ydy ¼ 1

2
ð�cy"d

y
# þ cy#d

y
"Þ;

n1 	
�y þ�
� �

2
; n5 	

�y ��
� �

2i

½9�

We can group these five components together to
form a single vector na = (n1, n2, n3, n4, n5) called the
superspin, since it contains both superconducting
and antiferromagnetic spin components. The indivi-
dual components of the superspin are explicitly
defined in the last parts of eqns [8] and [9].

The concept of the superspin is only useful if there
is a natural symmetry group acting on it. In this
case, since the order parameter is 5D, it is natural to
consider the most general rotation in the 5D order
parameter space spanned by na. In 3D, three Euler
angles specify a general rotation. In higher dimen-
sions, a rotation is specified by selecting a plane and
the angle of rotation within this plane. Since there
are n(n� 1)=2 independent planes in n dimensions,
the group SO(n) is generated by n(n� 1)=2 ele-
ments, specified in general by antisymmetric
matrices Lab =�Lba, with a = 1, . . . , n. In particular,
the SO(5) group has ten generators. The total spin
and the total charge operator

S� ¼ 1
2 ðcy��cþ dy��dÞ

Q ¼ 1
2 ðcycþ dyd � 2Þ

½10�

perform the function of rotating the AF and SC
order parameters within each subspace. In addition,
there are six so-called � operators, defined by

�y� ¼ � 1
2 cy���yd

y; �� ¼ ð�y�Þ
y ½11�

which perform the rotation from AF to SC and vice
versa. These infinitesimal rotations are defined by
the commutation relations

½�y�;N	� ¼ i��	�y; ½�y�;�� ¼ iN� ½12�

The ten operators, the total spin S�, the total charge
Q, and the six � operators form the ten generators
of the SO(5) group.

The superspin order parameter na, the associated
SO(5) generators Lab, and their commutation relations
can be expressed compactly and elegantly in terms of
the SO(5) spinor and the five Dirac � matrices. The
four-component SO(5) spinor is defined by

��¼
c�
dy�

� �
½13�

They satisfy the usual anticommutation relations

f�y�;��g ¼ ���; f��;��g ¼ f�y�;�y�g ¼ 0 ½14�

Using the � spinor and the five Dirac � matrices, we
can express na and Lab as

na ¼ 1
2 �y��a

����; Lab ¼ � 1
2 �y��ab

���� ½15�

The Lab operators satisfy the commutation relation

Lab;Lcd½ � ¼�ið�acLbdþ �bdLac� �adLbc� �ccLadÞ ½16�

The na and the �� operators form the vector and the
spinor representations of the SO(5) group, satisfying
the following equations:

Lab; nc½ � ¼ �ið�acnb � �bcnaÞ ½17�

and

Lab;��

� �
¼ � 1

2 �ab
���� ½18�

If we arrange the ten operators S�, Q, and �� into
Lab’s by the following matrix form:

Lab¼

0

�yxþ�x 0

�yyþ�y �Sz 0

�yzþ�z Sy �Sx 0

Q 1
i ð�yx��xÞ 1

i ð�yy��yÞ 1
i ð�yz��zÞ 0

0
BBBBBBB@

1
CCCCCCCA
½19�

and group na as in eqns [8] and [9], we see that eqns
[16] and [17] compactly reproduce all the commuta-
tion relations worked out previously. These equations
show that Lab and na are the symmetry generators
and the order parameter vectors of the SO(5) theory.

Having introduced the concept of local symmetry
generators and order-parameter-based sites in real
space, we now proceed to discuss definitions of
these operators in momentum space. The AF and
dSC order parameters can be naturally expressed in
terms of the microscopic fermion operators as

N�¼
X

p

cypþ��
�cp; �y ¼�i

2

X
p

dðpÞcyp�ycy�p

dðpÞ	 cospx� cospy

½20�

where � 	 (�, �) and d(p) is the form factor for
d-wave pairing in 2D. They can be combined into
the five-component superspin vector na by using the
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same convention as before. The total spin and total
charge operator are defined microscopically as

S� ¼
X

p

cyp�
�cp; Q ¼ 1

2

X
p

ðcypcp � 1Þ ½21�

and the �-operators can be defined as

�y� ¼
X

p

gðpÞcypþ��
��ycy�p ½22�

The form factor g(p) needs to be chosen appro-
priately to satisfy the SO(5) commutation relation
[16], and this requirement determines g(p) =
sgn(d(p)).

The SO(5) symmetry generators perform the most
general rotation among the five-order parameters.
It is easy to see that the quantum number of the
� operators exactly patches up the difference in
quantum numbers between the AF and the dSC
order parameters, according to Table 1.

The SO(5) quantum nonlinear �-model

In the previous section we presented the concept of
the local SO(5) order parameters and symmetry
generators. These relationships are purely kinematic,
and do not refer to any particular Hamiltonian. One
can in fact construct microscopic models with exact
SO(5) symmetry out of these operators. A large class
of models, however, may not have SO(5) symmetry
at the microscopic level, but their long-distance,
low-energy properties may be described in terms of
an effective SO(5) model. In the previous section, we
have seen that many different microscopic models
indeed all have the SO(3) nonlinear �-model as their
universal low-energy description. Similarly, we pre-
sent the SO(5) quantum nonlinear �-model as a
general theory of AF and dSC in the HTSC.

From eqn [17] and the discussions in the previous
subsection, we see that Lab and na are conjugate
degrees of freedom, very much similar to [q, p] = i�h
in quantum mechanics. This suggests that we can
construct a Hamiltonian from these conjugate
degrees of freedom. The Hamiltonian of the SO(5)

quantum nonlinear �-model takes the following
form:

H ¼ 1

2�

X
x

L2
abðxÞ þ




2

X
<x;x0>

naðxÞnaðx0Þ

þ
X

x

BabðxÞLabðxÞ þ
X

x

VðnðxÞÞ ½23�

where the na vector field is subjected to the
constraint

n2
a ¼ 1 ½24�

This Hamiltonian is quantized by the canonical
commutation relations [16] and [17]. Here, the first
term is the kinetic energy of the SO(5) rotors, where
� has the physical interpretation of the moment of
inertia of the SO(5) rotors. The second term
describes the coupling of the SO(5) rotors on
different sites, through the generalized stiffness 
.
The third term introduces the coupling of external
fields to the symmetry generators, while the V(n)
can include anisotropic terms to break the SO(5)
symmetry to the SO(3)
 U(1) symmetry. The SO(5)
quantum nonlinear �-model is a natural combina-
tion of the SO(3) nonlinear �-model describing the
AF Heisenberg model and the quantum XY model
describing the SC to insulator transition. If we
restrict to the values a = 2, 3, 4, then the first two
terms describe the symmetric Heisenberg model, the
third term describes easy plane or easy axis
anisotropy of the Neel vector, while the last term
represents the coupling to the uniform external
magnetic field. On the other hand, for a = 1, 5, the
first term describes Coulomb or capacitance energy,
the second term is the Josephson coupling energy,
while the last term describes coupling to external
chemical potential.

The first two terms of the SO(5) model describe
the competition between the quantum disorder and
classical order. In the ordered state, the last two
terms describe the competition between the AF and
the SC order. Let us first consider the quantum
competition. The first term prefers sharp eigenstates
of the angular momentum. At an isolated site, C 	P

L2
ab is the Casimir operator of the SO(5) group, in

the sense that it commutes with all the SO(5)
generators. The eigenvalues of this operator can be
determined completely from group theory; they are
0, 4, 6, and 10, respectively, for the 1D SO(5)
singlet, 5D SO(5) vector, 10D antisymmetric
tensor, and 14D symmetric, traceless tensors. There-
fore, we see that this term always prefers a
quantum-disordered SO(5) singlet ground state,
which is a total spin singlet. This ground state is
separated from the first excited state, the fivefold

Table 1 Quantum number of the AF and the dSC order

parameters, and the � operator, which rotates the AF and the

dSC order parameters into each other

Charge Spin Momentum Internal angular

momentum

�, �y or

n1, n5

�2 0 0 d-Wave

N� or

n2, 3, 4

0 1 (�,�) s-Wave

��,�y� �2 1 (�,�) d-Wave
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SO(5) vector state with an energy gap of 2=�. This
gap will be reduced, when the different SO(5) rotors
are coupled to each other by the second term. This
term represents the effect of stiffness, which prefers
a fixed direction of the na vector, rather than a fixed
angular momentum. This competition is an appro-
priate generalization of the competition between the
number sharp and phase sharp states in a super-
conductor and the competition between the classical
Neel state and the bond or plaquette singlet state in
the Heisenberg AF. The quantum phase transition
occurs near �
 ’ 1.

In the classically ordered state, the last two
anisotropy terms compete to select a ground state.
To simplify the discussion, we can first consider the
following simple form of the static anisotropy
potential:

VðnÞ ¼�gðn2
2 þ n2

3 þ n2
4Þ ½25�

At the particle-hole symmetric point with vanishing
chemical potential B15 =�= 0, the AF ground state
is selected by g > 0, while the SC ground state is
selected by g < 0 coupled with the constraint n2

a = 1.
g = 0 is the quantum phase transition point separat-
ing the two ordered phases.

However, it is unlikely that the HTSC cuprates
can be close to this quantum phase transition point.
In fact, we expect the anisotropy term g to be large
and positive, so that the AF phase is strongly
favored over the SC phase at half-filling. However,
the chemical potential term has the opposite,
competing effect favoring SC. To see this, we
transform the Hamiltonian into the Lagrangian
density (in imaginary time coordinates) in the
continuum limit:

L ¼ �
2
!abðx; tÞ2 þ




2
ð@knaðx; tÞÞ2 þ Vðnðx; tÞÞ ½26�

where

!ab ¼ nað@tnb � iBbcncÞ � ða! bÞ ½27�

is the angular velocity. We see that the chemical
potential enters the Lagrangian as a gauge coupling
in the time direction. Expanding the time derivative
term, we obtain an effective potential

VeffðnÞ ¼ VðnÞ � ð2�Þ
2�

2
ðn2

1 þ n2
5Þ ½28�

from which we see that the V term competes with
the chemical potential term. For � < �c =

ffiffiffiffiffiffiffiffi
g=�

p
, the

AF ground state is selected, while for � > �c, the SC
ground state is realized. At the transition point, even
though each term strongly breaks SO(5) symmetry,
the combined term gives an effective static potential
which is SO(5) symmetric, as we can see from [28].

Even though the static potential is SO(5) symmetric,
the full quantum dynamics is not. This can be most
easily seen from the time-dependent term in the
Lagrangian. When we expand out the square, the
term quadratic in � enters the effective static
potential in eqn [28]. However, there is also a
time-dependent term linear in �. This term breaks
the particle-hole symmetry, and it dominates over
the second-order time derivative term in the n1 and
n5 variables. In the absence of an external magnetic
field, only second-order time derivative terms of
n2, 3, 4 enter the Lagrangian. Therefore, while the
chemical potential term compensates the anisotropy
potential in eqn [28] to arrive at an SO(5) symmetric
static potential, its time-dependent part breaks the
full quantum SO(5) symmetry. This observation
leads to the concept of the projected, or static
SO(5) symmetry (Zhang et al. 1999). A model with
projected or static SO(5) symmetry is described by a
quantum effective Lagrangian of the form

L ¼ �

2

X
a¼2;3;4

ð@tnaÞ2 � ��ðn1@tn5 � n5@tn1Þ

� VeffðnÞ ½29�

where the static potential Veff is SO(5) symmetric,
but the time-dependent part contains a first-order
time derivative term in n1 and n5.

The SO(5) quantum nonlinear �-model is con-
structed from two canonically conjugate field
operators Lab and na. In fact, there is a kinematic
constraint among these field operators:

Labnc þ Lbcna þ Lcanb ¼ 0 ½30�

This identity is valid for any triples a, b, and c, and
can be easily proved by expressing Lab = napb �
nbpa, where pa is the conjugate momentum of na.
Geometrically, this identity expresses the fact that
Lab generates a rotation of the na vector. The
infinitesimal rotation vector lies on the tangent
plane of the four sphere S4, and is therefore
orthogonal to the na vector itself.

In a large class of materials, including the high-Tc

cuprates, the organic superconductors, and the heavy
fermion compounds, the AF and SC phases occur in
close proximity to each other. The SO(5) theory is
developed based on the assumption that these two
phases share a common microscopic origin and should
be treated on an equal footing. The SO(5) theory gives
a coherent description of the rich global phase diagram
of the high-Tc cuprates and its low-energy dynamics
through a simple symmetry principle and a unified
effective model based on a single quantum Hamilto-
nian. A number of theoretical predictions, including
the intensity dependence of the neutron resonance
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mode, the AF vortex state, and the mixed phase of AF
and SC, have been verified experimentally (Figure 3).
The theory also sheds light on the microscopic
mechanism of superconductivity and quantitatively
correlates the AF exchange energy with the condensa-
tion energy of superconductivity. However, the theory
is still incomplete in many ways and lacks full
quantitative predictive power. While the role of
fermions is well understood within the exact SO(5)
models, their roles in the effective SO(5) models are
still not fully worked out. As a result, the theory has
not made many predictions concerning the transport
properties of these materials.

See also: Abelian Higgs Vortices; Effective Field
Theories; Euclidean Field Theory; Ginzburg–Landau
Equation; Hubbard Model; Quantum Phase Transitions;
Quantum Spin Systems; Quantum Statistical Mechanics:

Overview; Renormalization: General Theory;
Renormalization: Statistical Mechanics and Condensed
Matter; Superfluids; Symmetry Classes in Random Matrix
Theory; Variational Techniques for Ginzburg–Landau
Energies.
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Introduction

Subject

Holomorphic dynamics (in a narrow sense) is a
theory of iterates of rational endomorphisms of the
Riemann sphere Ĉ = C [ {1}. The goal is to under-
stand the phase portrait of this dynamical system,
that is, the structure of its trajectories, and the
dependence of the phase portrait on parameters
(coefficients of f ).

Holomorphic dynamics in a broader sense would
include the theory of analytic transformations, local
and global, in dimension 1 and higher, as well as the
theory of groups and pseudogroups of analytic
transformations, which would cover theory of
Kleinian groups and holomorphic foliations. How-
ever, we will mostly focus on holomorphic dynamics
in the narrow sense.

Brief History

Local dynamical theory of analytic maps was laid
down in the late nineteenth and early twentieth
century by Königs, Schröder, Böttcher, and Leau.
Global theory of iterates of rational maps was
founded by Fatou and Julia in comprehensive
memoires of 1918–19. The theory had been

T T T

TN TN

Tbc Tc

Tbc
Tc

AF
AF

SC SC

TN

Ttc TcAF
SC

Phase
separation

δδc

μ μμc μc1 μc2 μc0

Uniform AF/SC

(a) (b) (c)

Figure 3 The finite-temperature phase diagram of the SO(5) model in the temperature (T) versus chemical potential (�) plane. (a) and

(b) are two different representations of the same phase diagram, corresponding to a direct first-order phase transition between AF and

SC, as a function of the chemical potential and doping, respectively. (c) corresponds to two second-order phase transitions with a uniform

AF/SC mix phase in between. The AF and the SC transition temperatures TN and Tc merge into a bicritical Tbc or a tetra-critical point Ttc.

Both possibilities are allowed theoretically; it is up to experiments to determine which one is actually realized in the high-Tc cuprates.
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developed very little since then until early 1980s
when it exploded with new methods, ideas, and
computer images. Particularly influential were the
works of D Sullivan who introduced ideas of
quasiconformal deformations into the field, of
A Douady and J Hubbard who gave a comprehensive
combinatorial description of the Mandelbrot set,
and W Thurston who linked holomorphic
dynamics to three-dimensional hyperbolic geome-
try bringing to the field ideas of geometrization and
rigidity. As a result, profound rigidity conjectures
were formulated. Renormalization ideas introduced to
the theory later on led to a significant progress
towards these conjectures (see Universality and
Renormalization).

Another source of ideas came from ergodic theory
and the general theory of dynamical systems,
particularly hyperbolic dynamics and thermodyna-
mical formalism. They led to constructions of
natural geometric measures on the Julia sets that
helped to penetrate into their fractal nature.

General Terminology and Notations

N = {1, 2, . . . } is the set of natural numbers; D is the
unit disk; Zþ= N [ f0g; T = @D.

A topological disk is a simply connected domain
in C. A topological annulus is a doubly connected
d
r
d
p

it
s
p

c

s
p
p
c

s
t
h
e
f
a

a
#
c
d

simple in degree 1, so in what follows we assume
that deg f � 2.

Let Cf = {c : Df (c) = 0} stand for the set of critical
points of f, and Vf = f (Cf ) be the set of critical
values. A rational function of degree d has 2d � 2
critical points counted with multiplicity. Moreover,

Cf n ¼
[n�1

k¼0

f�kðCf Þ; Vf n ¼
[n
k¼1

f kðCf Þ

The latter formula explains why the behavior of the
critical orbits crucially influences the global dynamics
of f. The set Of = [Vf n is called postcritical.

Basic Dynamical Theory

Local Theory

The local theory describes the dynamics of an
analytic map f : z 7! �zþ

P
n = 2 anzn near its fixed

point 0. The derivative �= f 0(0) is called the multi-
plier of 0. The fixed point is called attracting,
repelling, or neutral, depending on whether j�j < 1,
j�j > 1, or j�j= 1. It is called superattracting if
�= 0.

In case when 0 is an attracting (but not super-
attracting) or repelling fixed point, the map is lineariz-
able, that is, it is conformally conjugate to its linear part
z 7!�z; thus, there is a local conformal solution of the
Schröder equation �(fz) =��(z). This solution is also
called the linearizing coordinate near 0.

In the superattracting case, the map is confor-
mally conjugate to the map z 7! zd, where adzd is the
first nonvanishing term in the local expansion of f.
Thus, in this case there is a local conformal solution
of the Böttcher equation �(fz) =�(z)d. It is also
called the Böttcher coordinate near 0.

The situation in the neutral case (when
�= e2�i�, � 2 R=Z) depends in a delicate way on
the arithmetic properties of the rotation number �. If
�= q=p is rational, the fixed point 0 is called
parabolic. The local dynamics is then described in
terms of the Leau–Fatou flower consisting of
attracting petals alternating with repelling petals.
In each petal, the map is conformally conjugate to
the translation z 7! zþ 1. The quotients of the petals
by dynamics are conformally equivalent to the
cylinder C=< z 7! zþ 1>. They are called (attracting/
repelling) Ecalle–Voronin cylinders.

In the irrational case, when � 2 RnQ, the map can
be either linearizable or not. Accordingly, 0 is called a
Siegel or a Cremer fixed point. If the multiplier is
Diophantine (i.e., there exist C > 0 and � > 2 such
that for all rational numbers q=p, we have:
j�� q=pj � Cp�), then 0 is linearizable (Siegel 1942).
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omain in C (i.e., a domain homeomorphic to a
ound annulus). A Cantor set is a totally
isconnect compact subset of Rn without isolated
oints.
Given a map f : X!X, f n will stand for its n-fold

erate. The semigroup of iterates form a dynamical
ystem with discrete time. An orbit or trajectory of a
oint z is orbf (z) = (f nz)1n = 0.
A subset Y � Ĉ is called invariant if f (Y) � Y and

ompletely invariant if also f�1(Y) � Y.
A point � 2 Ĉ is called periodic if f p�=� for

ome natural p. The smallest such p is called the
eriod of �. If p = 1, then � is called a fixed
oint. The orbit of a periodic point is also called a
ycle.
Two maps f : X!X and g : Y!Y on topological

paces X and Y are called topologically conjugate if
here exists a homeomorphism h : X!Y such that
� f = g � h. If h has better regularity properties, for

xample, it is quasiconformal/conformal/affine, then
and g are called quasiconformally/conformally/

ffinely conjugate.
Let f (z) = P(z)=Q(z) be a rational function viewed

s a map Ĉ! Ĉ. Its topological degree deg f =
f�1(z), z 2 Ĉ, (where the preimages of z are

ounted with multiplicity), is equal to the algebraic
egree max(deg P, deg Q). The dynamics of f is very



Notice that almost all numbers are Diophantine.
A sharper arithmetic condition for linearizability in
terms of the continuous fraction expansion for � was
given by Bruno (1965). In the quadratic case,
z 7! e2�i�zþ z2, this condition was proved to be sharp
(Yoccoz 1988).

Fatou and Julia Sets

From now on, f : Ĉ! Ĉ is a rational endomorphism
of the Riemann sphere. The theory starts with the
splitting of the sphere into two subsets now called
Fatou and Julia sets based on the notion of a normal
family in the sense of Montel. A family (�� : S! Ĉ)
of meromorphic functions on some Riemann surface
S is called normal if it is precompact in the open–
closed topology. The Fatou set F(f ) is the maximal
open subset of Ĉ on which the family of iterates
(f n)1n = 0 is normal. The Julia set J(f ) is the comple-
ment of the Fatou set. Both sets are completely
invariant. The Julia set is always nonempty, and is
either nowhere dense or coincides with the whole
sphere. The trajectories on the Fatou set are
Lyapunov stable (if z is close to z0 2 F(f ), then
orbf (z) is uniformly close to orbf (z0)), while the
dynamics on the Julia set is ‘‘chaotic.’’

If f is a polynomial, then the Fatou and Julia sets
can be defined in a more concrete way as follows. In
this case,1 is a superattracting fixed point for f. Let
us consider its basin of attraction,

Df ð1Þ ¼ fz : f nz!1 as z!1g

Its complement, K(f ), is called the filled Julia set.
Then,

Jðf Þ ¼ @Kðf Þ ¼ @Df ð1Þ

Periodic Points

Let � be a periodic point of f of period p. As a fixed
point of f p, it is subject of the local theory. Thus, it
(and its cycle) is classified as attracting, repelling,
etc., according to the properties of the multiplier
�= (f p)0(�) (that can be calculated in any local chart
near �).

The basin of attraction Df (a) of an attracting
cycle a = (f n�)p�1

n = 0 is the set {z : f nz!a as n!1}.
The immediate basin of attraction D�f (a) is the
union of components of Df (a) containing the points
of a.

Theorem 1 (Fatou–Julia). The immediate basin of
any attracting cycle contains a critical point. (Note
that a superattracting cycle actually contains some
critical point.)

attracting case, the immediate basin Df (a) of a
parabolic cycle contains a critical point of f.

Components of the Fatou set containing Siegel
periodic points are called Siegel disks. If D is a Siegel
disk of period p, then f pjD is conformally conjugate
to the irrational rotation z 7! e2�i�z of the unit disk.

Theorem 2 (Shishikura 1987). A rational function
of degree d has at most 2d � 2 nonrepelling cycles.

The proof of this result uses the methods of
quasiconformal surgery.

Examples

For f : z 7! zd, d � 2, the Julia set J(f ) is the unit circle.
Moreover, Df (1) = Ĉn �D, while D is the basin of
attraction of the superattracting fixed point 0.

For maps f" : z 7! z2 þ " with sufficiently small

" 6¼ 0, the Julia set J( f ) is a nowhere-differentiable
Jordan curve (see Figure 1). The domain bounded
by this curve is the basin of attraction of an
attracting fixed point �".

The filled Julia set of the map f : z 7! z2 � 1 called
the basilica is depicted in black in Figure 2. The

Figure 1 Nowhere-differentiable Jordan curve.
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It follows that a rational function of degree d has
at most 2d � 2 attracting cycles. A polynomial of
degree d has at most d � 1 attracting cycles in C.

Attracting cycles belong to the Fatou set, while
repelling cycles lie on the Julia set. Parabolic and
Cremer points lie on the Julia set, while Siegel points
belong to the Fatou set. The basin of attraction of a
parabolic cycle a is defined as

Df ðaÞ ¼ fz : f nz! a as n!1gn
[1
n¼0

f�nðaÞ

It is the union of some components of the Fatou set.
The union of the components of Df (a) containing
the petals of the Leau–Fatou flower is called the
immediate basin of attraction D�f (a) of a. As in the

�



Theorem 3 (Sullivan 1982). Rational functions do
not have wandering domains.

This theorem is analogous to Ahlfors theorem in
the theory of Kleinian groups. Its proof introduced
to holomorphic dynamics the methods of quasicon-
formal deformations that has become the basic tool
of the subject.

The ‘‘no wandering domains theorem’’ has com-
pleted the picture of dynamics on the Fatou set.
Namely, for any z 2 F(f ), one of the following three
events may happen:

� z belongs to the basin of attraction of some
attracting cycle;
� z belongs to the basin of attraction of some

parabolic cycle; and
� for some n, f nz belongs to a rotation domain.

Here a rotation domain is either a Siegel disk, or a
Herman ring, that is, a topological annulus A such
that f p(A) = A for some p 2 N and f p jA is con-
formally equivalent to an irrational rotation z 7! e2�iz
of a round annulus {z : 1 < jzj < R}. Note that
Herman rings cannot occur for polynomial maps.

More Properties of the Julia Set

There are two more useful characterizations of the
Julia set:

� If z is not an attracting periodic point and does
not belong to a rotation domain, then the set of
accumulation points of the full preimages f�nz is
equal to J(f ).
� The Julia set is the closure of the set of repelling

periodic points.

In the polynomial case, the Julia set J(f ) (and the
filled Julia set K(f )) is connected if and only if the
critical points do not escape to 1 (in other words,

Figure 4 Douady rabbit.
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interior of the basilica is the basin of the super-
attracting cycle a = (0, 1) of period 2.

For the map f : z 7! z2 � 2, the Julia set is the
interval [�2, 2]. It is affinely conjugate to the Cheby-
shev quadratic polynomial Ch2 : z 7! 2z2 � 1. More
generally, for a Chebyshev polynomial Chd of any
degree d, the Julia set is the interval. (By definition, the
Chebyshev polynomial Chd is the solution of the
functional equation cos dz = Chd( cos z).)

For quadratic maps fc : z 7! z2 þ c with c <�2, the
Julia set is a Cantor set on R. For maps fc with
c > 1=4, the Julia set is a Cantor set that does not
meet R. For c 2 (�2, 1=4], the Julia set contains an
invariant interval on R, but is not contained in R.

For f : z 7! z2 þ i, the Julia set is a ‘‘dendrite’’ (see
Figure 3).

For c � 0.12þ 0.74i, the map f : z 7! z2 þ c has an
attracting cycle of period 3. Its Julia set in known as
the Douady rabbit (Figure 4).

No Wandering Domains Theorem and Dynamics
on the Fatou Set

A component D of the Fatou set is called wandering
if f n(D) \ f m(D) = ; for all natural n > m.

Figure 2 Basilica.

Figure 3 Dendrite.



Cf � K(f )). In the quadratic case, the Basic Dichot-
omy holds: the Julia set (and the filled Julia set) is
either connected or a Cantor set.

Böttcher Coordinate

Let f = zd þ a1zd�1 þ 	 	 	 þ ad be a monic polyno-
mial of degree d � 2. Then 1 is a superattracting
fixed point, and hence there is a univalent function
B(z) = Bf (z) near 1 satisfying the Böttcher equation
B(fz) = B(z)d (the Böttcher coordinate near 1).
Moreover, B(z) 
 z as z!1 since f is monic.

If J(f ) is connected, B(z) can be analytically
extended to the whole basin of 1, and provides us
with the Riemann map CnK(f )!Cn �D. Otherwise,
B(z) extends to a conformal map from some
invariant domain �f whose boundary contains a
critical point onto Cn �DR, where R = Rf > 1.

The B-preimage of a straight ray {re2�i� : 0 < r <1}
is called the external rayR� of angle �. The B-preimage
of a round circle {re2�i� : 0 � � < 1} is called the
equipotential Et of level t = log r. External rays and
equipotentials form two orthogonal f-invariant folia-
tions. We let R�(t) =R� \ Et.

Combinatorial Equivalence

Assume now that J(f) is connected. One says that an
external ray R� lands at some point z 2 J(f ) if
R�(t)! z as t! 0. Any external ray of rational
angle �= q=p with odd p lands at some repelling or
parabolic periodic point of period dividing p
(Douady and Hubbard 1982). Vice versa, any
repelling or parabolic point is a landing point of at
least one rational ray as above (Douady 1990s).

Let us consider the following equivalence relation
on the set of rational numbers with odd denomi-
nators: two such numbers � and �0 are equivalent if
the corresponding rays R� and R�0 land at the same
point z 2 J(f ). Two polynomials f and ~f with
connected Julia set are called combinatorially
equivalent if the corresponding equivalence relations
coincide. Notice that topologically equivalent poly-
nomials are combinatorially equivalent.

Parameter Phenomena

Spaces of Rational Functions

Let Ratd stand for the space of rational functions
of degree d. As an open subset of the complex
projective space CP2dþ1, it is endowed with the
natural topology and complex structure.

Hyperbolic Maps and Fatou’s Conjecture

Hyperbolic maps form an important and best-
understood class of rational maps (compare with
Hyperbolic Dynamical Systems). A rational map f is
called hyperbolic if one of the following equivalent
conditions holds:

� All critical points of f converge to attracting
cycles;
� The map is expanding on the Julia set:

jDf nðzÞj � C�n; z 2 Jðf Þ

where C > 0, � > 1.

For instance, the maps z 7! z2 þ " for small
", z 7! z2 � 1, and z 7! z2 þ c for c 2 Rn[�2, 1=4]
are hyperbolic. It is easy to see from the first
definition that hyperbolicity is a stable property,
that is, the set of hyperbolic maps is open in the
space Ratd of rational maps of degree d. One of the
central open problems in holomorphic dynamics is
to prove that this set is also dense. This problem is
known as Fatou’s conjecture.

Postcritically Finite Maps and Thurston’s Theory

A rational map is called postcritically finite if the
orbits of all critical points are finite. In this case, any
critical point c is either a superattracting periodic
point, or a repelling preperiodic point (i.e., f nc is a
repelling periodic point for some n). If all critical
points of f are preperiodic, then J(f ) = Ĉ.

Important examples of postcritically finite maps with
J(f ) = Ĉ come from the theory of elliptic functions.
Namely, let P� : C=��! Ĉ be the Weierstrass
P-function, where �� is the lattice in C generated by
1 and � , Im � > 0. It satisfies the functional equation
P� (nz) = f� , n(P(z)), where f� , n is a rational function.
These functions called Lattés examples possess the
desired properties. (For some special lattices, n can be
selected complex: the corresponding maps are also
called Lattés.)

More generally, one can consider postcritically
finite topological branched coverings f : S2! S2. Two
such maps, f and g, are called Thurston combina-
torially equivalent if there exist homeomorphisms
h, h0 : (S2, Of )! (S2, Og) homotopic rel Of (and
hence coinciding on Of ) such that h0 � f = h � g.

A combinatorial class is called realizable if it
contains a rational function. Thurston (1982) gave a
combinatorial criterion for a combinatorial class to
be realizable. If it is realizable, then the realization is
unique, except for Lattés examples (Thurston’s
Rigidity Theorem).
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Structural Stability and Holomorphic Motions

A map f 2 Ratd is called J-stable if for any maps
g 2 Ratd sufficiently close to f, the maps f j J(f ) and
g j J(g) are topologically conjugate, and moreover,
the conjugacy hg : J(f )! J(g) is close to id. Thus, the
Julia set J(f ) moves continuously over the set of
J-stable maps. The following result proves a weak
version of Fatou’s conjecture:

Theorem 4 (Lyubich and Mañé-Sad-Sullivan
1983). The set of J-stable maps is open and dense
in Ratd. Moreover, the set of unstable maps is the
closure of maps that have a parabolic periodic point.

A map f 2 Ratd is called structurally stable if for
any maps g 2 Ratd sufficiently close to f, the maps f
and g are topologically conjugate on the whole
sphere, and moreover, the conjugacy hg : Ĉ! Ĉ is
close to id. The set of structurally stable maps is also
open and dense in Ratd (Mañé-Sad-Sullivan).

The proofs make use of the theory of holomorphic
motions developed for this purpose but having much
broader range of applications in dynamics and
analysis. Let X be a subset of Ĉ, and let h� : X! Ĉ
be a family of injections depending on parameter
� 2 � in some complex manifold with a marked
point ��. Assume that h��= id and that the functions
� 7! h�(z) are holomorphic in � for any z 2 X. Such
a family of injections is called a holomorphic
motion.

A holomorphic motion of any set X over �
extends to a holomorphic motion of the whole
sphere Ĉ over some smaller manifold �0 � � (Bers–
Royden, Sullivan–Thurston 1986). If h� is a holo-
morphic motion of an open subset of the sphere,
then the maps h� are quasiconformal (Mañè-Sad-
Sullivan). These statements are usually referred to as
the �-lemma.

If � = D, then the holomorphic motion of a set
X � Ĉ extends to a holomorphic motion of Ĉ over
the whole disk D (Slodkowsky 1991).

Fundamental Conjectures

The above rigidity and stability results led to the
following profound conjectures:

QC Rigidity Conjecture If two rational maps are
topologically conjugate, then they are quasiconfor-
mally conjugate.

Let us consider the real projective tangent bundle
PT over Ĉ, with a natural action of the map f.
A measurable invariant line field on the Julia set is
an invariant measurable section X! PT over an
invariant set X � J(f ) of positive Lebesgue measure.
In other words, it is a family of tangent lines Lz �

Tz, z 2 X, such that Df (Lz) = Lfz. Note that such a
field can exist only if J(f ) has positive Lebesgue
measure.

No Invariant Line Fields Conjecture Let us con-
sider two rational maps, f and ~f , that are not Lattés
examples. If they are quasiconformally conjugate
and the conjugacy is conformal on the Fatou set,
then they are conjugate by a Möbius transformation.
Equivalently, if f is not Lattés, then there are no
measurable invariant line fields on J(f ).

This conjecture would imply Fatou’s conjecture.

Mandelbrot Set

Let us consider the quadratic family fc : z 7! z2 þ c.
(Note that any quadratic polynomial is affinely
conjugate to a unique map fc.) The Mandelbrot set
classifies parameters c according to the Basic
Dichotom y of the subsec tion ‘‘Mor e pro perties of
the Julia set’’:

M ¼ fc : JðfcÞ is connectedg ¼ fc : f n
c ð0Þ 7!1g

Note that �n(c) � f n
c (0) is a polynomial in c of

degree 2n�1, and these polynomials satisfy a
recursive relation �nþ1 =�2

n þ c. Moreover, M =
{c : j�n(c)j � 2, n 2 Zþ}, which gives an easy way to
make a computer image of M (see Figure 5).

A distinguished curve seen at the picture of M is
the main cardioid C= {c = e2�i� � e4�i�=4}, � 2 R=Z.
For such a c = c(�) 2 C, the map fc has a neutral
fixed point �c with rotation number �. For c inside
the domain H0 bounded by C, fc has an attracting
fixed point �c, and the Julia set J(fc) is a Jordan
curve (see Figure 1).

Figure 5 The Mandelbrot set.
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At the cusp c = 1=4 = c(0) of the main cardioid,
the map fc has a parabolic point with multiplier 1.
This point is also called the root of C. Other
parabolic points c = c(q=p) on C are bifurcation
points: if one crosses C transversally at c, then the
fixed point �c ‘‘gives birth’’ to an attracting cycle of
period p. This cycle preserves its ‘‘attractiveness’’
within some component Hq=p of int M attached to C.

On the boundary of Hq=p, the above attracting
cycle becomes neutral, and similar bifurcations
happen as one crosses this boundary transversally,
etc. In this way we obtain cascades of bifurcations
and associated necklaces of components of int M.
The most famous one is the cascade of doubling
bifurcations that occur along the real slice of M.

Components of int M that occur in these bifurcation
cascades give examples of hyperbolic components of
int M. More generally, a component H of int M is
called hyperbolic of period p if the maps fc, c 2 H,
have an attracting cycle of period p. Many other
hyperbolic components become visible if one begins
to zoom-in into the Mandelbrot set. Some of them
are satellite, that is, they are born as above by
bifurcation from other hyperbolic components.
Others are primitive. They can be easily distin-
guished geometrically: primitive components have a
cusp at their root, while satellite components are
bounded by smooth curves.

Given a hyperbolic component H, let us consider the
multiplier �(c), c 2 H, of the corresponding attracting
cycle, as a function of c 2 H. The function� univalently
maps H onto the unit disk D (Douady and Hubbard
1982). Thus, there is a single parameter c0 2 H for
which �(c0) = 0, so that fc0

has a superattracting cycle.
This parameter is called the center of H.

Nonhyperbolic components of int M are called
queer. Conjecturally, there are no queer compo-
nents. This conjecture is equivalent to Fatou’s
conjecture for the quadratic family.

The boundary of M coincides with the set of
J-unstable quadratic maps (see the subsection
‘‘Struct ural stabili ty and holom orphic motions’’).

Connectivity and Local Connectivity

Theorem 5 (Douady and Hubbard 1982). The
Mandelbrot set is connected.

The proof provides an explicit uniformization
RM : CnM!Cn �D. Namely, let Bc : �c!CnDRc

, c 2
CnM, be the Böttcher coordinate near 1. Then
RM(c) = Bc(c). This remarkable formula explains the
phase-parameter similarity between the Mandelbrot
set near a parameter c 2M and the corresponding
Julia set J(fc) near the critical value c.

The following is the most prominent open
problem in holomorphic dynamics:

MLC Conjecture The Mandelbrot set is locally
connected.

If this is the case, then the inverse map R�1
M

extends to the unit circle T, and the Mandelbrot
set can be represented as the quotient of T modulo
certain equivalence relation that can be explicitly
described. Thus, we would have an explicit topolo-
gical model for the Mandelbrot set (Douady and
Hubbard, Thurston).

The MLC conjecture is equivalent to the follow-
ing conjecture:

Combinatorial Rigidity Conjecture If two quadratic
maps fc and fc0 with all periodic points repelling are
combinatorially equivalent, then c = c0.

In turn, this conjecture would imply, in the
quadratic case, the above fundamental conjectures.
For a progress towards the MLC conjecture (see
Universality in Mathematical Physics).

Parabolic Implosion

Parabolic maps fc0
: z 7! z2 þ c0 are unstable in a

dramatic way. In particular, the Julia set J(fc) does
not depend continuously on c near c0. Instead, J(fc)
tends to fill in a good part of int J(fc0

). This
phenomenon called parabolic implosion has been
explored by Douady, Lavaurs, Shishikura, and many
others.

Geometric Aspects

Area

One of the basic problems in holomorphic dynamics
is whether a Julia set that does not coincide with Ĉ
can have positive area. It would give an example of
‘‘observable chaos’’ that occurs on a topologically
small set. It is also related to the No Invariant Line
Fields Conjecture.

Maps with strong hyperbolic properties have zero
area Julia set. A rational map f is called Collet–
Eckmann if there exist constants C > 0 and � > 1
such that:

jDf nðfcÞj � C�n; n 2 N

for all critical points c. If f is a Collet–Eckmann map
with J(f ) 6¼ Ĉ, then area J(f ) = 0 (Przytycki and
Rohde 1998) (see Universality and Renormalization
for more examples). On the other hand, A Douady
has set up a compelling program of constructing a
Cremer quadratic polynomial f : z 7! e2�i�zþ z2

whose Julia set would have positive area. Buff and
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Cheritat have recently announced that they have
completed the program, thus constructing the first
example of a Julia set of positive area. (It makes use
of a renormalization theorem for parabolic implo-
sion recently announced by Shishikura.)

In the parameter plane, it would be interesting to
know whether the boundary of the Mandelbrot set
has zero area.

Hausdorff Dimension

Hausdorff dimension (HD) gives us a further
refinement of fractal sets of zero area. Any Julia
set has positive HD. If f is a polynomial with
connected Julia set, then HD( J(f ))> 1 unless f is
affinely conjugate to z 7! zd or a Chebyshev poly-
nomial (Zdunik 1990). If f is a Collet–Eckmann map
with J(f ) 6¼ Ĉ, then HD J(f )< 2 (Przytycki–Rohde
1998). On the other hand, in the quadratic case
fc : z 7! z2 þ c, HD(J(fc)) = 2 for a generic parameter
c 2 @M. The corresponding parameter result is that
HD(@M) = 2 (Shishikura 1998). It is based on the
parabolic implosion phenomenon.

Conformal Measure

Let 	 � 0. A Borel measure � on Ĉ is called
	-conformal if

�ðf XÞ ¼
Z

X

jDf j	 d�

for any measurable set X such that f jX is injective.

Theorem 6 (Sullivan 1983). Any rational map f
has a 	-conformal measure with 	 2 (0, 2] supported
on J(f ).

This is a dynamical measure that captures well
geometric properties of J(f ). For instance, for Collet–
Eckmann maps, 	= HD(J(f )), and � is equivalent to
the Hausdorff measure on J(f ) in dimension 	.

The hyperbolic dimension, HDhyp of J(f ) is the
supremum of HD(X) over all compact invariant
hyperbolic subsets of J(f ). Denker and Urbanski
(1991) proved that HDhyp(J(f )) is equal to the
smallest exponent 	 of all 	-conformal measures
supported on J(f ) (see Universality and
Renormalization).

Measure of Maximal Entropy

An f-invariant measure � is called balanced if
�(f X) = d�(X) for any measurable set X such that
f jX is injective (where d = deg f ).

Theorem 7 (Brolin 1965, Lyubich 1982). Any
rational map f has a unique balanced measure �.

Moreover, preimages of any point z except at most
two are equidistributed with respect to � (meaning
that the probability measures �n, z that assign mass 1
to every f n-preimage of z converge weakly to � as
n!1).

For polynomials, the balanced measure coincides
with the harmonic measure on J(f ) (Brolin). (The
latter is the charge distribution on the conductor J(f )
generated by the unit charge placed at 1.) In
general, the balanced measure is the unique measure
of maximal entropy of f, and moreover, periodic
points are equidistributed with respect to �
(Lyubich).

Measure of maximal entropy is supported on a
relatively small measurable set: its HD is strictly less
than HD(J(f )), unless f is conformally equivalent to
z 7! zd, a Chebyshev polynomial, or a Lattés example
(Zdunik 1990). In the polynomial case, it is
supported on a set of HD at most 1 (Manning 1984).

In complex analysis, there has been an extensive
study of fractal properties of harmonic measures,
providing insights at the balanced measure � and the
other way around (Carleson, Makarov, Jones,
Binder, Smirnov, . . .)

See also: Fractal Dimensions in Dynamics; Geometric
Analysis and General Relativity; Geometric Flows and
the Penrose Inequality; Geometric Phases; Polygonal
Billiards; Renormalization: General Theory;
Renormalization: Statistical Mechanics and Condensed
Matter; Universality and Renormalization.
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Introduction

The term, holonomic field, was coined by Sato,
Miwa, and Jimbo (SMJ) in 1978 and the subject was
investigated by them in a series of five long papers
and many shorter notes in the period from 1978–81
(Sato et al. 1979a, 1979b, 1979c, 1980, Tracy
and Widom 1994). The term refers to a special class of
two-dimensional interacting quantum field theories
whose n point correlations can be expressed in terms
of the solution to a holonomic system of differential
equations. A holonomic system is an overdetermined
system of differential equations with only a finite-
dimensional family of solutions. There is a sense in
which these interacting systems with infinitely many
degrees of freedom have a finite-dimensional substrate
(at the level of n point functions for fixed n). After
developing their theory, SMJ realized that such
quantum fields made an earlier appearance in work
of Thirring and Federbush. The models considered by
Thirring and Federbush are self-interacting fermionic
systems whose nonlinear classical field equations have
solutions that are an explicit nonlinear transformation
of solutions to the free field equations. This inspired
the idea of trying to study these models by ‘‘quantiz-
ing’’ the nonlinear transformation. Expressions were
obtained for the correlations and S-matrix but the
connection with deformation theory was not under-
stood until the SMJ work.

In what follows we will sketch the SMJ theory and
discuss some of its offshoots. There is one circum-
stance that it might help the reader to be aware of
even though it will be mostly glossed over. Quantum
fields in one space and one time dimension have
correlations which transform under the symmetries of
spacetime with metric signature (1,1). Since the work
of Osterwalder and Schrader, it is customary to pass
back and forth between this Minkowski regime and
the Schwinger functions obtained by analytically
continuing the n point functions to pure imaginary
values for the time variable where they possess the
rotational symmetries associated with a positive-
definite metric. The Ising model, which we take up
next, is naturally considered in the Euclidean domain
where the correlations have an interpretation in
statistical mechanics as the expected value of a
product of random variables. Ultimately, the SMJ
deformation analysis is done in the Euclidean
domain.

The Two-Dimensional Ising Model

The SMJ theory was inspired by, and provides an
attractive setting for, an earlier result of Wu,
McCoy, Tracy, and Baruch (WMTB), concerning
the spin–spin scaling functions of the two-dimen-
sional Ising model (Wu et al. 1976). Since the Ising
model is the example with the most direct signifi-
cance for physics, we will take some time to explain
the WMTB result and to sketch the way in which it
fits into the SMJ theory.

The Ising model is a statistical model of magnest-
ism on a lattice that incorporates ferromagnetic
interactions of nearest-neighbor spins. In the 1920s,
Ising solved the model for the one-dimensional
lattice and showed that there was no phase transition
in the infinite volume limit. Interest in the two-
dimensional model intensified dramatically following
Onsager’s calculation of the specific heat in the
infinite volume limit (see Palmer and Tracy (1981)
and references within). His formula for the specific
heat was the first instance of a thermodynamic
quantity in a nearest-neighbor model which exhibits
the sort of discontinuity in temperature dependence
expected at a phase transition. For many years, the
Ising model served as a testbed for the now accepted
notion that the infinite volume limit of Gibbsian
statistical mechanics provides a suitable setting for
the study of phase transitions.

A configuration for the Ising model on a finite
subset, �, of the integer lattice, Z2, is a map C :
�! {þ1, �1}, which assigns to each site on the
lattice either an up spin (þ1) or a down spin (�1).
The energy function of the Ising model, E�(�), is
defined by

E�ð�Þ ¼ �J
X
hi;ji2�

�ðiÞ�ðjÞ

for J > 0 and a spin configuration � is a sum over
pairs of nearest-neighbor sites i, j in � (boundary
terms require special consideration). This energy
function tends to favor spin configurations, �, in
which the nearest-neighbor spins are aligned in the
sense that the Boltzmann weight, e�E�(�)=kT , is larger
for such configurations. In the Gibbs ensemble,
which is expected to describe systems in equilibrium
at temperature T, the configuration � occurs with a
probability proportional to the Boltzmann weight.
The factor k which appears is a conversion factor
between thermal and kinetic energy called the
Boltzmann constant. It is clear from the formula
for the Boltzmann weight that small temperatures
(near 0) tend to accentuate the difference in
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statistical weights assigned to configurations with
different energies, and large temperatures tend to
wash out the difference in statistical weights
associated to configurations with different energies.

Remarkably, there is a sharp critical temperature
0 < Tc <1 so that for T < Tc the propensity for
order built into the energy triumphs in the infinite
volume limit �"Z2, and for T > Tc the randomness
or disorder associated with high temperatures
governs the infinite volume behavior. More specifi-
cally, if T < Tc and the infinite volume limit is taken
with plus spins assigned to the boundary of �, the
system exhibits a residual magnetism (there is a
positive expected value, h�i, for the spin per site).
This infinite volume plus state is the quintessential
example of symmetry breaking – the spin flip
symmetry possessed by the bulk energy is broken
below Tc in the thermodynamic limit. For T > Tc,
the spin per site is 0 no matter what boundary
conditions are imposed on the infinite volume limit.

Pure equilibrium states both above and below Tc

exhibit clustering in the thermodynamic limit
(uniqueness for the ground state in field theory).
This is the tendency of spin variables �(a) and �(b)
at sites a, b 2 Z2 to become statistically independent
as the distance ja� bj tends to 1. In such a pure
state the two-point function, which is the expected
value of the product of spin variables, h�(a)�(b)i,
will tend to the square h�i2 both below (h�i 6¼ 0)
and above (h�i= 0) the critical temperature Tc as
ja� bj!1. To leading order, this clustering takes
place at an exponential rate, e�ja�bj=�(T), for a
function �(T) called the correlation length. The
correlation length �(T)!1 as T!Tc. The scaling
limit (from below Tc) of the spin–spin correlation is
the leading-order correction to the clustering beha-
vior of the correlations when these correlations are
examined at the scale of the correlation length. It is
the limit

h�ðaÞ�ðbÞi ¼ lim
T"Tc

h�ð�ðTÞaÞ�ð�ðTÞbÞiT
h�i2T

where the correlations on the right-hand side are
thermodynamic correlations on the lattice at tem-
perature T. Since h�iT tends to 0 as T!Tc, the
normalization by h�i�1

T on the right produces an
‘‘infinite wave function renormalization’’ in the limit.

Equivalently, one may think of this continuum
limit being achieved by letting the lattice spacing
shrink to 0 as T approaches Tc so that the
correlation length stays fixed on the new scale. The
scaling limit from above Tc turns out to be different
from the scaling limit from below Tc and since
h�iT = 0 for T > Tc, it is defined by a different wave

function renormalization. The resulting asymptotics
are expected to capture quite a lot about what is
interesting in the behavior of the correlations near
the phase transition. In the late 1970s, the scaling
behavior in this model was also a prototype for the
emerging connection between renormalization group
ideas in quantum field theory and statistical
mechanics.

Wu et al. (1976) showed that the two-point
scaling function, h�(0)�(x)i, is a function of r = jxj
and can be written as

h�ð0Þ�ðxÞi¼

coshð =2Þ

� exp
1

4

Z 1
r

sinh2 � d 

dt

� �2
 !

sds

�ðT"TcÞ
sinhð =2Þ

� exp
1

4

Z 1
r

sinh2 � d 

dt

� �2
 !

sds

�ðT#TcÞ

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

½1�

where  = (r) satisfies the differential equation,

d

dr
r
d 

dr

� �
¼ r

2
sinhð2 Þ

The substitution �= e� transforms this differential
equation into a Painlevé equation of the third kind.
This was used by McCoy, Tracy, and Wu (see
Palmer and Tracy (1981) and references within) to
study the short-distance behavior, r! 0, of the
scaling functions – behavior which is far from
manifest in the infinite series expansions obtained
for the scaling functions.

Deformation Theory

Sato, Miwa, and Jimbo showed that there was a
class of quantum field theories that included the
scaling limits of the Ising model which have the
property that the n-point correlations are ‘‘tau
functions’’ for monodromy-preserving deformations
of the Dirac equation in two dimensions. The two-
dimensional (Euclidean) Dirac operator is

D ¼ m �2@
�2 �@ m

� �
with

@ ¼ 1

2

@

@x
� i

@

@y

� �
; �@ ¼ 1

2

@

@x
þ i

@

@y

� �
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the usual complex derivatives acting on smooth
functions on R2. The monodromy-preserving defor-
mations mentioned above are families of (multivalued)
solutions w(x) to

Dw ¼ 0 ½2�

which are branched at points aj 2 R2(j = 1, 2, . . . , n)
and change by a factor e2�i‘j as x makes a small
circuit about aj. SMJ (1979b) show that the L2(R2)
(square-integrable) solutions w(x) of the Dirac
equation with this prescribed branching behavior
comprise an n-dimensional subspace of L2(R2). The
constants e2�i‘j are called the monodromy of the
solutions and the term ‘‘deformation’’ in the descrip-
tion refers to the fact that the monodromy constants
do not change as the branch points aj are varied.
SMJ show that it is possible to choose a basis
wj(x, a) = wj(x, a1, . . . , an) (j = 1, . . . , n) so that the
vector

Wðx; aÞ :¼ ½w1ðx; aÞ;w2ðx; aÞ; . . . ;wnðx; aÞ�

becomes a section for a flat (Dirac compatible)
connection in the (x, a) variables. That is,

dx;aW ¼ �ðx; aÞW

where dx, a is the exterior derivative in the x and a
variables and � is a matrix-valued 1-form that
satisfies the zero curvature condition,

dx;a� ¼ � ^ �

They also introduced the notion of a tau function,
�(a), for such deformations. The logarithmic deri-
vative da log �(a) =!, where ! is a 1-form on
R2n{a1, a2, . . . , an} expressed in terms of the matrix
elements of �. The 1-form ! introduced by SMJ is
shown to be closed when � satisfies the zero
curvature condition above. The scaling limit of
the Ising model is related to the situation for
monodromy multipliers �1 and when the scaling
limits of correlations are identified as suitable
�-functions in this case, the WMTB result emerges
when the nonlinear zero curvature condition is
identified with a Painlevé equation.

The connection between the deformation theory
and quantum field theory is developed in the
computationally intensive paper SMJ (1980). Exten-
sive use is made of local operator product expan-
sions, analytic continuation, and formal series
expansions that are infinite-dimensional analogs of
Wick-type theorems for finite-dimensional spin repre-
sentations (developed by SMJ (1978)). One can get
a feeling for the source of the connection by recalling
that in one of the ‘‘exact solutions’’ of the two-
dimensional Ising model the spin operators, �(a),
are identified as elements of an infinite spin

representation of the orthogonal group and are
characterized by their linear action on Fermionic
variables (Palmer and Tracy 1981). In the physics
literature, the �(a) are referred to as Bogoliubov
transformations. In the scaling limit the associated
representation space is the home to a free Fermi field
 (x), an operator-valued solution to the Dirac
equation. Of course,  (x) has components  j(x) but
for simplicity we will suppress such details in the
mostly schematic discussion that follows. For coin-
cident second coordinates x2 = a2 the Fermi field  (x)
and �(a) satisfy the commutation relation

�ðaÞ ðxÞ ¼ �sgnðx1� a1Þ ðxÞ�ðaÞ ½3�

which is a surviving remnant of the linear action of
�(a) on lattice fermions. In the transfer matrix
formalism, which is natural for statistical mechanics,
translation in the ‘‘space’’ variable x1 is unitary, but
translation in the ‘‘time’’ variable, x2, is governed by
the transfer matrix, the generator of a contractive
semigroup. Because of this, the quantities that are
well behaved in this formalism are ‘‘time-ordered
vacuum expectations’’; these involve only ‘‘positive’’
powers of the transfer matrix. Let T denote the
‘‘time’’-ordering operator; a sequence of operators
depending on coordinates in R2 is reordered follow-
ing T so that the second coordinates appear in
increasing order from left to right. Sign changes are
incorporated whenever it is necessary to exchange
Fermi type operators like  �(x) and  (y) to put them
in the correct order. In the Euclidean setting (pure
imaginary time) it is well known that

Gðx; yÞ ¼ hT  �ðxÞ ðyÞi

is a Green function for the Dirac operator D (the
distribution kernel for D�1).

This observation and [3] suggests that the hybrid
vacuum expectation

Gðx; y; aÞ ¼ hT  
�ðxÞ ðyÞ�ða1Þ � � ��ðanÞi
hT �ða1Þ � � � �ðanÞi

should be the Green function for a Dirac operator
with a domain containing ‘‘functions’’ branched at
the points aj having ‘‘monodromy’’ �1 there. It is
possible to recast the SMJ analysis so that a Dirac
operator, D(a), on a suitable vector bundle with base
R2n{a1, . . . , an} becomes the central player (see
Palmer et al. (1994) and references therein). The
data for the vector bundle includes the factors e2�i‘j

incorporated in transition functions for the bundle.
The �-function becomes an infinite determinant (or
Pfaffian in the Ising case)

�ðaÞ ¼ detDðaÞ ½4�
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in the Segal–Wilson sense (see Palmer et al. (1994)
and references therein). The Green function
G(x, y; a) has a finite-rank derivative,

daGðx; y; aÞ ¼
X

j

rjðx; aÞsjðy; aÞ daj

þ ujðx; aÞvjðy; aÞ d�aj ½5�

which is the key result in this version of the SMJ
analysis (this observation appears in SMJ (1980) but
does not have a central role there). The ‘‘wave
functions’’ r, s, u, and v are closely related to the
L2 wave functions wj described above. Equation [5]
is both the source of the deformation equations for
r, s, u, and v which arise from d 2

a G = 0 coupled with
the rotational and translational symmetries of the
Green function, and also of the expression for
da log �(a) in terms of data associated with the
deformation theory. A ‘‘transfer matrix’’ calculation
of the determinant allows one to make the connection
with the scaling limits of lattice fields including the
Ising model (see Palmer et al. (1994) and references
therein).

The short-distance behavior of the two-point
function for the Ising model scaling functions has
been rigorously calculated by Tracy and later by
Tracy and Widom (see Harnad and Its (2002) and
references therein). A less detailed analysis of the
short-distance behavior of the n point functions that
uses the deformation analysis of the correlations in a
crucial way can be found in Palmer (2000).

The Riemann–Hilbert Problem

In SMJ (1979b), a ‘‘massless’’ version of holonomic
fields is developed. This concerns monodromy-
preserving deformations of the Cauchy–Riemann
operator �@. The techniques used to study this lead
back to the Riemann–Hilbert problem – the problem
of determining a linear differential equation in the
complex plane with rational coefficients and pre-
scribed monodromy at the poles of the coefficients.
More specifically, suppose one is given n distinct
points {a1, . . . , an} in P1, the Riemann sphere, and
a base point a0 distinct from the aj, j 6¼ 0. Let �j

denote a simple closed curve based at a0 which
winds counterclockwise once around aj but has
winding number 0 for the other points ak, k 6¼ j.
Choose n invertible p� p matrices Mj which satisfy
the single condition M1M2 � � �Mn = I. Then, the
homotopy classes of the curves �j are the generators
for the fundamental group of the punctured
sphere P1n{a1, . . . , an} with base point a0 and the
map which sends �j ! Mj determines a representa-
tion of the fundamental group. One version of the

Riemann–Hilbert problem is to find p� p complex
matrices Aj for j = 1, . . . , n so that the linear
differential equation

dY

dz
¼
X

j

Aj

z� aj
Y ½6�

has monodromy representation given by �j!Mj.
This means that the fundamental solution Y(z)
defined in a neighborhood of z = a0 and normalized
so the Y(a0) = I (the identity) will become the
fundamental solution Y(z)M�1

j after analytic con-
tinuation around the curve �j. This form of the
problem does not always have a solution but when
it does, it is interesting to consider deformations
a!Aj(a) that preserve the monodromy multipliers
Mj. Such monodromy-preserving deformations
were first considered by Schlesinger in 1912 (see
Palmer and Tracy (1981) and references therein)
and he discovered that the coefficients Aj must
satisfy nonlinear differential equations that, for
a0 =1, can be written as

daAj ¼
X
k 6¼j

Ak � Aj

ak � aj
dðak � ajÞ

SMJ introduced �-functions associated with these
deformations and they gave these �-functions a
quantum field theory interpretation as n point
functions. Eventually this theory was extended to
include the Birkhoff generalization of the Riemann–
Hilbert problem, a generalization which incorpo-
rates the additional information needed to fix local
holomorphic equivalence at higher-order poles (formal
asymptotics and Stokes’ multipliers) (Jimbo and
Miwa 1981, Sato et al. 1978). Roughly speaking, the
problem is to reconstruct a global connection with
specified singularities from its local holomorphic
equivalence data and its global monodromy represen-
tation. Thinking of the differential equation [6] as a
holomorphic connection proved very helpful in a
geometric reworking of the SMJ analysis given
by Malgrange (1983a, 1983b) who showed that the
zeros of the �-function occurred at points where a
suitably defined Riemann–Hilbert problem fails to
have a solution (see also Palmer (1999) references
within). The mathematical significance of massless
holonomic quantum fields as (quantized) singular
elements of a gauge group is apparent from the SMJ
work and later work of Miwa but the possibility of
interesting physics in these models does not seem to
have been much investigated at this time. These
quantum fields are also conformal fields; however, a
comprehensive integration into the highly developed
formalism of conformal field theory on compact
Riemann surfaces has not currently been developed
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664 Holonomic Quantum Fields
(an analog of [5] should survive on compact Riemann
surfaces but the deformation analysis of the correla-
tions is likely limited to symmetric spaces).
Further Developments

This work on massless holonomic fields and the
connection with the Riemann–Hilbert problem is
doubtless the aspect of holonomic fields with the
most ‘‘spin offs’’ in the mathematics and physics
literature. These include an analysis of the delta-
function gas done by Jimbo, Miwa, Mori, and Sato
in 1981, random matrix models first looked at by
Jimbo, Miwa, Mori, and Sato and later system-
atically investigated by Tracy and Widom (1994),
the deformations of line bundles on Riemann
surfaces that led to KdV in the work of Segal and
Wilson (1985), which emerged from work of Sato,
Miwa, Jimbo and collaborators, the analysis of
Painlevé equations starting with work of McCoy,
Tracy and Wu (see Palmer and Tracy (1981) and
references within) and more systematically devel-
oped by Its and Novokshenov (1986), and the
revival of interest in monodromy-preserving defor-
mations (Harnad and Its 2002).

Holonomic fields are related to free fields in a
well-understood way and it is natural to study them
in situations where free fields make sense. In
particular, they are an interesting testbed for the
nonperturbative investigation of the influence of
geometry (or curvature) on quantum fields. In Palmer
et al. (1994), the deformation analysis of �-functions
for holonomic fields is carried out for the Poincaré
disk. The two-point functions are shown to be
expressible in terms of solutions to the family of
Painlevé VI equations. A quantum field theory
interpretation of these �-functions is given by
Doyon and there are natural analogs of the scaling
limit of the Ising model on the Poincaré disk as
well. The role of ‘‘spacetime’’ symmetries in the
deformation theory suggests that such analysis will
be limited to symmetric spaces. In addition to the
plane and the Poincaré disk, the cylinder, the
sphere, and the torus round out the possibilities in
two dimensions. Lisovyy has recently worked out
the analysis for the cylinder, which is important for
the study of thermodynamic correlations. It should
be possible to recast the analysis of the continuum
Ising model on the torus (Zuber and Itzykson 1977)
in deformation theoretic terms. It does not appear
that the holonomic fields associated with the Dirac
operator for the constant curvature metric on the
2-sphere have been studied yet.
See also: Deformation Theory; Integrable Systems:
Overview; Isomonodromic Deformations;
Riemann–Hilbert Problem; Two-Dimensional Ising
Model.
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Introduction

In this article we consider the following question:
which homeomorphisms of the circle transport one
given class of continuous functions into another?
The allowed classes of functions are Banach spaces
contained in C(T), the space of continuous functions
on the unit circle T, and will be defined by the
properties of the Fourier series of the functions.
Next, we will develop the theory of Poincaré–
Denjoy which describes some basic geometric
properties about diffeomorphisms of the circle such
as existence and properties of the rotation number,
classifications of possible orbits of diffeomorphisms,
and Denjoy counterexample.

A homeomorphism of the circle is regarded here as
a change of variables for periodic functions. So, it will
be our major concern to describe the changes of
variables that do not affect ‘‘too much’’ the behavior
of the Fourier series of the functions in the given class.

We say that a function h : R!R is a homeomorph-
ism of the circle T = {(x, y) 2 R2 : x2 þ y2 = 1},
if h itself is a homeomorphism such that h(t þ 2�) =
h(t)� 2� for all t 2 R. It is clear that such function h
induces a unique homeomorphism eh : T!T that
makes the following diagram commutative:

eh
T�!T

eit # # eit

R�!R
h

; i:e:; ehðeitÞ ¼ eihðtÞ

In the same way, we identify functions e : T 7!C
with 2�-periodic functions  : R 7!C.

Let U(T) be the space of all continuous functions
on T that have uniformly convergent Fourier series,
and let A(T) be the space of all continuous functions
on T with absolute convergent Fourier series.

In 1953, Beurling and Helson proved an important
result about the homeomorphisms that preserve the
space A(T): they are rotations and symmetries, that
is, if f � h 2 A(T) for all f 2 A(T), then the homeo-
morphism h must have the form h(t) = t þ � or
h(t) =�t þ �. It is quite obvious that rotations and
symmetries preserve A(T), since the Fourier coeffi-
cients of f � h and f have the same modulus, but to
prove the converse is very hard. So, homeomorphisms
that preserve A(T) are a very restrict class.

A wider class is obtained when we transport A(T)
into U(T), that is, f � h 2 U(T) for all f 2 A(T). The
major object of this article is to study such changes
of variables.

We say that a homeomorphism of the circle h is of
finite type, if there is an integer �, satisfying 3 � � <1,
such that h is of class C� and

jh00ðtÞj þ jhð3ÞðtÞj þ � � � þ jhð�ÞðtÞj 6¼ 0; for all t 2 R

In the realm of Fourier analysis, the most
important and general result about homeomorph-
isms of the circle is due to R Kaufman, who showed
in 1974 that a finite-type homeomorphism h
transports A(T) into U(T). We shall analyze in
detail such seminal result.

Homeomorphism of the Circle
of Finite Type

In this section we prove the theorem of R Kaufman
mentioned before, which means that it is sufficient
for a homeomorphism of the circle h to have a
certain amount of curvature in order to transport
A(T) into U(T). We present a simple proof of this
fact, based on a result due to Stein and Wainger.

If f : T!C is a continuous function and if

f̂n¼
1

2�

Z �

��
f ðtÞe�int dt; n 2 Z

denote the Fourier coefficients of f, then f 2 A(T) if
and only if

X
n2Z

jf̂nj ¼ lim
N!1

XN
�N

jf̂nj <1

Of course, A(T) is a Banach space with the norm

kfkAðTÞ ¼
X
n2N

jf̂nj

The space U(T) is defined as the space of all
continuous functions f : T!C such that

XN
�N

f̂neint ! f ðtÞ; when N!1; for all t 2 ½��; ��

uniformly on T, that is, U(T) is the space of
continuous functions from T to C that are the
uniform limit of their Fourier partial sums

SNðf ; tÞ ¼
XN
�N

f̂neint
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Hence, under the natural norm given by

kfkUðTÞ ¼ sup jSNðf ; tÞj: N 2 N ¼ f0; 1; . . .gf
and t 2 ½��; ��g

the space U(T) is a Banach space.

We shall prove:

Theorem 1 (Kaufman 1974). Let h be a homeo-
morphism of the circle of class C� , with � � 3.
Suppose that

jh00ðtÞj þ jhð3ÞðtÞj þ � � � þ jhð�ÞðtÞj 6¼ 0; for all t 2 R

Then, h transports A(T) into U(T), that is, f � h 2
U(T), whenever f 2 A(T).

It follows from the theorem that an analytic
homeomorphism of the circle transports A(T) into
U(T). To see this, suppose that h is not of finite type.
Then, for each n � 3, there exists tn 2 [��, �] such
that h(j)(tn) = 0 for all j 2 {2, . . . , n}. Since {tn} has a
convergent subsequence, there exists t 2 [��, �]
such that h(j)(t) = 0 for all j � 2. This implies that
h00 must be a constant function and, therefore,
h(t) =�t þ �. Since we know that this kind of
homeomorphism preserves A(T), we are done.

One can ask why to demand � � 3. The answer is
easy. Since h(t þ 2�) = h(t)� 2� for all t 2 R, it
follows that h0(t þ 2�) = h0(t) for all t 2 R, that is, h0

is a periodic function of period 2�. So, it will always
exist a point t 2 (�,�) such that h00(t) = 0.

We can also infer from the theorem that a C1

homeomorphism of the circle that has no flat point,
that is, no point t such that h(j)(t) = 0 for all j � 2,
transports A(T) into U(T). This is obvious, because
the negation of being of finite type implies the
existence of a flat point. It is not true, however, that
every C1 homeomorphism of the circle transports
A(T) into U(T).

The proof of the theorem is based on the two
lemmas that follows. The first lemma was obtained
by Stein and Wainger, who proved it in a more
general setting in 1965, although that proof was
only published five years later. The second lemma
was proved by R Kaufman in 1974.

Lemma 2 (Stein and Wainger 1970). Let p(t) be a
real polynomial of degree d. ThenZ r

�r

eipðtÞ dt

t

����
���� � 6ð2dþ1Þ � 2d � 10

¼ 2d þ 2
Xd

k¼0

½3ð2kÞ � 2�

for all r > 0.

Lemma 3 (Kaufman 1974). Let f be a real function
of class Ck on the interval [�r, r], with k � 2.
Suppose that 1 � jf (k)(t)j � b for all t 2 [�r, r].
Then

Z r

�r

eif ðtÞ dt

t

����
���� � Cðk; bÞ

where C(k, b) is a constant that depends only on k
and b.

We shall see that Lemma 3 can be proved from
Lemma 2 in a quite simple way. The proof given
by R Kaufman for Lemma 3 does not make use of
Lemma 2 at all. Also, it is not difficult to see that
Lemma 2 follows from Lemma 3, if we consider
d � 2. So, they are indeed equivalent results.

Before getting into the proof of these two lemmas,
let us state a result which is the primary tool in
dealing with oscillatory integrals as those in the
lemmas.

Lemma 4 (Van der Corput lemma). Let f be real
valued and smooth in [a, b], with 0 < a < b.
Suppose that jf (k)(t)j � � > 0 for all t 2 [a, b].
Then

Z b

a

eif ðtÞ dt

t

�����
����� � ½3ð2kÞ � 2��

�1=k

a

holds if

(i) k � 2, and

(ii) k = 1 and f 0(t) is monotonic.

Now, let us prove the two lemmas and
Theorem 1.

Proof of Lemma 2 The proof is by induction on
the degree of the polynomial. Suppose that p(t) is a
polynomial of degree 0, that is, p(t) is a constant
function. In this case the result is trivial, since the
integral is equal to zero.

By induction, assume that the statement is true
for polynomials of degree less than or equal to d.
Let

pðtÞ ¼ adþ1tdþ1 þ adtd þ � � � þ a1t þ a0; adþ1 6¼ 0

Make the change of variables t = jadþ1j�1=(dþ1)s.
Then we have

Z r

�r

eipðtÞ dt

t
¼
Z �

��
eiðqðtÞ�tdþ1Þ dt

t
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where �= jadþ1j1=(dþ1)r and q(t) is a polynomial
of degree at most equal to d. Suppose � > 1.
Then Z �

��
eiðqðtÞ�tdþ1Þ dt

t

����
�����

Z �

1

eiðqð�tÞ�ð�tÞdþ1Þ dt

t

����
����

þ
Z �

1

eiðqðtÞ�t dþ1Þ dt

t

����
����

þ
Z 1

�1

eiðqðtÞ�t dþ1Þ dt

t

����
����

� I þ II þ III

By Van der Corput lemma, I � [3(2dþ1)� 2] and
II � [3(2dþ1)� 2], so I þ II � 6(2dþ1)� 4. Now

III �
Z 1

�1

eiðqðtÞ�t dþ1Þ � eiqðtÞ
h i dt

t

����
����þ

Z 1

�1

eiqðtÞ dt

t

����
����

�
Z 1

�1

jtjd dt þ 6ð2dþ1Þ � 2d � 10

� 2þ 6ð2dþ1Þ � 2d � 10

since the degree of q(t) is at most equal to d. So

I þ II þ III

� 6ð2dþ1Þ � 4þ 2þ 6ð2dþ1Þ � 2d � 10

¼ 6ð2dþ1Þ � 2ðd þ 1Þ � 10

On the other hand, if � � 1, thenZ �

��
eiðqðtÞ�t dþ1Þ dt

t

����
����

�
Z �

��
eiðqðtÞ�t dþ1Þ � eiqðtÞ
h i dt

t

����
����þ

Z �

��
eiqðtÞ dt

t

����
����

� 2þ 6ð2dþ1Þ � 2d � 10

� 2þ 6ð2dþ1Þ � 2d � 10þ 6ð2dþ1Þ � 4

� 6ð2dþ1Þ � 2ðd þ 1Þ � 10

and the proof is completed. &

Proof of Lemma 3 Assume first that r > 1. ThenZ r

�r

eif ðtÞ dt

t

����
����

�
Z r

1

eif ð�tÞ dt

t

����
����þ

Z r

1

eif ðtÞ dt

t

����
����þ

Z 1

�1

eif ðtÞ dt

t

����
����

¼ I þ II þ III

Since jf (k)(t)j � 1 and k � 2, then by Van der
Corput lemma, I � [3(2k)� 2] and II � [3(2k)� 2].
(Note that we have to assume k � 2 in order to
apply Van der Corput lemma, since we know
nothing about the monotonicity of f 0(t).)

To evaluate III, we proceed as following:

f ðtÞ ¼ f ð0Þþ f 0ð0Þtþ � � � þ f ðk�1Þð0Þ
ðk� 1Þ! t k�1þ f ðkÞð�ttÞ

k!
tk

¼ pðtÞþ f ðkÞð�ttÞ
tk

k!

where the number �t depends on t and 0< �t < 1. SoZ 1

�1

eif ðtÞ dt

t

����
����

�
Z 1

�1

eiðpðtÞþf ðkÞð�t tÞt
k

k!
Þ � eipðtÞ

h i dt

t

����
����þ

Z 1

�1

eipðtÞ dt

t

����
����

� b
2

k!
þ 6ð2kÞ � 2ðk� 1Þ � 10

by Lemma 2, since p(t) is a polynomial of degree at
most equal to k� 1.

On the other hand, if r � 1, it also follows from
Lemma 2 thatZ r

�r

eif ðtÞ dt

t

����
����

�
Z r

�r

eiðpðtÞþf ðkÞð�t tÞt
k

k! � eipðtÞ
h i dt

t

����
����þ

Z r

�r

eipðtÞ dt

t

����
����

� b
2

k!
þ 6ð2kÞ � 2ðk� 1Þ � 10

Hence Z r

�r

eif ðtÞ dt

t

����
���� � Cðk; bÞ

and we are done. &

Proof of Theorem 1 Let h be a homeomorphism
of the circle satisfying the hypotheses of the
theorem.

We claim: there exists � > 0 such that, for all x 2
[��, �], there is k depending on x, with 2 � k � �,
such that jh(k)(t þ x)j � � for all t satisfying jtj � �.

The proof of the claim is simple: suppose that
there is no such �. Then, for each n 2 N and each k
with 2 � k � �, there exist xn 2 [��, �] and tkn such
that jtnkj � 1=n and jh(k)(tnk þ xn)j < 1=n. Taking a
subsequence if necessary, we have xn! x 2 [��, �].
Also, tkn! 0 when n!1 for all such k. So,
h(k)(tkn þ xn)! h(k)(x) when n!1. Since jh(k)(tkn þ
xn)j < 1=n, we conclude that h(k)(x) = 0 for all k
with 2 � k � �, thus reaching a contradiction.

Now, let f 2 A(T). So,
P1
�1 jf̂ nj <1, thus

implying that

f ðtÞ ¼
X1
�1

f̂ neint ¼ lim
N!1

XN
�N

f̂ neint
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Hence

f ðhðtÞÞ ¼
X1
�1

f̂ neinhðtÞ ¼ lim
N!1

XN
�N

f̂ neinhðtÞ

Put gN(t) =
PN

n =�N f̂ n einh(t). Since gN is smooth,
we have gN 2 U(T) for all N 2 N. If g(t) stands for
f(h(t)), then gN! g uniformly, since f 2 A(T). Thus,
it suffices to prove that g 2 U(T). This happens if
and only if Sm(g, x) =

Pm
k =�m ĝkeikx converges uni-

formly to g as m!1, that is, given � > 0, there
exists m0 2 N such that jSm(g, x)� g(x)j < � for all
m > m0 and x 2 [��, �].

We have

jSmðg; xÞ � gðxÞj
� jgNðxÞ � gðxÞj þ jSmðgN; xÞ � gNðxÞj
þ jSmðgN; xÞ � Smðg; xÞj

for all m, n 2 N. Since gN! g uniformly and gN 2
U(T), the last inequality shows that we need to
demonstrate that, for each � > 0, there exists
N0 2 N such that

SmðgN; xÞ � Smðg;xÞj j < �

8 N > N0; x 2 ½��; �� and m 2 N

thus proving that Sm(gN, x)! Sm(g, x) uniformly in x
and m when N!1.

But, if K > N 2 N, we have

SmðgN; xÞ � SmðgK; xÞj j

¼ 1

2�

Z �

��
gNðt þ xÞ � gKðt þ xÞð ÞDmðtÞ dt

����
����

¼
����� 1

2�

Z �

��

XN
n¼�N

f̂ neinhðtþxÞ �
XK

n¼�K

f̂ neinhðtþxÞ

 !

	DmðtÞ dt

�����
�
����� 1

2�

Z �

��

 X
K�jnj�N

f̂ neinhðtþxÞ

!
DmðtÞ dt

�����
� 1

2�

X
K�jnj�N

jf̂ nj
Z �

��
einhðtþxÞDmðtÞ dt

����
����

where

DmðtÞ ¼
Xm

k¼�m

eikt ¼ sinðmþ ð1=2ÞÞt
sinðt=2Þ

is the Dirichlet kernel.
Hence, we are done if we show thatZ �

��
einhðtþxÞDmðtÞ

����
���� � C ½1�

where C is a constant that does not depend on m, n,
and x.

To prove that the oscillatory integral above is
bounded, we make use of Lemma 3. We have that

DmðtÞ¼
2 sinðmtÞ

t
þOð1Þ

on any compact subset of (�2�, 2�), that is,

sinðmþ ð1=2ÞÞt
sinðt=2Þ � 2 sinðmtÞ

t

����
����

� t cosðt=2Þ � 2 sinðt=2Þ
t sinðt=2Þ

����
����þ 1 � C


where the constant C
 does not depend on m, on
any compact subset of (�2�, 2�).

In order to prove [1], consider x 2 [��, �]. We
have already proved that there exists k (depending
on x), with 2 � k � �, such that jh(k)(t þ x)j � � > 0
for all t such that jtj � �. Therefore,

Z �

��
einhðtþxÞ sinðmtÞ

t
dt

����
���� �

Z �

��
einhðtþxÞ sinðmtÞ

t
dt

����
����

þ 2 log
�

�

� �
We can assume that n is a positive integer: if n is
negative, we take complex conjugate; and if n = 0,
the integral is trivially bounded, as we see by
integration by parts or by Van der Corput lemma.
(Indeed, we do not need to worry about n = 0, since
it is necessary to bound the integral only for large n.)

So, assuming that n is a positive integer, we
change variables: define t = rs, where r = n�1=k��1=k.
Since sin(mt) = (eimt � e�imt)=(2i), we have

Z �

��
einhðtþxÞ sinðmtÞ

t
dt

����
����

�
Z �

��
ei½nhðtþxÞþmt� dt

t

����
����þ

Z �

��
ei½nhðtþxÞ�mt� dt

t

����
����

¼
Z �=r

��=r
ei½nhðrsþxÞþmrs� ds

s

�����
�����

þ
Z �=r

��=r
ei½nhðrsþxÞ�mrs� ds

s

�����
�����

Put 	(t) = nh(rt þ x)þmrt and  (t) = nh(rt þ x)�
mrt. We have 	(k)(t) = nrkh(k)(rt þ x) and  (k)(t) =
nrkh(k)(rt þ x). But, since nrk = 1=�, we conclude that

	ðkÞðtÞ
�� �� ¼  ðkÞðtÞ

�� ��
¼ 1

�
hðkÞðrt þ xÞ
�� �� � 1; 8 t 2 � �

r
;
�

r

� �

668 Homeomorphisms and Diffeomorphisms of the Circle



Also,

	ðkÞðtÞ
�� �� ¼  ðkÞðtÞ

�� �� � bk

¼ 1

�
max jhðkÞðsÞj: �2� � s � 2�

n o
for all t 2 [��=r, �=r]. Therefore, by Lemma 3, we getZ �=r

��=r
ei	ðtÞ dt

t

�����
����� � Cðk; bkÞ

� maxfCð j; bjÞ: 2 � j � �g

and Z �=r

��=r
ei ðtÞ dt

t

�����
����� � Cðk; bkÞ

� maxfCð j; bjÞ: 2 � j � �g

This concludes the proof. &

Diffeomorphisms of the Circle

In this section we study the circle diffeomorph-
isms. This theory goes back to Poincaré (1885),
who studied circle diffeomorphisms to decide
when differential equations on the torus have
periodic orbits of a specified type. For this he
introduced the rotation number as an important
dynamical invariant, which later turned out to be
very fruitful in the theory of dynamical systems,
and proved that a diffeomorphism with an
irrational rotation number is combinatorially
equivalent to a rotation with the same rotation
number.

Denjoy (1932) constructed examples of diffeo-
morphisms of class C1 with irrational rotation
number having wandering intervals, in opposition
to early ideas of Poincaré. It was necessary to
assume that a diffeomorphism without periodic
points is more smooth, in fact C2, to prove that it
is topologically conjugate to the rotation.

The Poincaré Rotation Number

Let eh : T!T be an orientation-preserving homeo-
morphism. Given such a map, there is a (nonunique)
map h : R!R, which is called a lift of eh, such
that eh � p = p � h, where p : R!T is covering map
p(t) = e2�it.

A lift, h, of eh satisfies:

1. h is monotonically increasing, that is, h(t1) �
h(t2) if t1 < t2.

2. h(t þ 1) = h(t)þ 1 for all t 2 R, so (h� id) has
period 1.

3. If h1 h2 are two lifts of eh, then there is an integer
k such that h2(t) = h1(t)þ k for all t 2 R.

These conditions immediately yield the following:
the transformation hk := h � � � � � h is monotonically
increasing and hk(t þ r) = hk(t)þ r, t 2 R, k 2 N,
r 2 Z.

The rotation number gives an asymptotic indica-
tion (i.e., in the limit) of the average amount of
rotation of a point along an orbit. We start by
defining, for a lift h of eh, the number


0ðh; tÞ ¼ lim
k!1

hkðtÞ � t

k

This limit exists and does not depend on the
choice of the point t 2 R; so, we denote it by

0(h). If h1 h2 are two lifts of eh, then 
0(h1, t)�

0(h2, t) is an integer, so


ðehÞ :¼ 
0ðh; tÞmod 1

is well defined. The number 
(eh) 2 [0, 1) is called the
rotation number of eh, and depends continuously oneh. For detailed proof, see Katok and Hasselblatt
(1995) or Robinson (1999).

Theorem 5 The rotation number 
(eh) is rational if
and only if eh has a periodic point, this is, there exist
z0 2 S1 and k 2 N such that ehk(z0) = z0.

Proof Take a lift h of eh such that h(0) 2 [0, 1).
Suppose that 
(eh) = q=m.

If eh has no fixed point. Then h(t)� t 2 R nZ for
all t 2 R, since h(t)� t 2 Z implies that p(t) is a
point fixed for eh. In particular, h(t)� t 6=q for all
t2R, since h� id is continuous and periodic, there
exist real numbers a> 0 such that h(t)� t< q�a for
all t2R. Then

hkmðtÞ � hðk�1ÞmðtÞ
¼ hm½hðk�1ÞmðtÞ� � ½hðk�1ÞmðtÞ�
< q� a; 8k 2 N

+
hkmðtÞ � t

¼ fhm½hðk�1ÞmðtÞ� � ½hðk�1ÞmðtÞ�g
þ fhm½hðk�2ÞmðtÞ� � ½hðk�2ÞmðtÞ�g
þ fhm½hðk�3ÞmðtÞ� � ½hðk�3ÞmðtÞ�g þ � � �
þ fhmðtÞ � tg < kðq� aÞ

So

q

m
¼ 
ðehÞ ¼ lim

k!1

hmkðtÞ � t

mk

� 1

m
lim
k!1

kðq� aÞ
k

¼ q� a

m

proving the claim by contraposition.
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To see the converse, assume that there exists a
periodic point t0 2 R, that is, there are m, q 2 Z
such that hm(t0) = t0 þ q then

hkmðt0Þ ¼ t0 þ kq

) 
ðehÞ ¼ lim
k!1

hmkðt0Þ � t0

mk
¼ q

m
&

Corollary 6 A homeomorphism eh : T!T does not
have periodic points if and only if the rotation
number 
(eh) is irrational.

Let R� be defined on T by R�(e
2�it) = e2�i(tþ�).

This map is called a rigid rotation of angle � and it
is easy to see that h�(t) = t þ � is lift of R� and that

(R�) = 
(h�) =�mod 1.

In this example we can see the connection
between the rationality of the rotation number and
the existence of a periodic orbit. Assume �= m=q is
rational. Then hq

�(t) = t þ q�= t þm. Therefore,
every point is periodic with period q. Now, assume
that � is irrational. Since hn

�(t) = t þ n� for all n,
then R� has no periodic points. In this case, show
that every point in T has a dense orbit.

Now, again let eh : T!T be any orientation-
preserving homeomorphism.

Lemma 7 If the rotation number of eh is rational,
then all periodic orbits have the same period.

Proof If 
(eh) = m=q with m, q 2 Z relatively prime,
then we need to show that for any periodic point
z0 = p(t) (where p(t) = e2�it is a covering space
projection of T) there is a lift h of eh such that h(0) 2
[0, 1) for which hq(t) = t þm. If z0 is periodic point,
then hr(t) = t þ s for some r, s 2 Z and

m

q
¼ 
ðehÞ ¼ lim

n!1

hrnðtÞ � t

nr
¼ lim

ns

nr
¼ s

r

So that s = km and r = kq. Then by monotonicity of
h, we have that hq(t) = t þm as claimed. &

The Poincaré Denjoy Theory

A homeomorphism of the circle with rational
rotation number has all its orbits asymptotic to
periodic ones and this, together with Theorem 5,
yields a complete classifications of the possible
asymptotic behavior when the rotation number is
rational. This motivates the study of the asymptotic
behavior of orbits of homeomorphisms with irra-
tional rotation number.

The !-limit set of a point z0 2 T with respect to eh
is the set !(z0) = {z 2 T; ehnk(z0)! z as nk!1, for
same sequence {nk}1k = 1}. The �-limit set �(z0) of an
arbitrary point z0 2 T is defined similarly (with
nk!�1 instead nk!þ1).

Any orbit of a rotation R� with irrational � is
dense in T, that is, !(z0) =�(z0) = T for all z0 2 T.

Theorem 8 (Poincaré 1885). Let eh : T!T be an
orientation-preserving homeomorphism with irra-
tional rotation number. Then the !-limit set is
independent of x and is either T or perfect and
nowhere dense.

The preceding proposition says that maps with
irrational rotation number have either all orbits
dense or all orbits asymptotic to a Cantor set.

We say that two maps f , g : T!T are topologi-
cally conjugate if there exists a homeomorphism
h : T!T such that h � f = g � h. This implies that
h � f n = gn � h for every integer n. Hence, the
conjugacy h maps orbits of f into orbits of g. If a
monotone map l : T!T satisfies l � f = g � l but is
not a necessarily homeomorphism, we only have
that inverse image of each point is either a point or a
closed interval. We say that l is a semiconjugacy
between f and g; this case l maps orbits or pack of
orbits of f into orbits of g.

Theorem 9 (Denjoy 1932). Let ef : T!T be an
orientation-preserving diffeomorphism of class C2,
with irrational rotation number (
(ef ) =�). Then ef is
topologically conjugate to the rigid rotation R�.

Note that in spite of the hypothesis of ef being C2,
we obtain only a continuous conjugacy. It took
almost 50 years until Michael Herman (1979) was
able to solve the more difficult problem of obtaining
a smooth conjugacy for rotation number satisfying
extra arithmetic conditions.

If ef is a circle homeomorphism which does not
have periodic points, then there exists a semicon-
jugacy h between ef and a rotation R�. If h is not a
conjugacy, then there exists a point x of the circle
whose inverse image by h is an interval J. Since
h � ef = R� � h, we have that h(~f

n
(J)) = Rn

�(x). It
follows that the intervals of the family
{ J, f ( J), f 2( J), . . . } are pairwise disjoint, and the
!-limit set of J does not reduce to a periodic orbit.
We say that J is a wandering interval of the map ef .
Thus, C2-differentiability implies that ef does not
have a wandering interval. For details of the proof
of Theorem 9, see Melo and Strien (1993).

The Denjoy Example

Denjoy also proved the following result, which
shows that the hypothesis of class C2 is essential.

Theorem 10 (Denjoy 1932). For any irrational
number � 2 [0, 1), there exists a C1-circle diffeo-
morphism f which has a wandering interval, and
rotation number equal to �.
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Proof The construction of a diffeomorphism with
wandering interval will be done in the following
manner. Given an irrational rotation R�(e

2�it) =
e2�i(tþ�), cut the circle T at all the points of an orbit
{zn = Rn

�(e
2�it0 ); n 2 Z} of R�. In each cut insert a

segment Jn of length ln where
P1

n =�1 ln = 1. We
obtain in this manner a new circle longer than the
first. The open intervals correspond to the gaps of
the Cantor set.

In order to construct f formally. Let ln be a
sequence of positive real numbers with n 2 Z
satisfying

(i) limn!�1 (lnþ1/ln) = 1
(ii)

P1
n =�1 ln = 1

(iii) ln > lnþ1 for n � 0
(iv) ln < lnþ1 for n < 0 and
(v) 3lnþ1 � ln > 0 for n � 0

For example

ln ¼ Tðjnj þ 2Þ�1ðjnj þ 3Þ�1

where

T�1 ¼
X1

n¼�1
ðjnj þ 2Þ�1ðjnj þ 3Þ�1

Let Jn be a closed interval of length ln. We place
these intervals on the circle in the same order as the
order of the orbit Rn

�(0). So to place an interval Jn,
consider the sum of the lengths of the intervals Ji

where Ri
�(0) is between Rn

�(0) and 0. This deter-
mines the placement of Jn.

The next step is to define f on the union of the Jn.
It is necessary and sufficient for f 0(t) = 1 on the
endpoint in order for the map to have a continuous
derivative when it is extended to the closure.
Assume Jn = [an, bn], so ln = bn � an. The integralZ bn

an

ðbn � tÞðt � anÞdt ¼ l3n
6

so

6ðlnþ1 � lnÞ
l3n

Z bn

an

ðbn � tÞðt � anÞdt ¼ lnþ1 � ln

Therefore, if we define f for x 2 Jn by

f ðxÞ ¼ anþ1

þ
Z x

an

1þ 6ðlnþ1 � lnÞ
l3n

ðbn � tÞðt � anÞ
� �

dt

then f (bn) = anþ1 þ ln þ lnþ1 � ln = bnþ1. Also, f is
differentiable on Jn with

f 0ðxÞ ¼ 1þ 6ðlnþ1 � lnÞ
l3n

ðbn � xÞðx� anÞ

Thus, f 0(an) = 1 = f 0(bn). Notice that for n < 0, lnþ1 �
ln > 0, that

1 � f 0ðxÞ � 1þ 6ðlnþ1 � lnÞ
l3n

ln
2

� �2

¼ 3lnþ1 � ln
2ln

and (3lnþ1 � ln)=(2ln) goes to 1 as n!�1. Simi-
larly for n � 0 and x 2 Jn,

1 � f 0ðxÞ � 3lnþ1 � ln
2ln

> 0

so f 0(x) goes to 1 as n!þ1 uniformly for x 2 Jn.
From these facts, it follows that f is uniformly C1 on
the union of the interiors of the Jn and has a C1

extension to all of T.
Let � = Tn[n2Zint(Jn). This is a Cantor set. The

orbit of a point x 2 � is dense in � since it is like the
orbit of 0 for R�. Thus, !(x) = �. If x 2 int(Jn), then
there is a smaller interval I whose closure is
contained in int(Jn). Since the interval Jn never
returns to Jn but wanders among the other Jk, then
Jn is a wandering interval. &

Further Results

In this section we shall state some additional results
about homeomorphisms of the circle in the area of
Fourier analysis.

The first result is a theorem of Pál (1914) and
Bohr (1935): let f : T!R be a real continuous
function; then, there exists a homeomorphism of the
circle h such that f � h 2 U(T). The best proof of this
theorem is due to Salem (1945). In 1978, Kahane
and Katznelson showed that the result is still valid
for f : T!C continuous.

A similar question was posed by Lusin: given a
continuous function f : T!R, is there a home-
omorphism of the circle h such that f � h 2 A(T)?
The problem remained open until 1981, when
Olevskii, Kahane, and Katznelson answered nega-
tively the question: there exists a real (or complex)
continuous function f on the circle, such that, for all
homeomorphism of the circle h, f � h 62 A(T).

It was proved by the author that there are C1

homeomorphisms of the circle, not necessarily of
finite type, that transport A(T) into U(T). It is a very
technical work, published in 1998, and it gives a
necessary and sufficient condition for a homeo-
morphism of the circle with a flat point to transport
A(T) into U(T).

Finally, the Denjoy theorem (Theorem 9) is rather
close to being optimal. The example constructed here
can be improved by obtaining a circle diffeomorphism
whose first derivatives have Hölder exponent arbitrarily
close to 1 (see Katok and Hasselblatt (1995)). Recent
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work has dealt with the existence of a differentiable
conjugacy between a diffeomorphism f with irrational
rotation number � and R�. Arnol, Moser, and Herman
have obtained results (see Melo and Strien (1993) for a
discussion of this results and references).
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differéntialles a la surface du tore. Journal de Mathématiques
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Introduction

Homoclinic orbits (or motions) were first defined by
Poincaré in his treatise on the ‘‘restricted three-body
problem.’’ (Poincaré 1987) Further advances were
made by Birkhoff (Birkhoff 1960) in the 1930s, and,
by Smale in the 1960s. Since that time, they have been
studied by many people and have been shown to be
intimately related to our understanding of nonlinear
dynamical systems. There are many systems which
possess homoclinic orbits. In one striking example (as
discussed in the book of Moser (1973), they can be
used to account for the unbounded oscillatory motion
discovered by Sitnikov in the three-body problem. They
also commonly occur in two-dimensional mappings
derived from periodically forced oscillations (e.g., see
the book by Guckenheimer and Holmes (1983).

Roughly speaking, a homoclinic orbit is an orbit
of a mapping or differential equation which is both
forward and backward asymptotic to a periodic
orbit which satisfies a certain nondegeneracy condi-
tion called ‘‘hyperbolicity.’’ On its own, such an
orbit is only of mild interest. However, these orbits
induce quite interesting structures among nearby
orbits, and this latter fact is responsible for the main
importance of homoclinic orbits. In addition, when
homoclinic orbits are created in a parametrized
system, many interesting and unexpected phenom-
ena arise.

In this article, we first describe the history and
basic properties of homoclinic orbits. Next, we
consider some simple polynomial diffeomorphisms
of the plane (the so-called Hénon family) which
exhibit homoclinic orbits. Subsequently, we discuss
a general theorem due to Katok which gives
sufficient conditions for the existence of such
orbits. Finally, we briefly consider issues related to
homoclinic bifurcations and some of their
consequences.

672 Homoclinic Phenomena



Homoclinic Orbits in Diffeomorphisms

Consider a discrete dynamical system given by a Cr

diffeomorphism f : M!M where M is a C1 mani-
fold and r is a positive integer. That is, f is bijective
and both f and f�1 are r-times continuously
differentiable. Given a point x2M, set x0 = x. For
non-negative integers n we inductively define
xnþ1 = f (xn) and x�n�1 = f�1(x�n). We also write
f n(x) = xn for n in the set Z of all integers. The
‘‘orbit’’ of x is the set O(x) = {f n(x): n2Z}.

A ‘‘periodic point’’ p of f is a point such that there
is a positive integer N > 0 such that f N(p) = p. The
least such number �(p) is called the ‘‘period’’ of p. If
�(p) = 1, we call p a ‘‘fixed point.’’ The periodic
point p with period � is called called ‘‘hyperbolic’’ if
all eigenvalues of the derivative Df � (p) at p have
absolute value different from 1. For convenience, we
refer to the eigenvalues of Df � (p) as eigenvalues
associated to p. If p is a hyperbolic periodic point all
of whose associated eigenvalues have norm less than
one, we call p a ‘‘sink’’ or ‘‘attracting periodic
point.’’ The opposite case in which all associated
eigenvalues have norm larger than one is called a
‘‘source.’’ A hyperbolic periodic point p which is
neither a source nor a sink is called a ‘‘saddle’’ or
‘‘hyperbolic saddle.’’

Given a saddle p of period � , we consider the set
Ws(p) = Ws(p, f ) of points y2M which are forward
asymptotic to p under the iterates f n� . That is, the
points y2M such that f n� (y)! p as n!1. This is
called the ‘‘stable set’’ of p. Similarly, we consider
the ‘‘unstable set’’ of p which we may define as
Wu(p) = Wu(p, f ) = Ws(p, f�1). The stable manifold
theorem guarantees that Ws(p) and Wu(p) are
injectively immersed submanifolds of M whose
dimensions add up to dim M. In these cases, they
are called the stable and unstable manifolds of p,
respectively. A point q2Ws(p)

T
Wu(p) n {p} is called

a ‘‘homoclinic point’’ of p (or of the pair (f, p)). If the
submanifolds Ws(p) and Wu(p) meet transversely at q,
then q is called a ‘‘transverse homoclinic point.’’
Otherwise, q is called a ‘‘homoclinic tangency.’’

In the special case when M is a two-dimensional
manifold, the stable and unstable manifolds of a
saddle periodic point p are injectively immersed
curves in M. A transverse homoclinic point q of p is
a point of intersection off p where the curves are not
tangent to each other. This is depicted in Figure 1
for the case of a saddle fixed point for the map
H(x, y) = (7�x2�y, x), a member of the so-called
Hénon family, which we will discuss later. The
figure was made using the numerical package
‘‘Dynamics’’ which comes with the book by Nusse
and Yorke (1998).

One easily sees that every point in the orbit of
a transverse homoclinic point q of a hyperbolic
saddle fixed point p is again a transverse homoclinic
point of p. Also, the curves Wu(p) and Ws(p) are
invariant; that is, f (Wu(p)) = Wu(p) and f (Ws(p)) =
Ws(p). This implies that the curves Wu(p) and Ws(p)
extend, wind around, and accumulate on each other
forming a complicated web.

Upon seeing this complicated structure in the
restricted three-body problem, Poincaré very poeti-
cally wrote (p. 389, Poincaré 1987)

Que l’on cherche à se représenter la figure formée par
ces deux courbes et leurs intersections en nombre infini
dont chacune correspond à une solution doublement
asymptotique, ces intersections forment une sorte de
treillis, de tissu, de réseau à mailles infiniment serrées;
chacune des deux courbes ne doit jamais se recouper
elle-même, mais elle doit se replier sur elle-même d’une
manière trés complexe pour venir recouper une infinité
de fois toutes les mailles du réseau.
On sera frappé de la complexité de cette figure, que je
ne cherche même pas à tracer. Rien n’est plus propre à
nous donner une idée de la complication du problème
des trois corps et en général de tous les problèmes de
Dynamique où il n’y a pas d’intégrale uniforme . . .

The next major advance concerning homoclinic
orbits was made by Birkhoff (1960), who proved
that in every neighborhood of a transverse
homoclinic point of a surface diffeomorphism,
one can find infinitely many distinct periodic
points. Birkhoff also presented a symbolic
description of the nearby orbits and noticed the
analogy with Hadamard’s description of geodesics
on a surface. Birkhoff’s analysis was generalized
by Smale to arbitrary dimension, and, in addition,
Smale gave a simpler analysis of the associated
nearby orbits in terms of compact zero-dimensional

W 
u(p)

W 
s(p)

q

p

Figure 1 Stable and unstable manifolds in the map

H(x , y) = (7� x2 � y , x ) for the fixed point p � (�3.83, �3.83).
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symbolic spaces which we now call ‘‘shift spaces’’
or ‘‘topological Markov chains.’’

Once one knows that a diffeomorphism f has a
transverse homoclinic point for a saddle periodic
point p, it is interesting to consider the closure of the
orbits of all such homoclinic points. This turns out
to be a closed invariant set containing a dense orbit
and a countable dense set of periodic saddle points
(Newhouse 1980). It is usually called a ‘‘homoclinic
closure’’ or h-closure. These sets form the basis of
chaotic or irregular motions in nonlinear systems.

The Smale Horseshoe Map and
Associated Symbolic System

To understand the geometric picture discovered by
Smale, it is best to start with a concrete example of a
diffeomorphism of the plane known as the ‘‘Smale
horseshoe diffeomorphism.’’

Given any homeomorphism f : X!X on a space
X and a subset U�X, let us define I(f , U) to be the
set of points x2X such that f n(x)2U for every
integer n. Thus, we have

Iðf ;UÞ ¼
\

n2Z

f nðUÞ

We call I(f , U) the invariant set of f in U, or,
alternatively, the invariant set of the pair (f , U).

We now construct a special diffeomorphism f of
the Euclidean plane to itself in which U = Q is the
unit square and for which I(f , U) has a very
interesting structure. It is this map which is usually
known as the Smale horseshoe map.

Let Q = [0, 1]� [0, 1] be the unit square in the
plane R2. Let 0 < � < 1=2, and consider a diffeo-
morphism f : R2!R2 which is a composition of two
diffeomorphisms f = T2 � T1 as follows. The map
T1(x, y) = (��1x,�y) contracts vertically, expands
horizontally, and maps Q to the thin rectangle
Q1 = {(x, y) : 0 � x � ��1, 0 � y � �} which is short
and wide. The map T2 bends the right side of Q1 up
and around so that T2(Q1) = f (Q) has the shape of a
‘‘horseshoe’’ or ‘‘rotated arch.’’ We arrange for T2 to
take the lower-right corner of Q1 up to the upper-left
corner of Q in such a way that f (Q) meets Q in two
full width subrectangles which we call R1 and R2.
This can be done in such a way that the preimages
R�1

1 = T�1
1 (R1) and R�1

2 = T�1
1 (T�1

2 (R2)) are both full-
height subrectangles of Q, and the restricted maps
f1

def
= f j R�1

1 and f2
def
= f j R�1

2 are both affine. Thus, we
arrange that f1 is simply the restriction of T1 to R�1

1 ,
and the map f2 can be expressed in formulas as
f2(x, y) = (���1xþ ��1, ��yþ 1). This construc-
tion implies that f will have the origin p = (0, 0) as a

hyperbolic fixed point. We label the upper-left corner
(0, 1) of Q with the letter q. It follows that the bottom
and left edges of Q will be in the unstable and stable
manifolds of p, respectively, and we have indicated
this in Figure 2 with small arrows.

The above construction gives us a diffeomorphism
f of the plane R2 such that Qþ1

def
= f (Q)

T
Q =

R1

S
R2 is the union of two full-width subrectangles

of Q. We wish to describe I(f , Q). We begin with
the sets Qþ=

T
n�0f n(Q) and Q�=

T
n�0 f�n(Q).

Thus, Qþ is simply the set of points in Q whose
backward orbits stay in Q, and Q� is the set of
points whose forward orbits stay in Q. For i = 1, 2,
each rectangle Ri is mapped to a thin horseshoe in
f (Q) which meets Q in two full-width subrectangles.
Combining these for i = 1, 2 gives four full-width
rectangles as shaded in Figure 3. Thus,
Q
T

f (Q)
T

f 2(Q) consists of these four subrectan-
gles. Figure 3 shows the sets f 2(Q), f�2(Q) as well as
the shaded rectangles we just mentioned.

Continuing in this way, one sees that, for each
n > 0, the set Qþn = Q

T
f (Q)

T
. . .
T

f n(Q) consists
of 2n full-width subrectangles of Q, each with height

p

q

f –2(Q)

f 2(Q)

Figure 3 The sets f 2(Q) and f�2(Q) for the horseshoe map f.

q

p

Q

f(Q)

Q

R2

R1

Q1

T1

Figure 2 The horseshoe map.
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�n. It follows that Qþ=
T

nf n(Q) is an interval
times a Cantor set. Analogously, Q� is a Cantor set
times an interval, and the set I(f , Q) is a Cantor set
in the plane. Let us recall the definition of a Cantor
set C in a metric space X. We first define a Cantor
space C to be a compact, perfect, totally discon-
nected metric space. That is, C is a compact metric
space, whose connected components are points such
that every point x in C is a limit point of C n {x}. A
Cantor set C in a metric space X is a subset which is
a Cantor space in the induced subspace (relative)
topology.

The dynamics of f on the invariant set I(f , Q) can
be conveniently described as follows.

Let �2 = {1, 2}Z be the set of doubly infinite
sequences of 1’s and 2’s. Writing elements a2�2

as a = (ai) = (ai)i2Z, we define a metric � on �2 by

�ða; bÞ ¼
X
n2Z

1

2jnj
jai � bij

The pair (�2, �), then, is a Cantor space.
The ‘‘left-shift automorphism’’ on �2 is the map

� : �2!�2 defined by �(a)i = aiþ1 for each i2Z.
This is a homeomorphism from �2 to itself. It has a
dense orbit and a dense set of periodic points.

For a point x2 I(f , Q), define an element �(x) =
a = (ai)2�2 by ai = j if and only if f i(x)2Rj. It turns
out that the map � : I(f , Q)!�2 is a homeomorph-
ism such that ��=�f .

In general, given two discrete dynamical systems
f : X!X, and g : Y!Y, a homeomorphism
h : X!Y such that gh = hf is called a topological
conjugacy from the pair (f , X) to the pair (g, Y).
When such a conjugacy exists, the two systems have
virtually the same dynamical properties.

In the present case, one sees that the dynamics of f
on I(f , Q) is completely described by that of �
on �2.

It turns out the the Smale horseshoe map contains
essentially all of the geometry necessary to describe
the orbit structures near homoclinic orbits. To begin
to see this, recall that the left and bottom boundaries
of Q were in the stable and unstable manifolds of p.
Extending these curves as in Figure 4, one sees that
the three corners of Q different from p are, in fact,
all transverse homoclinic points of p.

It was a great discovery of Smale that, in the case
of a general transverse homoclinic point, one sees
the above geometric structure after taking some
power f N of the diffeomorphism f. Thus, we have

Theorem 1 (Smale). Let f : M!M be a C1 diffeo-
morphism of a manifold M with a hyperbolic
periodic point p and a transverse homoclinic point
q of the pair (f, p). Then, one can find a positive

integer N and a compact neighborhood U of the
points p and q such that the pair (f N, I(f N, U)) is
topologically conjugate to the full 2-shift (�, �2).

In modern language, we can assert that more
is true. Let �(f ) =

S
0�j<N f j(I(f N, U)) be the f-orbit

of the set I(f N, U). Then, �(f ) is a compact zero-
dimensional hyperbolic basic set for f with
V def

=

S
0�j<N f j(U) as an ‘‘adapted’’ or ‘‘isolating’’

neighborhood. This means that �(f ) =
T

n2Zf n(V)
is a compact, zero-dimensional hyperbolic set (see
Robinson (1999) for definitions and related refer-
ences) contained in the interior of V and f j �(f ) has
a dense orbit. If g is C1 near f, then
�(g) def

=

T
n2Zgn(V) is a hyperbolic basic set for g

and the pairs (f , �(f )) and (g, �(g)) are topologically
conjugate.

To get some appreciation for the magnitude of the
contribution here, one might note the complicated
arguments employed by Poincaré at the end of
Poincaré (1987) to show that so-called heteroclinic
points (intersections between stable and unstable
manifolds of saddles with different orbits) existed.
Birkhoff found a symbolic description (using infinitely
many symbols) of the orbits near a transverse
homoclinic orbit from which the existence of both
infinitely many periodic and heteroclinic points is
obvious. Smale extended the treatment of transverse
homoclinic points to all dimensions, and found the
symbolic description (using two symbols for some
iterate of the map) given above. Moreover, Smale
proved the ‘‘robustness’’ of these structures: they persist
under small C1 perturbations. Note that Poincaré’s
discovery of homoclinic points was in 1899, Birkhoff’s
results came in 1935, and Smale’s results came in
1965. Thus, the above advances took over 65 years!

One can understand the geometry of Smale’s
construction fairly easily in the two-dimensional
case. Let q be the transverse homoclinic point of the
saddle fixed point p of the Cr diffeomorphism f on
the plane R2. Given a small neighborhood ~U of p, let

Figure 4 Stable and unstable manifolds in the horseshoe map.
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Ws(p, ~U) denote connected component of Ws(p)
T ~U

containing p, and define Wu(p, ~U) similarly. We may
choose Cr coordinates (x, y) so that in some small
neighborhood ~U of p, the point p corresponds to
(0, 0), the set Wu(p, ~U) corresponds to (y = 0), and
the set Ws(p, ~U) corresponds to (x = 0). We assume
that ~U is small enough that f in ~U is closely
approximated by its derivative Df(0, 0). Hence, f
nearly contracts vertical directions and expands
horizontal directions in ~U.

Take compact arcs I1�Ws(p) and I2�Wu(p)
both containing the points p and q as in Figure 5.

Let D be a curvilinear rectangle which is a slight
thickening of I1. The forward iterates f i(D) will stay
near I1 for a while and then start to approach I2.
If we choose D appropriately, we can arrange for
some high iterate f N(D) to be a slight thickening
of I2 as in Figure 6. This looks geometrically like the
horseshoe map. Let A1 be the connected component
of the intersection D

T
f N(D) containing p, and let

A2 be the connected component of the intersection
D
T

f N(D) containing q. These sets (which are
shaded in Figure 6) play the role of the rectangles
R1 and R2, respectively, in the horseshoe construc-
tion. We use the set A1

S
A2 for U in Theorem 1.

The Hénon Family

To give explicit formulas for the horseshoe map
above is somewhat tedious, and it is of interest to
note that similar properties occur in maps with
simple formulas. Indeed, such properties occur quite
often in a well-known family of maps known as the
‘‘Hénon family.’’ As we have mentioned, the map in
Figure 1 provides an example.

One may simply define a Hénon map as a
diffeomorphism H = (H1(x, y), H2(x, y)) with inverse
G(x, y) = (G1(x, y), G2(x, y)) such that all the maps
Fi(x, y), Gi(x, y) are polynomials of degree at most
two. It is known (see, e.g., Friedland and Milnor
(1989)) that such maps H have constant Jacobian
determinant, and, up to affine conjugacy, may be
represented in the form H = Ha, b(x, y) = (a� x2 �
by, x) with a, b constants and b 6¼ 0. This makes
sense when all the terms are real or complex. In the
real case, we speak of the real Hénon family and,
in the complex case, we speak of the complex
Hénon family.

The real Hénon family was first presented by the
physicist M Hénon in 1976 as perhaps the simplest
nonlinear diffeomorphism of the plane exhibiting a
so-called ‘‘strange attractor.’’ These mappings in the
real and complex cases have been the focus of much
attention. Our interest here is that, at least for
certain parameters a, b, they provide concrete
globally defined maps whose dynamics are analo-
gous to that of the horseshoe diffeomorphism. In
fact, Devaney and Nitecki (1979) proved (in the real
case) that for fixed b 6¼ 0, there is a constant a0 > 0
such that if a > a0, then the set Ba, b of bounded
orbits of Ha, b is a compact zero-dimensional set and
the pair (Ha, b, Ba, b) is topologically conjugate to
(�, �2). In addition, it can be shown that the
invariant set Ba, b is a single hyperbolic h-closure.
Analogous results are true for the complex Hénon
family and proofs were originally given in the thesis
of Ralph Oberste–Vorth (unpublished) under the
supervision of John Hubbard at Cornell University.
More recent proofs are in Newhouse (2004) and
Hruska (2004). Many interesting results have been
obtained for the complex Hénon map by Bedford
and Smillie and Sibony and Fornaess (see the
references in Hruska (2004).

Homoclinic Points in Systems with
Positive Topological Entropy

There is an invariant of topological conjugacy which is
known as the topological entropy. In a certain sense,
this gives a quantitative measurement of the amount of
complicated or chaotic motion in the system.

p

q

I1

I2
 

Figure 5 The curves I1 �W s(p) and I2 �W u(p).

D

f 
N(D)

f(D)

A2

I1

A1

I2

Figure 6 The curvilinear rectangle D and its N th iterate f N (D)

are geometrically like the horseshoe map.
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Let f : X!X be a continuous self-map of the
compact metric space (X, d). For a positive integer
n > 0, we define an n-orbit to be a finite sequence
O(x, n) = {x, f (x), . . . , f n�1(x)}. Given a positive real
number � > 0, we say that two n-orbits O(x, n) and
O(y, n) are ‘‘�-distinguishable’’ if there is a 0 � j < n
such that d(f jx, f jy) > �. Another way to look at this
is the following. Define the so-called dn-metric on X
by setting dn(x, y) = max0�j<n d(f jx, f jy). Then, the
two n-orbits O(x, n), O(y, n) are �-distinguishable if
and only if dn(x, y) > �. It follows from compactness
of X and the uniform continuity of each of the
maps f j, 0 � j < n, that the number r(n, �, f ) of
�-distinguishable n-orbits is finite for each given � > 0
and each positive integer n. We define the number

hðf Þ ¼ lim
�!0

lim sup
n!1

1

n
log rðn; �; f Þ

This means that, for some sequence of inte-
gers n1 < n2 < . . . , the map f has roughly enih(f )

�-distinguishable ni-orbits for i large and � small.
The number h(f ) is called the topological entropy

of the map f. It may be infinite for homeomorph-
isms, but it is always finite for smooth maps on
finite-dimensional manifolds. The number h(f ) has
many nice properties. For instance, h(f N) = Nh(f )
for every positive integer N, and, if f is a homeo-
morphism, then h(f�1) = h(f ). Further, if f and g are
topologically conjugate, then h(f ) = h(g). The so-
called ‘‘variational principle for topological
entropy’’ asserts that h(f ) is the supremum of the
measure-theoretic entropies of the invariant prob-
ability measures for f. Our interest in this invariant
here is the following theorem of Katok.

Theorem 2(Katok). Let f be a C2 diffeomorphism
of a compact two-dimensional manifold M to itself
with positive topological entropy. Then, f has
transverse homoclinic points.

In fact, Katok extended this theorem (see the
supplement in Hasselblatt and Katok (1995)) to
show that, if h(f ) > 0 and � > 0, then there is a
compact zero-dimensional hyperbolic basic set � for
h such that h(f , �) > h(f )� �. Thus, one can find
nice invariant topologically transitive sets for f (i.e.,
sets with dense orbits) on which the topological
entropies of restriction of f are arbitrarily close to
that of f.

This theorem has the interesting consequence that
the map f ! h(f ) is lower-semicontinuous on the
space of C2 diffeomorphisms of a surface. It was
proved in Newhouse (1989) (and, independently by
Yomdin (1987)) that the map f! h(f ) is upper-
semicontinuous on the space of C1 diffeomorphisms

of any compact manifold. Combining these results
gives the theorem that the map f! h(f ) is contin-
uous on the space of C1 diffeomorphisms on a
compact surface, and that positivity of h(f ) implies
the existence of transverse homoclinic points.

It is also worth noting that, for any continuous
self-map f : M!M on a compact manifold M, one
has the inequality h(f ) � log j	j where 	 is the
eigenvalue of largest norm of the induced map f?
on the first real homology group (Manning 1975).
Putting this together with Theorem 2 gives the fact
that there are whole homotopy classes of diffeo-
morphisms on surfaces all of whose elements have
transverse homoclinic points. For instance, consider
a 2� 2 matrix

L ¼ a b
c d

� �
with integer entries, determinant 1, and eigenvalues
�1,�2 with 0 < j�1j < 1 < j�2j. Let ~L : T2!T2 be
the induced diffeomorphism on the two-dimensional
torus T2. This is an example of what is called an
‘‘Anosov’’ diffeomorphism. In this case the number
	 above is simply �2, and this holds for any
diffeomorphism f of T2 which can be continuously
deformed into ~L. Hence, any such f must have
transverse homoclinic points.

Homoclinic Tangencies

Let {f�,�2 [0, 1]} be a parametrized family of Cr

diffeomorphisms of the plane with � an external
parameter. It frequently occurs that there is a
hyperbolic saddle fixed point p� for each parameter
� moving continuously with � such that, at some
value �0, a homoclinic tangency is created at a point
q0. This means that there are an � > 0, a small
neighborhood U of q0, and curves 
u

� �Wu(p�),

s
��Ws(p�) such that 
s

�

T

u
� = ; for �0 � � < � <

�0, 
s
�0

T

u
�0

= {q0}, and 
s
�

T

u
� consists of two

distinct points for �0 < � < �þ �. In most cases,
the tangency of 
u

�0
and 
s

�0
at q0 will be of the

second order, and we will assume that occurs here.
The geometry is as in Figure 7.

λ < λ 0

γu

γs

λ = λ 0

γs

γu

λ > λ 0

γs

γu

Figure 7 Creation of a homoclinic tangency.
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The creation of homoclinic tangencies is part of
the general subject of ‘‘homoclinic bifurcations.’’ A
recent survey of this subject is in the book by
Bonatti et al. (2005). Typical results are the
following. If p = p�0

is a saddle fixed point whose
derivative is area-decreasing (i.e., jDet(Df (p))j < 1),
then there are infinitely many parameters � near �0

for which each transverse homoclinic point of p� is a
limit of periodic sinks (asymptotically stable peri-
odic orbits) (Newhouse 1979, Robinson 1983). In
addition, so-called strange attractors and SRB
measures appear (Mora and Viana 1993).

Finally, we mention that recently it has been
shown that, generically in the Cr topology for r � 2,
homoclinic closures associated to a homoclinic
tangency (in dimension 2) have maximal Hausdorff
dimension (Theorem 1.6 in Downarowicz and
Newhouse (2005)).

See also: Chaos and Attractors; Fractal Dimensions in
Dynamics; Generic Properties of Dynamical Systems;
Hyperbolic Dynamical Systems; Lyapunov Exponents
and Strange Attractors; Saddle Point Problems;
Singularity and Bifurcation Theory; Solitons and Other
Extended Field Configurations.
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Overview

Renormalization theory is a venerable subject put to
daily use in many branches of physics. Here, we
focus on its applications in quantum field theory,
where a standard perturbative approach is provided
through an expansion in Feynman diagrams. Whilst

the combinatorics of the Bogoliubov recursion,
solved by suitable forest formulas, has been known
for a long time, the subject regained interest on the
conceptual side with the discovery of an underlying
Hopf algebra structure behind these recursions.

Perturbative expansions in quantum field theory
are organized in terms of one-particle irreducible
(1PI) Feynman graphs. The goal is to calculate the
corresponding 1PI Green functions order by order in
the coupling constants of the theory, by applying
Feynman rules to these 1PI graphs of a
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renormalizable theory under consideration. This
allows one to disentangle the problem into an
algebraic part and an analytic part.

For the algebraic part, one studies Feynman graphs
as combinatorial objects which lead to the Lie and
Hopf algebras discussed below. Feynman rules then
assign analytic expressions to these graphs, with the
analytic structure of finite renormalized quantum field
theory largely dictated by the underlying algebra.

The objects of interest in quantum field theory are
the 1PI Green functions. They are parametrized by
the quantum numbers – masses, momenta, spin, and
such – of the particles participating in the scattering
process under consideration. We call a set of such
quantum numbers an external leg structure r. For
example, the three terms in the Lagrangian of
massless quantum electrodynamics correspond to

r 2 f ; ; g ½1�

Note that the Lagrangian L of massless quantum
electrodynamics is obtained accordingly as

L ¼ �̂ð Þ�1 þ �̂ð Þ þ �̂ð Þ�1

¼ � @ þ � A þ 1
4 F2 ½2�

where �̂ are coordinate space Feynman rules.
The renormalized 1PI Green function in momen-

tum space, G
r
R({g}; {p}, {m};�), is obtained as the

image under renormalized Feynman rules �R applied
to a series of graphs:

�r ¼ 1þ
X1
k¼1

gkc
r

k � 1þ
X

resð�Þ¼r

gj�j
�

Symð�Þ ½3�

Here r is a given such external leg structure, while c
r

k
is the finite sum of 1PI graphs having k loops,

c
r

k ¼
X

resð�Þ¼r

j�j¼k

�

Symð�Þ ½4�

and 0 < g < 1 is a coupling constant. The general-
ization to the case of several couplings {g} and
masses {m} is straightforward. In the above, the sum
is over all 1PI graphs with the same given external
leg structure. We have denoted the map which
assigns r to a given graph a residue, for example,

resð Þ ¼ ½5�

The unrenormalized but regularized Feynman rules
� assign to a graph a function

�ð�Þðfgg;fpg;fmg;�;zÞ

¼
Z Y

v2�½0�

�ð4Þ
X

f incident v

kf

0
@

1
A Y

e2�
½1�
int

PropðkeÞ
d4ke

4�2
½6�

and formally the unrenormalized Green function

Gr
uðfgg; fpg; fmg;�; zÞ

¼ �ð�rÞ fgg; fpg; fmg;�; zð Þ ½7�

which is a function of a suitably chosen regulator z.
Note that in [6] the four-dimensional Dirac-�
distribution guarantees momentum conservation at
each vertex and restricts the number of four-
dimensional integrations to the number of indepen-
dent cycles in the graph. It is assumed that the
reader is familiar with the readily established fact
that these integrals suffer from UV singularities,
which render the integration over the momenta in
internal cycles ill-defined. We also remind the reader
that the problem persists in coordinate space, where
one confronts the continuation of products of
distributions to regions of coinciding support. We
restrict ourselves here to a discussion of the situation
in momentum space and refer the reader to the
literature for the situation in coordinate space.

Ignoring problems of convergence in the sum over
all graphs, the problem of renormalization is to
make sense of these functions term by term: We
have to determine invertible series Zr({g}, z) in the
couplings g such that the modified Lagrangian

~L ¼
X

r

Zrðfgg; zÞ �̂ðrÞ ½8�

produces a perturbation series in graphs that allows
for the removal of the regulator z.

This amounts to a transition from unrenorma-
lized to renormalized Feynman rules �!�R. Let us
first describe how this transition is achieved using
the Lie and Hopf algebra structure of the perturba-
tive expansion, which is described in detail below:

� Decide on the free fields and local interactions of
the theory, appropriately specifying quantum
numbers (spin, mass, flavor, color, and such) of
fields, restricting interactions so as to obtain a
renormalizable theory.
� Consider the set of all 1PI graphs with edges

corresponding to free-field propagators. Define
vertices for local interactions. This allows one to
construct a pre-Lie algebra of graph insertions.
Antisymmetrize this pre-Lie product to get a Lie
algebra L of graph insertions and define the Hopf
algebra H which is dual to the enveloping algebra
U(L) of this Lie algebra.
� Realize that the coproduct and antipode of this

Hopf algebra give rise to the forest formula,
which generates local counter-terms upon intro-
ducing a Rota–Baxter map, a renormalization
scheme in physicists’ parlance.
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� Use the Hochschild cohomology of this Hopf
algebra to show that one can absorb singularities
in local counter-terms.
� Determine the corepresentations of this Hopf

algebra to identify the sub-Hopf algebras corre-
sponding to time-ordered products in physical
fields. This is most easily achieved by rewriting
the Dyson–Schwinger equations using Hochschild
1-cocycles.

The last point exhibits close connections, in parti-
cular, between the structure of gauge theories and
the corepresentation theory of their perturbative
Hopf algebras which we discuss below in brief.

This program can be carried out in coordinate
space as well as momentum space renormalization.
It has given a firm mathematical background to the
process of renormalization, justifying the practice of
quantum field theory. The notion of locality has
achieved a precise formulation in terms of the
Hochschild cohomology of the perturbation expan-
sion. In momentum space, this approach emphasizes
the connections to number theory, which emerge
when one investigates the role of the Hopf algebra
primitives, which in turn furnish the Hochschild
1-cocycles underlying locality.

The next sections describe the above setup in
some detail.

Lie and Hopf Algebras of Graphs

All algebras are supposed to be over some field K of
characteristic zero, associative and unital, and
similarly for coalgebras. The unit (and, by abuse of
notation, also the unit map) will be denoted by I,
the counit map by �e. All algebra homomorphisms
are supposed to be unital. A bialgebra
(A =

L1
i = 0 Ai, m, I, �, �e) is called graded connected

if AiAj � Aiþj and �(Ai) �
L

jþk = i Aj � Ak, and if
�(I) = I� I and A0 = kI, �e(I) = 1 2 K and �e = 0 onL1

i = 1 Ai. We call ker �e the augmentation ideal of A
and denote by P the projection A! ker �e onto the
augmentation ideal, P = id� I�e. Furthermore, we
use Sweedler’s notation, �(h) =

P
h0 � h00, for the

coproduct. We define

AugðkÞ¼ P� 	 	 	 � P|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
k times

0
@

1
A�k�1;

A! fker �eg�k

½9�

as a map into the k-fold tensor product of the
augmentation ideal. We let A(k) = ker Aug(kþ1)=
ker Aug(k), 8 k � 1. All bialgebras considered here
are bigraded in the sense that

A ¼
M1
i¼0

AðiÞ ¼
M1
k¼0

AðkÞ ½10�

where A(k) � 
k
j = 1A(j) for all k � 1. A(0) ’ A(0) ’ K.

The first construction we have to study is the pre-
Lie algebra structure of 1PI graphs.

The Pre-Lie Structure

For each Feynman graph we have vertices as well as
internal and external edges. External edges are edges
that have an open end not connected to a vertex.
They indicate the particles participating in the
scattering amplitude under consideration and each
such edge carries the quantum numbers of the
corresponding free field. The internal edges and
vertices form a graph in their own right. For an
internal edge, both ends of the edge are connected to
a vertex.

We consider 1PI Feynman graphs. A graph � is
1PI if and only if all graphs, obtained by removal of
any one of its internal edges, are still connected.
Such 1PI graphs are naturally graded by their
number of independent loops, the rank of their
first homology group H[1](�, Z). We write j�j for
this degree of a graph �. Note that jres(�)j= 0,
where we let res(�) be the graph obtained when all
edges in �[1]

int shrink to a point, as before. Note that
the graph obtained in this manner consists of a
single vertex, to which the edges �[1]

ext are attached.
For a 1PI graph �, �[0] denotes its set of

vertices and �[1] = �[1]
int [ �[1]

ext its set of internal
and external edges. In addition, let !r be the
number of spacetime derivatives appearing in the
corresponding monomial in the Lagrangian.

Having specified free quantum fields and local
interaction terms between them, one immediately
obtains the set of 1PI graphs. One can then consider
for a given external leg structure r the set of graphs
with that external leg structure. For a renormaliz-
able theory, we can define a superficial degree of
divergence,

! ¼
X

r2�
½1�
int
[�½0�

!r � 4jH½1�ð�;ZÞj ½11�

for each such external leg structure: !(�) =!(�0) if
res(�) = res(�0); all graphs with the same external leg
structure have the same superficial degree of
divergence, and only for a finite number of distinct
external leg structures r will this degree indeed
signify a divergence.

This leaves a finite number of external leg structures
to be considered to which we restrict ourselves from
now. Our first observation is that there is a natural
pre-Lie algebra structure on 1PI graphs.
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To this end, we define a bilinear operation

�1 � �2 ¼
X

�

nð�1;�2; �Þ� ½12�

where the sum is over all 1PI graphs �. Here,
n(�1, �2; �) is a section coefficient which counts
the number of ways in which a subgraph �2 can be
reduced to a point in � such that �1 is obtained. The
above sum is evidently finite as long as �1 and �2

are finite graphs, and the graphs which contribute
necessarily fulfill j�j= j�1j þ j�2j and res(�) = res(�1).

One then has the following theorem.

Theorem 1 The operation � is pre-Lie:

½�1 � �2� � �3 � �1 � ½�2 � �3�
¼ ½�1 � �3� � �2 � �1 � ½�3 � �2� ½13�

which is evident when one rewrites the �-product in
suitable gluing operations.

To understand this theorem, note that the
equation claims that the lack of associativity in the
bilinear operation � is invariant under permutation
of the elements indexed 2, 3. This suffices to show
that the antisymmetrization of this map fulfills a
Jacobi identity. Hence, we get a Lie algebra L by
antisymmetrizing this operation:

½�1;�2� ¼ �1 � �2 � �2 � �1 ½14�

This Lie algebra is graded and of finite dimension in
each degree. Let us look at a couple of examples for
pre-Lie products:

� ¼ ½15�

� ¼ 2 ½16�

� ¼ ½17�

� ¼ 2 ½18�

� ¼ ½19�

� ¼ ½20�

Together with L one is led to consider the dual of its
universal enveloping algebra U(L) using the theorem
of Milnor and Moore. For this we use the above
grading by the loop number.

This universal enveloping algebra U(L) is built
from the tensor algebra

T ¼
M

k

Tk; Tk ¼ L� 	 	 	 � L|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
k times

½21�

by dividing out the ideal generated by the relations

a� b� b� a ¼ ½a; b� 2 L ½22�

Note that in U(L) we have a natural concatenation
product m�. Furthermore, U(L) carries a natural
Hopf algebra structure with this product. For that,
the Lie algebra L furnishes the primitive elements:

��ðaÞ ¼ a� 1þ 1� a; 8 a 2 L ½23�

It is, by construction, a connected finitely graded
Hopf algebra which is co-commutative but not
commutative. We can then consider its graded
dual, which will be a Hopf algebra H(m, I, �, �e)
that is commutative but not cocommutative. One
finds it upon using a Kronecker pairing

<Z�; ��0>¼ 1; � ¼ �0

0; else

�
½24�

The space of primitives of U(L) is in one-to-one
correspondence with the set Indec(H) of indecom-
posables of H, which is the linear span of its
generators. One finds the following theorem.

Theorem 2

<Z�1
�Z�2

�Z�2
�Z�1

; ��>¼<Z½�2;�1�; ��> ½25�

For example, one finds

Z �Z �Z �Z ; �

* +

¼ Z �Z �Z �Z ;

�

� �

 !+

¼ Z �Z ; �

* +

¼ 2 ½26�

H is a graded commutative Hopf algebra which
suffices to describe renormalization theory, as we
see in the next section. We have formulated it for
the superficially divergent 1PI graphs of the theory
with the understanding that the residues of these
graphs are in one-to-one correspondence with the
terms in the Lagrangian of a given theory. Often,
several terms in a Lagrangian correspond to graphs
with the same number and type of external legs, but
correspond to different form-factor projections of
the graph. In such cases, the above approach can be
easily adopted considering suitably colored or
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labeled graphs. A similar remark applies if one
desires to incorporate renormalization of super-
ficially convergent Green functions, which requires
nothing more than the consideration of an easily
obtained semidirect product of the Lie algebra of
superficially divergent graphs with the abelian Lie
algebra of superficially convergent graphs.

The Principle of Multiplicative Subtraction

The above algebra structures are available once one
has decided on the set of 1PI graphs of interest. We
now use them toward the renormalization of any
such chosen local quantum field theory.

From the above, 1PI graphs � provide the linear
generators �� of the Hopf algebra H=
1i = 0 Hi,
where Hlin = span(��) and their disjoint union
provides the commutative product.

Now let � be a 1PI graph. We find the Hopf
algebra H as described above to have a coproduct
explicitly given as � :H!H�H:

�ð�Þ ¼ �� 1þ 1� �þ
X
���

� � �=� ½27�

where the sum is over all unions of 1PI superficially
divergent proper subgraphs, and we extend this
definition to products of graphs so that we get a
bialgebra.

While the Lie bracket inserted graphs into each
other, the coproduct disentangles them. It is this
latter operation which is needed in renormalization
theory: we have to render each subgraph finite before
we can construct a local counter-term. That is precisely
what the Hopf algebra structure maps do.

Having a coproduct, two further structure maps
of H are immediate: the counit and the antipode.
The counit �e vanishes on any nontrivial Hopf
algebra element, �e(1) = 1, �e(X) = 0. The antipode is

Sð�Þ ¼ ���
X
���

Sð�Þ�=� ½28�

We can work out a few coproducts and antipodes as
follows:

Augð2Þð Þ ¼ 2 � ½29�

Augð2Þð Þ ¼ 2 � ½30�

Augð2Þð Þ ¼ � ½31�

Augð2Þð Þ ¼ 2 � ½32�

Augð2Þð Þ ¼ 2 � ½33�

Augð2Þð Þ¼ � ½34�

We give just one example for an antipode:

Sð Þ ¼ � þ2 ½35�

Note that for each term in the sum �̃(�) =
P

i �0(i) �
�00(i), we have unique gluing data Gi such that

� ¼ �00ðiÞ Gi
�0ðiÞ; 8 i ½36�

These gluing data describe the necessary bijections
to glue the components �0(i) back into �00(i) so as to
obtain �: using them, we can reassemble the whole
from its parts. Each possible gluing can be inter-
preted as a composition in the insertion operad of
Feynman graphs.

We have by now obtained a Hopf algebra
generated by combinatorial elements, 1PI Feynman
graphs. Its existence is automatic from the above
choices of interactions and free fields. What remains
to be done is a structural analysis of these algebras
for the renormalizable theories we are confronted
with in four spacetime dimensions.

The assertion underlying perturbation theory is
the fact that meaningful approximations to physical
observable quantities can be found by evaluating
these graphs using Feynman rules.

First, as disjoint scattering processes give rise to
independent amplitudes, one is led to the study of
characters of the Hopf algebra, maps � :H!V such
that � �m = mV(�� �).

Such maps assign to any element in the Hopf
algebra an element in a suitable target space V.
The study of tree-level amplitudes in lowest-order
perturbation theory justifies assigning to each edge
a propagator and to each elementary scattering
process a vertex, which define the Feynman rules
�(res(�)) and the underlying Lagrangian, on the
level of residues of these very graphs. Graphs are
constructed from edges and vertices which are
provided precisely by the residues of those diver-
gent graphs, hence one is led to assign to each
Feynman graph an evaluation in terms of an
integral over the continuous quantum numbers
assigned to edges or vertices, which leads to the
familiar integrals over momenta in closed loops
mentioned before.

Then, with the Feynman rules providing a
canonical character �, we will have to make one
further choice: a renormalization scheme. The need
for such a choice is no surprise: after all we are
eliminating short-distance singularities in the graphs,
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which renders their remaining finite part ambiguous,
albeit in a most interesting manner.

Hence, we choose a map R : V ! V, from which
we obviously demand that it does not modify the
UV-singular structure, and furthermore that it obeys

RðxyÞ þ RðxÞRðyÞ ¼ RðRðxÞyÞ þ RðxRðyÞÞ ½37�

which guarantees the multiplicativity of renormali-
zation and is at the heart of the Birkhoff decom-
position, which emerges below: it tells us that
elements in V split into two parallel subalgebras
given by the image and kernel of R. Algebras for
which such a map exists are known as Rota–Baxter
algebras. The role Rota–Baxter algebras play for
associative algebras is similar to the role Yang–
Baxter algebras play for Lie algebras. The structure
of these algebras allows one to connect renormaliza-
tion theory to integrable systems. In addition, most
of the results obtained initially for a specific
renormalization scheme, such as minimal subtrac-
tion, can also be obtained, in general, upon a
structural analysis of the corresponding Rota–Baxter
algebras.

To see how all the above comes together in
renormalization theory, we define a further char-
acter S�R that deforms � � S slightly and delivers the
counter-term for � in the renormalization scheme R:

S�Rð�Þ ¼ �RmVðS�R � � � PÞ�

¼ �R½�ð�Þ� � R
X
���

S�Rð�Þ�ð�=�Þ
" #

½38�

which should be compared with the undeformed

� � S ¼ mVðS � �� � � PÞ�
¼ ��ð�Þ �

X
���

� � Sð�Þ�ð�=�Þ ½39�

The fact that R is a Rota–Baxter map ensures that
S�R is an element of the character group G of the
Hopf algebra, S�R2 Spec(G). Note that we have now
determined the modified Lagrangian:

Zr ¼ S�Rð�
rÞ ½40�

The classical results of renormalization theory
follow immediately using this group structure: we
obtain the renormalization of � by the application
of a renormalized character

S�R ? �ð�Þ ¼ mVðS�R � �Þ� ½41�

and Bogoliubov’s �R operation as

�Rð�Þ ¼ mVðS�R � �Þðid� PÞ�ð�Þ
¼ �ð�Þ þ

X
���

S�Rð�Þ�ð�=�Þ ½42�

so that

S�R ? �ð�Þ ¼ �Rð�Þ þ S�Rð�Þ ½43�

Here, S�R ? � is an element in the group of characters
of the Hopf algebra, with the group law given by the
convolution

�1 ? �2 ¼ mV � ð�1 � �2Þ �� ½44�

so that the coproduct, counit, and coinverse (the
antipode) give the product, unit, and inverse of this
group, as befits a Hopf algebra. This Lie group has
the previous Lie algebra L of graph insertions as its
Lie algebra: L exponentiates to G.

What we have achieved above is a local renorma-
lization of quantum field theory. Let Mr be a
monomial in the Lagrangian L of degree !r:

Mr ¼ Drf�g ½45�

Then one can prove, using the Hochschild cohomol-
ogy of H:

Theorem 3 (Locality)

ZrDrf�g ¼ DrZ
rf�g ½46�

that is, renormalization commutes with infinitesimal
spacetime variations of the fields.

We can now work out the renormalization of a
Feynman graph �:

�ð Þ¼ �Iþ I�

þ2 � ½47�

��ð Þ ¼ �ð Þ þ 2S�Rð Þ�ð Þ ½48�

¼ �ð Þ � 2R �ð Þ
h i

�ð Þ ½49�

S�Rð Þ ¼ �R ��ð Þ
� �

½50�

�Rð Þ � S�R ? �
� �

¼ ½id� R� � ��ð Þ
� �

½51�

The formulas [47]–[51] are given in their recursive
form. Zimmermann’s original forest formula solving
this recursion is obtained when we trace our
considerations back to the fact that the coproduct
can be written in nonrecursive form as a sum over
forests, and similarly for the antipode.
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Diffeomorphisms of Physical Parameters

In the above, we have effectively obtained a Birkhoff
decomposition of the Feynman rules � 2 Spec(G)
into two characters – �R

þ= S�R ? � 2 Spec(G) and
�R
�= S�R 2 Spec(G) – for any Rota–Baxter map R.

Thanks to Atkinson’s theorem, this is possible for
any renormalization scheme R. For the minimal
subtraction scheme, it amounts to the decomposi-
tion of the Laurent series �(�)(�), which has poles of
finite order in the regulator �, into a part holo-
morphic at the origin and a part holomorphic at
complex infinity. This has a particularly nice
geometric interpretation upon considering the
Birkhoff decomposition of a loop around the origin,
providing the clutching data for the two half-spheres
defined by that very loop.

Whilst in this manner a satisfying understanding
of perturbative renormalization is obtained, the
character group G remains rather poorly under-
stood. On the other hand, renormalization can be
captured by the study of diffeomorphisms of
physical parameters as, by definition, the range of
allowed modification in renormalization theory is
determined by the variation of the coefficients of
monomials �̂(r) of the underlying Lagrangian

L ¼
X

r

Zr�̂ðrÞ ½52�

Thus, one desires to obtain the whole Birkhoff
decomposition at the level of diffeomorphisms of the
coupling constants.

The crucial step toward that goal is to realize the
role of a standard quantum field-theoretic formula
of the form

gnew ¼ goldZg ½53�

where

Zg ¼ ZvQ
e2resðvÞ½1�ext

ffiffiffiffiffiffi
Ze
p ½54�

for some vertex v, which obtains the new coupling
in terms of a diffeomorphism of the old. This
formula provides, indeed, a Hopf algebra homo-
morphism from the Hopf algebra of diffeomorph-
isms to the Hopf algebra of Feynman graphs,
regarding Zg (a series over counter-terms for all
1PI graphs with the external leg structure corre-
sponding to the coupling g), in two different ways: it
is, at the same time, a formal diffeomorphism in the
coupling constant gold and a formal series in Feyn-
man graphs. As a consequence, there are two
competing coproducts acting on Zg. That both give
the same result defines the required homomorphism,

which transposes to a homomorphism from the
largely unknown group of characters of H to the
one-dimensional diffeomorphisms of this coupling.

In summary, one finds that a couple of basic
facts enable one to make a transition from the
abstract group of characters of a Hopf algebra of
Feynman graphs (which, incidentally, equals the Lie
group assigned to the Lie algebra with universal
enveloping algebra the dual of this Hopf algebra) to
the rather concrete group of diffeomorphisms of
physical observables. These steps are given as
follows:

� Recognize that Z factors are given as counter-
terms over a formal series of graphs starting with
1, graded by powers of the coupling, hence
invertible.
� Recognize the series Zg as a formal diffeomorph-

ism, with Hopf algebra coefficients.
� Establish that the two competing Hopf algebra

structures of diffeomorphisms and graphs are
consistent in the sense of a Hopf algebra
homomorphism.
� Show that this homomorphism transposes to a Lie

algebra and hence Lie group homomorphism.

The effective coupling geff(") now allows for a
Birkhoff decomposition in the space of formal
diffeomorphisms.

Theorem 4 Let the unrenormalized effective cou-
pling constant geff(") viewed as a formal power
series in g be considered as a loop of formal
diffeomorphisms and let geff(") = (geff� )�1(") geffþ (")
be its Birkhoff decomposition in the group of formal
diffeomorphisms. Then the loop geff� (") is the bare
coupling constant and geffþ(0) is the renormalized
effective coupling.

The above results hold as they stand for any
massless theory which provides a single coupling
constant. If there are multiple interaction terms
in the Lagrangian, one finds similar results relat-
ing the group of characters of the corresponding
Hopf algebra to the group of formal diffeomorph-
isms in the multidimensional space of coupling
constants.

The Role of Hochschild Cohomology

The Hochschild cohomology of the combinatorial
Hopf algebras which we discuss here plays three
major roles in quantum field theory:

1. it allows one to prove locality from the accom-
panying filtration by the augmentation degree
coming from the kernels ker Aug(k);
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2. it allows one to write the quantum equations of
motion in terms of the Hopf algebra primitives,
elements in Hlin \ { ker Aug(2)=ker Aug(1)}; and

3. it identifies the relevant sub-Hopf algebras
formed by time-ordered products.

Before we discuss these properties, let us first
introduce the relevant Hochschild cohomology.

Hochschild Cohomology of Bialgebras

Let (A, m, I, �, �) be a bialgebra, as before. We
regard linear maps L : A!A�n as n-cochains and
define a coboundary map b, b2 = 0 by

bL :¼ðid� LÞ ��þ
Xn

i¼1

ð�1Þi�i � L

þ ð�1Þnþ1L� I ½55�

where �i denotes the coproduct applied to the ith
factor in A�n, which defines the Hochschild coho-
mology of A.

For the case n = 1, for L : A!A, [55] reduces to

bL ¼ ðid� LÞ ���� � Lþ L� I ½56�

The category of objects (A, C), which consists of
a commutative bialgebra A and a Hochschild
1-cocycle C on A, has an initial object (Hrt, Bþ),
where Hrt is the Hopf algebra of (nonplanar) rooted
trees, and the closed but nonexact 1-cocycle Bþ
grafts a product of rooted trees together at a new
root as described below.

The higher (n > 1) Hochschild cohomology of Hrt

vanishes, but in what follows, the closedness of Bþ
will turn out to be crucial.

The Hopf Algebra of Rooted Trees

A rooted tree is a simply connected contractible
compact graph with a distinguished vertex, the root.
A forest is a disjoint union of rooted trees.
Isomorphisms of rooted trees or forests are iso-
morphisms of graphs preserving the distinguished
vertex/vertices. Let t be a rooted tree with root o.
The choice of o determines an orientation of the
edges of t, away from the root, say. Forests are
graded by the number of vertices they contain.

Let Hrt be the free commutative algebra generated
by rooted trees. The commutative product in Hrt

corresponds to the disjoint union of trees, such
that monomials in Hrt are scalar multiples of forests.
We demand that the linear operator Bþ on Hrt,
defined by

BþðIÞ ¼ � ½57�

Bþðt1 . . . tnÞ ¼
tnt1

½58�

is a Hochschild 1-cocycle, which makes Hrt a Hopf
algebra. The resulting coproduct can be described as
follows:

�ðtÞ ¼ I� t þ t � Iþ
X

adm c

PcðtÞ � RcðtÞ ½59�

where the sum goes over all admissible cuts of the
tree t. Such a cut of t is a nonempty set of edges of t
that are to be removed. The forest which is
disconnected from the root upon removal of those
edges is denoted by Pc(t) and the part which remains
connected to the root is denoted by Rc(t). A cut c(t)
is admissible if, for each vertex l of t, it contains at
most one edge on the path from l to the root.

This Hopf algebra of nonplanar rooted trees is the
universal object after which all such commutative
Hopf algebras H providing pairs (H, B), for B a
Hochschild 1-cocycle, are formed.

Theorem 5 The pair (Hrt, Bþ), unique up to
isomorphism, is universal among all such pairs. In
other words, for any pair (H, B) where H is a
commutative Hopf algebra and B a closed nonexact
1-cocycle, there exists a unique Hopf algebra
morphism Hrt

	
!H such that B � 	= 	 � Bþ.

This theorem suggests that we investigate the
Hochschild cohomology of the Hopf algebras of 1PI
Feynman graphs. It clarifies the structure of 1PI
Green functions.

The Roles of Hochschild Cohomology

The Hochschild cohomology of the Hopf algebras of
1PI graphs sheds light on the structure of 1PI Green
function in at least four different ways:

� it gives a coherent proof of locality of counter-
terms – the very fact that

½Zr;Dr� ¼ 0 ½60�

means that the coefficients in the Lagrangian
remain independent of momenta, and hence the
Lagrangian remains a polynomial expression in
fields and their derivatives;
� the quantum equation of motions takes a very

succinct form, identifying the Dyson kernels with
the primitives of the Hopf algebra;
� sub-Hopf algebras emerge from the study of the

Hochschild cohomology, which connects the repre-
sentation theory of these Hopf algebras to the
structure of theories with internal symmetries; and
� these Hopf algebras are intimately connected to

the structure of transcendental functions, such as

Hopf Algebra Structure of Renormalizable Quantum Field Theory 685



the generalized polylogarithms, which play a
prominent role these days ranging from applied
particle physics to recent developments in
mathematics.

To determine the Hochschild 1-cocycles of some
Feynman graph Hopf algebra H, one determines
first the primitives graphs � of the Hopf algebra,
which, by definition, fulfill the condition

�ð�Þ ¼ � � Iþ I� � ½61�

Using the pre-Lie product above, one then deter-
mines the maps

B�
þ : H ! Hlin ½62�

such that

B�
þðhÞ ¼ B�

þðhÞ � Iþ id� B�
þð Þ�ðhÞ ½63�

where B�
þ(h) =

P
� n(�, h, �)�. The coefficients

n(�, h, �) are closely related to the section coeffi-
cients noted earlier.

Using the definition of the Bogoliubov map ��, this
immediately shows that

S�RðB
�
þðhÞÞ ¼

Z
D�  Gi

�RðhÞ ½64�

which proves locality of counter-terms upon recog-
nizing that B�

þ increases the augmentation degree.
Here, the insertion of the functions for the subgraph
is achieved using the relevant gluing data of [36].

To recover the quantum equation of motions from
the Hochschild cohomology, one proves that

�r ¼ 1þ
X
�

g�

Symð�ÞB
�
þðX�Þ ½65�

where

X� ¼
Y

e2�½1�int

Y
v2�½0�

�v

�e
½66�

has the required solution. Upon application of the
Feynman rules, the maps B�

þ turn into the integral
kernels of the usual Dyson–Schwinger equations.
This allows for new nonperturbative approaches
which are a current theme of investigation.

Finally, we note that the 1-cocycles introduced
above allow one to determine sub-Hopf algebras of
the form

�ðcr
nÞ ¼

X
Pðfcs

jgÞ � c
r
j ½67�

where the c
s
j are defined in eqn [3]. These algebras

do not necessitate the considerations of single

Feynman graphs any longer, but allow one to
establish renormalization directly for the sum of all
graphs at a given loop order. Hence, they establish a
Hopf algebra structure on time-ordered products in
momentum space. For theories with internal sym-
metries, one expects and indeed finds that the
existence of these subalgebras establishes relations
between graphs that are same as the Slavnov–Taylor
identities between the couplings in the Lagrangian.

Outlook

Thanks to the Hopf and Lie algebra structures
described above, quantum field theory has started to
reveal its internal mathematical structure in recent
years, which connects it to a motivic theory and
arithmetic geometry. Conceptually, quantum field
theory has been the most sophisticated means by
which a physicist can describe the character of the
physical law. We have slowly begun to under-
standing that, in its short–distance singularities, it
encapsulates concepts of matching beauty. We can
indeed expect local point-particle quantum field
theory to remain a major topic of mathematical
physics investigations in the foreseeable future.

See also: Bicrossproduct Hopf Algebras and
Noncommutative Spacetime; Exact Renormalization
Group; Hopf Algebras and q-Deformation Quantum
Groups; Number Theory in Physics; Operads;
Perturbation Theory and Its Techniques;
Renormalization: General Theory; von Neumann
Algebras: Introduction, Modular Theory, and
Classification Theory.
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Introduction

Quantum groups are a remarkable generalization of
conventional groups using an algebraic language by
now quite well known to mathematical physicists.
This language is first and foremost the concept of a
‘‘Hopf algebra.’’ In fact, the axioms of a Hopf
algebra are so attractive from a mathematical point
of view that they were proposed in the 1940s long
before the advent of truly representative examples,
which did not come until the 1980s (from mathe-
matical physics). Until then, they were used mainly
by mathematicians as a way for redoing group
theory and Lie algebra theory in a more uniform
way.

It is remarkable that at least three points of view
lead to the same axioms of a Hopf algebra:

1. Generalized symmetry A generalization of a
usual group algebra or enveloping algebra of a
Lie algebra that can nevertheless act on other
algebraic objects. The structure that controls this
is the ‘‘coproduct’’ � : H!H �H, while the
group or Lie structure is encoded in the algebra
H which is typically not changed up to iso-
morphism. � allows H to act on tensor products
and this is needed to define what it means, for
example, for a product A� A!A of an algebra
to be an intertwiner. The usual flip map between
two representations V �W!W � V is not
typically an intertwiner any more, instead that
is provided by an R-matrix solving the Yang–
Baxter equations (YBE).

2. Noncommutative geometry A generalization of
the coordinate algebra of functions on a conven-
tional group to allow noncommutative or ‘‘quan-
tum’’ coordinate algebras. Here the group
structure is encoded in a coproduct � : H!H �
H in a way which would, in the case of functions
on a group, be defined by the group product. It is
typically not changed, the change being in the
algebra.

3. Duality An object that admits observer–
observed duality or Fourier transform. Such a
duality is known for abelian groups, lost for
nonabelian groups but re-emerges for Hopf
algebras. If there is to be an algebra with product
H �H!H, then there should also be a

‘‘coproduct’’ � : H!H �H to maintain the
duality symmetry. Then a suitable dual space
H� is also a Hopf algebra, with the roles of
product and coproduct interchanged.

In line with these main ideas are three known classes
of true quantum groups, and these remain the main
types of example at the time of writing: the q-deformed
enveloping algebras Uq(g) of Drinfeld and Jimbo, their
duals as quantizations of the Drinfeld–Sklyanin
Poisson bracket on a simple Lie group (both of these
arising from quantum inverse scattering but also in
the case of Cq[SU2] from C�-algebras) and the
bicrossproduct quantum groups based on Lie group
factorizations (arising from ideas for Planck-scale
physics and quantum gravity). The latter are self-dual
and hence are both generalized symmetries and
noncommutative or quantum geometries at the same
time. The impact of such quantum groups has been
very far reaching from a mathematician’s point
of view, spanning revolutions in the theory of knot
and 3-manifold invariants, Poisson geometry, new
directions in noncommutative geometry, to name
some. In physics they are, at the time of writing,
beginning seriously to be applied in a variety of
contexts beyond the original ones, such as in book-
keeping overlapping divergences in general quantum
field theories, quantum computing, and construction
of anyons. This article will mention some of these, but
just as groups have many different roles in physics,
one can expect that quantum groups and variants of
them can and will have diverse roles as well. What
follows is a short overview.

Hopf Algebras and First Examples

The general theory works over any field k but (to be
concrete) we write our examples over C; one can
also have examples over, say, the field Z2 of two
elements. A Hopf algebra then is:

1. An algebra H with unit which is also a
‘‘coalgebra’’ with counit, that is, there are maps
� : H!H �H, � : H! k obeying:

ð�� idÞ� ¼ ðid��Þ�

ð�� idÞ� ¼ ðid� �Þ� ¼ id

2. �, � should be algebra homomorphisms.
3. There should be a map S : H!H called the

antipode or ‘‘linearized inverse’’ obeying

�ðid� SÞ� ¼ �ðS� idÞ� ¼ 1�
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If the third axiom is not obeyed one has a
‘‘quantum semigroup’’ or ‘‘bialgebra.’’ Note also
that S looks nothing like a usual inverse and it is
not, yet it plays the same role. For example, we can
define conjugation or the ‘‘adjoint action’’ of any
Hopf algebra on itself by

AdaðbÞ ¼
X

að1ÞbSað2Þ; �a ¼
X

að1Þ � að2Þ

where we use here the ‘‘Sweedler notation’’ for �a a
sum of unspecified pieces in H �H. Moreover, if it
exists, then S is unique and (it can be shown)
S(ab) = (Sb)S(a) for all a, b2H, just like an inverse.

The self-duality of these axioms is evident from
the first one: a coalgebra is just an algebra with its
product map H �H!H, unit element (viewed as a
map k!H sending 1 to 1) and the associativity and
unity axioms all written backwards. Meanwhile,
the middle axiom means in explicit terms
�(ab) = (�a)(�b), �(ab) = �(a)�(b) for all a, b2H
and �(1) = 1� 1, �(1) = 1. This may not look self-
dual but it is equivalent to saying that the product
and unit are coalgebra homomorphisms. Indeed, if
one takes the trouble to write out all the axioms as
commutative diagrams, the set of axioms is invar-
iant under arrow reversal. Such arrow reversal can
also be concretely implemented, for example, by
taking adjoints. Thus, the coproduct dualizes to a
map (H �H)� !H� and since H� �H� � (H �H)�

we have a product on the dual H�. If the dual space
is defined correctly, one also has a coproduct by
dualizing the product, etc. One says that two Hopf
algebras H, H0 are ‘‘in duality’’ if their maps are
adjoint to each other in such a way.

The role of quantum groups as generalized
symmetries is typified by the following examples.
Thus, let G be a group; then its group algebra CG
defined as a vector space (written here over C) with
basis identified with G and product given by the
group product extended linearly, is a Hopf algebra
with

�g ¼ g� g; �g ¼ 1; Sg ¼ g�1; 8g2G

Likewise, if g is a Lie algebra, then its universal
enveloping algebra U(g) generated by g is a Hopf
algebra with

�� ¼ � � 1þ 1� �; �� ¼ 0; S� ¼ ��; 8� 2 g

The two examples are related if one informally
allows exponentials, then g = e� has coproduct

�e� ¼ e�� ¼ e��1þ1�� ¼ e� � e�

using axiom 2 and that � � 1, 1� � commute in the
tensor product algebra.

The coproduct structures are therefore implicit
already in Lie theory and group theory. As for any

Hopf algebra �, specifies how the algebra H acts in
a tensor product of two representations. For groups
the tensor product is diagonal (g acts on each copy),
for Lie algebras it is additive (e.g., the addition of
angular momenta). In general, the action of a2H is
defined as the action of �a on the tensor product.
This has far-reaching consequences. For example,
for the product A� A!A of an algebra to be
covariant means that H acting before and after the
product map gives the same answer, similarly for the
unit map where k has the trivial representation
afforded by �, that is,

h . ðabÞ ¼
X
ðhð1Þ . aÞðhð2Þ . bÞ; h . 1 ¼ �ðhÞ1

for all a, b2A and h2H. What that means in the
case of a group is therefore g . (ab) = (g . a)(g . b) or
G acts by automorphisms. What it means for a Lie
algebra is � . (ab) = (� . a)bþ a(� . b), that is, g acts
by derivations. This is how Hopf algebra theory
unifies group theory and Lie algebra theory and
potentially takes us beyond.

In another, dual, point of view, if G is a group
defined by polynomial equations in Cn, then the
Hilbert’s ‘‘nullstellensatz’’ in algebraic geometry says
that it corresponds algebraically to a commutative
nilpotent-free algebra with n generators, called its
‘‘coordinate algebra’’ H = C[G]. The group product
then corresponds to � making C[G] into a Hopf
algebra. If one replaces C by any field, one has an
algebraic group over the field. For example, the
group SL2(C) � C4 has coordinate algebra gener-
ated by four functions a, b, c, d where a at matrix
g2 SL2(C) has value g11 the 1,1 entry of the matrix,
similarly b(g) = g12 etc. Then C[SL2] is the commu-
tative algebra generated by a, b, c, d with the relation
ad � bc = 1. A little thought about matrix multi-
plication should convince the reader that

�
a b
c b

� �
¼ a b

c d

� �
� a b

c d

� �
where we have written the operation on each
generator as an array and where matrix multi-
plication is understood (so �a = a� aþ b� c, etc.).
The counit and antipode are

�
a b

c d

� �
¼

1 0

0 1

� �

S
a b

c d

� �
¼

d �b

�c a

� �
One could also let G be a finite group, in which case
the algebra C(G) of (say complex-valued) functions
on it is more obviously a Hopf algebra with

ð�aÞðg; hÞ ¼ aðghÞ; �ðaÞ ¼ að1Þ; ðSaÞðgÞ ¼ aðg�1Þ
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for any function a2C(G). Here we identify C(G)�
C(G) = C(G�G) or functions in two variables on
the group. These examples are dually paired with
U(g) in the Lie case and CG in the finite case,
respectively.

In such a coordinate algebra point of view, usual
constructions in group theory appear expressed
backwards with arrows reversed. So an action of
the group appears for such a Hopf algebra H as a
‘‘coaction’’ �R : V!V �H (here a right coaction,
one can similarly have �L a left coaction). It obeys

ð�R � idÞ�R ¼ ðid��Þ�R; ðid� �Þ�R ¼ id

which are the axioms of an algebra acting written
backwards for the coalgebra of H ‘‘coacting.’’ An
example is the right action of a group on itself which
in the coordinate ring point of view is �R = �, that
is, the coproduct viewed as a right coaction. It is the
algebra of H that determines the tensor product of
two coactions, so, for example, A is a coaction
algebra in this sense if �R : A!A�H is a coalgebra
and an algebra homomorphism. Similarly, in this
coordinate point of view, an integral on the group
means a map

R
: H! k and right invariance trans-

lates into invariance under the right coaction, orZ
�id

� �
� ¼ 1

Z
There is a theorem that such an integration, if it
exists, is unique up to scale. In the finite-dimensional
case it always exists, for any field k. At least in this
case, let exp =

P
i ei � f i for a basis {ei} of H and {f i}

a dual basis. Then an application of the integral is
Fourier transform H!H� defined by

FðaÞ ¼
Z X

i

eia� f i

with properties that one would expect of Fourier
transform. The inverse is given similarly the other
way up to a normalization factor and using the
antipode of H. This is one among the many results
from the abstract theory of Hopf algebras, see
Sweedler (1969) and Larson and Radford (1988)
among others.

A given Hopf algebra H does not know which
point of view one is taking on it; the axioms of a
Hopf algebra include and unify both enveloping and
coordinate algebras. So an immediate consequence is
that constructions which are usual in one point of
view give new constructions when the wrong point
of view is taken (put another way, the self-duality of
the axioms means that any general theorem has a
second theorem for free, given, if we keep the
interpretation of H fixed, by reversing all arrows in

the original theorem and its proof). Even the
elementary examples above are quite interesting for
physics if taken ‘‘upside down’’ in this way. For
example, if G is nonabelian, then CG is noncom-
mutative, so it cannot be functions on any actual
group. But it is a Hopf algebra, so one could think
of it as being like C(Ĝ), where Ĝ is not a group but
a quantum group defined as C(Ĝ) = CG. The latter
is a well-defined Hopf algebra viewed the wrong
way. So this is an application of noncommutative
geometry to allow nonabelian Fourier transform
F : C(G)!CG. Similarly, U(g) is noncommutative
but one could view it upside down as a quantization
of C[g�] = S(g) (the symmetric algebra on g). To do
this let us scale the generators of g so that the
relations on U(g) have the form �� � ��=�[�, �]
where � is a deformation parameter. Then the
Poisson bracket that this algebra quantizes
(deforms) is the Kirillov–Kostant one on g� where
{�, �} = [�, �]. Here �, � on the left-hand side are
regarded as functions on g�, while on the right-hand
side we take their Lie bracket and then regard
the result as a function on g�. Examples which
have been used successfully in physics include:

½t; xi	 ¼ i�xi bicrossproduct model R1;3
�

� �
½xi; xj	 ¼ i2��ijkxk spin space model R3

�

� �
(summation understood over k). In both cases, we
may develop geometry on these algebras using
quantum group methods as if they were coordinates
on a usual space (see Bicrossproduct Hopf Algebras
and Noncommutative Spacetime). They are versions
of Rn because the coproduct which expresses the
addition law on the noncommutative space is the
additive one according to the above. In the second
case, setting the Casimir to the value for a spin j is the
quadratic relation of a ‘‘fuzzy sphere.’’ As algebras,
the latter are just the algebras of (2jþ 1)�(2jþ 1)
matrices.

Going the other way, we can take a classical
coordinate ring C[G] and regard it upside down as
some kind of group or enveloping algebra but with
a nonsymmetric �. In the finite group case, an
action of C(G) just means a G-grading. Here if an
element v of a vector space has G-valued degree jvj
then a . v = a(jvj)v is the action of a 2 C(G).
Alternatively, this is the same thing as a right
coaction of CG, �Rv = v� jvj. Thus, the notion of
group representation and group grading are also
unified. This is familiar in physics for abelian
groups (a U(1) action is the same thing as a
Z-grading) but works fine using Hopf algebra
methods for nonabelian groups and beyond.
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Returning to axioms, if one wants to speak of real
forms and unitary representations, this corresponds,
for Hopf algebras, to H a �-algebra over C with

��ð Þ ¼ �ð� � �Þ�; � 
 S ¼ S�1 
 �

where � (throughout this article) denotes transposi-
tion of tensor factors. This requires in particular that
S in invertible (which is not assumed for a general
Hopf algebra though it does hold in the finite-
dimensional case and in all examples of interest).
Thus, C[SU2] denotes the above with a certain �
structure whereby the matrix of generators is unitary.

q-Deformation Enveloping Algebras

For a genuinely representative example of a Hopf
algebra, consider, Uq(sl2) defined with noncommu-
tative generators and relations, coproduct etc.,

qh=2x�q�h=2 ¼ q�1x�

½xþ; x�	 ¼
qh � q�h

q� q�1

�x� ¼ x� � qh=2 þ q�h=2 � x�

�qh=2 ¼ qh=2 � qh=2

�x� ¼ 0; �qh=2 ¼ 1

Sx� ¼ �q�1x�; Sqh=2 ¼ q�h=2

The actual generators here are x�, q�h=2 but the
notation is intended to be suggestive: if h existed and
we took the limit q! 1, we would have the usual
enveloping algebra of the Lie algebra sl2. The
quantum group Uq(su2) is the same with the
�-structure h�= h, x��= x� when q is real (there are
other possibilities).

Two words of warning here. Although some
authors write q = e�h=2, the parameter q here has little
to do with quantization. In fact, the cases of direct
relevance to physics are q2�i=(2þk), where k is the level
of the Wess–Zumino–Witten (WZW) model in which
this quantum group appears as a generalized symme-
try. This quantum group also (first) appeared in the
theory of exactly solvable lattice models, namely the
Ising model with an applied external magnetic field:
q 6¼ 1 is a measure of the resulting nonhomogeneity
of the model. Its origins go further back to the
algebraic Bethe ansatz and the emergence of the YBE
in such models (Baxter 1982). The general Uq(g)
emerged from this context in Drinfeld (1987) and
Jimbo (1985) and the same remark applies (see Affine
Quantum Groups; Yang–Baxter Equations).

The second warning is that at least informally (if
one works with H and allows formal power series

etc.), the algebra here is isomorphic to usual U(sl2),
that is, it looks deformed but the true deformation is
not here but in the coproduct, which enters into the
tensor product of representations. The latter are
labeled as usual because the algebra is not really
changed, for example, the unitary ones of Uq(su2)
are labeled by spin. The spin-1

2 one even looks the
same with x�, h represented by the standard Pauli
matrices. Tensor products of representations start
to look different but their multiplicities are the same
as classically and if V,W are representations then
V �W ffiW � V. Because the coproduct above is
not symmetric in its two factors, this isomorphism
�V, W = � 
 RV, W has RV, W nontrivial. From the
formulas given, the reader can compute that

R1=2;1=2 ¼ q�1=2

q 0 0 0
0 1 q� q�1 0
0 0 1 0
0 0 0 q

0
BB@

1
CCA

in a tensor product basis. For this particular
quantum group, and others like it, one finds that
these ‘‘R-matrices’’ obey the braid relations as a
version of the YBE. As a result, they can and do lead
to knot invariants; the one above leads to the Jones
knot invariant as a polynomial in q. Briefly, one
represents the knot on a plane, assigns R or R�1 to
each braid crossing and takes a suitable trace (see
The Jones Polynomial).

Since such features hold in any representation,
these matrices are in fact representations of an
invertible element R2H �H provided one allows h
as a generator and formal power series:

R ¼ qðh�hÞ=2 e
ðq�q�1Þe�f
q�2 ; e ¼ xþqh=2; f ¼ q�h=2x�

where

eqðxÞ ¼
X1
m¼0

xm

½m	q!
; ½m	q ¼

1� qm

1� q

are the q-exponential and q-integer, respectively.
Their proper explana tion is in the section ‘‘Braided
group s and qua ntum planes .’’ This R is called the
‘‘uni versal R- matrix’’ or quasitrian gular structure
and obeys

�� ¼ Rð� ÞR�1

ð�� idÞR ¼ R13R23; ðid��ÞR ¼ R13R12

and from the axioms of a Hopf algebra, one may
deduce that the YBE

R12R13R23 ¼ R23R13R12

hold in the algebra. This induces the YBE for
matrices RV, W in the representation V �W. Such a
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Hopf algebra is called ‘‘quasitriangular’’ and its
representations form a braided category (see Braided
and Modular Tensor Categories). Even if R for a
quasitriangular Hopf algebra is defined by a power
series, the RV, W in finite-dimensional representa-
tions are typically actual matrices.

Of considerable interest is the special case when q
is a primitive nth root of unity. In this case the
quasitriangular Hopf algebra uq(sl2) has the above
generators but the additional relations

en ¼ f n ¼ 0; gn ¼ 1; g ¼ qh

which render the algebra generated by e, f , g as n3-
dimensional. The algebra no longer has a matrix
block decomposition (is not semisimple) and not all
representations descend to it. For example, if n is
odd, then only representations of dimension �n
descend. Other than this, one has many of the
features of a classical enveloping algebra now for
this finite-dimensional object. There is evidence that
such objects over C are intimately related to
classical Lie algebras but over a finite field.

Finally, there is a similar theory of Uq(g) for all Lie
algebras determined by symmetrizable Cartan matrices
{aij}, including affine ones. Here i, j2 I an indexing set
and aij = 2i � j=i � i 2 {0,�1,�2, . . . } for i 6¼ j, where �
is a symmetric bilinear form on the root lattice Z[I]
generated by I with i � i a positive even integer. To be
precise, one should also fix a ‘‘root datum’’ in the form
of an inclusion Z[I] � X of the root lattice into a choice
of character lattice X and an inclusion Z[I] � Y of the
coroot lattice (also labeled by I) into the cocharacter
lattice Y (the dual of X). Here the evaluation pairing is
required to restrict to hi�, ji= aij if i, j2 I and i� is i
viewed in the cocharacter lattice Y. We let qi = qi�i=2

and require q2
i 6¼ 1 for all i (or one may consider q as an

indeterminate). We have generators ei, f i for i2 I and
invertible ga for a each generator of Y, and the relations

gaei ¼ qha;iieiga; f iga ¼ qha;iigaf
i

½ei; f
j	 ¼ g

i�i=2
i� � g

�i�i=2
i�

qi � q�1
i

�
j
i

X1�aij

r¼0

ð�1Þr 1� aij

r

� �
qi

ðeiÞrejðeiÞ1�aij�r ¼ 0

for all i 6¼ j and an identical set for the {f i}. The
coalgebra and antipode are

�ei ¼ ei � g
i�i=2
i� þ 1� ei

�f i ¼ f i � 1þ g
�i�i=2
i� � f i

�ga ¼ ga � ga; �ðgaÞ ¼ 1; �ðeiÞ ¼ �ðf iÞ ¼ 0

Sga ¼ g�1
a ; Sei ¼ �eig

�i�i=2
i� ; Sf i ¼ �g

i�i=2
i� f i

The q-Serre relations are those above involving the
q-binomial coefficients, defined now using the
symmetric q-integers (m)q = (qm � q�m)=(q� q�1).
They have their true explanation as

AdðeiÞ1�aij ðejÞ ¼ 0

where Ad is a braided group adjoint action in the
sense of the sect ion ‘‘Brai ded groups and quantum
planes .’’ Notice that while the roo t genera tors are
modeled on the Lie algebra, the Cartan generators
are modeled on the torus of an algebraic group,
which contains global information. Thus, the more
precise form of Uq(sl2) is the e, f, g form with the
generator g = qh as above, with Z[I] ( X and
Z[I] = Y. Meanwhile Uq(psl2) has the square root
of this as generator (what we called qh=2 before)
with Z[I] = X and Z[I] ( Y where the strict inclu-
sion has 1�= 2 in the lattice Z. Note that, in the
complex case, SL2 has compact real form SU2 while
its quotient, PSL2, has compact real form SO3, so
these are distinguished at the Hopf algebra level. In
general, the root datum has an associated reductive
algebraic group which is simply connected when
Y = Z[I] and generated by its adjoint representation
when X = Z[I]. The complexified character lattice is
a sublattice of the more familiar Lie algebra weight
lattice and labels representations that extend to the
(algebraic) group. Langlands duality interchanges
the roles of X, Y. These subtleties are lost when we
work over formal power series with q = e�=2 and
Lie-algebra-like Cartan generators.

These objects are mathematically so interesting
that some authors define ‘‘quantum groups’’ as
nothing more than this particular extension of the
theory of Lie algebras, Cartan matrices and root
systems. Among the deepest theorems is the exis-
tence of the Lusztig–Kashiwara canonical basis
which is obtained from q = 0 but valid also at
q = 1 (i.e., for classical enveloping algebras) and
which has the remarkable property of inducing bases
coherently across highest-weight representations.
From a physicist’s point of view, however, there
are many other Hopf algebras rather more closely
connected with actual quantization. Most often, the
terms quantum group and Hopf algebra are used
interchangeably.

There is similarly a reduced version uq(g). The
simplest of all possible cases, even simpler than
uq(sl2), is for what one could call uq(1) with a single
generator g and

gn ¼ 1; �g ¼ g� g; �g ¼ 1; Sg ¼ g�1

Rq ¼
1

n

Xn�1

a;b¼0

q�abga � gb
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where q is a primitive nth root of unity. The Hopf
algebra is the same as the group algebra
CZn = C(Ẑn) but the R is nontrivial. A representa-
tion means a Ẑn-graded space, that is, graded into
degrees 0, 1, . . . , n� 1. The braiding matrices have
the diagonal form RVa, Wb

= qab on components of
degree a, b, respectively. The braided category
generated in this case is the one where anyons live.
From this point of view, uq(g) generate the category
where nonabelian anyons live. Here Rq2 (in place of
q (h�h)=2) along with an additional eq�2 factor as
above gives the quasitriangular structure of uq(sl2).
The physical model here is the rational conformal
field theory mentioned above with these anyons as
particular bound states. There is a proposal to use
them in the construction of quantum computers.

q-Deformation Coordinate Algebras

From the coordinate algebra point of view, the
corresponding deformation to the one in the last
section is the Hopf algebra Cq[SL2] with noncom-
muting generators and relations

ca ¼ qac; ba ¼ qab

db ¼ qbd; dc ¼ qcd

bc ¼ cb; da� ad ¼ ðq� q�1Þbc

ad � q�1bc ¼ 1

The coalgebra has the same matrix form on the
generators as for C[SL2] and the antipode and
�-structure (for Cq[SU2]) are

S
a b
c d

� �
¼ d �qb
�q�1c a

� �
¼ a c

b d

� ��
Its duality pairing with Uq(sl2) is afforded by the
2� 2 Pauli-matrix representation of the latter. The
Cq[SU2] Hopf �-algebra may be completed to a
C�-algebra.

One similarly has Cq[G] for all semisimple Lie
groups G and their various real forms. From an
axiomatic point of view, such quantum groups are
‘‘coquasitriangular’’ in the sense that there is a map
R : H �H! k such thatX
R
�
að1Þ � bð1Þ

�
að2Þbð2Þ ¼

X
bð1Það1ÞR að2Þ � bð2Þ

� �
for all a, b2H and

Rðab� cÞ ¼
X
R a� cð1Þ
� �

R b� cð2Þ
� �

Rða� bcÞ ¼
X
R að1Þ � c
� �

R að2Þ � b
� �

for all a, b, c2H. We also require that R is
invertible in a certain sense. These are just the
arrow reversal of the axioms of a quasitriangular

structure. In general, for the deformation of a linear
algebraic group we will have some n2 generators ti

j,
now taken to be noncommutative, and with a
matrix form of coalgebra

�ti
j ¼ ti

k � tk
j; �ti

j ¼ �i
j

For the compact real form we will have Sti
j = tj�

i.
Moreover, from the first of the above axioms we
will have among the relations

Ri
a

k
bta

jt
b

l ¼ tk
bti

aR
a

j
b

l

where Ri
j
k

l =R(ti
j � tk

l) is a matrix R2Mn �Mn

obeying the YBE. If we take only these quadratic
relations, we have the ‘‘Faddier Reshetikhin Takhta-
jan (FRT) bialgebra’’ A(R) and it can be shown (see
Majid 1995) that R extends to a coquasitriangular
structure R on it. However, in our case we also have

R�1i
j
k

l ¼ R Sti
j � tk

l

� �
~Ri

j
k

l ¼ R ti
j � Stk

l

� �
where ~R = ((Rt2 )�1)t2 (t2 transposition in the second
factor of Mn) is called the ‘‘second inverse’’ of R. With
these additional matrices, one may define a q-determi-
nant and antipode relations as well (Majid 1995). One
may also generate a rigid braided monoidal category
and reconstruct a Hopf algebra �A(R) from it. In this
way, the R-matrix plays a role similar to that of the
structure constants of a Lie algebra and can in
principle define the quantum group coordinate alge-
bra. Such R-matrices have been classified in low
dimension and include multiparameter and other
deformations of classical group coordinate algebra as
well as other nonstandard quantum groups.

In the Cq[G] examples it is not the coalgebra which
is essentially deformed but the algebra. We already see
this above on the generators but the coproduct of a
product of generators may look different. Nonetheless,
one can identify the vector space that the products
generate with that of C[G] and at least informally with
respect to a deformation parameter express the
product as a power series in the undeformed product
(a �-product deformation). For generic values, one still
has a Peter–Weyl decomposition Cq[G] =� (V � V�),
where the sum is over irreducibles corepresentations,
which can be identified with the classical representa-
tions of the algebraic group. One can make the same
decomposition for C[G] and identify the matrix blocks
V � V� in order to find this �-product. Also, since this
is a flat deformation, it follows that the commutator at
lowest order defines a Poisson bracket on G, given by

fti
j; t

k
lg ¼ ti

at
k

bra
j
b

l � ri
a

k
bta

jt
b

l
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and this Poisson bracket is compatible with the group
product G�G!G as a Poisson map (because the
Hopf algebra coproduct was an algebra map). Here r
is the first order part in the expansion of the
R-matrix. A Lie group equipped with a Poisson
bracket compatible in this way is called a ‘‘Poisson
Lie group.’’ On general functions its Poisson bivector
is generated by the first order part r 2 g� g in the
expansion of R in the q-deformed enveloping
algebra. In place of the YBE obeyed by R, we have
the ‘‘classical Yang–Baxter equations (CYBE),’’

½r12; r23	 þ ½r12; r13	 þ ½r13; r23	 ¼ 0

In this way, one may characterize an ‘‘infinitesimal
version’’ of Uq(g) as (g, r, �) where � : g! g� g is
the leading part of ���� and makes the triple into
a quasitriangular ‘‘Lie Bialgebra’’ (see Classical
r-Matrices, Lie Bialgebras, and Poisson Lie Groups).

Finally, returning to our example, when q is an
nth root of unity, one has the q-Frobenius Hopf
algebra homomorphism

C½SL2	 ,!Cq½SL2	
a b

c d

� �
7!

an bn

cn dn

� �
that is, a classical copy sitting inside the quantum
group. Quotienting by this means adding the
relations

an ¼ dn ¼ 1; bn ¼ cn ¼ 0

which gives the finite-dimensional reduced quantum
group Cred

q [SL2]. Similarly for other Cred
q [G]. These

reduced quantum groups provide finite noncommu-
tative geometries having the geometric flavor of the
classical geometry but where geometry and physics
(such as electromagnetic gauge theory modes) are
fully computable.

Self-Dual Quantum Groups

The arrow-reversibility of the axioms of a quantum
group make it possible to search for self-dual
quantum groups or for quantum groups which, if
not self-dual, have a self-dual form. This leads to the
bicrossproduct quantum groups coming from mod-
els of quantum gravity (Majid 1988) (see Bicross-
product Hopf Algebras and Noncommutative
Spacetime).

The context here is that of Figure 1 which shows
how Hopf algebras relate to other objects and to
duality in a representation-theoretic sense. Along the
central axis, we have put self-dual categories or in
physical terms categories admitting Fourier trans-
form. This is clear for abelian Groups where the

dual Ĝ of an abelian group G is also an abelian
group. Below the axis, we have nonabelian groups
which we view as toy models of geometries with
curvature. Every compact Lie group, for example,
has an associated Killing metric. Above the axis, a
nonabelian group dual Ĝ means to construct unitary
representations etc., which we view as toy models of
quantum theory. We have seen that Hopf algebras
are another self-dual category and provide a frame-
work in which both groups and group duals can be
unified (see the section ‘‘Hopf algebras and first
examples’’). Thus, G can be viewed as a coordinate
Hopf algebra C(G) or C[G] in the finite or Lie cases,
and Ĝ as the dual Hopf algebra CG or U(g) as a
definition of the coordinate algebra ‘‘C(Ĝ).’’ Note that
Ĝ is not merely the set of representations, as these
alone are not enough to reconstruct the group (e.g.,
both S1 and SO3 have the same set). We see that Hopf
algebras are a microcosm for the unification of
quantum theory and gravity. Hopf algebra duality
interchanges the role of position and momentum on
the one hand and of quantum and gravitational effects
on the other. A self-dual Hopf algebra has both aspects
unified and interchanged by the self-duality.

One can also ask what the next most general self-
dual category of objects is in which to look for more
general unifications. One answer here is the category
whose objects are themselves categories C equipped
with a tensor product (a ‘‘monoidal category’’) and a
monoidal functor to a fixed monoidal category V.
Motivated by the above, a theorem from the 1980s
is that for any such C there is a dual C0 of
‘‘representations in V’’ (Majid 1991a). The dotted
arrows in Figure 1 indicate that this may be a setting
for more ambitious models than those achieved by
Hopf algebras alone. In fact, the C0 construction was
one of the ingredients going into the invention of
2-categories a few years later. See also several
articles on TQFT (such as Topological Quantum
Field Theory: Overview; Axiomatic Approach to
Topological Quantum Field Theory; Duality in
Topological Quantum Field Theory).

Monoidal
categories

Hopf
algebras

Abelian
groups

Nonabelian
groups

Group
duals

Riemannian
geometry

Quantum
theory

Figure 1 Role of Hopf algebras along the self-dual axis.
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The simplest self-dual quantum group is C[x] as
the Hopf algebra of polynomial functions on a line
with additive coproduct. This is dually paired with
itself in the form of the enveloping algebra
U(gl1) = C[p] with pairing

hpm; xni ¼ ð�iÞn�m;nn!

and similarly for higher-dimensional flat space. In
the case of C[x], a basis is xn and from the above the
dual basis is (ip)n=n!. Hence the canonical element is
exp = eix�p so that Hopf algebra Fourier transform
on a suitable completion of these algebras reduces to
usual Fourier transform.

A more nontrivial example (Majid 1988) is given
by the ‘‘Planck-scale Hopf algebra’’ C[x] C [p]
which has algebra and coalgebra

½p; x	 ¼ i�hð1� e�	xÞ; �x ¼ x� 1þ 1� x

�p ¼ p� e�	x þ 1� p; �x ¼ �p ¼ 0

Sx ¼ �x; Sp ¼ �pe	x

The actual generator here should be e	x rather than
x for an algebraic treatment (otherwise one should
allow power series or use C�-algebras). The dually
paired Hopf algebra has the same form C[p] C[x],
with new parameters �h0= 1=�h and 	0= �h	 and
quantum group Fourier transform connects the
two. More details and the general construction of
Hopf algebras C[M] U(g) with dual U(m) C[G]
are in the article on ‘‘bicrossproduct’’ Hopf algebras
(see Bicrossproduct Hopf Algebras and Noncommu-
tative Spacetime). These quantize particles in M
moving under momentum Lie group G with Lie
algebra g and vice versa. The states of one (in a
C�-algebra context) lie in the algebra of observables of
the other (‘‘observable–state duality’’). The data
required are a matched pair of actions of (G, M)
on each other. Such equations correspond locally to
a factorization of a larger group G fflM but
typically have singularities and other features in
keeping with a toy model of Einstein’s equations.

There are, by the time of writing, many applica-
tions of bicrossproducts beyond the original one,
including a Poincaré quantum group for the R1, 3

�

mentione d in the section ‘‘Hopf algeb ras a nd
first exampl es,’’ with li nks to Planck-sca le physic s.
There is also a bicrossproduct quantum group
C[G�] U(g) canonically associated to any simple
Lie algebra g and related to T-duality. The classical
data here are Lie bialgebras and solutions of the
CYBE as in the section ‘‘q-Deformation coordinate
algebras,’’ however there is no known relation with
the q-deformation Hopf algebras themselves. Finite
group bicrossproducts are also interesting and
examples (but not with both actions nontrivial)
were already in the works of GI Kac in the 1960s.

These constructions also work when the groups
above are themselves Hopf algebras. For example,
any finite-dimensional Hopf algebra H has a
‘‘quantum double’’ D(H) = H ffl H�op, where the
double cross product ffl is by mutual coadjoint
actions. The cross-relations between the two sub-
Hopf algebras areX

hhð1Þ; að1Þihð2Það2Þ ¼
X

að1Þhð1Þhhð2Þ; að2Þi

for h2H and a2H�. The construction is due to
Drinfeld (1987) while the ffl form is due to the
author. Moreover, D(H) is quasitriangular with
R= exp , the canonical element used in the Fourier
transform on H. Its representations consist of vector
spaces where H acts and at the same time H�op acts
or (which makes sense when H is infinite dimen-
sional) where H coacts, in a compatible way. Such
objects are called ‘‘crossed modules’’ because when
H = CG, one has exactly a linearization of the
crossed G-sets of JC Whitehead. They are a special
case of the C0 construction mentioned above.

Finally, one can also view the q-deformed linear
spaces on which quantum groups such as Uq(g) act
as self-dual Hopf algebras under an additive
coproduct. However, this needs to be as braided
groups or Hopf algebras with braid statistics, see the
next section. The simplest example here is the
‘‘braided line’’ B = C[x] developed not as above but
as a self-dual Hopf algebra with q-statistics. Its
‘‘bosonization’’ gives a self-dual Hopf algebra
Uq(bþ) � Uq(sl2), and similarly for other Uq(bþ) �
Uq(g). Perhaps more surprisingly, the quantum
groups Uq(g) and Cq[G] also both have canonical
braided group versions (a process called ‘‘transmuta-
tion’’) and as such they too are isomorphic. This
isomorphism extends the linear isomorphism g! g�

afforded by the Killing form of any semisimple Lie
algebra. In physical terms, what this means is that
there is in q-deformed geometry just one self-dual
object Bq(G) with two different scaling limits

UðgÞ �BqðGÞ ! C½G	

as q! 1, and the structure of which underlies the
deeper structure of Uq(g) and Cq[G] as well.

Braided Groups and Quantum Planes

A super quantum group or super-Hopf algebra is
not a quantum group or Hopf algebra since the key
homomorphism property of � : H!H �H is mod-
ified: one must use in the target H�H the Z2-graded
or super tensor product of super algebras. Here,

ða� bÞðc� dÞ ¼ ð�1Þjbjjcjac� bd
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for elements of degree jbj, jcj. Super quantum groups
Uq(glm j n) etc., have been constructed and have an
analogous theory to the bosonic versions above.
Super spaces in physics are associated to differential
forms and in the same way a bicovariant exterior
algebra on a quantum group H is generally a super
quantum group. Here the exterior algebra is
generated on by 1-forms and the coproduct on 1-
forms is

� ¼ �L þ�R

Here �L, R are the coactions of H on 1-forms
induced by the left and right coaction of H on itself.

For a true understanding of quantum groups one
must, however, go beyond such objects to ‘‘braided
groups’’ or Hopf algebras with braid statistics (see
Majid 1995). This theory was introduced by the
author in the early 1990s as a more systematic
method for q-deformation of structures in physics
based on q-group covariance. We have seen that a
quasitriangular quantum group, or any Hopf alge-
bra through its double, generates a braided category
with the flip map � replaced by a braiding �V, W

between any two representations. Anything which is
covariant under the quantum group means by
definition that it lives in the braided category.
Working with such ‘‘braided algebras’’ is similar to
working with superalgebras except that one should
use � in place of the graded transposition in any
algebraic construction. In particular, two braided
algebras have a natural ‘‘braided tensor product’’
also in the category. In concrete terms,

ða� bÞðc� dÞ ¼ a�ðb� cÞd

Then a Hopf algebra in the braided category or
braided group is B, an algebra in the category along
with a coalgebra and antipode, where � : B!B�B
is an algebra homomorphism (see Braided and
Modular Tensor Categories).

Next, we have mentioned in the section
‘‘ q-Defor mation envelo ping algebras’’ that q-alge-
bras generate topological invariants, but we now
turn this on its head and use braid diagrams to do q-
algebra. We write all operations as flowing down
the page, any transpositions in the algebraic con-
struction are expressed as a braid crossing � = or
its inverse by the reversed braid crossing, and any
other operations as nodes. Thus, a product is
denoted and a coproduct . Algebraic informa-
tion ‘‘flows’’ along these ‘‘wires’’ much like the way
that information flows along the wiring in a
computer, except that under- and over-crossings
represent distinct nontrivial operators. (In fact, one
may formulate topological quantum computers
exactly in this way.) In this notation, tensor

products are denoted by juxtaposition and the trivial
object in the category is omitted. In particular, one
has the axioms and all general theorems of Hopf
algebras at this diagrammatic level. For example, the
adjoint action of any braided group B on itself is
(see Majid 1995)

Ad = 

B B

B

S

Δ

.

In any concrete example, such diagrams turn into
R-matrix formulas where � = �R as explained in the
section ‘‘q -Deformat ion envel oping algebras.’’

A basic example of a braided group is the braided
q-pla ne C2

q with generators x, y and relations
yx = qxy. Its copro duct is the additive one �x = x�
1þ 1� x (and similarly for y) reflecting addition in
the plane, but this is extended to products as a
braided group with braiding q1=2R1=2, 1=2 in terms of
the R-ma trix in the section ‘‘ q-Defor mation envel-
oping algebras. ’’ The extra factor here means that
C2

q lives in the braided category of representations of
Uq(gl2) = eUq(sl2) (i.e., with an additional central
Uq(1) generator to provide the q1=2). More precisely,
the category is that of corepresentations of
Cq[GL2]= eCq[SL2]. The coaction in this case is

�Rðx yÞ ¼ ðx yÞ � a b
c d

� �
where the additional central generator is encoded in
the q-determinant (which is no longer set equal to
1). Notice that q1=2R1=2, 1=2 has eigenvalues q,�q�1

(one says that it is q-Hecke). Another braided group,
associated now to the second eigenvalue is C0 j 2

q

with generators �, � and relations ��=�q�1��,
�2 = �2 = 0. It is the quadratic algebra dual of C2

q

(Manin 1988).
One has natural braided linear spaces for the whole

family Cq[G], on which the latter coact after central
extension. The general construction is as follows. If V
is an object in a braided category (e.g., the funda-
mental representation of a quantum group), let T(V)
be the tensor algebra generated by a basis {ei} of V
with no relations and the additive braided coproduct
as above. Assume that V has a dual V� in the
category, and similarly form T(V�) with dual basis
generators {f i}. These two braided groups will be
dually paired by extending the evaluation map to
products, which takes the form of ‘‘braided integers’’
(see Majid 1995)

hf im � � � f i1 ; ej1 � � � ejni ¼ �n;m½n;�	!i1���inj1���jn

½n;�	 ¼ idþ�12 þ�12�23 þ � � � þ�12 � � ��n�1;n
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We now quotient by the kernels of this pairing to
obtain B(V), B(V�) as two nondegenerately paired
braided groups. This quotient generates all the rela-
tions, which are very often but not necessarily
quadratic (in practice, one typically imposes only the
quadratic relations to have braided groups with a
possibly degenerate pairing). The construction is due to
the author. Moreover, we can define partial derivatives
on these braided groups by �a = 1� aþ ei � @iaþ � � �
for any a in the algebra, that is, as an infinitesimal
generator of translations under the braided group law;
similarly exp, indefinite and Gaussian integration,
Fourier transform, etc. The simplest example here is
B = C[x] viewed not as a usual Hopf algebra but as a
braided group in the category of Z-graded spaces with
�(x� x) = qx� x. Also in this example the braided
addition law on C[x] is

�xn ¼
Xn

m¼0

n
m

� 	
q

xm � xn�m

defined by [m]q, and the partial derivative defined
by it is the Jackson (1908) q-derivative

@f ðxÞ ¼ f ðxÞ � f ðqxÞ
xð1� qÞ

while �eq(x) = eq(x)� eq(x) if we allow power
series. Such objects occur in the theory of q-special
functions (see q-Special Functions).

Among deeper theorems (see Majid 1995, 2002),
there is a triangular decomposition

UqðgÞ ¼ Uqðn�Þ T UqðnþÞ

where Uq(nþ) is a braided group and Uq(n�) is dually
paired to its opposite. T denotes the torus generators
{ga } in the section ‘‘q-D eformat ion envelo ping alge-
bras.’’ More genera lly, if g0 � g is a principal
embedding of Lie algebras (given by an inclusion of
Dynkin diagrams), then Uq(g) = B� gUq(g0) Bop

for some additive braided group of additional root
generators and its dual. The general construction
B� H Bop here is ‘‘double bosonization’’ which
associates to dual braided groups B, B� in the
category of representations of some quasitriangular
Hopf algebra H, a new quasitriangular Hopf algebra.
The simplest example B = C[x] lives in the category of
representations of T = Uq(1) in an algebraic form.
The dual is another braided line C[p] and
C[p] Uq(1) C[x] is a version of Uq(sl2). In this
way, the braided line C[x] is at the root of all
q-deformation quantum groups.

An earlier theorem is that for any braided group B
covariant under a (co)quasitriangular H, we have its
‘bosonization’ B H. There is a similar ‘‘biproduct’’
if B lives in the category of crossed modules for any

Hopf algebra H. These have been extensively applied
in physics notably in the construction of inhomoge-
neous quantum groups. Similar to C2

q (but as a
�-algebra), there is a natural self-dual q-Minkowski
space B = R1,3

q which is covariant under gUq(so1,3),
and its bosonization is the q-Poincaré plus dilations
group R1,3

q
gUq(so1,3). It is not possible to avoid the

dilation here. The double-bosonization extends this
to the q-conformal group Uq(so2,4). The braided
adjoint action becomes the action of conformal
translations on R1,3

q . The construction of q-propaga-
tors and q-deformed physics on such q-Minkowski
space was achieved in the mid 1990s as one of the
main successes of the theory of braided groups.

This R1,3
q can be given also as a matrix of

generators, relations, �-structure and, a second
braided coproduct:


� ¼ q2�
; 	� ¼ q�2�	; �� ¼ ��

	 ¼ 	
 þ ð1� q�2Þ�ð� � �Þ
�
 ¼ 
� þ ð1� q�2Þ�

	� ¼ �	 þ ð1� q�2Þ	�

�
� 


	 �

� �
¼

� 


	 �

� �
�

� 


	 �

� �

�
� 


	 �

� �
¼

1 0

0 1

� �
;

� 


	 �

� ��
¼

� 	


 �

� �
This is in addition to the additive coproduct above.
It corresponds to the point of view of Minkowski
space as Hermitian 2� 2 matrices. Note that � is
not a �-algebra map in the usual sense and indeed
Hermitian matrices are not a group under multi-
plication, but this does form a natural braided �-
bialgebra. If we quotient by the braided determinant
relation �� � q2	
= 1, we have the unit hyperbo-
loid in R1, 3

q which turns out to be the braided group
Bq[SU2] mentioned at the end of the previous
section (as obtained canonically from Cq[SU2]). We
now have a braided antipode

S
� 

	 �

� �
¼ q2� þ ð1� q2Þ� �q2


�q2	 �

� �
This was the first nontrivial example of a braided
group (Majid 1991b) and we see that it has two
q! 1 limits

Uðsu2Þ �Bq½SU2	 ! C½Hyperboloid � R1;3	

Because most constructions in physics can be
uniformly deformed by such methods (including
the totally q-antisymmetric tensor), one finds that q
provides a new regulator in which infinities in
quantum field theory can be in principle be encoded
as poles at q = 1. That transmutation from the
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quantum group to its braided version unifies unitary
nonabelian symmetries with pseudo-Riemannian
geometry is another deeper aspect of relevance to
physics. In addition, q-constructions have their
original role in quantum integrable systems, at q a
root of unity and for infinite-dimensional (affine)
Lie algebra deformations.

Quasi-Hopf Algebras

Although the braided category of representations of
a quantum group has a trivial ‘‘associator’’
�V, W, Z : (V �W)� Z!V � (W � Z) between any
three objects, a general braided category and the
diagrammatic methods of ‘‘braided algebra’’ in the
last section do not require this (one simply translates
diagrams into algebra by inserting � as needed). A
more general object that generates such categories as
its representations is a ‘‘quasi-Hopf algebra.’’ This is
a generalization of Hopf algebras in which the
coproduct � : H!H �H is not necessarily coasso-
ciative. Instead,

ðid��Þ� ¼ �ðð�� idÞ� Þ��1

ðid� �� idÞ� ¼ 1

�234ðid��� idÞð�Þ�123

¼ ðid2 ��Þð�Þð�� id2Þð�Þ

for some invertible element �2H �H �H. The
numbers denote the position in the tensor product
and one says that � is a 3-cocycle. The axioms for
the antipode and quasitriangular structure R are
also modified. The tensor product of representations
is given as usual by �, and the braiding and
associator by the actions of R and �.

This notion, due to Drinfeld (1990), arises when
one wishes to write down the quantum groups Uq(g)
more explicitly as built on the algebras U(g) (recall
that they are isomorphic over formal power series).
Thus, for each semisimple g there is a natural
(quasitriangular) quasi-Hopf algebra (U(g),�,R)
where U(g) has the usual Hopf algebra structure,
R is an exponential of the split Casimir (or inverse
Killing form) in g� g and � is constructed as a
solution of the Knizhnik–Zamolodchikov equations
coming out of conformal field theory. This is not
Uq(g) but it has an equivalent braided category of
representations. Thus, there is an element F2U(g)�2

(extended over formal power series) such that

�F ¼ Fð� ÞF�1; RF ¼ F21RF�1

�F � F12ð�� idÞðFÞ�ðid��ÞðF�1ÞF�1
23 ¼ 1

recovers Uq(g) as a quasitriangular Hopf algebra
built directly on the algebra U(g). The conjugation

operations here (and a similar process regarding the
antipode) are a ‘‘Drinfeld twist’’ of a quasi-Hopf
algebra, and such twisting by any invertible F such
that

ð�� idÞF ¼ ðid� �ÞF ¼ 1

(a cochain) does not change the representation
category up to equivalence. In the present case, the
twist transforms � into �F = 1, that is, into an
ordinary Hopf algebra isomorphic over formal
power series to Uq(g). Note that in rational
conformal field theory the tensor product of
representations appears as a finite-dimensional
commutative associative algebra (the Verlinde alge-
bra) with integer structure constants Nij

k (this comes
from the operator-product expansion of primary
fields in the theory). This is because one has more
precisely a truncated representation category corre-
sponding to q a root of unity, and because we are
identifying equivalent representations (so Nij

k are
the multiplicity in the decomposition of a tensor
product of two representations). However, if one
wants to know the tensor product decomposition
more fully, not just its isomorphism class, this is
given in a choice of bases by recoupling matrices.
Computation in terms of these shows that the actual
tensor product is neither commutative nor associa-
tive, but of the form above at least in the case of the
WZW model.

Hopf algebra theory typically extends to the
quasi-Hopf case. For example, given a quasi-Hopf
algebra H there is a quantum double D(H) at least
in the finite-dimensional case, due to the author. An
example is to take H = C(G) and � a 3-cocycle on G
in the usual sense

�ðy; z;wÞ�ðx; yz;wÞ�ðx; y; zÞ
¼ �ðx; y; zwÞ�ðxy; z;wÞ

on elements of G and �(x, 1, y) = 1. Then (C(G),�)
can be viewed as a quasi-Hopf algebra. Its double
D�(G) is generated by C(G) as a sub-quasi-Hopf
algebra and by elements of G with

x � y ¼ yx
X

s

�s
ðy; xÞðsÞ; �s � x ¼ x�xsx�1

�x ¼
X
ab¼s

�ðx; x�1ax; x�1bxÞ�ða; b; xÞ
�ða; x; x�1bxÞ

� x�a � x�b

in terms of a basis {�s} of C(G), the product of G on
the right, and


ðx; yÞðsÞ ¼ �ðx; y; y
�1x�1sxyÞ�ðs; x; yÞ
�ðx; x�1sx; yÞ
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a 2-cocycle on G with values in C(G) (the algebra is
a cocycle semidirect product). There is a quasitrian-
gular structure R=

P
�x � x. This quasi-Hopf

algebra first appeared in discrete topological quan-
tum field theory related to orbifolds in the work of
Dijkgraaf, Pasquier, and Roche.

There are further generalizations in the same spirit
and which are linked to conformal field theories of
more general type; for example, weak (quasi-) Hopf
algebras in which �1 6¼ 1� 1 but is a projector.
These have been related to quantum groupoids.

Finally, we mention some applications of twisting
outside of the original context. First of all, we are not
limited to starting with U(g): starting with any Hopf
algebra or quasi-Hopf algebra H we can similarly twist
it to another one HF with the same algebra as H and
�F,RF,�F given by conjugation as above. The
representation category remains unchanged up to
equivalence, so in some sense the twisted object is
equivalent. Moreover, if we start with a Hopf algebra
H and ask F to be a 2-cocycle in the sense

F12ð�� idÞðFÞðid��ÞðF�1ÞF�1
23 ¼ 1

then HF will remain a Hopf algebra. It has
conjugated antipode (see Majid 1995)

SFðaÞ ¼ UðSaÞU�1; U ¼ �ðid� SÞðFÞ

Many Hopf algebras are twists of more standard
ones, for example, the multiparameter quantum
groups tend to be twists of the standard Uq(g).
Likewise, ‘‘triangular’’ Hopf algebras (where
R21R= 1) tend to be twists of classical group or
enveloping algebras.

A second application of twists is an approach to
quantization. Although it can be applied to H itself, this
is more interesting if we think of H as a background
quantum group and ask to quantize objects covariant
under H. For the sake of discussion, we start with H
an ordinary Hopf algebra. We twist this to HF and
denote by T the equivalence functor from representa-
tions of H to representations of HF. This functor acts
as the identity on all objects and all morphisms, but
comes with nontrivial isomorphisms cV, W : T (V)�
T (W)!T (V �W) for any two objects, compatible
with bracketting (see Majid 1995). Given any algebraic
construction covariant under H, we simply apply the
functor T to all aspects of the construction and obtain
an equivalent HF-covariant construction. As an exam-
ple, if A is an H-covariant algebra, then applying T to
its product we have T (�) : T (A� A)!T (A). Using
cA, A we obtain a map

� : T ðAÞ � T ðAÞ ! T ðAÞ
a � b ¼ �ðF�1 . ða� bÞÞ

in terms of the product in A. Thus, we have a new
algebra AF built on the same vector space as A but
with a modified � product. This is called a
‘‘covariant twist’’ of an algebra and should not be
confused with the Drinfeld twist above. It is due to
the author in the early 1990s. If F is a 2-cocycle,
then AF remains associative. The transmutation
constr uction ment ioned in the sect ion ‘‘Self-dual
quan tum groups’’ or the passage from R 4q to R1, 3

q are
examples in quantum group theory. Other examples
include the standard Moyal product on Rn, also
called noncommutative spacetime [x�, x�] = i��� by
string theorists (see Bicrossproduct Hopf Algebras
and Noncommutative Spacetime).

If we do not demand that F is a cocycle, then the
algebra AF is still associative but in the target
category, which means

ða � bÞ � c ¼ ð�ð�ÞÞ�A;A;Aðða� bÞ � cÞ

Such objects are called ‘‘quasialgebras.’’ It may still
be that �A, A, A happens to be trivial (�F happens to
act trivially) so that AF remains associative. This
turns out frequently to be the case and many
quantizations in physics, including Cq[G] but not
limited to q-examples, can be obtained in this way.
It means that although they are associative there is a
hidden nonassociativity which can surface in other
constructions involving �. The physical application
here is with H = U(g) a classical enveloping algebra,
A functions on a classical manifold on which g acts,
and a cochain F. In general the resulting quasialge-
bra will not be associative but rather a quantization
of a ‘‘quasi-Poisson manifold’’ obeying

fa; fb; cgg þ cylic ¼ 2~nða� b� cÞ

Here ~n is the trivector field for the action of the
lowest order part of �F and the (quasi)Poisson
bivector is the leading-order part of F21F�1. As
mentioned, there are many cases where ~n (and the
action of the rest of �F) happens to be trivial.

Finally, let us give a discrete example using such
quantum group methods. We consider H = C(G)
and F2C(G�G) a cochain. Twisting by this gives
HF = (C(G),�F) a quasi-Hopf algebra where

�Fðx; y; zÞ ¼
Fðy; zÞFððx; yzÞ
Fðxy; zÞFðx; yÞ

We take A = CG the group algebra. The action of
C(G) on it is the diagonal one. The modified algebra
AF therefore has product

x � y ¼ F�1ðx; yÞxy

in terms of the product in G, and will be a
quasialgebra if F is not a cocycle. For example, let
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G = (Z2)3 which we write additively (so elements
are 3-vectors with values in Z2) and take

Fðx; yÞ ¼ ð�1Þ
P

i<j
xiyjþy1x2x3þx1y2x3þx1x2y3

then,

�Fðx; y; zÞ ¼ ð�1Þx�ðy� zÞ

Moreover, AF = O, the octonions (Albuquerque and
Majid 1999). So these are a nonassociative quanti-
zation of the classical discrete space (Z2)3. We see
that they are in fact associative up to sign and with
sign þ1 when the corresponding 3-vectors are
linearly independent.

Noncommutative Geometry

In this article, we have frequently encountered the
view of quantum groups and other noncommutative
algebras as by definition the coordinate algebras on
‘‘noncommutative spaces.’’ However, the ‘‘quantum
groups approach’’ to such noncommutative geome-
try that emerges has a somewhat different flavor
from other approaches, as we discuss now.

In fact, the problem of geometry at such a level
was mentioned already by Dirac in the 1920s and
led to theorems of Gelfand and Naimark in the
1940s and 1950s whereby a noncommutative
C�-algebra should be viewed as a noncommutative
topological space, and of Serre and Swan in the
1960s whereby a finitely generated projective
module should be viewed as a vector bundle.
Algebraic K-theory led to further refinement of this
picture and particularly, in the 1980s, to A Connes’
formulation in terms of cyclic cohomology and
‘‘spectral triples’’ (see Noncommutative Geometry
and the Standard Model; Noncommutative Tori,
Yang–Mills and String Theory; Quantum Hall
Effect; Hopf Algebra Structure of Renormalizable
Quantum Field Theory; Path Integrals in Noncom-
mutative Geometry). The quantum groups approach
is less axiomatic, and consists of at least three
disparate elements.

The first layer of the quantum groups approach is
the theory of q-deformed groups and q-spaces on
which they act, using braided category methods
(such as braided linear spaces). The braided group
additive law leads to partial derivatives and these
define q-exterior algebras etc. This programme
covered during the 1990s most of what is needed
to q-deform physics in flat space at an algebraic
level. Formulas here tend to be complex but
controlled by R-matrices, and the correct R-matrix
formulas can be found systematically by working

with braided algebra as explained in the section
‘‘Braid ed group s and quan tum planes .’’ Fro m a
slightly different side, q-representation theory and
the further theory of q-homogeneous spaces is
intimately tied to a theory of q-special functions
(such as the q-exponential function in the section
‘‘ q-Defor mation enveloping algebras’’) of inte rest in
their own right (see q-Special Functions). The use of
�-algebras in some cases completable to C�-algebras
is a point of contact with other approaches to
noncommutative geometry but problems emerge
when one considers the braiding. As a result, the
natural q-Poincaré (plus dilation) quantum group is
not even a Hopf �-algebra. Briefly, once one starts
to braid the constructions, one may need to
represent them with braided (not usual) Hilbert
spaces and q-analysis.

The second layer of the quantum groups approach
is based on ‘‘differential calculus’’ as a specification
of an exterior algebra of differential forms or
differential graded algebra (DGA). In general this is
a wild problem but, as in classical geometry, the
requirement of a quantum group covariance greatly
narrows the possible calculi, although no longer to
the point of uniqueness. The first examples of
covariant calculi on the quantum group Cq[SU2]
were found by Woronowicz (1989). The bicovariant
one of these was cast in R-matrix form by Jurco
while the first actual classification results on the
moduli of irreducible calculi were obtained by the
author (the bicovariant ones are essentially in
correspondence with irreducible representations V,
with left-invariant differentials forming a braided
group of the form B(V � V�)). Probably the most
interesting feature of this theory is that for all Cq[G]
the bicovariant q-calculus cannot be of classical
dimensions. For example, for Cq[SU2] the smallest
nontrivial calculus is four dimensional. The ‘‘extra
dimension’’ is a biinvariant 1-form � which has the
property that [�, a] = da for all a2Cq[SU2] and
which can be viewed as a spontaneously generated
time (see Bicrossproduct Hopf Algebras and Non-
commutative Spacetime). Quantum group methods
also provide DGAs on finite groups, this time
classified in the bicovariant case by nontrivial
conjugacy classes. These therefore provide Lie
structures on finite groups. One can go much further
and define quantum principal bundles (with quan-
tum groups as fiber) over general noncommutative
algebras (Brzezinski and Majid 1993), associated
bundles, frame bundles, and Riemannian geometry
of the algebra (see Quantum Group Differentials,
Bundles and Gauge Theory).

Again q-deformation provides key examples but
the theory may then be applied to other situations.
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For example, the permutation group S3 has a natural
connected calculus with dimensions 1 : 3 : 4 : 3 : 1
(in other words the space has six points but each
point has the local structure of a 4-manifold in some
sense). It turns out to have a unique Levi-Civita type
connection r for its invariant metric, with constant
curvature. The use of DGAs here is in common with
other approaches (e.g., Connes 1994) and indeed
bundles associated to quantum group principal
bundles and suitable connections can be shown to
be projective modules. The approaches diverge at
the level of spectral triples, however, and the
examples of ‘‘Dirac operators’’ that emerge from
quantum group methods do not usually obey the
required axioms.

A third established layer of the quantum groups
approach is to trade some of the noncommutativity
for nonassociativity, as in the dual version of
Drinfeld’s construction, that is, Cq[G] in terms of
classical C[G] as a (co)quasi-Hopf algebra. The
general approach here is a quantization functor T
which provides all constructions but which will
typically bring out the underlying nonassociative
geometry even when the noncommutative covariant
algebras of interest is associative. For example,
applying the functor to the classical exterior algebra
�(G) gives a bicovariant �(Cq[G]) of classical
dimensions but with nonassociative products (it is
a supercoquasi-Hopf algebra). As before, one may
then apply these quantum group methods to other
algebras not related to q-deformation.

Beyond these are many recent developments, some
of which are covered in other articles. Probably one
of the most interesting frontiers, at the time of
writing, is the exploration of links of both quantum
groups and noncommutative geometry to number
theory.

See also: Affine Quantum Groups; Axiomatic Approach
to Topological Quantum Field Theory; Bicrossproduct
Hopf Algebras and Noncommutative Spacetime; Braided
and Modular Tensor Categories; Classical r-Matrices, Lie
Bialgebras, and Poisson Lie Groups; Duality in
Topological Quantum Field Theory; Eight Vertex and
Hard Hexagon Models; Hopf Algebra Structure of
Renormalizable Quantum Field Theory; The Jones
Polynomial; Noncommutative Geometry and the
Standard Model; Noncommutative Tori, Yang–Mills and
String Theory; Path Integrals in Noncommutative

Geometry; q-Special Functions; Quantum Group
Differentials, Bundles and Gauge Theory; Quantum Hall
Effect; Symmetries in Quantum Field Theory of Lower
Spacetime Dimensions; Topological Quantum Field
Theory: Overview; von Neumann Algebras: Subfactor
Theory; Yang–Baxter Equations.
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From Classical Mechanics
to Quantum Mechanics

The initial goal of semiclassical mechanics was to
explore the correspondence principle, due to N Bohr
in 1923, which states that one should recover the
classical mechanics from the quantum mechanics as
the Planck constant h tends to zero. So we start with
a very brief presentation of these two theories.

Classical Mechanics

We start (with the Hamiltonian formalism) from a C1

function p on R2n : (x, �) 7! p(x, �), which describes the
motion of the system under consideration and is called
the Hamiltonian. The variable x corresponds, in the
simplest case, to the position and � to the momentum of
one particle. The evolution is then described, starting
at time 0 of a given point (y, �), by the so-called
Hamiltonian equations

dxj

dt
¼ ð@p=@�jÞðxðtÞ; �ðtÞÞ; for j ¼ 1; . . . ; n

d�j

dt
¼ �ð@p=@xjÞðxðtÞ; �ðtÞÞ; for j ¼ 1; . . . ; n

½1�

The classical trajectories are then defined as the
integral curves of a vector field defined on R2n called
the Hamiltonian vector field associated with p
and defined by Hp = (@p=@�, �@p=@x). All these
definitions are more generally relevant in the
framework of symplectic geometry on a symplectic
manifold M (but we choose, for simplicity, to explain
the theory on R2n), which can be seen as the cotangent
vector bundle T�Rn, and is the ‘‘local’’ model of the
general situation. This space is equipped naturally
with a symplectic structure defined by giving at each
point a nondegenerate 2-form, which is here
� :=

P
j d�j ^ dxj. This 2-form permits us to associate

canonically to a 1-form on T�Rn
x a vector field on

T�Rn
x. In this correspondence, if p is a function on

T�Rn
x, Hp is associated with the differential dp.

In this article, we consider the example of the
Hamiltonian p(x, �) = �2 þ V(x), also called the
Schrödinger Hamiltonian, as the guiding example.
More specifically, the case of the harmonic oscilla-
tor, where V is given by V(x) =

Pn
j = 1 �jx

2
j (with

�j > 0), is the most significant, which is the natural
approximation of a potential near its minimum,
when nondegenerate.

In the framework of the classical mechanics, the
main questions could be:

� Are the trajectories bounded?
� Are there periodic trajectories?
� Is one trajectory dense in its energy surface?
� Is the energy surface compact?

The solution of these questions could be very difficult.
Let us just mention the trivial fact that, if p�1(�) is
compact for some �, then, by the conservation of
energy law

pðxðtÞ; yðtÞÞ ¼ pðy; �Þ ½2�

the whole trajectory starting of one point (y, �)
remains in the bounded set {p�1(p(y, �))} in R2n. This
is in particular the case for the harmonic oscillator.

Quantum Mechanics

The quantum theory was born dynamics-wise around
1920. It is structurally related to the classical
mechanics in a way that we shall describe very briefly.
In quantum mechanics, our basic object will be a
(possibly nonbounded) self-adjoint operator defined
on a dense subspace of a Hilbert space H. In order to
simplify the presentation, we shall always take
H= L2(Rn).

This operator can be associated with p by using
the techniques of quantization. We choose here to
present a procedure, called the Weyl quantization
procedure (which was already known in 1928),
which under suitable assumptions on p and its
derivatives, will be defined for u 2 S(Rn) by

pwðx; hDx; hÞuðxÞ

¼ ð2�hÞ�n
Z Z

exp
i

h
ðx� yÞ � �

��

� p

�
xþ y

2
; �; h

�
uðyÞ dy d� ½3�

The operator pw(x, hDx, h) is called an h-pseudodiffer-
ential operator of Weyl symbol p. One can also write
Opw

h (p) in order to emphasize that it is the operator
associated to p by the Weyl quantization. Here h is a
parameter which plays the role of the Planck constant.

Of course, one has to give a sense to these integrals
and this is the object of the theory of the oscillatory
integrals. If p = 1, we observe that, by Plancherel’s
formula,

uðxÞ ¼ ð2�hÞ�n
Z Z

exp

�
i

h
ðx� yÞ � �

�
� uðyÞ dy d� ½4�
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the associated operator is nothing but the identity
operator. A way to rewrite any h-differential operatorP
j�j�m a�(x)(hDx)� as an h-pseudodifferential opera-

tor is to apply it on both sides to [4]. In particular, we
observe that if the symbol is p(x, �) = �2 þ V(x), then
the operator associated with p by the h-Weyl
quantization is the Schrödinger operator �h2�þ V.
Other interesting examples appear naturally in solid
state physics. Let us, for example, mention the Harper
operator H (or almost-Mathieu; see Helffer and
Sjöstrand (1989) and references therein), whose
symbol is the map (x, �) 7! cos � þ cos x, and which
can also be defined, for u 2 L2(R), by

ðHuÞðxÞ ¼ 1
2 ðuðxþ hÞ þ uðx� hÞÞ þ cos x uðxÞ

We shall later recall how to relate the properties
of p and those of the associated operator. More
precisely, we shall describe under which conditions
on p the operator pw(x, hDx; h) is semibounded,
symmetric, essentially self-adjoint, compact, with
compact resolvent, trace class, Hilbert–Schmidt
(see Robert (1987) for an extensive presentation).
But before looking at a more general situation, let
us consider the case of the Schrödinger operator
Sh =�h2�þ V(x). If V is (say, continuous)
bounded from below, Sh, which is a priori defined
on S(Rn) as a differential operator, admits a unique
self-adjoint extension on L2(Rn). We are first
interested in the nature of the spectrum. If
VðxÞ! þ1 as jxj!1, one can show that Sh,
more precisely its self-adjoint realization, has
compact resolvent and its spectrum consists of a
sequence of eigenvalues tending to 1. We are next
interested in the asymptotic behavior of these
eigenvalues.

In the case of the harmonic operator, corresponding
to the potential

VðxÞ ¼
Xn

j¼1

�jx
2
j ðwith �j > 0Þ

the criterion of compact resolvent is satisfied and the
spectrum is described as the set of

��ðhÞ ¼
Xn

j¼1

ffiffiffiffiffi
�j
p ð2�j þ 1Þh

for � 2 Nn.
In this case we also have a complete description

of the normalized associated eigenfunctions which
are constructed recursively starting from the first
eigenfunction corresponding to �0(h) =

P
j
ffiffiffiffiffi
�j
p

h:

	0ðx; hÞ ¼
Yn

j¼1

ffiffiffiffiffi
�j
p

�h

� �1=4
 !

� exp � 1

2h

X
j

ffiffiffiffiffi
�j
p

x2
j

 !
½5�

The eigenfunction 	0 is strictly positive and decays

exponentially. Moreover (and here we enter in the

semiclassical world), the local decay in a fixed closed

set avoiding {0} (which is measured by its L2-norm) is

exponentially small as h!0. In particular, this says

that the eigenfunction lives asymptotically in the set

{V(x) � �(h)}. This last set can also be understood as

the projection by the map (x, �) 7! x of the energy

surface, which is classically attached to the eigenvalue

�(h), that is, {(x, �) 2 R2n jp(x, �) = �(h)}. This is a

typical semiclassical statement, which will be true in

full generality.

From Quantum Mechanics to Classical
Mechanics: Semiclassical Mechanics

Before describing the mathematical tools involved in
the exploration of the correspondence principle, let
us describe a few results which are typical in the
semiclassical context. They concern Weyl’s asymp-
totics and the localization of the eigenfunctions.

Weyl’s asymptotics We start with the case of the
Schrödinger operator Sh, but we emphasize that the
h-pseudodifferential techniques are not limited to
this situation.

We assume that V is a C1-function on Rn which
is semibounded and satisfies

inf V < lim
jxj!1

VðxÞ

The Weyl theorem (which is a basic theorem in
spectral theory) implies that the essential spectrum is
contained in

lim
jxj!1

VðxÞ;þ1
" #

It is also clear that the spectrum is contained in
[inf V, þ1]. In the interval

I = inf V; lim
jxj!1

VðxÞ
" #

the spectrum is discrete, that is, it has only isolated
eigenvalues with finite multiplicity. For any E in I, it is
consequently interesting to look at the counting func-
tion Nh(E) of the eigenvalues contained in [inf V, E],

NhðEÞ¼ ]f�jðhÞ;�jðhÞ � Eg ½6�

The main semiclassical result is then

Theorem 1 With the previous assumptions, we have:

lim
h!0

hnNhðEÞ ¼ ð2�Þ�n
Z

VðxÞ�E

ðE� VðxÞÞn=2 dx
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The main term in the expansion of Nh(E), which
will be denoted by

WhðEÞ :¼ ð2�hÞ�n
Z

VðxÞ�E

ðE� VðxÞÞn=2 dx

is called the Weyl term. It has an analog for the
analysis of the counting function for Laplacians on
compact manifolds (see Quantum Ergodicity and
Mixing of Eigenfunctions and references therein), but
let us emphasize that here E is fixed and that one
looks at the asymptotics as h! 0. In the other case, h
is fixed and one looks at the asymptotics as E!þ1
(note that on a compact manifold and for the
Laplacian, the formula Nh(E) = N1(E=h2) permits
switching between these cases).

Although this formula is rather old (first as a
folk theorem), many efforts have been made by
mathematicians for analyzing the remainder (see
Robert (1987), Ivrii (1998) and references therein)
Nh(E)�Wh(E), whose behavior is again related to
classical analysis. When E is not a critical value of
V, hnþ1(Nh(E)�Wh(E)) can be shown to be
bounded but it appears to be o(1) if the measure
of the periodic points for the flow is 0 (see Ivrii
(1998)).

Beyond the analysis of the counting function,
one is also interested (e.g., in questions concerning
the ground-state energy of an atom with a large
number of particles, N, satisfying the Pauli exclu-
sion principle (see Stability of Matter)) in other
quantities like the Riesz means, which are defined,
for a given s 	 0, by

Ns
hðEÞ ¼

X
j

ðE� �jÞsþ

The case s = 0 corresponds to the counting function.
It is then natural to ask for the asymptotic behavior
as h! 0 of these functions.

We have, for example, the following result
(Helffer–Robert, Ivrii–Sigal, and Ivrii; see Robert
(1987) and Ivrii (1998)), which is written here in a
more Hamiltonian version, when E is not a critical
value of V,

Ns
hðEÞ¼ ð2�hÞ�n

Z
pEðx;�Þ�0

ð�pEðx; �ÞÞs dx � d�
 !

þOðhinfð1þs;2ÞÞ

with pE(x, �) = �2 þ V(x)� E.

Uncertainty principle and Weyl term The Weyl
term can be heuristically understood in the follow-
ing way. According to the uncertainty principle, a
‘‘quantum’’ particle should occupy at least a volume

of order hn in the phase space with the measure
dx d� (proportional to (

Pn
j = 1 d�j ^ dxj)

n). This
guess is a consequence of the inequality

h

2
kuk2 �

 Z
R

ðx� x0Þ2juj2 dx

!1=2

�
Z

R

h

i

d

dx
� �0

� �
u

����
����2 dx

 !1=2

; 8u 2 SðRÞ

expressing the noncommutation of the operators
((h=i)d/dx� �0) and (multiplication by) (x� x0).
When kuk= 1 and x0 (mean position) and �0 (mean
momentum) are defined by x0 :=

R
R xjuj2 dx and

�0 := (h=i)
R

R u0(x) � �u(x) dx, this inequality expresses
the impossibility for a quantum particle to have a
simultaneous small localization in position and
momentum.

Consequently, the maximal number of ‘‘quantum’’
particles which can live in the region {pE(x, �) � 0} is
approximately (up to some universal multiplicative
constant) the volume of this region divided by (2�h)n.

Lieb–Thirring inequalities and Scott’s conjecture In
the case of regular potentials, we have seen that the
quantity hnNs

h(E) was asymptotically equal as h! 0
to Lcl

s, n(
R

V(x)�E (E� V(x))sþn=2 dx). For other ques-
tions occurring in atomic physics (see Stability of
Matter), one is more interested in the existence of
universal constants Ms, n such that

hnNs
hðEÞ �Ms;n

Z
VðxÞ�E

ðE� VðxÞÞsþn=2 dx

 !

for any V and any h.
The best Ms, n (which exists if sþ n=2 > 0) is

denoted by Ls, n (for s = 0; this is called the
Cwickel–Lieb–Rozenblium inequality). The semi-
classical result gives the inequality Ls, n 	 Lcl

s, n.
A still open question is the so-called Lieb–Thirring

conjecture: do we have L1, 3 = Lcl
1, 3? This is related to

the question of the stability of the matter (see Stability
of Matter). The last results in this direction have been
obtained quite recently by A Laptev and T Weidl,
who show, for example, the equality for s 	 3=2.

The control, when s = 1, of a second term (for more
singular potentials) for Ns

h(E) was the object of the
Scott conjecture, which was solved recently in many
important cases by Hughes, Siedentop–Weikard,
Ivrii–Sigal, and Feffermann–Secco (see Ivrii (1998),
Stability of Matter, and references therein).

Localization of the eigenfunctions The localization
property was already observed on the specific case of
the harmonic oscillator. But this was a consequence
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of an explicit description of the eigenfunctions. This
is quite important to have a good description of the
decay of the eigenfunctions (as h ! 0) outside the
classically permitted region without having to know
an explicit formula. Various approaches can be used.

The first one fits very well in the case of the
Schrödinger operator (more generally to h-pseudodiffer-
ential operators with symbols admitting holomorphic
extensions in the � variable) and gives exponential
decay. This is based on the so-called Agmon estimates
(developed in the semiclassical context by Helffer–
Sjöstrand and Simon). We shall not say more about
this approach, which is the starting point of the analysis
of the tunneling (see Helffer (1988), Dimassi and
Sjöstrand (1999), and Martinez (2002)).

The second one is an elementary application
of the h-pseudodifferential formalism which will
be described later and leads, for example, to the
following statement. Let E in I and let (�(hj),
	(hj)(x)) be a sequence of spectral pairs in I �
L2(Rn), where hj! 0 as j!þ1,�(hj)!E, and
x 7!	(hj)(x) is an L2-normalized eigenfunction
associated with �(hj). Let � be a relatively compact
set in Rn such that

V�1ð��1;E�Þ \ �� ¼ ;

Then, there exists, for all integer N, a constant CN, �

such that

k	ðhjÞkL2ð�Þ � CN;� � h N
j

A third one uses the notion of frequency set and
will be discussed later (see also the book of Martinez
(2002) for what can be done with the Fourier–Bros–
Iagolnitzer transform as developed by J Sjöstrand).

Brief Introduction to the
h-Pseudodifferential Calculus

For fixed h, the pseudodifferential calculus has a long
story starting in its modern form in the 1960s. A
rather achieved version of the calculus is presented in
Hörmander (1984). We will emphasize here on the
semiclassical aspect of the calculus, that is, on the
dependence of the calculus on the parameter h > 0.

h-Pseudodifferential Calculus

Basic calculus: the class S0 We shall mainly discuss
the most simple one called the S0 calculus. Let us
first say that the S0 calculus is sufficient once we
have suitably (micro)-localized the problem (e.g., by
the functional calculus). Note that it is also
sufficient for the local analysis of many problems
occurring on compact manifolds.

This class of symbols p is simply defined by the
conditions:

j@�x @


� pðx; �Þj � C�;
 ½7�

for all (�,
) 2 Nn �Nn. The symbols can possibly
be h-dependent. With this symbol, one can associate
an h-pseudodifferential operator by [3]. This opera-
tor is a continuous operator on S(Rn) but can also
be defined by duality on S0(Rn).

The first basic analytical result is the Calderon–
Vaillancourt theorem (see Hörmander (1984)) estab-
lishing the L2-continuity. We also mention that if p
is in L2(R2n), the associated operator is Hilbert–
Schmidt. One can also give conditions on p implying
the trace-class property (replace the uniform control
in [7] by a control in L1).

The second important property is the existence of
a calculus. If a is in S0 and b is in S0 then the
composition aw(x, hDx) 
 bw(x, hDx) of the two
operators is a pseudodifferential operator associated
with an h-dependent symbol c in S0:

awðx; hDxÞ 
 bwðx; hDxÞ ¼ cwðx; hDx; hÞ

We see here that we immediately meet symbols
admitting expansions in powers of h, which we shall
call regular symbols, in the sense that they admit
expansions of the type

aðx; �; hÞ �
X

j

ajðx; �Þh j

bðx; �; hÞ �
X

j

bjðx; �Þh j

In this case the Weyl symbol c of the composition
has a similar expansion:

cðx; �; hÞ � exp
ih

2
ðDx �D� �Dy �D�Þ

� ��
� ðaðx; �; hÞ � bðy; �; hÞÞ

�
x¼y; �¼�

The symbol a0 is called the principal symbol. At the
level of principal symbols, the rule is simply that
the principal symbol of aw
 bw is the product of
the principal symbols of aw and bw: c0 = a0 � b0.
Another important property is the following corre-
spondence between commutator of two operators
and Poisson brackets. The principal symbol of the
commutator (1=h)(aw 
 bw � bw 
 aw) is (1=i){a0, b0},
where {f , g} is the Poisson bracket of f and g:

ff ; ggðx; �Þ ¼ Hf g

¼
X

j

@�j
f � @xj

g� @xj
f � @�j

g
� 	
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About global classes The class S0 is far from being
sufficient for analyzing the global spectral problem
and we refer the reader to Hörmander (1984) or
Robert (1987) for an extensive presentation of the
theory and for the discussion of other quantizations.
Our initial operators (think of the harmonic oscilla-
tor) do not belong to these classes of pseudodiffer-
ential operators. We are consequently obliged to
construct more general classes including these
examples in order to realize this localization. Once
such a class is introduced, one of the main points to
consider is the existence of a quasi-inverse (or
parametrix) for a suitably defined elliptic operator
of positive order. Following Beals–Feffermann
(see also the most general Hörmander calculus
in Hörmander (1984) and references therein), we
introduce a scale function (possibly h-dependent;
typically, m(x, �; h) = h�m0(x, �)) (x, �) 7!m(x, �; h)
and C1 strictly positive weight functions 	 and
� such that 	 � � 	 1. All these functions are
strictly positive and should satisfy additional
conditions on their variation and growth. The
class of symbols Sreg(m,	, �) is defined by

jD�
xD


� pðx; �; hÞj � C�;
 mðx; �; hÞ	ðx; �Þ�j�j�ðx; �Þ�j
j

These apparently complicated estimates permit
actually the control of the variation of the symbol
in reference balls defined by

	�2ðx0; �0Þjx� x0j2 þ ��2ðx0; �0Þj� � �0j2 � c

Elliptic theory As noted above, the main point is to
have a large class of invertible operators, such that
the inverses are also in the class. This is what we call
an elliptic theory and the typical statement is:

Theorem 2 Let P be an h-pseudodifferential operator
associated with a symbol p in Sreg(m,	, �). We assume
that it is elliptic in the sense that 1/p belongs to
Sreg(1=m,	, �). Then there exists an h-pseudodifferen-
tial operator Q with symbol in Sreg(1=m,	, �), such that

QP ¼ I þ R; PQ ¼ I þ S

The remainders R and S are pseudodifferential
operators with symbols in

\
N

S
h

� � 	

� �N

; 	;�

 !

These remainders are called ‘‘regularizing.’’ Note
that this notion depends strongly on the choice of the
class of pseudodifferential operators! When 	= � = 1,
we are just inverting modulo a remainder whose norm

in L(L2) is O(h1) (or simply O(h) at the first step).

With other weights like 	= � =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jxj2 þ j�j2

q
, we

invert P modulo a remainder, which has, in addition, a
distribution kernel in the Schwartz space S(Rn � Rn).
The invertibility modulo a compact operator (which
implies the Fredholm property) is a consequence of the
assumption

lim
jxjþj�j!þ1

	ðx; �Þ�ðx; �Þ ¼ þ1

The proof is rather easy, once the formalism of
composition and the notion of principal symbol have
been understood. One can indeed start from the
operator Q0 of symbol 1=p and observe that Q0P = I þ
R1 holds, with R1 in Opw(S((h=��	),	, �)). The
operator (I þ R1)�1Q0 � (

P
j	0 (�1)jRj

1)Q0 gives
essentially the solution.

Essential Self-Adjointness and Semiboundedness

We now sketch two applications of this calculus in
spectral theory. We shall usually consider in our
applications an h-pseudodifferential operator P,
whose Weyl symbol p is regular, that is, admitting
an asymptotic expansion:

ðH0Þ pðx; �; hÞ �
X
j	0

hjpjðx; �Þ

(We refer to Robert (1987), Hörmander (1984), and
Dimassi and Sjöstrand (1999) for a more precise
formulation). Moreover, we assume that

ðH1Þ ðx; �Þ 7! pðx; �; hÞ 2 R

This implies, as can be immediately seen from [3],
that pw is symmetric (= formally self-adjoint):

hpwu; viL2 ¼ hu; pwviL2 ; 8u; v 2 SðRnÞ

The third assumption is that the principal symbol is
bounded from below (and there is no restriction to
assume that it is positive)

ðH2Þ p0ðx; �Þ 	 0

This assumption implies that the operator itself is
bounded from below. This result belongs to the
family of the so-called Garding inequalities. More
precisely, the assumption (there are other quantiza-
tions, e.g., the anti-Wick quantization, for which
this result becomes trivial, the difference between
the two quantizations being O(h)) will basically
give, if m 	 1, the existence of a constant C such
that, for any u 2 S(Rn),

hPu; uiL2�L2 	 �C hjjujj2

h-Pseudodifferential Operators and Applications 705



Everything is proved if m(x, �) = (p0 þ 1) is a scale
function, if pj and their derivatives are controlled by
(p0 þ 1):

ðH3Þ j@�x @


� pjðx;�Þj �C�;
;jðp0þ1Þ	ðx;�Þ�j�j�j

��ðx;�Þ�j�j
j

for all (�,
)2Nn�Nn, and if there is a suitable
control of the family (N 2N) of symbols

	�

ðp0 þ 1Þh

� �ðNþ1Þ�
p�

XN
j¼0

pjh
j

�

Under these assumptions, the main result is that P
is, for h small enough, essentially self-adjoint. This
means that the operator which was initially defined
on S(Rn) by the pseudodifferential operator with
symbol p admits a unique self-adjoint extension.

The Functional Calculus

It is well known by the spectral theorem for a self-
adjoint operator P that a functional calculus exists
for Borel functions. What is important here is to find
a class of functions (actually essentially C10 ) such
that f (P) is a pseudodifferential operator in the same
class as P with simple rules of computation for the
principal symbol.

We are starting from the general formula (see
Dimassi and Sjöstrand (1999))

f ðPÞ ¼ ���1 lim
�!0þ

Z Z
jIm zj	�

@~f

@�z
ðx; yÞðz� PÞ�1 dx dy

which is true for any self-adjoint operator and any f
in C10 (R). Here the function (x, y) 7!~f (x, y) (note
that z = xþ iy) is a compactly supported, almost
analytic extension of f to C. This means that ~f = f
on R and that for any N 2 N there exists a constant
CN such that

���� @~f

@�z
ðzÞ � CN

����Im z

����
����N

The main result due to Helffer–Robert (see also
Dimassi and Sjöstrand (1999) and references
therein) is that, for P an h-regular pseudodifferential
operator satisfying (H0)–(H3) and f in C10 (R), the
operator f (P) is an h-pseudodifferential operator,
whose Weyl symbol pf (x, �; h) admits a formal
expansion in powers of h:

pf ðx; �; hÞ �
X
j	0

hjpf ;jðx; �Þ

with

pf ;0 ¼ f ðp0Þ

pf ;1 ¼ p1 � f 0ðp0Þ

pf ;j ¼
X2j�1

k¼1

ð�1Þkðk!Þ�1dj;kf ðkÞðp0Þ; 8j 	 2

where the dj, k are universal polynomial functions of
the symbols @�x @



� p‘, with j�j þ j
j þ ‘ � j.

The main point in the proof is that we can construct,
for Im z 6¼ 0, a parametrix (= approximate inverse) for
(P� z) with a nice control as Im z! 0. The constants
controlling the estimates on the symbols are exploding
as Im z! 0 but the choice of the almost analytic
extension of f absorbs any negative power of jIm zj.

As a consequence, we get that if, for some interval
I and some �0 > 0,

ðH4Þ p�1
0 ðI þ ½��0; �0�Þ is compact

then the spectrum is, for h small enough, discrete in I.
In particular, we get that, if p0(x, �)!þ1 as
jxj þ j�j! þ1, then the spectrum of Ph is discrete
(Ph has compact resolvent). Under the assumption
(H4), we get more precisely the following theorem.

Theorem 3 Let P be an h-regular pseudodifferen-
tial operator satisfying (H0)–(H4), with I = [E1, E2],
then, for any g in C10 ([E1, E2]), we have the
following expansion in powers of h:

tr½gðPðhÞÞ� � h�n
X
j	0

hjTjðgÞ; as h! 0

where g 7!Tj(g) are distributions in D0(]E1, E2[).
In particular, we have

T0ðgÞ ¼ ð2�Þ�n
Z Z

gðp0ðx; �ÞÞ dx d�

T1ðgÞ ¼ ð2�Þ�n
Z Z

g0ðp0ðx; �ÞÞp1ðx; �Þ dx d�

This theorem is just obtained by integration of the
preceding one, because in these cases the trace of a
trace-class pseudo-differential operator Opw(a) is
given by the integral of the symbol a over
R2n = Rn

x � Rn
� . According to [3], the distribution

kernel is given by the oscillatory integral:

Kðx; y; hÞ ¼ ð2�hÞ�n
Z

Rn
exp

i

h
ðx� yÞ � �

� �

� a
xþ y

2
; �; h


 �
d� ½8�
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and the trace of Opw(a) is the integral over Rn of the
restriction to the diagonal of the distribution kernel:

Kðx; xÞ ¼ ð2�hÞ�n
Z

Rn
aðx; �; hÞ d�

Of course, one could think of using the theorem
with g, the characteristic function of an interval, in
order to get, for example, the behavior of the counting
function attached to this interval. This is of course not
directly possible and this will be obtained only through
Tauberian theorems (Hörmander (1968), (1984), Ivrii
(1998)) and at the price of additional errors.

Let us, however, remark that, if the function g is not
regular, then the length of the expansion depends on
the regularity of g. So it will not be surprising that, by
looking at the Riesz means, we shall get a better
expansion when s is large.

Anyway, one basic interest of functional calculus is
to permit a localization in the energy of the operator.
For a general h-pseudodifferential operator, it could be
difficult to approximate an operator like exp(�itP=h)
by suitable Fourier integral operators but approximate
exp(�itP=h)f (P) for suitable compactly supported f
could be easier.

Another interest is that for suitable f (possibly
h-dependent) the operator f (P) could have better
properties than the initial operator. This idea will, for
example, be applied for the theorem concerning
clustering. It appears, in particular, very powerful in
dimension 1, where we can in some interval of energy
find a function t 7! f (t; h) admitting an expansion in
powers of h such that f (P; h) has the spectrum of the
harmonic oscillator. This is a way to get the Bohr–
Sommerfeld conditions (see Helffer–Robert (1987),
together with Maslov (1972), Leray (1981), or the
thesis of A Voros in 1977), which reads:

f ð�nðhÞ; hÞ � ð2nþ 1Þh modulo Oðh1Þ

h-Fourier Integral Operators
and Evolution Operators

Classical Mechanics

Let us come back to the Hamilton equations [1].
The local existence of solutions is well known. If, in
addition, we assume (H4), the energy conservation
law implies global existence for these solutions, if
the initial data (y, �) belong to p�1(I).

We recall that (y, �) 7!	t(y, �) = (x(t, y, �), �(t, y, �))
defines for any t a canonical transformation, that is, a
diffeomorphism respecting the symplectic 2-form:

� ¼
X

j

d�j ^ dxj

We shall denote by �t the graph of 	t which is a
Lagrangian submanifold (which means that at each
point m of the manifold the restriction of the
symplectic two-form to Tm�t is 0) for the 2-form
on R2n � R2n :

P
j d�j ^ dyj �

P
j d�j ^ dxj.

When the projection (y, �, x, �) 7! (�, x) gives a
local system of coordinates for �t (and this will
always be the case for (�, x) in a compact set and t
small enough), one easily finds, using the Lagran-
gian character of �t, a function (�, x) 7! St(x, �) such
that

�t ¼ fy; �; x; � j y ¼ @�St; � ¼ @xStg

This function is only defined modulo an arbitrary
function of t. In order to get a more natural
choice, we consider the Lagrangian submanifold
in R2n �R2n �R2 defined as

�¼ fy; �;x; �; t; 
 jðx; �Þ ¼ 	tðy; �Þ; 
 ¼�p0ðx; �Þg ½9�

The parametrization of �, by its projection
(y,�,x, �, t, 
) 7! (�,x, t), will now give a natural
function (�,x, t) 7!S(t,x,�)=St(x,�) describing � by

� ¼ fy; �; x; �; t; 
 j� ¼ @xS; y ¼ @�S; 
 ¼ @tSg ½10�

We observe that we can choose

Sð0; x; �Þ ¼ x � � ½11�

and that S is automatically a solution of the Hamilton–
Jacobi equation

ð@tSÞðt; x; �Þ þ p0ðx; @xSðt; x; �ÞÞ ¼ 0 ½12�

also called the eiconal equation.
We also observe the following property (by

comparison of [9] and [10]):

	tð@�Sðt; x; �Þ; �Þ ¼ ðx; @xSðt; x; �ÞÞ

We have actually an explicit expression of S(t, x, �) in
term of the inverse y(t, x, �) of the map y 7! x(t, y, �):

Sðt;x;�Þ ¼ yðt;x;�Þ ��

þ
Z t

0

hX
i

�iðs;y;�Þ � ð@�i pÞðxðs;y;�Þ; �ðs;y;�ÞÞ

�pðy; �Þ
i

ds=y¼yðt;x;�Þ

For the harmonic oscillator, easy computations give

pðx; �Þ ¼ 1
2 ð�2 þ x2Þ; Hp ¼ ð�;�xÞ

	tðy; �Þ ¼ ðy cos t þ � sin t;�y sin t þ � cos tÞ

and

Sðt;x; �Þ ¼ �1
2ðx

2 þ �2Þ � ðtan tÞ þ x � �
cos t
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Fourier Integral Operators

We have already given in [8] the distribution kernel
of an h-pseudodifferential operator. It appears useful
to generalize this point of view by considering more
generally objects defined similarly as

Kðx;y;hÞ¼ ð2�hÞ�r
Z

RN
exp

i

h
	ðx;y;�Þ

� �
aðx;y;�;hÞd�

There are a lot of examples entering in this frame-
work. The representation of the metaplectic group in
L2(Rn) appears to be in this class, with the specificity
that the phase is quadratic (Guillemin and Sternberg
(1977)). A quite elementary case corresponds to the
case when N=0 and 	(x,y)=x �y. No � variable is
present and so no integration appears with respect to
�. When a=1, this defines essentially the Fourier
transform. Under suitable conditions on 	 and a, one
can show that the associated operators are contin-
uous on S(Rn) (this is, of course, the case for the
Fourier transform). This was done by Asada and
Fujiwara, who transpose the theory developed by
Hörmander (1971) in this context, and we should
also mention the older (but more formal) work by
Maslov (1972) (see also Leray (1981)). We actually
do not need it in the semiclassical context because
the case when the amplitude is with compact support
is sufficient.

The basic object is first to look, thinking of
the stationary-phase theorem, which gives the
main contribution as h! 0 in this ‘‘formal integral’’
(see Stationary Phase Approximation), at the critical
set C	:

C	 ¼ fðx; y; �Þ 2 Rn � Rn � RNjð@�	Þðx; y; �Þ ¼ 0g

In the case of a pseudodifferential operator, we find
that it is included in {x = y}. Then we associate the
canonical object, which is a Lagrangian submanifold
called �	 and defined as

�	 ¼fðx; �; y; �Þj9� s:t: � ¼ rx	ðx; y; �Þ;

� ¼�ry	ðx; y; �Þ;r�	ðx; y; �Þ ¼ 0g

The assumptions on 	 (which are omitted here) are
given in order to get that �	 is a regular manifold at
least on the support of a. The associated operators
are called Fourier integral operators (FIOs).
L. Hörmander (1971, 1984) has developed a general
and more intrinsic machinery but with a homo-
geneity condition on the phase which is irrelevant in
the semiclassical context. This theory permits also
the reduction to normal forms for Hamiltonians in
continuation of what can be done in classical
mechanics.

Quantum Evolution

We just sketch how one approximates the operator
exp (�itP=h) by an FIO. The formal construction is
probably rather old (Maslov 1972, Fedoryuk and
Maslov 1981) but the rigorous approach with
estimates of the remainders was first considered by
J Chazarain with rather strong assumptions. It has
been later realized that we need only a local
approximation of this operator and everything
becomes easier.

The first approach followed by Helffer–Robert (see
Robert (1987)) is to localize in energy, within the
functional calculus associated to the operator P. If I is
an interval and � is with compact support in I, it
appears to be easier to approximate exp (�itP=h)�(P)
when P satisfies (H4) in a neighborhood of I.

We do not need any more assumptions at 1 and
the composition by �(P) localizes the construction.

Although this construction is simple because we
remain within a functional calculus which involves
only functions of P, it is not always sufficient to
localize in energy. We have then to localize through
more general h-pseudodifferential operators and
consider exp (�itP=h)aw(x, hDx), where a is a sym-
bol with compact support. We shall quickly develop
the first approach. The result is that one can
approximate U�(t) :=�(P) exp (�itP=h) by a Fourier
integral operator of the form

K�ðt; x;y;hÞ¼ ð2�hÞ�n

Z osc

exp � i

h
ðSðt;x;�Þ�y ��Þ

� �
�d�ðt; x;�; hÞd�

with d��
P

j d�, jh
j, in order to have

�ðPÞ exp � itP

h

� �
� K�ðtÞ

����
����
LðL2Þ
¼ Oðh1Þ

Writing that U�(t) is a solution of (hDt þ P)U� = 0,
(U�)(0) =�(P), and expanding in powers of h, one
gets a sequence of equations permitting to determine
recursively the symbols. The first one was analyzed
in [12] and reads, in the case when P =�h2�þ V:

ð@tSÞðt; x; �Þ þ jrxSðt; x; �Þj2 þ VðxÞ ¼ 0

with the initial condition S(0, x, �) = x � �.
This has been solved for t small enough. The other

equations are called transport equations. The first
one is, for a(t, x, �) = d�, 0(t, x, �),

@taþ ð@�p0Þðx; @xSðt; x; �ÞÞ � @xaþ ca ¼ f

with initial condition a(0, x, �) =�(p0(x, �)).
This type of equation is easily solved by integra-

tion along the integral curves of the vector field
@t þ (@�p0)(x, @xS(t, x, �)) � @x.
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Applications

The Frequency Set

One has already met the question of localization of
the eigenfunctions. It appears important to give this
localization, not only in position (in domain of R�)
but directly in the phase space. This can be
described by the notion of frequency set attached
to a bounded family uh of functions in L2(R�) (or
more generally of distributions in S0(R�)). Here h
belongs to an interval (0, h0] or more generally to a
subset of Rþ having 0 as accumulation point.

Definition 4 We shall say that (x0, �0) 2 R� � R�

does not belong to the frequency set of the family uh

and write (x0, �0) 62 FS(uh), if there exists a compactly
supported function 	 equal to 1 in a neighborhood of
x0 and a neighborhood V of �0 in which the h-Fourier
transform of uh satisfies, as h! 0,

Z
exp � ix � �

h

� �
	ðxÞuhðxÞ dx ¼ Oðh1Þ in V

For example, the frequency set FS(uh) of
uh(x) =�(x) exp (i �(x)=h) with compactly supported
� is contained in {(x, �) j x 2 supp�, �=rx�(x)}, and
the frequency set of the coherent state,

x 7!�y;�;hðxÞ ¼ h��=4 � exp
iðx� yÞ � �

h

� �

� exp �ðx� yÞ2

h

 !

is reduced to a point (y, �).
In this semiclassical context, this notion seems

to have been introduced by Guillemin and Sternberg
(1977) and is further discussed in the book of Robert
(1987) (see references therein). This is the semiclassi-
cal analog of the well-known notion of wave front set
of a distribution introduced by Hörmander (1984)
in the C1-category for describing the singularities
of a distribution, but note that a major difference is
that the frequency set is attached to a family. If P is
an h-pseudodifferential operator with symbol in S0, it
is possible, as a consequence of the elliptic theory,
to prove that: FS(Pu(h)) � FS(u(h)). For an FIO F
attached to a canonical relation �, we get similarly:
FS(Fu(h)) � �(FS(u(h))).

We also get a microlocal version of the localization
result for the eigenfunctions mentioned in the first
section (using again the parametrix construction).

Theorem 5 Let E be in I and let (�(hj),	(hj)(x)) be a
sequence in I � L2(Rn), where �(hj)!E and hj! 0 as

j!1, x 7!	(hj)(x) is an associated eigenfunction to
�(hj) with norm 1. Then

FSð	ðhjÞÞ � p�1
0 ðEÞ

Moreover, the frequency set of the family 	(hj) is
invariant under the Hamiltonian flow 	t.

The last statement in the above theorem is the
analog of the theorem on the propagation of
singularities for the solution of a partial differential
equation (PDE) (see Hörmander (1984)) and is a
consequence of the Egorov theorem, which will be
presented in the next subsection.

Another remarkable property is that (see, e.g., the
report on the lecture of T Paul in Rauch and Simon
(1997), say, in the case of dimension 1, when P is a
harmonic oscillator, then exp (�it=hP) y, �; h is a
coherent state attached to 	t(y, �).

Egorov’s Theorem

Egorov’s theorem plays a central role in the classical
theory of PDE by permitting to reduce the study of
general differential operators to the study of simpler
model operators, the simplest one being @=@xn (see
Hörmander (1984)). We use it here in a simple form,
given in the semiclassical context by Robert (1987),
and which will play an important role in the study
of ergodic situations (see Quantum Ergodicity and
Mixing of Eigenfunctions, and references therein).
The theorem is the following:

Theorem 6 Let P satisfy assumptions (H0)–(H3).
For all a’s in S0 with compact support and all t 2 R,
we have��� exp �i

t

h
P


 �
awðx; hDxÞ exp i

t

h
P


 �
�aw

t ðx; hDxÞ
���
LðL2Þ

¼ OðhÞ

where

atðx; �Þ ¼ a 	tðx; �Þð Þ

and 	t is the flow of Hp0
, where p0 is the principal

symbol of P.

The proof is based on the study of the operator
exp (�iðt=hÞP) aw(x, hDx) exp (iðt=hÞP), which appears
as the composition of three FIOs. But the Lagrangian
manifold associated with this composition is the graph
of the identity, and this is consequently a pseudodiffer-
ential operator whose ‘‘principal’’ symbol can be
computed moduloO(h) as a(	t(x, �)). As an immediate
consequence, FS(exp (�itP=h)uh) =	t(FS(uh)).
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The Poisson Relation

We start from the harmonic oscillator

HðhÞ ¼ 1

2
�h2 d2

dx2
þ x2

 !

Its spectrum is given by (nþ 1=2)h (n 	 0). Its
symbol is a0(x, �) = (1=2)(�2 þ x2) and the corre-
sponding flow, for any strictly positive level E, is
periodic with primitive period 2�. The quantity we
are interested in is

S�hðtÞ :¼
X
j2N

� jþ 1
2

� 	
h

� 	
exp �it jþ 1

2

� 	� 	

Using the classical Poisson relation,X
k2Z

f̂ ðkÞ expðikxÞ ¼ ð2�Þ �
X
k2Z

f ðxþ 2k�Þ

one shows rather easily that the frequency set of S� is

FS ðS�hÞ ¼ fð2k�; 
Þj
 > 0;


 2 supp �; k 2 Zg [ ðR � f0g

This admits the following generalization, initiated in
this context by Chazarain.

Theorem 7 Let P satisfy (H0)–(H4). Let � be a
function with compact support in I and let
t 7! f�(t; h) be the family of distributions defined by

f�ðt; hÞ ¼ tr exp � itP

h

� �
�ðPÞ

� �
Then FS(f�) is contained in

fðt; 
Þj
 2 supp ð�Þ and 9ðx; �Þ s:t:

p0ðx; �Þ ¼ 
; 	tðx; �Þ ¼ ðx; �Þg

According to the definition, we have to studyZ
exp � it


h

� �
�ðtÞf�ðt; hÞdt

This takes the formZ
cðt; x; �Þ exp

i

h
ð�t
 þ Sðt; x; �Þ � x�Þdt dx d�

and can be analyzed by a nonstationary-phase
theorem, in order to determine for which value of

 the quantity is O(h1).

Gutzwiller’s Formula

The Gutzwiller formula was established formally by
Gutzwiller (1971). It then appears in the context of
high-energy spectral asymptotics in contributions of
Colin de Verdière, Chazarain, and Duistermaat

and Guillemin (see Duistermaat and Guillemin (1975),
Hörmander (1984), Guillemin and Sternberg (1977);
see also Semi-Classical Spectra and Closed Orbits and
Quantum Ergodicity and Mixing of Eigenfunctions). In
the semiclassical context, the simplest statement (cf.
Chazarain, Helffer–Robert, Guillemin–Uribe, Mein-
rencken, Paul–Uribe, Dozias, Combescure–Ralston–
Robert – see Robert (1987), Rauch and Simon (1997),
Dimassi and Sjöstrand (1999), and in the recent article
by Combescure et al. (1999) for techniques involving
coherent states) can be presented in the following way.
For a noncritical E, we introduce the energy surface
WE = {w 2 T�Rn j p0(w) = E}. Let P(h) an h-pseudo-
differential operator satisfying (H0)–(H4), with I = {E}.
We also assume that

(Cl) The restriction of the flow 	t
p0

to WE is clean.
(A flow 	t, associated with a C1-vector field X
on a manifold W, is called clean if the two
following properties are satisfied:
� the set � = {(t, w) 2 R �W j	t(w) = w} is a

submanifold of R �W;
� in each point �= (t, w) of �, the tangent

space to � is given by T�� = {(
 , v) 2 R�
TwW j 
X(w) þ (D	t)(w) � v = v}.)

Then there exists a sequence of distributions
�k 2 D0(R), such that, for all 	 2 S(R) with com-
pactly supported Fourier transform, we have the
asymptotic expansion in powers of h:X

�jðhÞ2½E��0=2;Eþ�0=2�
	ðh�1ð�jðhÞ � EÞÞ

�
X1
j¼0

�jð	̂Þh�nþ1þj ½13�

Moreover, the supports of the distributions are
contained in the set of the periods of the periodic
trajectories of the flow contained in WE.

Actually, the proof gives more information on the
structure of the different distributions. Let us just
write the formula for �0:

�0 ¼ ð�Þ�n=2 d

d�

Z
pðx;�Þ��

dxd�

 !
�¼E

�0

where �0 is the Dirac measure at 0.

Clustering of Eigenvalues

We shall mention one typical result due to Chazarain–
Helffer–Robert in this context, but inspired by
previous results obtained for the Laplacian on compact
manifolds (see Semi-Classical Spectra and Closed
Orbits, Quantum Ergodicity and Mixing of Eigenfunc-
tions and references therein, including Chazarain,
Duistermaat–Guillemin, and Colin de Verdière).
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Clustering means that the spectrum is concentrated
around a specific sequence tending to 1. This was
observed in the case of the Laplacian on the sphere
Sn�1 by explicit computations. Here we assume
that, with I = [E1,E2], the conditions (H0)–(H4) are
satisfied and that

� (H5) [E1, E2] does not meet the set of critical
values of p0.
� (H6) 8E 2 [E1 � �, E2 þ �], WE is connected.
� (H7) 8E 2 [E1 � �, E2 þ �], the Hamiltonian flow

associated with p0 is periodic, with period T(E) > 0,
on WE (with T(E) bounded).
� (H8) 8E 2 [E1 � �, E2 þ �], the subprincipal p1

vanishes on WE.

Then, under these conditions, one first observes that for
a suitable C1-function f defined in a neighborhood of
[E1, E2], the period of the Hamiltonian flow associated
with f (p0) can be chosen as constant and equal to 2�.
Extending the function f suitably, one can then state the
following result of Chazarain–Helffer–Robert:

Theorem 8 There exists h0 and C such that, for
0 < h � h0,

�ðf ðPðhÞÞÞ \ ½E1;E2� �
[
k2Z

IkðhÞ

where

IkðhÞ ¼ �
S

2�
� h

4
�þ kh� Ch2;

�

� S

2�
� h

4
�þ khþ Ch2

�

S ¼
Z
�

� dx� 2�E

for some (hence for any) periodic trajectory � of period
2�, and � is the Maslov index of this trajectory.

Moreover, one can compute the multiplicity, in each
of the intervals Ik. The property remains true
(e.g., Dozias proved this (see Rauch and Simon
(1997)) in the case when the assumption is made only
for one energy E, but in intervals [E� ah, Eþ ah],
where a can be large but h is small enough.

Remark 1 These results appear first in the context of
high energy for Laplacians on compact manifolds. After
illuminating contributions by physicists like Balian–
Bloch, the main ideas (see the presentation in Semi-
Classical Spectra and Closed Orbits) appear in the
works of Colin de Verdière, Chazarain, Duistermaat–
Guillemin (1975), and Weinstein (see also Hörmander
(1984) and Quantum Ergodicity and Mixing of Eigen-
functions). The proof given in the semiclassical context
is actually more general (it contains the case of the

Laplacian on a Riemannian manifold) and shows that
the results are true for general Hamiltonians.

Remark 2 (the case of dimension 1). In this
particular case, the flow is periodic and the above
theorems gives the localization of the problem predicted
by the Bohr–Sommerfeld relations and the computation
of the multiplicity gives nk(h) = 1 for h small enough.
This point of view was developed by Helffer–Robert
(1987) (see Semi-Classical Spectra and Closed Orbits).

Similar properties have been extended to the case
of integrable systems by Colin de Verdière in the
high-energy context and in the semiclassical context
by Charbonnel and Ivrii (see Ivrii (1998), Dimassi
and Sjöstrand (1999), and references therein).

Remark 3 Another interesting application of semi-
classical analysis concerns the Schnirelman theorem
treating the case when the flow is ergodic. We refer
the reader to Quantum Ergodicity and Mixing
of Eigenfunctions for references and to Helffer–
Martinez–Robert (see Rauch and Simon (1997) for
references) for the specific statement for general
Hamiltonians in semiclassical analysis.

Conclusions and Suggestions
for Further Reading

In this brief survey we have tried to present some of the
foundational techniques appearing in the ‘‘mathemati-
cal’’ semiclassical analysis. Of course, this is very
limited, and semiclassical methods go far beyond the
verification of the correspondence principle. One can
refer to semiclassical analysis for many other problems
where the same analysis (with a small parameter h) is
relevant but where h is no more the Planck constant.
This could be a flux (Harper’s equation) or the inverse
of a flux, the inverse of a mass (Born–Oppenheimer’s
approximation), of an energy, or of a number of
particles. We have not developed this point of view here.

The books given in the bibliography will allow the
reader to discover other fields. The books by Robert
(1987), Helffer (1988) and Dimassi and Sjöstrand
(1999) present the basic statements of the theory. The
book by Martinez (2002) is more ‘‘microlocal’’ in spirit.
The lectures published in Rauch and Simon (1997) give
a rather good idea of the state of art in the middle of the
1990s, and we also refer the reader to other articles in
this encyclopedia for the presentation of the resonances
(see Resonances), spectral problems connected with
ergodicity (see Quantum Ergodicity and Mixing of
Eigenfunctions), Kolmogorov–Arnol’d–Moser theory
(see Normal Forms and Semi-Classical Approxima-
tion), and trace formulas (see Semi-Classical Spectra
and Closed Orbits). The book by Ivrii (1998) gives the
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most sophisticated theorems on the counting functions
(including boundaries, singularities, . . .) but is only
written for specialists.

See also: Normal Forms and Semiclassical
Approximation; Quantum Ergodicity and Mixing of
Eigenfunctions; Resonances; Schrödinger Operators;
Semiclassical Spectra and Closed Orbits; Stability of
Matter; Stationary Phase Approximation.
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Supplément du Bulletin de la SMF, Tome 117, Fasc.4.
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Hörmander L (1971) Fourier integral operators I. Acta Mathe-
matica 127: 79–183.
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Definitions

The Hubbard model is a standard theoretical model
for strongly interacting electrons in a solid. It is a
minimum model which takes into account both
quantum many-body effects and strong nonlinear
interaction between electrons. Here we review rigor-
ous results on the Hubbard model, placing main
emphasis on magnetic properties of the ground states.

Let the lattice � be a finite set whose elements
x, y, . . . 2 � are called sites. Physically speaking,
each site corresponds to an atomic site in a crystal.
The Hubbard model is based on the simplest tight-
binding description of electrons (Figure 1), where a
single state is associated with each site.

For each x 2 � and � 2 {", #}, we define the
creation and the annihilation operators cyx,� and
cx,�, respectively, for an electron at site x with

spin �. (Ay is the adjoint or the Hermitian conjugate
of A.) These operators satisfy the canonical anti-
commutation relations

cyx;�; cy;


n o
¼ �x;y ��;


cyx;�; c
y
y;


n o
¼fcx;�; cy;
g ¼ 0

½1�

for any x, y 2 � and �, 
 =", # , where {A, B} = ABþ
BA. The number operator is defined by

nx;� ¼ cyx;� cx;� ½2�

which has eigenvalues 0 and 1.
The Hilbert space of the model is constructed as

follows. Let �vac be a normalized vector state which
satisfies cx, ��vac = 0 for any x 2 � and �= ", #.
Physically, �vac corresponds to a state where there
are no electrons in the system. For arbitrary subsets
�", �# � �, we define

��";�# ¼
 Y

x2�"

cyx;"

! Y
x2�#

cyx;#

!
�vac ½3�
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in which sites in �" are occupied by up-spin
electrons and sites in �# by down-spin electrons.
We fix the electron number Ne, which is an integer
satisfying 0 < Ne � 2j�j. (We denote by jSj the
number of elements in a set S.) The Hilbert space
for the system with Ne electrons is spanned by the
basis states [3] with all subsets �" and �# such that
j�"j þ j�#j= Ne.

We define total spin operators Ŝtot = (Ŝ(1)
tot, Ŝ(2)

tot, Ŝ(3)
tot)

by

Ŝ
ð�Þ
tot ¼

1

2

X
x2�

�;�¼";#

cyx;�ðpð�ÞÞ�;� cx;� ½4�

for �= 1, 2, and 3. Here p(�) are the Pauli matrices

pð1Þ ¼
0 1

1 0

� �
; pð2Þ ¼

0 �i

i 0

� �

pð3Þ ¼
1 0

0 �1

� � ½5�

The operators Ŝtot are the generators of global SU(2)
rotations of the spin space. As usual, we denote the
eigenvalue of (Ŝtot)

2 as Stot(Stot þ 1). The maximum
possible value of Stot is Smax = Ne=2 when Ne � j�j,
and Smax = j�j � (Ne=2) when Ne � j�j.

The most general Hamiltonian of the Hubbard
model is

H ¼ �
X
x;y2�
�¼";#

tx;y cyx;�cy;� þ
X
x2�

Ux nx;"nx;# ½6�

Here the first term describes quantum-mechanical
motion of electrons which hop around the lattice
according to the amplitude tx, y = ty, x 2 R. Usually,
tx, y is nonnegligible only when the two sites x and y
are close to each other. The second term represents
nonlinear interaction between electrons. There is an
increase in energy by Ux 2 R when the site x is
occupied by both up-spin electron and down-spin
electron. We usually set Ux > 0 to mimic (screened)
Coulomb interaction between electrons.

The Hamiltonian H commutes with the total spin
operator Ŝ(�)

tot for �= 1, 2, and 3. One can thus
investigate simultaneous eigenstates of (Ŝtot)

2 and H.
For Stot in the allowed range, we denote by Emin(Stot)
the lowest possible energy among the states which
satisfy (Ŝtot)

2� = Stot(Stot þ 1)�.

Wave–Particle Dualism in the
Hubbard Model

It is illuminating to examine the eigenstates of the
Hamiltonian [6] for the following two special cases.

First suppose that one has Ux = 0 for all x 2 �,
that is, the model has no interactions. For
i = 1, 2, . . . , j�j, let  (i) = ( (i)

x )x2� 2 C� be the
single-electron eigenstate, which is the solution of
the Schrödinger equation

�
X
y2�

tx;y  
ðiÞ
y ¼ �i ðiÞx for any x 2 � ½7�

We order the energy eigenvalues as �i � �iþ1. By
defining the corresponding creation operator by
ayi,� =

P
x2�  

(i)
x cyx,�, we see that, for any subsets

I", I# 2 {1, 2, . . . , j�j} such that jI"j þ jI#j= Ne, the
state

�I";I#¼
Y
i2I"

ayi;"

0
@

1
A Y

i2I#

ayi;"

0
@

1
A�vac ½8�

is an eigenstate of H (with Ux = 0) with the
eigenvalue E =

P
i2I"

�i þ
P

i2I#
�i. The ground states

are obtained by choosing I", I# which minimize E. In
particular, when Ne is even and the single-electron
eigenenergies �i are nondegenerate, the ground state
is unique and written as

�GS ¼
YNe=2

i¼1

ayi;"a
y
i;#

 !
�vac ½9�

The fact that this ground state has the minimum
possible spin Stot = 0 is known as Pauli
paramagnetism.

We have seen that the Hamiltonian H with Ux = 0
can be diagonalized by using single-electron

(a)

(b)

(c)

(d)

Figure 1 A highly schematic figure which explains the philoso-

phy of tight-binding description. (a) A single atom which has

multiple electrons in different orbits. (b) When atoms come

together to form a solid, electrons in the black orbits become

itinerant, while those in the light gray orbits are still localized at the

original atomic sites. Electrons in the gray orbits are mostly

localized around the atomic sites, but tunnel to nearby gray orbits

with nonnegligible probabilities. (c) We only consider electrons in

the gray orbits, which are expected to play essential roles in

determining various aspects of low-energy physics of the system.

(d) If the gray orbit is nondegenerate, we get a lattice model in

which electrons live on lattice sites and hop from one site to

another. In a simplified treatment of a metal, the black and the

gray orbits correspond to the 4s and the 3d bands, respectively.
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eigenstates  (i). When (tx, y) has a translation
invariance, each  (i) behaves as a ‘‘wave.’’ We
can say that the noninteracting models can
be understood in terms of the wave picture of
electrons.

Next suppose that tx, y = 0 for all x, y 2 �, that is,
the electrons do not hop. Then the Hamiltonian [6]
is readily diagonalized in terms of the basis state [3],
where the corresponding eigenvalue is simply
E =

P
x2�"\�#

Ux. In this case, the model is best
understood in the particle picture of electrons.

We thus see that the wave–particle dualism
manifests itself in the Hubbard model in an essential
manner. When both the first and the second terms in
the Hamiltonian [6] are present, there takes place a
‘‘competition’’ between wave-like nature and particle-
like nature of electrons. The competition generates
rich nontrivial phenomena including antiferromagnet-
ism, ferromagnetism, metal–insulator transition, and
(probably) superconductivity. To investigate these
phenomena is a major motivation in the study of
the Hubbard model.

One-Dimensional Model

The Hubbard model defined on a simple one-
dimensional lattice is easier to study. But it does
not exhibit truly nontrivial behavior as the following
classical theorem of Lieb and Mattis suggests.

Theorem 1 Consider a Hubbard model on a one-
dimensional lattice � = {1, 2, . . . , N} with open bound-
ary conditions. We assume that tx, y 6¼ 0 if jx� yj= 1,
and tx, y = 0 if jx� yj > 1. tx, x 2 R and Ux 2 R are
arbitrary. Then one has Emin(Stot) < Emin(Stot þ 1) for
any Stot = 0, 1, . . . , Smax � 1 (or Stot = 1=2, 3=2, . . . ,
Smax � 1).

As a consequence, one finds that the ground states
always have Stot = 0 (or Stot = 1=2) as in the
noninteracting models.

The translation invariant model with tx, y = t if
jx� yj= 1, tx, y = 0 if jx� yj 6¼ 1, and Ux = U can be
solved by using the Bethe ansatz, as was first shown
by Lieb and Wu. It was found that the model is
insulating for all U> 0, and there is no metal–
insulator transition. (A metal–insulator transition is
expected to take place in higher dimensions.) Earlier
works on the Bethe ansatz were based on the
assumption that the Bethe ansatz equation gives
the true ground states. Recently, the existence and
the uniqueness of the Bethe ansatz solution for the
ground state of a finite system was proved by
Goldbaum.

Half-Filled Systems

The system in which the electron number Ne is
identical to the number of sites j�j is said to be
half-filled. Many (but not all) physical systems can
be modeled as a half-filled Hubbard model.

Based on a heuristic perturbation theory, low-energy
properties of half-filled models with large U are
expected to be similar to those of Heisenberg anti-
ferromagnetic spin systems. There is no electrical
conduction, and the spin degrees of freedom may
show antiferromagnetic long-range order in the ground
states.

This expectation is partly justified by the follow-
ing theorem due to Lieb. A Hubbard model is said
to be bipartite if the lattice � can be decomposed
into a disjoint union of two sublattices as � = A [ B
(with A \ B = ;), and it holds that tx, y = 0 whenever
x, y 2 A or x, y 2 B. In other words, only hopping
between different sublattices is allowed.

Theorem 2 Consider a bipartite Hubbard model. We
assume j�j is even, and the whole � is connected
through nonvanishing tx, y. We also assume Ux = U > 0
for any x 2 �. Then the ground states of the model
are nondegenerate apart from the trivial spin
degeneracy, and have total spin Stot = jAj � jBjj j=2.
It also holds that Emin(Stot) < Emin(Stot þ 1) for any
Stot � jAj � jBjj j=2.

The theorem implies that, as far as the total spin is
concerned, the half-filled Hubbard model behaves
exactly as the Heisenberg antiferromagnet. But the
existence of antiferromagnetic ordering has not been
proved in any version of the Hubbard model.

To see another implication of Theorem 2, take the
so-called CuO lattice in Figure 2. Here the A and B
sublattices consist of black and white sites, respec-
tively. One has jAj= j�j=3 and jBj= 2j�j=3. Then
the theorem implies that the ground state of the
corresponding Hubbard model has total spin

Figure 2 An example (the so-called CuO lattice) of a bipartite

lattice in which the numbers of sites in two sublattices are

different. Lieb’s theorem implies that the half-filled Hubbard

model defined on this lattice exhibits ferrimagnetism.
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Stot = jAj � jBjj j=2 = j�j=6. Since the total spin mag-
netic moment of the system is proportional to the
number of sites j�j, we conclude that the model
exhibits ferrimagnetism, a weaker version of
ferromagnetism.

Another interesting result for the half-filled
models is the following uniform density theorem
by Lieb, Loss, and McCann.

Theorem 3 Consider a bipartite Hubbard model.
tx, y 2 R, Ux 2 R are arbitrary. Suppose that
the ground states are n-fold degenerate, and let
�(i)

GS (i = 1, . . . , n) be mutually orthogonal normal-
ized ground states. Define the correlation function
by �(x, y) = n�1

Pn
i = 1 �(i)

GS, (cyx, "cy, " þ cyx, #cy, #) �(i)
GS

D E
.

(h�,�i is the inner product.) Then for any x, y 2 A or
x, y 2 B, one has �(x, y) = �x, y.

It is interesting that the density �(x, x) in the
ground state is always unity though the hopping
matrix and interactions can be highly nonuniform.

Ferromagnetism

Ferromagnetism is an interesting phenomenon in
which the majority of the spins in the system align in
the same direction. One of the original motivations
to study the Hubbard model was to understand the
origin of ferromagnetism in an idealized situation.
Let us recall that neither the hopping term nor the
interaction term in the Hamiltonian [6] favors
ferromagnetism (or any other magnetic order). One
must deal with the interplay between the two terms
to have ferromagnetism. Here we review three
rigorous examples of saturated ferromagnetism in
the Hubbard model. Saturated ferromagnetism is the
strongest form of ferromagnetism where the ground
state has Stot = Smax.

The first example is due to Nagaoka and
Thouless.

Theorem 4 Take an arbitrary finite lattice �, and
let Ne = j�j � 1. Assume that tx, y � 0 for any x 6¼ y,
and let Ux!1 for all x 2 �. (Taking the limit
Ux!1 is equivalent to inhibiting x from being
occupied by two electrons.) Then among the ground
states of the model, there exist states with total spin
Stot = Smax(= Ne=2). If the system further satisfies the
connectivity condition (see below), then the ground
states have Stot = Smax(= Ne=2) and are nondegen-
erate apart from the trivial spin degeneracy.

The connectivity condition is a simple condition
which holds in most of the lattices in two or higher
dimensions, including the square lattice, the trian-
gular lattice, or the cubic lattice. To be precise the
condition requires that ‘‘by starting from any

electron configuration on the lattice and by moving
around the hole along nonvanishing tx, y, one can get
any other electron configuration.’’

The requirements that Ux!1 and Ne = j�j � 1
are indeed rather pathological. We still do not know
if the ferromagnetism extends to more realistic
situations. Heuristic studies indicate that the issue
is highly delicate.

A completely different class of rigorous examples
of ferromagnetism was found by Mielke. Take, for
example, the kagomé lattice of Figure 3, and define
a Hubbard model by setting tx, y = t < 0 when x and
y are neighboring, tx, y = 0 otherwise, and Ux = U � 0
for any x 2 �. Then the corresponding single-electron
Schrödinger equation [7] has a peculiar feature that
its ground states are {(j�j=3)þ 1}-fold degenerate.
This huge degeneracy corresponds to the fact that the
lowest-energy band of the model is completely
dispersionless (or flat).

Theorem 5 Consider the Hubbard model on the
kagomé lattice with Ne = (j�j=3)þ 1. For any U > 0,
the ground states have Stot = Smax(= Ne=2) and are
nondegenerate apart from the trivial spin degeneracy.

There are similar examples in higher dimensions.
Ferromagnetism observed in these models is called
flat-band ferromagnetism.

The above examples of ferromagnetism have
either singular interaction (Ux!1) or singular
dispersion relation (highly degenerate single-electron
ground states). Tasaki found a class of Hubbard
models which are free from such singularities, and
exhibit ferromagnetism.

For simplicity, we concentrate on the simplest
model in one dimension. There are similar examples
in higher dimensions. Take the one-dimensional
lattice � = {1, 2, . . . , N} with N sites (where N is an
even integer), and impose a periodic boundary
condition by identifying the site N þ 1 with the site 1.
The hopping matrix is defined by setting tx, xþ1 =
txþ1, x = �t0 for any x 2 �, tx, xþ2 = txþ2, x = �t for
even x, tx, xþ2 = txþ2, x = s for odd x, and tx, y = 0

Figure 3 The Hubbard model on the kagomé lattice is a typical

example which exhibits flat-band ferromagnetism.
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otherwise. Here t > 0 and s > 0 are independent
parameters, but the parameter t0 is determined as
t0=

ffiffiffi
2
p

(t þ s).
As can be seen from Figure 4, electrons are

allowed to hop to next-nearest neighbors. Thus,
Theorem 1 does not apply. The single-electron
ground states are not degenerate unless s = 0. We
set Ux = U > 0 for any x 2 �, and fix the electron
number as Ne = N=2. In terms of filling factor, this
corresponds to the quarter filling.

Theorem 6 Suppose that the two dimensionless
parameters t/s and U=s are sufficiently large. Then
the ground states have Stot = Smax(= N=4) and are
nondegenerate apart from the trivial spin degeneracy.

The theorem is valid, for example, when t=s � 4.5
if U=s = 50, and t=s � 2.6 if U=s = 100. It is crucial
that the statement of the theorem is valid only when
the interaction U is sufficiently large. In the same
model, it is also proved that low-lying excitation
above the ground state has a normal dispersion
relation of a spin-wave excitation.

We would like to point out that one can learn
more details about the Hubbard model and further

rigorous results from the review articles (Lieb 1995,
Tasaki 1998a, Tasaki 1998b). One can also find
references for most of the results discussed here in
these review articles, especially in Lieb (1995).

As for the latest results which are not included in
the above reviews, see recent publications, for
example, Lieb and Wu (2003), Tasaki (2003), and
Goldbaum (2005), and references therein.
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Introduction

Billiards are a class of dynamical systems with
appealingly simple description. A point particle
moves with constant velocity in a box of arbitrary
dimension (the billiard table) and reflects elasti-
cally from the boundary (the component of velocity

perpendicular to the boundary is reversed and the
parallel component is preserved). Mathematically,
it is a class of Hamiltonian systems with collisions
defined by symplectic maps on the boundary of the
phase space. The billiard dynamics defines a one-
parameter group of maps �t of the phase space
which preserve the Lebesgue measure, and are in
general only measurable due to discontinuities. The
boundaries of the box are made up of pieces,
concave, convex, and flat. Discontinuities occur at
the orbits tangent to concave pieces of the
boundary of the box. The orbits hitting two
adjacent pieces (‘‘corners’’) cannot be naturally

–s –s

t ′ t ′ t ′ t ′ t ′ t ′
t t t

Figure 4 An example of nonsingular Hubbard model which

exhibits saturated ferromagnetism.
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continued, which is another source of discontinu-
ities. These singularities are not too severe so that
the flow has well-defined Lyapunov exponents and
Pesin structural theory is applicable (Katok and
Strelcyn 1986). A billiard system is called hyper-
bolic if it has nonzero Lyapunov exponents on a
subset of positive Lebesgue measure, and comple-
tely hyperbolic if all of its Lyapunov exponents are
nonzero almost everywhere, except for one zero
exponent in the direction of the flow.

Billiards in smooth strictly convex domains have
no singularities, but no such examples are known to
be hyperbolic.

In general, billiards exhibit mixed behavior just
like other Hamiltonian systems; there are invariant
tori intertwined with ‘‘chaotic sea.’’ In hyperbolic
billiards, stable behavior is excluded by the choice of
the pieces in the boundary of the box, arbitrary
concave pieces and special convex ones, and their
particular placement. Thus, hyperbolicity is achieved
by design, as in optical instruments.

It was established by Turaev and Rom-Kedar
(1998) that complete hyperbolicity may be lost
under generic singular perturbation of the billiard
system to a smooth Hamiltonian system.

Hyperbolicity is the universal mechanism for
random behavior in deterministic dynamical sys-
tems. Under suitable additional assumptions, it leads
to ergodicity, mixing, K-property, Bernoulli prop-
erty, decay of correlations, central-limit theorem,
and other stochastic properties. Hyperbolic billiards
provide a natural class of examples for which these
properties were studied. In this article we restrict
ourselves to hyperbolicity itself.

The most prominent example of a hyperbolic
billiard is the gas of hard spheres. This way of
looking at the system was developed in the
groundbreaking papers of Sinai (see Chernov and
Sinai (1987) for an exhaustive list of references).
The collection of papers (Szász 2000) contains
more up-to-date information. Another source on
hyperbolic billiards is the book by Chernov and
Markarian (2005). The books by Kozlov and
Treschev (1990), and by Tabachnikov (1995)
provide broad surveys of billiards from different
perspectives.

Jacobi Fields and Monotonicity

The key to understanding hyperbolicity in billiards
lies in two essentially equivalent descriptions of
infinitesimal families of trajectories. The basic
notion is that of a Jacobi field along a billiard
trajectory. Let �(t, u) be a family of billiard
trajectories, where t is time and u is a parameter,

juj < �. A Jacobi field along �(t, 0) is defined by
J(t) = @�=@uju = 0.

Jacobi fields form a finite-dimensional vector
space which can be identified with the tangent to
the phase space at points along the trajectory. They
contain the same information as the derivatives of
the billiard flow D�t. In particular, the Lyapunov
exponents are the exponential rates of growth of
Jacobi fields.

Jacobi fields split naturally into parallel and
perpendicular components to the trajectory, each of
them a Jacobi field in its own right. The parallel
Jacobi field carries the zero Lyapunov exponent. In
the rest we discuss only the perpendicular Jacobi
fields. Between collisions the Jacobi fields satisfy the
differential equation J00= 0, hence J(t) = J(0)þ tJ0(0).
At a collision a Jacobi field undergoes a change by
the map

Jðtþc Þ ¼ RJðt�c Þ

J0ðtþc Þ ¼ RJ0ðt�c Þ þ P�KPJðtþc Þ
½1�

where J(t�c ) and J(tþc ) are Jacobi fields immediately
before and after collision, K is the shape operator of
the piece of the boundary (K=rn, n is the inside
unit normal to the boundary), and P is the
projection along the velocity vector from the hyper-
plane perpendicular to the orbit to the hyperplane
tangent to the boundary. Finally, R is the orthogo-
nal reflection in the hyperplane tangent to the
boundary.

Perpendicular Jacobi fields at a point of a
trajectory can be identified with a subspace of the
tangent to the phase space, the subspace perpendi-
cular to the phase trajectory. To measure the
growth/decay of Jacobi fields, we introduce a
quadratic form on the tangent spaces, or equiva-
lently on Jacobi fields, Q( J, J0) =< J, J0> . Evalua-
tion of Q on a Jacobi field is a function of time Q(t).
Between collisions we have Q(t2) � Q(t1) for t2 � t1

(monotonicity). By [1] the monotonicity at the
collisions, that is, Q(tþc ) � Q(t�c ) is equivalent to
the positive semidefiniteness of the shape operator
K � 0, it holds for concave pieces of the boundary.
If K > 0 at a point of collision with the boundary,
then for ( J, J0) 6¼ (0, 0), we have Q(t2) > Q(t1) (strict
monotonicity), assuming that the collision occurred
between time t1 and t2.

In billiards with concave pieces of the boundary,
where K � 0,K 6¼ 0, strict monotonicity may still
occur after sufficiently many reflections (eventual
strict monotonicity, or ESM). Such billiards are
called semidispersing, and the gas of hard spheres is
an example.
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The role of monotonicity is revealed in the
following:

Theorem 1 (Wojtkowski 1991). If a system is
eventually strictly monotone (ESM), except on a set
of orbits of zero measure, then it is completely
hyperbolic.

The theorem applies to billiard systems. It can be
generalized and applied to other systems, not even
Hamiltonian (see Wojtkowski (2001) for precise
formulations, references and the history of this
idea).

The difficulty in applying the above theorem to
the gas of hard spheres lies in the gap between
monotonicity and strict monotonicity. There are
many orbits on which strict monotonicity is never
attained (parabolic orbits). Establishing that the
family of parabolic orbits has measure zero (or
better yet codimension 2) is a formidable task. It
was brought to conclusion in the work of Simányi
(2002).

Wave Fronts and Monotonicity

There is a geometric formulation of monotonicity
(which historically preceded the one given above).
Let us consider a local wave front, that is, a local
hypersurface W(0) perpendicular to a trajectory �(t)
at t = 0. Let us consider further all billiard trajec-
tories perpendicular to W(0). The points on these
trajectories at time t form a local hypersurface W(t)
perpendicular again to the trajectory (warning: at
exceptional moments of time the wave front W(t)
may be singular). Infinitesimally wave fronts are
described by the shape operator U =rn, where n is
the unit normal field. U is a symmetric operator on
the hyperplane tangent to the wave front (and
perpendicular to the trajectory �(t). The evolution
of infinitesimal wave fronts is described by the
formulas

UðtÞ ¼ ðtI þUð0Þ�1Þ�1 without collisions

Uðtþc Þ ¼ RUðt�c ÞR þ P�KP at a collision
½2�

It follows that between collisions a wave front
that is initially convex (i.e., diverging, or U > 0) will
stay convex. Moreover, any wave front after a
sufficiently long run without collisions will become
convex (after which the normal curvatures of the
wave front will be decaying). The second part of [2]
shows that after a reflection in a strictly concave
boundary a convex wave front becomes strictly
convex (and its normal curvatures increase). These
properties are equivalent to (strict) monotonicity as
formulated above. Indeed, in the language of Jacobi

fields an infinitesimal wave front represents a linear
subspace in the space of perpendicular Jacobi fields,
that is, the tangent space. (Furthermore, it is a
Lagrangian subspace with respect to the standard
symplectic form.) We can follow individual Jacobi
fields or whole subspaces of them. It explains the
parallel of [1] and [2]. The form Q allows the
introduction of positive and negative Jacobi fields
and positive and negative Lagrangian subspaces. An
infinitesimal convex wave front represents a positive
Lagrangian subspace. Monotonicity is equivalent to
the property that a positive Lagrangian subspace
stays positive under the dynamics (it may appear
that there is a loss of information in formulas [2]
compared to [1], but actually they are equivalent
due to the symplectic nature of the dynamics
(Wojtkowski 2001).

Design of Hyperbolic Billiards

In view of [2] it seems that a convex piece in the
boundary (K < 0) excludes monotonicity. There are
two ways around this obstacle. First, we could
change the quadratic form Q at the convex
boundary. Second, we can treat convex pieces as
‘‘black boxes’’ and look only at incoming and
outgoing trajectories. Although the second strategy
seems more restrictive, all the examples constructed
to date fit the black box scenario, and we will
present it in more detail.

To understand this approach, let us consider a
billiard table with flat pieces of the boundary and
exactly one convex piece. A trajectory in such a
billiard experiences visits to the convex piece
separated by arbitrary long sequences of reflections
in flat pieces, which do not affect the geometry of a
wave front at all. Hence, whatever is the geometry
of a wave front emerging from the curved piece it
will become convex and very flat by the time it
comes back to the curved piece of the boundary
again. Hence, it follows, at least heuristically, that
we must study the complete passage through the
convex piece of the boundary, regarding its effect on
convex, and especially flat, wave fronts.

Important difference between convex and concave
pieces is that a trajectory has usually several
consecutive reflections in the same convex piece;
moreover, the number of such reflections is
unbounded. A finite billiard trajectory is called
‘‘complete’’ if it contains reflections in one and the
same piece of the boundary, and it is preceded and
followed by reflections in other pieces.

Definition A complete trajectory is (strictly)
z-monotone if for every nonzero Jacobi field the
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value of the form Q (increases) does not decrease
between the point at the distance z before the first
reflection and the point at the distance z after the
last reflection.

A complete trajectory is parabolic if there is a
nonzero Jacobi field J such that J0 vanishes before
the first and after the last reflection.

In the language of wave fronts, a complete
trajectory is z-monotone if every diverging wave
front at a distance at least z from the first reflection
becomes diverging after the last reflection at the
distance z, or earlier.

It turns out that the only obstruction to mono-
tonicity of complete trajectories is parabolicity.
More precisely, if a complete trajectory is not
parabolic then it is z-monotone for some z > 0.

It follows from Theorem 1 that we get a
completely hyperbolic billiard if we put together
curved pieces with no complete parabolic trajec-
tories and some flat pieces, in such a way that for
every two consecutive complete trajectories, being
z1- and z2-monotone, respectively, the distance from
the last reflection in the first trajectory to the first
reflection in the second one is bigger than z1 þ z2.
Indeed, we can put together the midpoints of
trajectories leaving one curved piece and hitting
another one into the Poincaré section of the billiard
flow and we obtain immediately ESM for the return
map.

We can formulate somewhat informally two
principles for the design of hyperbolic billiards.

1. No parabolic trajectories Convex pieces of the
boundary cannot have complete parabolic
trajectories.

2. Separation There must be enough separation (in
space or in time through reflections in flat pieces)
between strictly z-monotone trajectories accord-
ing to the values of z.

All of the examples of hyperbolic billiards
constructed up to now are designed according to
these principles.

Hyperbolic Billiards in Dimension 2

Checking the absence of parabolic trajectories is
nontrivial due to the unbounded number of reflec-
tions in complete trajectories close to tangency. It
was accomplished so far only in integrable, or near
integrable examples, with the exception of convex
scattering pieces described in the following.

Billiards in dimension 2 are understood best. First
of all, there is yet another way of describing
infinitesimal families of nearby trajectories. Every

infinitesimal family of rays in the plane has a point
of focusing (in linear approximation), possibly at
infinity. This point of focusing contains the same
information as the curvature of a wave front (it is
the center of curvature, rather than curvature itself)
and it has the advantage that it does not change
between collisions. The focusing points before and
after a reflection are related by the familiar mirror
equation of the geometric optics:

� 1

f0
þ 1

f1
¼ 2

d

where f0, f1 are the signed distances of the points of
focusing to the reflection point, d = r cos �, r being
the radius of curvature of the boundary piece (r > 0
for a strictly convex piece), and � the angle of
incidence. The mirror equation is just the two
dimensional version of [2].

It is instructive to consider an arc of a circle. A
billiard in a disk is integrable due to its rotational
symmetry. Let J be a Jacobi field obtained by
rotation of a trajectory. This family of trajectories
(‘‘the rotational family’’) is focused exactly in the
middle between two consecutive reflections (that is
where J vanishes). It follows further from the mirror
equation that a parallel family of orbits is focused at
a distance d=2 after the reflection, and any family
focusing somewhere between the parallel family and
the rotational family will focus at a distance some-
where between d=2 and d, not only after the first
reflection, but also after arbitrary long sequence of
reflections.

Hence, any complete trajectory in an arc of a
circle is z-monotone, where 2z is the length of a
single segment of the trajectory and strictly
z0-monotone for any z0 > z. Two arcs of a circle
separated by parallel segments form the stadium of
Bunimovich (1979).

Lazutkin (1973) showed that billiards in smooth
strictly convex domains are near integrable near the
boundary. Donnay (1991) applied Lazutkin’s
coordinates to establish that for an arbitrary strictly
convex arc the situation near the boundary is similar
to that in a circle, that is, complete trajectories near
tangency are z-monotone, where z is of the order of
the length of a single segment. In particular, no near
tangent complete trajectory can be parabolic. Hence,
this crucial calculation shows that if a strictly
convex arc has no parabolic trajectories then any
sufficiently small perturbation also has no parabolic
trajectories. It follows further that any sufficiently
small piece of a given strictly convex arc has no
parabolic trajectories.

It turns out that in dimension 2, complete
parabolic trajectories are also z-monotone for some
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z > 0 (but clearly not strictly monotone)
(Wojtkowski 2005). However, they are still an
obstacle to complete hyperbolicity because in general
nearby complete trajectories are z-monotone without
a bound for the values of z, so that no separation of
convex pieces is sufficient.

Integrability of the elliptic billiard allows one to
establish strict monotonicity of trajectories in the
semi-ellipse with endpoints on the longer axis,
Wojtkowski 1986. Donnay (1991) showed that
also the semi-ellipse with endpoints on the shorter
axis has no parabolic trajectories provided that the
eccentricity is less than

ffiffiffi
2
p

=2. As the eccentricity
goes to

ffiffiffi
2
p

=2 the separation required to produce a
hyperbolic billiard goes to infinity. Markarian et al.
(1996) obtained explicitly the separation of the
elliptic pieces needed for hyperbolicity, when the

eccentricity is smaller than
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�

ffiffiffi
2
pp

=2.
It follows from the mirror equation that a

trajectory with one reflection in a convex piece is
always strictly z-monotone for z > d. Hence, if for
any two consecutive reflections in convex pieces with
respective values of d equal to d1 and d2, the distance
between reflections exceeds d1 þ d2, then the billiard
is completely hyperbolic. For one convex piece this
condition, called convex scattering, turns out to be
equivalent to d2r=ds2 < 0, where s is the arc length
(Wojtkowski 1986). This leads to examples of
hyperbolic billiards with one convex piece of the
boundary, like the domain bounded by the cardioid.

Also, any complete trajectory in a convex scatter-
ing piece is strictly z-monotone for z bigger than the
maximum of the values of d for the first and the last
segment of the trajectory. This allows to find easily
the explicit separation of convex scattering pieces
guaranteeing hyperbolicity.

Hyperbolic Billiards in Higher Dimensions

In higher dimensions, only two constructions of
hyperbolic billiards with convex pieces in the
boundary are known. The first construction by
Bunimovich (1988), involves a piece of a sphere
whose angular size, as seen from the center, does not
exceed �=2 (Wojtkowski 1990, 2005, Bunimovich
and Rehacek 1998). The second construction by
Papenbrock (2000) uses two cylinders, at 90� with
respect to each other to destroy integrability
(Wojtkowski 2005). In both cases, the successful
treatment is based on integrability of the billiard
systems bounded by a sphere or a cylinder.

In both of these constructions, trajectories need to
be cut into strictly monotone pieces of unbounded
lengths. In the case of spherical caps, complete

trajectories are z-monotone with unbounded value
of z and the geometry of the billiard table is used to
separate them in time by sufficiently many reflec-
tions in flat pieces of the boundary (Wojtkowski
2005). In the case of cylinders, trajectories are cut
by consecutive returns to a Poincaré section in the
middle of the billiard table.

Soft Billiards

The same ideas of monotonicity and strict mono-
tonicity are applicable to soft billiards, where
specular reflections are replaced by scatterers in
which the point particle is subjected to the action of
a spherically symmetric potential. As in ordinary
billiards, we compare the wave fronts along trajec-
tories before entering and after leaving scatterers.
Again, in the absence of parabolic trajectories
sufficient separation of the scatterers produces a
completely hyperbolic system.

The conditions on the potential that guarantee the
absence of parabolic trajectories were obtained by
Donnay and Liverani (1991) in the two-dimensional
case and by Bálint and Tóth (2006) in higher
dimensions. The complete integrability of the
motion of a point particle in a spherically symmetric
potential is crucial in the derivation of these
conditions (Wojtkowski 2005).

See also: Billiards in Bounded Convex Domains; Ergodic
Theory; Hamiltonian Systems: Stability and Instability
Theory; Hyperbolic Dynamical Systems; Polygonal
Billiards; Random Matrix Theory in Physics.
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Introduction

Division of Smooth Dynamical Systems

Linear maps can be elliptic (complex diagonalizable
with all eigenvalues on the unit circle), parabolic (all
eigenvalues on the unit circle but some Jordan blocks
of size at least 2), or hyperbolic (no eigenvalues on the
unit circle), and for differentiable dynamical systems,
that is, smooth maps or flows, one can roughly make
an analogous subdivision (see Hasselblatt and Katok
2002, p. 100f). The linear maps not covered by these
alternatives are those with some eigenvalues on the
unit circle and others off it; the corresponding class of
‘‘partially hyperbolic’’ dynamical systems is usually
considered in the context of hyperbolic dynamical
systems with a view to studying phenomena wherein
the hyperbolic behavior dominates. Thus, elliptic
dynamical systems are more or less similar to
isometries, with orbit separation constant or at most
oscillatory but without persistent growth. KAM
theory deals with elliptic systems, establishing that
much of the ellipticity in an integrable Hamiltonian
system persists under perturbation. Parabolic systems
may have polynomial orbit separation produced by a
local ‘‘shear’’ phenomenon; billiards in polygonal
domains are an example of this. Hyperbolic dynamical
systems are characterized by exponential divergence of
orbits. They are of interest because of the complexity

of their orbit structure with respect to both topological
and statistical behavior.

Specifically, the stretching (corresponding to
eigenvalues outside the unit circle in the case of
linear maps) combined with the folding necessitated
by compactness of the phase space produces not
only highly sensitive dependence of orbit asympto-
tics on initial conditions, but also a close intertwin-
ing of different behaviors. On the one hand, there is
a dense set of periodic points, on the other hand, an
abundance of dense orbits. While there are only
finitely many periodic points of a given period, their
number grows exponentially as a function of the
period. The entropy of these systems is positive,
which indicates that the overall complexity of the
orbit structure grows exponentially as a function of
the length of time for which it is being tracked. In
effect, the behavior of orbits is so intricate as to be
quasirandom, which makes it natural to use statis-
tical methods to describe these systems.

History of Hyperbolic Dynamical Systems

One strand of the history of hyperbolic dynamical
systems leads back to the question of the stability of
the solar system and to Poincaré, in whose prize
memoir on the three-body problem the possibility of
‘‘homoclinic tangles’’ first presented itself. For
Poincaré, this was important because the resulting
complexity demonstrates that this system is not
integrable. We describe below how hyperbolic
dynamics arises in this situation (see Figure 3).

Hyperbolic Dynamical Systems 721



Another strand emerged about a decade later with
Hadamard’s study of geodesic flows (free particle
motion) on negatively curved surfaces. Hadamard
noted that these exhibit the kind of sensitive
dependence on initial conditions as well as the
pseudorandom behavior that are central features of
hyperbolic dynamics. This subject was developed
much further after the advent of ergodic theory,
with the Boltzmann ergodic hypothesis as an
important motivation: work by numerous mathe-
maticians, principally Hedlund and Hopf, showed
that free particle motion on a negatively curved
surface provides examples of ergodic mechanical
systems. More than two decades later, in the 1960s,
Anosov and Sinai overcame a fundamental technical
hurdle and established that this is indeed the case in
arbitrary dimension. This was done in the more
general context of a class of dynamical systems
known now as Anosov systems, which were axio-
matically defined and systematically studied for the
first time during this period of research in Moscow.

A greater class of dynamical systems exhibiting
chaotic behavior was introduced by Smale in his
seminal 1967 paper under the name of Axiom-A
systems. This class includes the hyperbolic dynamics
arising from homoclinic tangles, see Figure 3
(see Homoclinic Phenomena). Smale’s motivation
was his program of classifying dynamical systems
under topological conjugacy, and the consequent
search for structurally stable systems. Today, Axiom-
A (and Anosov) systems are valued as idealized models
of chaos: while the conditions defining Axiom A are
too stringent to include many real-life examples, it is
recognized that they have features shared in various
forms by most chaotic systems. Here, we concentrate
on the discrete-time context to keep notations lighter.

Partial hyperbolicity was introduced in the 1970s
and has proved that a limited amount of hyperbo-
licity in a dynamical system can produce much of
the global complexity (such as ergodicity or the
presence of dense orbits) exhibited by hyperbolic
systems, and can do so in a robust way. Here one
imposes uniform conditions, but expansion and
contraction are not assumed to occur in all direc-
tions. Stable ergodicity has been an important
subject of research in the last decade.

Nonuniform hyperbolicity weakens hyperbolicity
by allowing the contraction and expansion rates to
be nonuniform. This was motivated by examples of
systems with hyperbolicity where expansion or
contraction can be arbitrarily weak or absent in
places, such as the Hénon attractor, and by
situations where hyperbolicity coexists with singula-
rities, such as for (semi)dispersing billiards (see
Hyperbolic Billiards).

With respect to both uniformly and nonuniformly
hyperbolic systems, dimension theory has been a
subject of much interest (computations and esti-
mates of the fractal dimension of attractors and
hyperbolic sets, which is deeply connected to
dynamical properties of the system).

A different weakening of hyperbolicity, the pre-
sence of a dominated splitting, has been of interest
from the a viewpoint to stability and classification
of diffeomorphisms.

The study of hyperbolic dynamics has always had
interactions with other sciences and other areas of
mathematics. In the natural and social sciences, this
is the study of chaotic motions of just about any
kind. Examples of applications in related areas of
mathematics are geometric rigidity (an interaction
with differential geometry) and rigidity of group
actions.

Uniformly Hyperbolic Dynamical Systems

Definitions

Let f be a smooth invertible map. A compact
invariant set of f is said to be ‘‘hyperbolic’’ if at
every point in this set, the tangent space splits into a
direct sum of two subspaces Eu and Es with the
property that these subspaces are invariant under the
differential df, that is, df (x)Eu(x) = Eu(f (x)),
df (x)Es(x) = Eu(f (x)), and that df expands vectors
in Eu and contracts vectors in Es, that is, there are
constants 0 < � < 1 < �, c > 0 such that if v 2 Es(x)
for some x, then kdf n vk � c�nkvk for n = 1, 2, . . . ,
and if v 2 Eu(x) for some x, then kdf�n vk �
c��nkvk for n = 1, 2, . . . .

If Eu = {0} in the definition above, then the
invariant set is made up of attracting fixed points
or periodic orbits. Similarly, if Es = {0}, then the
orbits are repelling. If neither subspace is trivial,
then the behavior is locally ‘‘saddle-like,’’ that is to
say, relative to the orbit of a point x, most nearby
orbits diverge exponentially fast in both forward
and backward time. This is why hyperbolicity is a
mathematical notion of chaos.

An Anosov diffeomorphism is a smooth invertible
map of a compact manifold with the property that
the entire space is a hyperbolic set.

Axiom A, which is a larger class, focuses on the
part of the system that is not transient. More
precisely, a point x in the phase space is said to be
‘‘nonwandering’’ if every neighborhood U of x
contains an orbit that returns to U. A map is said
to satisfy Axiom A if its nonwandering set is
hyperbolic and contains a dense set of periodic
points.
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Definitions in the continuous-time case are analo-
gous: f above is replaced by the time-t-maps of the
flow, and the tangent spaces now decompose into
Eu � E0 � Es where E0, which is one dimensional,
represents the direction of the flow lines.

A geometric way of detecting (indeed, defining)
hyperbolicity is via the cone criterion: at every point
there is a cone that is mapped by the differential into
the interior of the corresponding cone at the image
point, and a ‘‘complementary’’ cone family behaves
similarly for the inverse.

Many continuous structures associated with a
hyperbolic dynamical system are, in fact, Hölder
continuous. (For a function g on a metric space this
is defined as the existence of C,� > 0 such that
d(g(x), g(y)) � Cd(x, y)� whenever x, y are suffi-
ciently close to each other.) In the present article,
almost every assertion of continuity could be
replaced by one of Hölder continuity. This notion
is natural in this context because xn! y exponen-
tially fast implies that g(xn)! g(y) exponentially fast
if g is Hölder continuous.

Structure and Properties

Stable and Unstable Manifolds, Local
Product Structure

Anosov and Axiom-A systems are defined by the
behavior of the differential. Corresponding to the
linear structures left invariant by df are nonlinear
structures, namely ‘‘stable manifolds’’ tangent to Es

and ‘‘unstable manifolds’’ tangent to Eu.
Thus, associated with an Anosov map are two

families of invariant manifolds, each one of which
fills up the entire phase space; they are sometimes
called the stable and unstable ‘‘foliations.’’ The
leaves of these foliations are transverse at each
point, that is, they intersect at positive angles,
forming a kind of (topological) coordinate system.
The map f expands distances along the leaves of one
of these foliations and contracts distances along the
leaves of the other. For Axiom-A systems, one has a
similar local product structure or ‘‘coordinate
system’’ at each point in the nonwandering set, but
the picture is local, and there are gaps: the stable
and unstable leaves do not necessarily fill out open
sets in the phase space.

There is much interest in determining the fractal
dimension (box-counting or Hausdorff, say) of
hyperbolic sets. So far the best dimension estimates
have been made for stable slices, that is, for the
intersection of a stable leaf with the hyperbolic set,
and for unstable slices. Because the local coordinate
systems describing the local product structure are

only known to be continuous, it is not known in
general whether the sum of these stable and unstable
dimensions gives the dimension of the hyperbolic set
(we don’t even know whether all stable slices have
the same fractal dimension). The problem is that an
�-Hölder-continuous map can change dimensions by
a factor of � or 1=�. But there is evidence to suggest
that something like this ‘‘dimension product struc-
ture’’ may often be true – this has been established
for a class of solenoids.

Transitivity and Spectral Decomposition

In addition to these local structures, Axiom-A
systems have a global structure theorem known
as ‘‘spectral decomposition.’’ It says that the
nonwandering set of every Axiom-A map can be
written as X1 [ � � � [Xr where the Xi are disjoint
closed invariant sets on which f is topologically
transitive, that is, has a dense orbit. The Xi are
called ‘‘basic sets.’’ Each Xi can be decomposed
further into a finite union

S
Xi, j, where each Xi, j is

invariant and topologically mixing under some
iterate of f. (Topological transitivity and mixing
are irreducibility conditions; transitivity means that
there is no proper open invariant subset, and
topological mixing says that given two open sets,
from some time onward the images of one will
always intersect the other.) This decomposition is
reminiscent of the corresponding result for finite-
state Markov chains.

Stability

One of the reasons why hyperbolic sets are
important is their ‘‘robustness’’: they cannot be
perturbed away. More precisely, let f be a map
with a hyperbolic set � which is locally maximal,
that is, it is the largest invariant set in some
neighborhood U. Then for every map g that is
C1-near f, the largest invariant set �0 of g in U
is again hyperbolic; moreover, f restricted to � is
‘‘topologically conjugate’’ to g restricted to �0. This
is mathematical shorthand for saying that not only
are the two sets � and �0 topologically indistin-
guishable, but the orbit structure of f on � is
indistinguishable from that of g on �0.

The phenomenon above brings us to the idea of
‘‘structural stability.’’ A map f is said to be
structurally stable if every map g C1-near f is
topologically conjugate to f (on the entire phase
space). It turns out that a map is structurally stable
if and only if it satisfies Axiom A and an additional
condition called strong transversality.
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Chains and Shadowing

We discuss next the idea of pseudo-orbits versus real
orbits. Letting d(� , �) be the metric, a sequence of
points x0, x1, x2, . . . in the phase space is called an
‘‘"-pseudo-orbit’’ or a ‘‘chain’’ of f if d(f (xi), xiþ1) < "
for every i. Computer-generated orbits, for example,
are pseudo-orbits due to round-off errors. A fact of
consequence to people performing numerical experi-
ments is that in hyperbolic systems, small errors at
each step get magnified exponentially fast. For
example, if the expansion rate is 3 or more, then
an "-error made at one step is at least tripled at each
subsequent step, that is, after only O(j log "j)
iterates, the error is O(1), and the pseudo-orbit
bears no relation to the real one. There is, however,
a theorem that says that every pseudo-orbit is
‘‘shadowed’’ by a real one. More precisely, given a
hyperbolic set, there is a constant C such that if
x0, x1, x2, . . . is an "-pseudo-orbit, then there is a
phase point z such that d(xi, f i(z)) < C" for all i.
Thus, paradoxical as it may first seem, this result
asserts that on hyperbolic sets, each pseudo-orbit
approximates a real orbit, even though it may
deviate considerably from the one with the same
initial condition.

The shadowing orbit corresponding to a bi-
infinite pseudo-orbit is, in fact, unique. From this,
one deduces easily the following Closing Lemma:
For any hyperbolic set, there is a constant C such
that the following holds: Every finite orbit segment
x, f (x), . . . , f n�1(x) that nearly closes up, that is,
d(x, f n�1(x)) < " for some small ", lies within <C" of
a genuine periodic orbit of period n. Thus, hyper-
bolic sets contain many periodic points.

Examples

Anosov Diffeomorphisms

A large class of Anosov diffeomorphisms comes
from ‘‘linear toral automorphisms,’’ that is, maps of
the n-dimensional torus induced by n� n matrices
with integer entries, det =�1, and no eigenvalues of
modulus one. The most popular example is the map
obtained from

2 1
1 1

� �
sometimes called the Arnol’d cat map because of an
illustration used by Arnol’d. The unstable manifolds
are lines parallel to the expanding direction shown
in Figure 1 and wrapped around the torus, and the
stable manifolds are obtained from the orthogonal
lines.

We remark that due to their structural stability,
(nonlinear) perturbations of linear toral automorph-
isms continue to have the Anosov property. This
remark applies also to all of the examples below. In
fact, all known Anosov diffeomorphisms are topo-
logically identical to a linear toral automorphism (or
a slight generalization of these, infranil-manifold
automorphisms).

Geodesic Flows

Geodesic flows describe free motions of points on
manifolds. Let M be a manifold. Given x 2M and a
unit vector v at x, there is a unique geodesic starting
from x in the direction v. The geodesic flow ’t is
given by ’t(x, v) = (x0, v0) where x0 is the point t units
down the geodesic and v0 is the direction at x0.
Geodesic flows on manifolds of strictly negative
curvature are the main examples of Anosov flows.
They were studied by Hadamard (ca. 1900),
Hedlund and Hopf (1930s) considerably before
Anosov theory was developed.

Horseshoes

Smale’s horseshoe is the prototypical example of a
hyperbolic invariant set. This map, so called because
it bends a rectangle B into the shape of a horseshoe
and puts it back on top of B, is shown in Figure 2.
The set {x: f n(x) 2 B for all n = 0, �1, �2, . . . } is
hyperbolic. It is a two-dimensional Cantor set in B.
The emergence of this example can be traced back
directly to real-world systems.

During World War II, Cartwright and Littlewood
worked on relaxation oscillations in radar circuits,

Figure 1 A hyperbolic toral automorphism. Reproduced from

Katok A and Hasselblatt B (2003) Dynamics: A First Course.

Cambridge: Cambridge University Press, with permission from

Cambridge University Press.

Figure 2 The horseshoe.
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consciously building on Poincaré’s work. Further
study of the underlying van der Pol equation by
Levinson contained the first example of a structu-
rally stable diffeomorphism with infinitely many
periodic points. (Structural stability originated in
1937 but began to flourish only 20 years later.) This
was brought to the attention of Smale. Inspired by
Peixoto’s work, who had carried out such a program
in dimension 2, Smale pursued a program of
studying diffeomorphisms with a view to classifica-
tion (Smale 1967). Until alerted by Levinson, Smale
conjectured that only Morse–Smale systems (which
have only finitely many periodic points with stable
and unstable sets in general position) could be
structurally stable. He eventually extracted the
horseshoe from Levinson’s work. Smale in turn
was in contact with the Russian school, where
Anosov systems (then C- or U-systems) had been
shown to be structurally stable, and their ergodic
properties were studied by way of further develop-
ment of the study of geodesic flows in negative
curvature.

The appearance of horseshoes in mathematical
models of real-world phenomena is quite wide-
spread. Indeed, in a sense this is the mechanism for
the production of chaotic behavior, at least in
dimension 2. In disguise, one of the earliest
appearances of this phenomenon occurred in the
prize memoir of Poincaré, where homoclinic tangles
gave a first glimpse at the serious dynamical
complexity that can arise in the three-body problem
in celestial mechanics. If the stable and unstable
curves of a hyperbolic fixed point intersect trans-
versely (as in Figure 3a), this engenders further such
intersections and produces a complicated web of
accumulations of loops or lobes of stable and
unstable curves, as shown in Figure 3b. Homoclinic
tangles always produce horseshoes by the Smale–
Birkhoff theorem, illustrated by Figure 3c, so in
trying to solve the three-body problem, Poincaré
essentially discovered the possibility of nontrivial
hyperbolic behavior (see Homoclinic Phenomena).

A related appearance of horseshoes in this context
is in the work of Alekseev, who used their presence
to show that capture of celestial bodies can indeed
occur.

Solenoids

Finally we mention the solenoid, which is an
example of an Axiom-A attractor (see Figure 4).
Here the map f is defined on a solid torus M = S1 �
D2, where D2 is a two-dimensional disk. It is easiest
to describe it in two steps: first it maps M into a
long thin solid torus, which is then put inside M

winding around the S1 direction twice. The attractor
is given by � =

T
n�0 f n(M).

Symbolic Coding of Orbits and
Ergodic Theory

An important tool for studying the orbit structure of
Axiom-A systems is the ‘‘Markov partition,’’ con-
structed for Anosov systems by Sinai and extended to
Axiom-A basic sets by Bowen. Given a partition
{R1, . . . , Rk} of the phase space, there is a natural
way to attach to each point x in the phase space a

(a) (b)

(c)

Figure 3 Homoclinic tangles produce horseshoes. Repro-

duced from Katok A and Hasselblatt B (2003) Dynamics: A

First Course. Cambridge: Cambridge University Press, with

permission from Cambridge University Press.

Figure 4 The solenoid. Reproduced from Katok A and

Hasselblatt B (2003) Dynamics: A First Course. Cambridge:

Cambridge University Press, with permission from Cambridge

University Press.
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sequence of symbols, namely ( . . . , a�1, a0, a1, a2, . . . ),
where ai 2 {1, 2, . . . , k} is the name of the partition
element containing f i(x), that is, f i(x) 2 Rai for
each i. In general, not all sequences are realized by
orbits of f. Markov partitions are designed so that
the set of symbol sequences that correspond to real
orbits has Markovian properties; it is called a shift of
finite type.

The ergodic theory of Axiom-A systems has its
origins in statistical mechanics. In a 1D lattice model in
statistical mechanics, one has an infinite array of sites
indexed by the integers; at each site, the system can be
in any one of a finite number of states. Thus, the
configuration space for a 1D lattice model is the set of
bi-infinite sequences on a finite alphabet. Identifying
this symbol space with the one coming from Markov
partitions, Sinai and Ruelle were able to transport
some of the basic ideas from statistical mechanics,
including the notions of Gibbs states and equilibrium
states, to the ergodic theory of Axiom-A systems.

The notion of equilibrium states, which is
equivalent to Gibbs states for Axiom-A systems,
has the following meaning in dynamical systems in
general: given a potential function ’, an invariant
measure is said to be an equilibrium state if it
maximizes the quantity

h�ðf Þ �
Z
’d�

where h�(f ) denotes the Kolmogorov–Sinai entropy of
f and the supremum is taken over all f-invariant
probability measures �. In particular, when ’= 0, this
measure is the measure that maximizes entropy; and
when ’= log jdet (df jEu )j, it is the Sinai–Ruelle–
Bowen (SRB) measure. From the physical or observa-
tional point of view, SRB measures are the most
important invariant measures for dissipative dynami-
cal systems because if f is a diffeomorphism of a
compact manifold M and � a transitive Axiom-A
attractor with basin U, for example, � = U = M, then
for Lebesgue-a.e. x 2 U and for every ’ 2 C0(M)

lim
n!1

1

n

Xn�1

i¼0

’ðf iðxÞÞ ¼
Z
’d�

that is, Lebesgue-a.e. point is �-typical. Thus, while
Axiom-A attractors will have chaotic motions, they are
statistically coherent in that the asymptotic distribution
of any typical orbit is given by the SRB measure.

Periodic Points and Their
Growth Properties

We discuss briefly some further results related to the
abundance of periodic points in Axiom-A systems.

For an Axiom-A diffeomorphism f, if P(n) is the
number of periodic points of period �n, then P(n) 	
ehn, where h is the topological entropy of f. That is
to say, the dynamical complexity of f is reflected in
its periodic behavior. An analogous result holds for
Axiom-A flows. This asymptotic behavior is known
to remarkably fine accuracy (Margulis 2004), and
these developments used the dynamical zeta func-
tion, which sums up the periodic information of a
system. In the discrete-time case, �(z) := exp

P1
n = 1

P(n)zn=n has been shown to be a rational function
analytic on jzj < e�h. In the continuous-time case,
the zeta function is given by �(z) :=

Q
�

(1� exp(�zl(�)))�1, where the product is taken
over all (nonstationary) periodic orbits � and l(�)
is the smallest positive period of �. This function is
known to be meromorphic on a certain domain,
but the location of its poles, which are intimately
related to correlation decay properties of the
system, remains one of the yet unresolved issues in
Axiom-A theory.

Partial Hyperbolicity and
Dominated Splitting

There are various ways in which the notion of
hyperbolicity described above, which we will hence-
forth refer to as ‘‘uniform hyperbolicity,’’ can be
extended beyond the one presented so far. This can
be done with a view to weakening the conditions
under which some of the salient properties of
hyperbolic dynamical systems appear. The study of
partially hyperbolic dynamical systems and that
of dynamical systems possessing a dominated split-
ting is of this type. Further below, we describe a
different extension motivated more by a desire to
bring the results and methods of hyperbolic
dynamics to bear on systems that are closer to
some physical situations. This led to the study of
nonuniformly hyperbolic dynamical systems.

If one views hyperbolicity as requiring that the
spectrum of expansion and contraction rates is
separated into two components by the unit circle,
then one can consider systems where this separation
is provided by a circle centered at 0 whose radius
may not be 1 (partial hyperbolicity in the broad
sense), or by two circles centered at 0 of which one
has radius less than 1 and the other has radius
greater than 1, with possibly a third component of
the spectrum in the annulus between these (absolute
partial hyperbolicity). Further weakenings are
obtained by controlling not the whole spectrum in
this absolute way, but rather ratios of expansion and
contraction rates along orbits (dominated splitting
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and relative partial hyperbolicity, respectively).
Among the motivations for these weakenings are
the desire to understand which systems are topolo-
gically transitive and robustly so (stable transitivity),
and to understand which ergodic volume-preserving
systems remain ergodic if perturbed within the space
of volume-preserving systems (stable ergodicity).

Pseudohyperbolicity

Let f be a smooth invertible map. A compact
invariant set of f is said to be partially hyperbolic
in the broad sense if at every point in this set, the
tangent space splits into a direct sum of two
subspaces Eu and Es with the property that these
subspaces are invariant under the differential df ,
that is, df (x)Eu(x) = Eu(f (x)), df (x)Es(x) = Eu(f (x)),
and that there are constants 0 < � < �, c > 0 such
that if v 2 Es(x) for some x then kdf nvk � c�nkvk
for n = 1, 2, . . . and if v 2 Eu(x) for some x
then kdf�nvk � c��nkvk for n = 1, 2, . . . . This is
sometimes also referred to as the existence of a
(�,�)-splitting or pseudohyperbolicity.

Dominated Splitting

A further weakening of this condition replaces these
absolute estimates by relative ones. Let f be a
smooth invertible map. A compact invariant set of
f is said to admit a dominated splitting if at every
point in this set, the tangent space splits into a direct
sum of two subspaces Eu and Es with the property
that these subspaces are invariant under the differ-
ential and there are constants � 2 (0, 1), c > 0 such
that if u 2 Eu(x) and v 2 Es(x) for some x then
kdf nvk=kdf nuk � c�n for n = 1, 2, . . . .

The presence of a dominated splitting has been
found to yield substantial information pertinent to
stability of such systems, and it plays a significant
role in a program of research aiming at a classifica-
tion of generic diffeomorphisms up to topological
conjugacy and specifically motivated by the ‘‘Palis
conjecture,’’ which aims to describe that classifica-
tion. With respect to inferring topological and
ergodic (i.e., statistical) properties of the orbit
structure, the stricter notion of partial hyperbolicity
(in the narrow sense below) is more commonly used,
but in this respect the presence of a dominated
splitting is also of interest because there is evidence
in support of the conjecture that stable ergodicity
implies the presence of a dominated splitting.

Partial Hyperbolicity

Let f be a smooth invertible map. A compact
invariant set of f is said to be (absolutely) partially
hyperbolic if at every point in this set, the tangent

space splits into a direct sum of unstable, central,
and stable directions Eu, Ec, and Es with the
property that these subspaces are invariant under
the differential df and that there exist numbers
C > 0,

0 < �1 � �1 < �2 � �2 < �3 � �3

with �1 < 1 < �3

½1


such that if v 2 Es(x), w 2 Ec(x), u 2 Eu(x),
n = 1, 2, . . . , then

C�1�1
nkvk � kdxf nðvÞk � C�1

nkvk
C�1�2

nkwk � kdxf nðwÞk � C�2
nkwk

C�1�3
nkuk � kdxf nðuÞk � C�3

nkuk

In this case, we set Ecs := Ec � Es and Ecu := Ec � Eu.
Following Burns–Wilkinson, we say that f is ‘‘center-
bunched’’ if max {�1,��1

3 } < �2=�2.
As in the case of (uniformly) hyperbolic dynami-

cal systems, the sub-bundles Es and Eu are integrable
to stable and unstable foliations Ws and Wu. It is
not automatic that the center-stable sub-bundle Ecs

and the center-unstable sub-bundle Ecu are tangent
to foliations Wcs and Wcu; if this happens to be the
case, the partially hyperbolic system is said to be
‘‘dynamically coherent.’’

Partial hyperbolicity can also be defined by a cone
criterion, with suitable adaptations.

Stable Ergodicity and Transitivity

Partial hyperbolicity was introduced as a means of
providing just enough hyperbolicity to render a
dynamical system ergodic or topologically transitive.
These are both irreducibility conditions, and to
obtain these, one rules out a Cartesian product
situation by assuming something like essential
accessibility: almost every two points (in the sense
of volume viewed as a measure) can be connected by
a curve consisting of a finite concatenation of arcs,
each of which lies entirely in one stable or unstable
leaf. A celebrated result in this field is in its original
form (with a much stronger center-bunching
assumption) due to Pugh and Shub: suppose a
volume-preserving diffeomorphism is partially
hyperbolic on the entire manifold. If it is dynami-
cally coherent and center bunched and has essential
accessibility, then it is ergodic (Hasselblatt and Pesin
2006).

One of the motivating aims of this theory was to
obtain nonhyperbolic volume-preserving systems
that are stably ergodic, that is, for which all
volume-preserving C1-small perturbations are also
ergodic. If, in addition to the above, one assumes
that essential accessibility also persists under such
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perturbations and that the center bundle Ec is
integrable to a center foliation Wc that is smooth
(or ‘‘plaque-expansive’’), then ergodicity is indeed
stable (Hasselblatt and Pesin). There are quite a few
natural examples where these assumptions hold.

While essential accessibility does not always hold,
it is fairly common. The stronger property of
accessibility (that any two points can be connected,
not only almost every two points) is conjectured to
be stable under C1-perturbations and has been
shown to hold for an open dense set of partially
hyperbolic systems with respect to the C1-topology.

Ergodicity is a measure-theoretic irreducibility
notion, and topological transitivity is the topological
counterpart. It can also be obtained from accessi-
bility: a partially hyperbolic volume-preserving
diffeomorphism with the accessibility property is
topologically transitive (in fact, almost every orbit is
dense).

There are interesting converse results as well. Any
stably transitive diffeomorphism exhibits a domi-
nated splitting. Moreover, in dimension 2 it is
hyperbolic and in dimension 3 it is partially
hyperbolic in the broad sense.

Nonuniform Hyperbolicity

Applications have motivated weakening assump-
tions of uniform hyperbolicity to require only that
‘‘many’’ individual orbits exhibit hyperbolic beha-
vior, without assuming that there are any uniform
estimates on the degree of hyperbolicity.

To measure the asymptotic contraction or expan-
sion of a vector on an exponential scale, one defines
the Lyapunov exponent of a (nonzero) tangent
vector v at x for the map f to be

�ðx; vÞ :¼ lim
n!1
ð1=nÞ log kDf nðvÞk ½2


whenever this limit exists. Note that being positive
indicates asymptotic expansion of the vector,
whereas negative exponents correspond to contract-
ing vectors. This defines a measurable but, save for
exceptional circumstances, discontinuous function
of x and v. It is relatively easy to see that for a given
point x the function �(x, � ) can only take finitely
many values, so it is natural to define nonuniform
hyperbolicity as the property of having all of these
finitely many values nonzero for ‘‘most’’ points.
Given that � is measurable, it is natural to define
‘‘most’’ by using a measure that is invariant under
the map f. Therefore, the theory of nonuniformly
hyperbolic dynamical systems, much of which is due
to Pesin, is based on measure theory throughout.

The fundamental fact on which this theory is
based is the ‘‘Oseledets multiplicative ergodic theo-
rem,’’ which says that for a C1-diffeomorphism of a
compact Riemannian manifold the set of Lyapunov-
regular points has full measure with respect to any
f-invariant Borel probability measure.

For a Lyapunov-regular point the limit [2] exists
for all v, so this theorem tells us that no matter
which invariant measure we consider, the limit [2]
makes sense for all tangent vectors at points x
outside a null set. (One should add that this small
‘‘bad’’ set can be somewhat substantial; for example,
its Hausdorff dimension is usually that of the whole
space.)

Accordingly, one then defines a measure to be
hyperbolic if at almost every point the limit [2] is
nonzero for all vectors. In this case, one says that
‘‘f has nonzero Lyapunov exponents.’’ This property
can also be obtained from a cone criterion, but here
the family of cones may only be invariant and
eventually strictly invariant, that is, there is a cone
field such that cones are mapped to cones (but not
necessarily into the interior of cones), and for almost
every point there is an iterate that maps a cone
strictly inside the cone at the image point (i.e., into
the interior). Which iterate is needed is allowed to
depend on the point (see Hyperbolic Billiards).

It is good to keep in mind that a hyperbolic
measure may be concentrated on a single point, say,
in which case there is not much gained by this
approach. The theory is of great interest, however, if
the measure is equivalent to volume or is the
‘‘physical measure’’ on an attractor.

Examples of this sort are fairly common, indeed
any smooth compact Riemannian manifold other
than the unit circle admits a volume-preserving
Bernoulli diffeomorphism with nonzero Lyapunov
exponents (Dolgopyat and Pesin 2002) (and every
compact smooth Riemannian manifold of dimension
at least 3 carries a volume-preserving Bernoulli flow
for which at almost every point the only zero
Lyapunov exponent is the one in the flow direction
(Hu et al. 2004)).

Structurally, these systems exhibit many of the
features seen in uniformly hyperbolic ones (e.g.,
stable manifolds), but instead of being continuous
these are now measurable. There are, however,
(noninvariant) sets of arbitrarily large measure on
which these structures are continuous. This provides
a handle for pushing some of the uniform theory to
this context.

There are some topological results in this area, of
which one of the more remarkable ones is that any
surface diffeomorphism with positive entropy con-
tains a horseshoe. Much of the current research is
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directed at the ergodic theory of these systems. A
central result from the initial development of the
theory is that while these systems may not be
ergodic, the ergodic components are (a.e. equal to)
open sets, so in particular there are at most
countably many of them.

One natural question is whether nonuniformly
hyperbolic systems have SRB measures, and it is
answered on a case-by-case basis. There are even
benign examples where this fails to be the case, but
for some realistic systems, such as the Lorenz and
Hénon attractors, this has been established.

Because they preserve volume, this is not an issue
for billiard systems, (see Hyperbolic Billiards), that
is, the free motion of a point mass in a cavity with
elastic boundary collisions. This describes not just a
toy model, but also the phase space and dynamics of
a gas of convex rigid bodies. Such a gas of hard
spheres in a rectangular box is semidispersing and
has been studied intensely. It is now known to be
hyperbolic and hoped to be ergodic. (The latter
would provide a solid foundation for statistical
mechanics, at least for the case of spherical
molecules.) A gas of nonspherical convex rigid
bodies is also a point billiard, but it is not
semidispersing, which puts it beyond the range of
readily available techniques for establishing
ergodicity.

Further Remarks

The historical remarks made here are significantly
expanded in Hasselblatt (2002), which contains
some references to yet more detailed sources as
well as more detail about uniformly hyperbolic
dynamical systems in a concise form. A concise but
reasonably comprehensive and current account of
partially hyperbolic dynamics is in Hasselblatt and
Pesin, and an authoritative full presentation is in
Pesin (2004). A survey of nonuniformly hyperbolic
dynamics is given in Barreira and Pesin (2006), and
the definitive treatment is given by Barreira et al.. A
textbook presentation of (not only) hyperbolic
dynamics is in Katok and Hasselblatt (1995) as
well as Hasselblatt and Katok (2003), and much
current research, including on all subjects discussed
here, is surveyed in Handbook.

See also: Ergodic Theory; Fractal Dimensions in
Dynamics; Generic Properties of Dynamical Systems;
Homoclinic Phenomena; Hyperbolic Billiards; Inviscid
Flows; Lyapunov Exponents and Strange Attractors;
Regularization for Dynamical Zeta Functions; Singularity
and Bifurcation Theory; Symmetry and Symmetry
Breaking in Dynamical Systems.
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Our society is often designated as being an ‘‘infor-
mation society.’’ It could also be defined as an
‘‘image society.’’ This is not only because image is a
powerful and widely used medium of communica-
tion, but also because it is an easy, compact, and
widespread way to represent the physical world. If
we think about it, it is indeed striking to realize just
how much images are omnipresent in our lives
through numerous applications such as medical and
satellite imaging, videosurveillance, cinema,
robotics, etc.

Many approaches have been developed to process
these digital images, and it is difficult to say which
one is more natural than the other. Image processing
has a long history. Maybe the oldest methods come
from 1D signal processing techniques. They rely on
filter theory (linear or not), on spectral analysis, or
on some basic concepts of probability and statistics.
For an overview, we refer the interested reader to
the book by Gonzalez and Woods (1992).

In this article, some recent mathematical concepts
will be revisited and illustrated by the image
restoration problem, which is presented below. We
first discuss stochastic modeling which is widely
based on Markov random field theory and deals
directly with digital images. This is followed by a
discussion of variational approaches where the
general idea is to define some cost functions in a
continuous setting. Next we show how the scale
space theory is connected with partial differential
equations (PDEs). Finally, we present the wavelet
theory, which is inherited from signal processing
and relies on decomposition techniques.

Introduction

As in the real world, a digital image is composed of
a wide variety of structures. Figure 1 shows different

kinds of ‘‘textures,’’ progressive or sharp contours,
and fine objects. This gives an idea of the complex-
ity of finding an approach that allows to cope with
the different structures at the same time. It also
highlights the discrete nature of images which will
be handled differently depending on the chosen
mathematical tools. For instance, PDEs based
approaches are written in a continuous setting,
referring to analogous images, and once the exist-
ence and the uniqueness of the solution have been
proved, we need to discretize them in order to find a
numerical solution. On the contrary, stochastic
approaches will directly consider discrete images in
the modeling of the cost functions.

The Image Restoration Problem

It is well known that during formation, transmis-
sion, and recording processes images deteriorate.
Classically, this degradation is the result of two
phenomena. The first one is deterministic and is
related to the image acquisition modality, to possible
defects of the imaging system (e.g., blur created by
an incorrect lens adjustment or by motion). The
second phenomenon is random and corresponds to
the noise coming from any signal transmission. It
can also come from image quantization. It is
important to choose a degradation model as close
as possible to reality. The random noise is usually
modeled by a probabilistic distribution. In many
cases, a Gaussian distribution is assumed. However,
some applications require more specific ones, like
the gamma distribution for radar images (speckle
noise) or the Poisson distribution for tomography.
Unfortunately, it is usually impossible to identify the
kind of noise involved for a given real image.

A commonly used model is the following. Let
u : � � R2!R be an original image describing a real
scene, and let f be the observed image of the same
scene (i.e., a degradation of u). We assume that

f ¼ Auþ � ½1�

where � stands for a white additive Gaussian noise
and A is a linear operator representing the blur
(usually a convolution). Given f, the problem is



then to reconstruct u knowing [1]. This problem
is ill-posed, and we are able to carry out only an
approximation of u. In this article, we will focus on
the simplified model of pure denoising:

f ¼ uþ � ½2�

The Probabilistic Approach

The Bayesian Framework

In this section, we show how the problem of pure
denoising, that is, recovering u from the equation
f = uþ � knowing only some statistical information
on � can be solved by using a probabilistic
approach. In this context, f, u, and � are considered
as random variables. The general idea for recovering
u is to maximize some prior probability. Most
models involve two parts: a prior model of possible
restored images u and a data model expressing
consistency with the observed data.

� The prior model is given by a probability space
(�u, p), where �u is the set of all values of u. The
model is specified by giving the probability p(u)
on all these values.
� The data model is a larger probability space

(�u, f , p), where �u, f is the set of all possible values
of u and all possible values of the observed image
f. This model is completed by giving the condi-
tional probability p(f=u) of any image f given u,
resulting in the joint probabilities p(f , u) =
p(f=u)p(u). Implicitly, we assume that the spaces
(�u) and (�u, f ) are finite although huge.

The next step is to use a Bayesian approach
introduced in image processing by Besag (1974)
and Geman and Geman (1984). The probabilities
p(u) and p(f=u) are supposed to be known and,
given an observed image f, we seek the image
u which maximizes the conditional a posteriori

probability p(u=f ) (MAP: Maximum A Posteriori).
Thanks to the Bayes’ rule, we have

pðu=f Þ ¼ pðf=uÞpðuÞ
pðf Þ ½3�

Let us explain the meaning of the different terms
in [3]:

� The term p(f=u) expresses the probability, the
likelihood, that an image u is realized in f. It also
quantifies the lack of total precision of the model
and the presence of noise.
� The term p(u) expresses our incomplete a priori

information about the ideal image u (it is the
probability of the model, i.e., the propensity that
u be realized independently of the observation f ).
� The term p(f ) which is the probability to observe f

is a constant and does not play any role when
maximizing the conditional probability p(u=f )
with respect to u.

Let us remark that the problem maxu p(u=f ) is
equivalent to minu E(u) =�log p(f=u)� log p(u).
So Bayesian models lead to a minimization
process.

Then the main question is how to assign these
probabilities? The easiest probability to determine is
p(f=u). If the images u and f consist in a set of values
u = (ui, j), i, j = 1, N and f = (fi, j), i, j = 1, N, we sup-
pose the conditional independence of (fi, j=ui, j) in any
pixel:

pðf=uÞ ¼
YN
i¼1

pðfi;j=ui;jÞ

and if the restoration model is of the form f = uþ �
where � is a white Gaussian noise with variance � 2,
then

pðfi;j=ui;jÞ ¼
1ffiffiffiffiffiffiffiffiffi
2��
p exp�ðfi;j � ui;jÞ2

2�2

and

pðf=uÞ ¼ 1

ð2��ÞN=2
exp �

XN
i;j

ðfi;j � ui;jÞ2

2�2

Therefore, at this stage, the MAP reduces to
minimize

EðuÞ ¼ K�kf � uk2 � log pðuÞ ½4�

where k.k stands for the Euclidean norm on RN2

and
K� is a constant. So, it remains now to assign a
probability law p(u). To do that, the most common
way is to use the theory of Markov random fields
(MRFs).

(a)

(b)
(c)

(d)

(e)

Figure 1 Digital image example. 1 the close-ups show

examples of low resolution, low contrasts, graduated shadings,

sharp transitions, and fine elements. (a) low resolution, (b) low

contrasts, (c) graduated shadings, (d) sharp transitions, and

(e) fine elements.
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The Theory of Markov Random Fields

In this approach, an image is described as a finite set
S of sites corresponding to the pixels. For each site,
we associate a descriptor representing the state of
the site, for example, its gray level. In order to take
into account local interaction between sites, one
needs to endow S with a system of neighborhoods V.

Definition 1 For each site s, we define its neighbor-
hood V(s) as:

VðsÞ¼ ftg such that s =2VðsÞ and t2VðsÞ) s2VðtÞ

Then we associate to this neighborhood system the
notion of clique: a clique is either a singleton or a set
of sites which are all neighbors of each other.
Depending on the neighborhood system, the family
of cliques will be different and involve more and less
sites. We will denote by C the set of all the cliques
relative to a neighborhood system V (see Figure 2).

Before introducing the general framework of
MRFs, let us define some notations. For a site s,
Xs will stand for a random variable taking its values
in some set E (e.g., E= {0, 1, . . . , 255}) and xs will be
a realization of Xs and xs = (xt)t 6¼s will denote an
image configuration where site s has been removed.
Finally, we will denote by X the random variable
X = (Xs, Xt, . . . ) with values in � = EjSj.

Definition 2 We say that X is an MRF if the local
conditional probability at a site s is only a function
of V(s), that is,

pðXs ¼ xs=X
s ¼ xsÞ ¼ pðXs ¼ xs=xt; t2VðsÞÞ

Therefore, the gray level at a site depends only on
gray levels of neighboring pixels. Now we give the
following fundamental theorem due to Hammersley–
Clifford (Besag 1974) which states the equivalence
between MRFs and Gibbs fields.

Theorem 1 Let us suppose that S is finite, E is a
discrete set and for all x2� = EjSj, p(X = x) > 0,
then X is an MRF relatively to a system of
neighborhoods V if and only if there exists a family
of potential functions (Vc)c2C such that
p(x) = (1=Z) exp(�

P
c2C Vc(x)).

The function V(x) =
P

c2C Vc(x) is called the
energy potential or the Gibbs measure and Z is a
normalizing constant: Z = exp(�

P
x2� V(x)).

If, for example, the collection of neighborhoods is
the set of 4-neighbors, then the theorem says that
V(x) =

P
c = {s}2C1

Vc(xs)þ
P

c = {(s, t)}2C2
Vc(xs, xt).

Application to the Denoising Problem

Now, given this theorem we can reformulate, thanks
to [4], the restoration problem (with the change of
notation u = x and us = xs): find u minimizing the
global energy

EðuÞ ¼ K�kf � uk2 þ VðuÞ ½5�

The next step is now to precise the Gibbs
measure. In restoration, the potential V(u) is often
dedicated to impose local regularity constraints, for
example, by penalizing differences between neigh-
bors. This can be modeled using cliques of order 2 in
the following manner:

VðuÞ¼ �
X
ðs;tÞ 2 C2

�ðus � utÞ

where � is a given real function. This term penalizes
the difference of intensities between neighbors which
may come from an edge or some noise. This discrete
cost function is very similar to the gradient penalty
terms in the continuous framework (see the next
section). The resulting final energy is (sometimes
E(u) is written E(u=f ))

EðuÞ¼K�

X
s2 S

ðfs � usÞ2 þ �
X
ðs;tÞ 2 C2

�ðus � utÞ

where the constant � is a weighting parameter
which can be estimated.

The difficulty in choosing the strength of the
penalty term defined by � is to be able to penalize
the noise while keeping the most salient features,
that is, edges. Historically, the function � was first
chosen as �(z) = z2 but this choice is not good since
the resulting regularization is too strong introducing
a blur in the image and loss of the edges. A better
choice is �(z) = jzj (Rudin et al. 1992) or a
regularized version of this function. Of course,
other choices are possible depending on the con-
sidered application and the desired degree of
smoothness.

In this section, it has been shown how to model
the restoration problem through MRFs and the
Bayesian framework. Numerically, two main types
of algorithms can be used to minimize the energy:
deterministic algorithms and stochastic algorithms.
The former are generally used when the global
energy is strictly convex (e.g., algorithms based on

C1 C2 C1 C2

Figure 2 Examples of neighborhood system and cliques.
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gradient descent). The latter are rather used when
E(u) is not convex. There are stochastic minimiza-
tion algorithms mainly based on simulated anneal-
ing. Their main interest is that they always converge
(almost surely) to a minimizer (this is not the case
for deterministic algorithms which give only local
minimizers) but they are often strongly time
consuming.

We refer the reader to Li (1995) for more details
about MRFs and Bayesian framework and
Kirkpatrick et al. (1983) for more information on
stochastic algorithms.

The Variational Approach

Minimizing a Cost Function over a
Functional Space

One important issue in the previous section was the
definition of p(u) which gives some a priori on the
solution. In the variational approach, this idea is
also present but the way to infer it is in fact to
define the more suitable functional space that
describes images and their geometrical properties.
The choice of a functional space sets a norm which
in turn will constrain the solution to a certain
smoothness.

We illustrate this idea in this section on the
denoising problem [2] which can be seen as a
decomposition one. This means that given the
observation f, we look for u and � such that
f = uþ �, where � incorporates all oscillations, that
is, noise, and also texture. Let us define a functional
to be minimized which takes into account the data f
and possibly some statistical informations about �:

min
ðu;�Þ

�ðjujEÞ such that  ðj�jGÞ¼ �
�

with f ¼ uþ �g
½6�

This formulation means that we look, among all
decompositions f = uþ �, for the one which mini-
mizes �(jujE) under the constraint  (j�jG) = �.
Banach spaces E and G, and functions � and  
will be discussed in the next subsection. Since a
minimization problem under constraints can be
expressed with an additional term weighted by a

Lagrange multiplier, the formulation [6] can be
rewritten as:

min
ðu;�Þ

�ðjujEÞ þ � ðj�jGÞ; f ¼ uþ �
� �

½7�

A similar writing consists in replacing � by f � u so
that [7] rewrites

min
u

�ðjujEÞ þ � ðjf � ujGÞ
� �

½8�

which is the classical formulation in image restora-
tion. From a numerical point of view, the minimiza-
tion is usually carried out by solving the associated
Euler equations but this may be a difficult task. The
main concern is the search for E and G and their
norm (or seminorm). It is guided by the choice that
an image u is composed of various geometric
structures (homogeneous regions, edges) while
�= f � u represents oscillations (noise and textures).

Examples of Functional Spaces

In this section, we revisit some possible choices of
functional spaces summarized in Table 1.

The first case (a) was inspired by the classical
Tikhonov regularization. The functional space
H1(�)(� � R2) is the space of functions in L2(�)
such that the distributional gradient Du is in L2(�).
Unfortunately, functions in H1(�) do not admit
discontinuities across curves and this is a major
problem with respect to image analysis since images
are made of smooth patches separated by sharp
variations.

Considering the problem reported in (a), Rudin et al.
(1992) proposed to work on BV(�), the space of
bounded variations (BV) Ambrosio et al. (2000)
defined by

BVð�Þ ¼ u2L1ð�Þ;
Z

�

Duj j <1
� �

with

Z
�

Duj j ¼ sup

�Z
�

udiv’ dx;

’ ¼ ð’1; ’2; . . . ; ’NÞ 2 C1
0ð�Þ

N;

j’jL1ð�Þ � 1

�
½9�

Table 1 Examples of functional spaces and their norm (see model [8])

Model E and jujE �(t) G and jujG  (t)

(a) H1(�), jujE =
R

� jruj2 dx
� �1=2

t2 L2(�) with its usual norm t2

(b) BV (�), jujE =
R

� jDuj t L2(�) with its usual norm t2

(c) BV (�), jujE =
R

� jDuj t fb 2 L2(�); b = div�, j�jL1(�)2 � 1, � � N j@� = 0g t
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It is equivalent to define BV(�) as the space of
L1(�) functions whose distributional gradient Du is
a bounded measure and [9] is its total variation. The
space BV(�) has some interesting properties:

1. lower semicontinuity of the total variationR
� Duj j with respect to the L1(�) topology,

2. if u2BV(�), we can define, for H1 almost
everywhere x2 Su, the complement of Lebesgue
points (i.e., the jump set of u), a normal nu(x)
and two approximate ‘‘right’’ and ‘‘left’’ limits
uþ(x) and u�(x), and

3. Du can be decomposed as a sum of a regular
measure, a jump measure, and a Cantor measure:

Du ¼ ru dxþ ðuþ � u�ÞnuH1
=Su
þ Cu

where ru is the approximate gradient and H1 the
one-dimensional Hausdorff measure.

This ability to describe functions with disconti-
nuities across a hypersurface Su makes BV(�) very
convenient to describe images with edges. In this
context, the image restoration problem is well
posed and suitable numerical tools can be proposed
(Chambolle and Lions 1997).

One criticism of the model (b) in Table 1 pointed
out by Meyer (2001) is that if f is a characteristic
function and if f is sufficiently small with respect to
a suitable norm, then the model (Rudin et al. 1992)
gives u = 0 and �= f contrary to what one should
expect (u = f and �= 0). In fact, the main reason of
this phenomenon is that the L2-norm for the �
component is not the right one since very oscillating
functions can have large L2-norm (e.g.,
fn(x) = cos(nx)). To better describe such oscillating
functions, Meyer (2001) introduced the space of
functions which can be expressed as a divergence
of L1-fields. This work was developed in RN and
this framework was adapted to bounded 2D
domains by Aubert and Aujol (2005) (see (c) in
Table 1). An example of image decomposition is
shown in Figure 3.

In this section, we have shown how the choice of
the functional spaces is closely related to the
definition of a variational formulation. The

functionals are written in a continuous setting and
they can usually be minimized by solving the
discretized Euler equations iteratively, until conver-
gence. These PDEs and the differential operators are
constrained by the energy definition but it is also
possible to work directly on the equations, forget-
ting the formal link with the energy. Such an
approach has also been much developed in the
computer vision community and it is illustrated in
the next section.

We refer the reader to Aubert and Kornprobst
(2002) for a general review of variational
approaches and PDEs as applied to image analysis.

Scale Spaces and PDEs

Another approach to perform nonlinear filtering
is to define a family of image smoothing operators
Tt, depending on a scale parameter t. Given an
image f (x), we can define the image u(t, x) = (Ttf )(x)
which corresponds to the image f analyzed at scale t.
In this section, following Alvarez–Guichard–Lions–
Morel (Alvarez et al. 1993), we show that u(t, x)
is the solution of a PDE provided some suitable
assumptions on Tt.

Basic Principles of a Scale Space

This section describes some natural assumptions to
be fulfilled by scale spaces. We first assume that the
output at scale t can be computed from the output at
a scale t � h for very small h. This is natural, since a
coarser scale view of the original picture is likely to
be deduced from a finer one. Tt is obtained by
composition of transition filters, denoted by Ttþh, t.
So the first axiom is

(A1) Ttþh = Ttþh, tTt T0 = Id

Another assumption is that operators act locally,
that is, (Ttþh, tf )(x) depends essentially upon the
values of f (y) with y in a small neighborhood of x.
Taking into account the fact that as the scale
increases, no new feature should be created by the
scale space, we have the local comparison principle:
if an image u is locally brighter than another image
v, then this order must be conserved by the analysis.
This is expressed by:

(A2) For all u and v such that u(y) > v(y) in a
neighborhood of x and y 6¼ x, then for h small
enough, we have

ðTtþh;tuÞðxÞ � ðTtþh;tvÞðxÞ

The third assumption states that a very smooth
image must evolve in a smooth way with the scale

Original u η

Figure 3 Example of image decomposition (see Aubert and

Aujol (2005)).
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space. Denoting the scalar product of two vectors of
RN by <x, y> , this assumption can be written as

(A3) Let u(y)=1=2hA(y� x), y� xiþ hp,y� xiþ c
be a quadratic form of R2, x fixed
(A =r2u(x)2 S(2) the set of 2	 2 symmetric
matrices, p =ru(x) a vector of R2, c = u(x) a
constant.). We shall say that a scale space is
regular if there exists a function F(t, x, c, p, A),
continuous with respect to A, such that

ðTtþh;tu� uÞðxÞ
h

! Fðt; x; c; p;AÞ when h! 0

Scale Spaces are Governed by PDEs

In the following theorem, it is stated that the former
assumptions are sufficient to prove that scale spaces
are in fact governed by PDEs.

Theorem 2 Under assumptions A1, A2, A3, there
exists a continuous function F : [0, T]	�	R	
R2	S(2)!R satisfying F(t,x,c,p,A)� F(t,x,c,p,B)
for all p2R2, A and B in S(2) with A�B such that

	tðuÞ

¼ Ttþh;tu� u

h
!Fðt;x;u;ru;r2uÞ; h!0þ ½10�

uniformly for x2R2, uniformly for u.

In eqn [10], the left-hand side term can be
interpreted as the partial temporal derivative with
respect to t so that the notion of PDEs arises. More
precisely, if f is continuous and uniformly bounded,
then it can be established that u(t, x) = (Ttf )(x) is the
viscosity solution(see Definition 3) of

@u

@t
þHðt; x; u;ru;r2uÞ ¼ 0 ðhere H ¼ �FÞ

uð0; xÞ ¼ f ðxÞ
½11�

The map H : [0, T]	�	R	R2	 S(2)!R is called
a Hamiltonian and the decreasing property of H
with respect to S is called degenerate ellipticity.

The theory of viscosity solutions was introduced
in the 1980s by Crandall and P L Lions (Crandall
and Lions 1981, Crandall et al. 1992). When strong
solutions of [11] do not exist, this theory allows
to define solutions which are only continuous or
even discontinuous. The definition of viscosity
solutions is

Definition 3 Let H : �	R	R2	 S(2)!R be con-
tinuous and degenerate elliptic and let u2C0

([0, T]	�). Then u is a viscosity solution of [11]
in [0, T]	� if and only if

(i) u is a subsolution, that is, 8�2C2([0, T]	�),
8(t0, x0) a local strict maximum point of (u� �)
(t, x), we have

@�

@t
ðt0; x0Þ þHðt0;x0 ; uðt0; x0Þ;r�ðt0; x0Þ;

r2�ðt0; x0ÞÞ � 0

(ii) u is a supersolution, that is, 8�2C2([0, T]	�),
8(t0, x0) a local strict minimum point of (u� �)
(t, x), we have

@�

@t
ðt0; x0Þ þHðt0;x0 ; uðt0; x0Þ;r�ðt0; x0Þ;

r2�ðt0; x0ÞÞ � 0

In this definition, it is noticeable that derivatives of
u are replaced by the derivatives of the test functions
�. Obviously, it can be verified that this notion of
weak solutions coincides with classical solution
when u has enough regularity.

Diffusion Operators Coming from the Scale Space

A step further is to assume additional properties on
the scale spaces and estimate the corresponding
operator. Invariance properties include geometric
invariance axioms, contrast invariance, or scale
invariance. For example, if we assume the axioms
A1–A3, gray-level shift invariance:

(I1) Tt(0) = 0, Tt(uþ c) = Tt(u)þ c for all u and all
constant c.

and translation invariance:

(I2) Tt(
h.u) = 
h.(Ttu) for all h in R2, t � 0, where
(
h.u)(x) = u(xþ h).

Then it can be established that F in [10] is
independent of (x, u), that is, u(t, x) = (Ttf )(x) is
the unique viscosity solution of

@u

@t
¼ Fðru;r2uÞ

uð0; xÞ ¼ f ðxÞ

With more precise assumptions, one can even
recover explicitly the operator F. As an example, if
we look for a linear scale space which verifies some
isometry assumption:

(I3) Tt(R.u)(x) = R.(Ttu)(x) for all orthogonal trans-
formation R on R2, where (R.u)(x) = u(Rx).
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Then it can be proved that the scale space is the
unique solution of the heat equation:

@u

@t
��u ¼ 0

uð0; xÞ ¼ f ðxÞ
½12�

Figure 4 is an example of [12] applied to a noisy
image at different scale, that is, at different time.
Note that noise is quickly removed but one has to
stop the evolution very early if we would like to
preserve some edges. In the nonlinear cases, several
operators have also been found based on curvature.
For instance, under suitable axioms (Alvarez et al.
1993), including contrast, scale, and affine invari-
ance, the associated scale space is

@u

@t
� signð�Þðt�Þ1=3jruj ¼ 0

where � ¼ div
ru

jruj

	 


uð0; xÞ ¼ f ðxÞ

½13�

This equation is called affine morphological scale
space (AMSS) and three restored images are shown
in Figure 5. Some qualitative differences are shown
in Figure 6.

Remark Scale space theory has shown the formal
link between some operators and PDEs. It has to be
noticed that one may propose some PDEs which do
not directly come from the scale space framework.
Starting from [12] which performs isotropic smooth-
ing and smears edges, many nonlinear diffusion
models have been proposed to smooth images while
preserving edges (see e.g., Perona and Malik
(1990)). &

To know more on scale space and PDEs, we refer
the reader to Weickert (1998) and Aubert and
Kornprobst (2002).

The Wavelet Approach

Before the 1980s, the Fourier transform played a
major role for analyzing oscillating signals. The
interest of such a transform for real application
increased after the discovery of the fast Fourier
transform. However, the Fourier transform has
some limit. The Fourier transform extracts from
the signal details of the frequency content but loses
all information on the location of particular fre-
quency. Moreover, for computing the Fourier trans-
form F f (�), we need to know f(t) for all the real
values of t. These difficulties can be overcome by
first windowing the signal, and then by taking its
Fourier transform:

Fwinf ð�; tÞ ¼
Z

R

f ðsÞgðs� tÞe�i�sds

where g is a window function. The parameter �
plays the role of a frequency localized around the
abscissa t of the temporal signal and Fwinf (�, t) give
an information about what is happening around
s = t, for the frequency �. The main drawback of
this method is that the window has a fixed length
which is a serious disadvantage when we want to
treat signals having variations of different orders of
magnitude. All these issues highlighted that a
mathematical theory of time–frequency representa-
tion was necessary. This was achieved with the
wavelet representation. In this section, we first recall
some elements of this theory (for 1D signal) and
then we show how it can be applied for restoring
noisy images.

The Wavelet Decomposition

The basic idea is to construct from a function  ,
called mother wavelet, an orthonormal basis { j, k} of
L2(R) deduced from  by translation and dilatation.
It is required that  be regular, oscillating (but not
too much), that  and F are well localized and that
 has some null moments. Once this function  is

Original image 40 iterations 90 iterations 150 iterations

Figure 4 Illustration of heat equation [12].

Original image 40 iterations 90 iterations 150 iterations

Figure 5 Illustration of the AMSS model [13].

Heat AMSS Heat AMSS

Figure 6 Some close-ups of Figures 4 and 5 showing

qualitative differences after 40 iterations.
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chosen, we set  j, k(x) = 2j=2 (2jt � k), j, k2Z. An
elegant and practical way for obtaining such a basis is
to construct a multiresolution analysis of L2(R)
(Mallat 1989).

Definition 4 A multiresolution analysis of L2(R) is
a sequence Vj, j2Z of subspaces of L2(R), with the
following properties:

(i)
T

j Vj = {0},
(ii) Vj � Vjþ1,

(iii)
S

j Vj = L2(R),
(iv) f (t)2Vj if and only if f (2t)2Vjþ1, and
(v) There exists a regular function � with compact

support such that the family �(t � k), k2Z, is
an orthonormal basis of V0 for the scalar
product of L2(R). Such a function � is called a
scaling function.

Then it is straightforward to check that the family
�j, k(t) defined by �j, k(t) = 2j=2�(2jt � k) is an ortho-
normal basis of Vj.

A basic example of multiresolution analysis of
L2(R) is to choose V0 as the set of piecewise
constant functions on R and take � as the
characteristic function of the interval [0, 1):
�(t) =�[0, 1)(t).

Let us now look at the link between wavelet basis
and multiresolution analysis. We just give main
ideas, all details can be found in the work of Mallat
(1989). Assume that we have a multiresolution
analysis, and let us define W0 as the orthogonal
complement of V0 in V1. We build the mother
wavelet  by imposing that the family  (t � k),
k2Z, is an orthonormal basis of W0. For example,
if �(t) =�[0, 1)(t), it can be shown that  (t) =
�[0, 1=2)(t)� �[1=2, 1)(t) (called the Haar wavelet). By
change of scale, one gets that the family
 j, k(t) = 2j=2 (2jt � k), k2Z, is an orthonormal
basis of Wj, the orthogonal complement of Vj in
Vjþ1, that is,

Vj
Wj ¼ Vjþ1 ½14�

Since the Vj’s are a multiresolution analysis, we have
VJ = 
 J�1

j =�1Wj and L2 = 
 j =þ1
j =�1Wj. It is then clear

that  j, k(t) is an orthonormal basis of L2(R), that is,
for each function f 2L2(R), we get the following
decomposition:

f ðtÞ ¼
Xþ1
�1

X
k

fj;k j;kðtÞ with fj;k¼hf ;  j;kiL2

Let us see now how in practice a multiresolution
analysis can be interpreted. Let f be a function in
L2(R). We denote A2j f (resp. D2j f ) the operator
which approximates f (resp. gives the details of f ) at

resolution 2j. More precisely, A2j f (resp. D2j f ) is the
projection of f on Vj (resp. on Wj):

A2j f ðtÞ ¼
Xk¼þ1

k¼�1
hf ; �j;ki�j;kðtÞ

A2j f is characterized by the sequence of scalar
products Ad

2j f = {hf ,�j, ki}k2Z. We call Ad
2j f the

discrete approximation of f at resolution 2j.
In the same way, we have

D2j f ðtÞ ¼
Xk¼þ1

k¼�1
hf ;  j;ki j;kðtÞ

D2j f is characterized by the sequence of scalar
products Dd

2j f = {hf , j, ki}k2Z.

We call Dd
2j f the details of f at resolution 2j.

According to [14], approximation and detail are
linked by the relation

A2jþ1f ¼ A2j f þD2j f

This means that D2j f represents the details to be
added to obtain from one level of approximation to
the next level of approximation.

Finally, the decomposition of a signal f on a
wavelet basis is obtained as an accumulation of
details at scale 2j from 0 to þ1:

f ¼
Xj¼þ1

j¼�1
D2j f ¼

Xj¼þ1
j¼�1

Xk¼þ1
k¼�1

hf ;  j;ki j;k ½15�

Instead of considering the sum over all dyadic
levels j, one can sum over j � J for a fixed J; in this
case, we have

f ¼
Xk¼þ1

k¼�1

X
j�J

hf ;  j;ki j;k þ
Xk¼þ1

k¼�1
hf ; �J;ki�J;k

We conclude this section by showing how we can
construct a 2D wavelet basis from the 1D case. We
can simply use a tensor product. Scaling function
and mother wavelet are given, respectively, as
follows:

�ðx; yÞ ¼ �ðxÞ�ðyÞ; � ¼ ð 1;  2;  3Þ

with

 1ðx; yÞ ¼ �ðxÞ ðyÞ
 2ðx; yÞ ¼ �ðyÞ ðxÞ
 3ðx; yÞ ¼  ðxÞ ðyÞ

As for the 1D case, A2j f denotes the projection of
f on Vj, D1

2j the horizontal details, D2
2j the vertical

8 Image Processing: Mathematics



details, and D3
2j the other details (the indice l in Dl

2j

is the same as in  l). For a 2D image f, we then have
the following decomposition (see Figure 7):

f ¼
X
 l 2�

Xk¼þ1
k¼�1

X
j�J

hf ;  j;ki j;k

þ
Xk¼þ1

k¼�1
hf ; �J;ki�J;k

Application to the Denoising Problem

We go back to the denoising problem. Our goal is to
solve this problem by using a variational approach
and wavelets. We recall that we have an ideal image
u that has been corrupted by a white Gaussian noise
� resul ting in an obs ervation f with f = u þ � . As it
has been seen in the sect ion ‘‘The vari ational
appro ach,’’ this question can be tackl ed by solving
the variational problem

min
u

��ðjujEÞ þ jf � ujG
� �

½16�

for suitable choices of E, G, and �. Here we propose to
choose G = L2(�) (� is the domain image) and for E
the Besov space B1

1(L1(�)) and �= Identity. Besov
spaces B


q (Lp(�)) are used in many domains of
mathematics as harmonic analysis or approximation
theory. There exist different ways for defining them.
Roughly speaking, they consist of functions having 

derivatives in LP(�); the third parameter q allows one
to make finer distinctions in smoothness. Here we are
only concerned with the Besov space B1

1(L1(�)). One
important property needed here is that the norm of a
function in E = B1

1(L1(�)) is equivalent to the l1-norm
of the wavelet coefficients, that is if { j, k} is an
orthonormal basis of L2(�) and if uj, k, are the wavelet
coefficients of u2E, then jujE =

P
j

P
k, juj, k, j.

Remark When one is concerned with a finite
domain, then some changes must be made with
respect to the construction given in [15] to obtain an

orthonormal basis of L2(�). To avoid further
technical complications, we ignore this question.

&

Let us denote, respectively, by {uj, k, } and {fj, k, }
the wavelet coefficients of u and f, then solving [16]
amounts to finding the minimizer of the functional

FðuÞ ¼ �
X
j;k; 

juj;k; j þ
X
j;k; 

juj;k; � fj;k; j2 ½17�

One notes immediately that minimizing problem
[17] reduces to finding the minimizer s, given t, of
E(s) = js� tj2 þ �jsj and that the minimizer of E(s) is
given by s = t � (�=2) if t > �=2, s = 0 if jtj � �=2
and s = t þ (�=2) if t < �(�=2).

Thus, we shrink the wavelet coefficients fj, k, 

toward zero by an amount of �=2 to obtain the
minimizer. This is exactly the wavelet shrinkage
algorithm of Donoho and Johnstone (1994). It is
remarkable that the wavelet shrinkage algorithm,
which has been found by using statistical tools, can
also be explained via a variational approach
(Chambolle et al. 1998). Figure 8 shows an example
of the result on a noisy image.

For more details, we refer the reader to Mallat
(1998).

Conclusion

Image processing is a challenging domain of applied
mathematics which has to deal with discrete and
continuous representations. In this article, we have
covered the core mathematical tools used in the
area. The example of gray-scale image restoration
allowed us to illustrate and compare the different
methodologies. Naturally, as mentioned in the
introduction, image processing refers to a wide
variety of applications and an intensive research
has been carried out on the different topics using the
methodologies described here. The reader will find
in the references (therein) several illustrations of
challenging problems.

See also: �-Convergence and Homogenization; Convex
Analysis and Duality Methods; Elliptic Differential

A2–1f D2–1f1

D 2–1f2 D 2–1f3 

Figure 7 Illustration on the wavelets methodology.

Original noisy
image

BV regularization Wavelet
shrinkage

Figure 8 Illustration of two regularization methods.
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Equations: Linear Theory; Evolution Equations: Linear
and Nonlinear; Fluid Mechanics: Numerical Methods;
Fractal Dimensions in Dynamics; Free Interfaces and
Free Discontinuities: Variational Problems; Geometric
Measure Theory; Ginzburg–Landau Equation;
Inequalities in Sobolev Spaces; Minimax Principle in the
Calculus of Variations; Optimal Transportation; Partial
Differential Equations: Some Examples; Stochastic
Differential Equations; Variational Techniques for
Ginzburg–Landau Energies; Wavelets: Applications;
Wavelets: Mathematical Theory.
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Introduction

In this article we present comprehensive mathema-
tical results on the incompressible Euler equations.
Our presentation is focussed on the two aspects of
the equations. The first one is on the theories of
classical solutions and the problem of global in time
continuation/finite time blow-up of the local classi-
cal solutions. The second topic is concerned on the
weak solutions, mainly for the two-dimensional
(2D) Euler equations for existence and uniqueness
questions.

The motion of homogeneous incompressible ideal
fluid in a domain � � Rn is described by the
following system of Euler equations:

@v

@t
þ ðv � rÞv ¼ �rp ½1�

div v ¼ 0 ½2�

vðx; 0Þ ¼ v0ðxÞ ½3�

where v = (v1, v2, . . . , vn), vj = vj(x, t), j = 1, 2, . . . , n,
is the velocity of the fluid flows, p = p(x, t) is the
scalar pressure, and v0(x) is a given initial velocity
field satisfying div v0 = 0. Here we use the standard
notion of vector calculus, denoting
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rp ¼ @p

@x1
;
@p

@x2
; . . . ;

@p

@xn

� �

ðv � rÞvj ¼
Xn

k¼1

vk @vj

@xk

div v ¼
Xn

k¼1

@vk

@xk

Equation [1] represents the balance of momentum
for each portion of fluid, while eqn [2] represents
the conservation of mass of fluid during its motion,
combined with the homogeneity (constant density)
assumption on the fluid. Equations [1] and [2] are
first obtained by Euler in 1755. Although we could
consider, more generally, the inhomogeneous incom-
pressible Euler equations, in mathematical fluid
mechanics considerations the incompressible Euler
equations usually mean the above system [1]–[2].
For a bounded domain with fixed boundary @�, the
natural boundary condition is

vðx; tÞ � �ðxÞ ¼ 0 8ðx; tÞ 2 @�� ½0;1Þ ½4�

where �(x) is the unit normal vector at the boundary
point x 2 @�. Several studies are concerned with the
Cauchy problem of the system [1]–[3], where we
consider the case

� ¼
Rnðwhole domain of RnÞ; or

Rn=Znðperiodic domainÞ

(
½5�

In this article for simplicity we suppose
� = Rn, n = 2, 3 unless otherwise stated. We note
that the Euler equation is obtained formally by
setting the viscosity = 0, or, equivalently, Reynolds
number =1 in the Navier–Stokes equations. Thus,
we may view the Euler equations as the one
describing approximately the extremely high
Reynolds number turbulent flows. For detailed
mathematical studies on the finite Reynolds number
Navier–Stokes equations, see Temam (1984) and
Lions (1996). For much shorter and more compre-
hensive review see Constantin (1995). In the study of
the Euler equations the notion of vorticity, != curl v,
plays a very important role. In particular, we can
reformulate the system in terms of vorticity fields
only as follows. We first suppose we are working in
three-dimensional (3D) space, and rewrite [1] as

@v

@t
� v� curl v ¼ �r pþ 1

2
jvj2

� �
½6�

Taking curl of [6], and using elementary vector
identities we obtain the following vorticity formulation:

@!

@t
þ ðv � rÞ! ¼ ! � rv ½7�

div v ¼ 0; curl v ¼ ! ½8�

!ðx; 0Þ ¼ !0ðxÞ ½9�

The linear elliptic system [8] for v can be solved
explicitly in terms of ! to give the Biot–Savart law

vðx; tÞ ¼ 1

4�

Z
R3

ðx� yÞ � !ðy; tÞ
jx� yj3

dy ½10�

Substituting this v into [7] formally, we obtain a
integrodifferential system for !. The term in the
right-hand side of [7] is called the ‘‘vortex stretching
term,’’ and is regarded as the main source of
difficulties in the mathematical theory of the 3D
Euler equations. In the 2D case we take the vorticity
as the scalar, != @v2=@x1 � @v1=@x2, and the
evolution equation of ! becomes

@!

@t
þ ðv � rÞ! ¼ 0 ½11�

combined with the 2D Biot–Savart law,

vðx; tÞ ¼ 1

2�

Z
R2

ð�y2 þ x2; y1 � x1Þ
jx� yj2

!ðy; tÞ dy ½12�

In many studies of the Euler equations it is
convenient to introduce the notion of ‘‘particle
trajectory mapping,’’ �(�, t) defined by

@�ð�; tÞ
@t

¼ vð�ð�; tÞ; tÞ

�ð�; 0Þ ¼ �; � 2 �

½13�

The mapping �(�, t) transforms from the location of
the initial fluid particles to the location at time t,
and the parameter � is called the Lagrangian particle
marker. If we denote the Jacobian of the transfor-
mation, det (r��(�, t)) = J(�, t), then we can show
easily that

@J

@t
¼ ðdiv vÞJ

which implies the fact that the velocity field v
satisfies the incompressibility, div v = 0 if and only if
the mapping �(�, t) is volume preserving. At this
moment, we note that, although the Euler equations
are originally derived by applying the mass con-
servation and the momentum balance principles, we
could also derive them by applying the principle of
least action to the action defined by

Að�Þ ¼ 1

2

Z t2

t1

Z
�

@�ðx; tÞ
@t

����
����
2

dx dt

Here, �(�, t) : �!� is a parametrized family of
volume-preserving diffeomorphism. This variational
approach to the Euler equations implies that we can
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view solutions of the Euler equations as a geodesic
curve in the L2-metric on the infinite-dimensional
manifold of volume-preserving diffeomorphisms (see
for more details, e.g., Arnol’d and Khesin (1998)).

The 3D Euler equations have many conserved
quantities. We list some important ones below.

1. Energy

EðtÞ ¼ 1

2

Z
�

jvðx; tÞj2 dx ½14�

2. Helicity

HðtÞ ¼
Z

�

vðx; tÞ � !ðx; tÞ dx ½15�

3. Circulation

�CðtÞ ¼
I

CðtÞ
v � dl ½16�

where C(t) = {�(�, t)j� 2 C} is the curve moving
along with the fluid.

4. Impulse

IðtÞ ¼ 1

2

Z
�

x� ! dx ½17�

5. Moment of impulse

MðtÞ ¼ 1

3

Z
�

x� ðx� !Þ dx ½18�

The proof of conservations of the above quantities
can be carried out without difficulty by using
elementary vector calculus (for details see, e.g.,
Chorin and Marsden (1993), Majda and Bertozzi
(2002), Marchioro and Pulvirenti (1994)). The
helicity above, in particular, represents the degree
of knotedness of the vortex lines in the fluid, where
the vortex lines are the integral curves of the
vorticity fields. Arnol’d and Khesin (1998) discuss
in detail aspects of helicity and other geometric
aspects of the Euler equations. For the 2D Euler
equations there is no analog of helicity, while the
circulation conservation is replaced by the vorticity
flux integral,

Z
AðtÞ

!ðx; tÞ dx ½19�

where A(t) = {�(�, t)j� 2 A} is a planar region
moving along the fluid. The impulse and the
moment of impulse integrals are replace by

1

2

Z
�

ðx2;�x1Þ! dx ½20a�

and

� 1

3

Z
�

jxj2! dx ½20b�

respectively.
In the 2D ideal incompressible fluids we have

extra conserved quantities; namely for any p 2
[1,1] the integral

Z
�

j!ðx; tÞjpdx ½21�

is conserved (as a matter of fact we can extend this
statement by replacing the integral by

R
� f (!(x, t))dx

for any continuous function f ). There are many
known explicit solutions to the Euler equations (See
e.g., Lamb (1932) and Majda and Bertozzi (2002)).

Local Existence and the Blow-Up
Problem

The Classical Results

We first introduce some notations of function
spaces. The Lebesgue space Lp(�), p 2 [1,1], is the
Banach space defined by the norm

kfkLp :¼
R

� jf ðxÞj
pdx

� �1=p
; p 2 ½1;1Þ

ess: supx2� jf ðxÞj; p ¼ 1

(

Let us set � := (�1,�2, . . . ,�n) 2 (Zþ [ {0})n with
j�j=�1þ�2þ � � � þ�n. Then, D� :=D�1

1 D�2

2 � � �D�n
n ,

where Dj = @=@xj, j = 1, 2, . . . , n. For given k 2 Z
and p 2 [1,1) the Sobolev space, Wk, p(�) is the
Banach space of functions consisting of functions
f 2 Lp(�) such that

kfkWk;p :¼
Z

�

jD�f ðxÞjp dx

� �1=p

<1

where the derivatives are in the sense of distribu-
tions. For p =1 we replace the Lp-norm by the L1

norm. In order to cooperate with the fractional
derivatives of order s 2 R, we use the space Ls

p(�)
defined by the Banach spaces norm,

kfkLs;p :¼ kð1��Þs=2fkLp

where (1��)s=2f =F�1[(1þ j�j2)s=2F (f )(�)] with
F (�) and F�1(�) denoting the Fourier transform
and its inverse. Below we outline the key ideas of
proving the local existence theorems for the Euler
equations. For more details we refer the reader to
Majda and Bertozzi (2002). For simplicity, we use
the function space Hm(Rn) = Wm, 2(Rn), n = 2, 3.
Taking derivatives D� on [1], and then taking its
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L2 inner product with D�v, and summing over the
multi-indices � with j�j � m, we obtain

1

2

d

dt
kvk2

Hm ¼�
X
j�j�m

ðD�ðv � rÞv� ðv � rÞD�v;D�vÞL2

�
X
j�j�m

ððv � rÞD�v;D�vÞL2

�
X
j�j�m

ðD�rp;D�vÞL2

� Iþ IIþ III

By integration by parts, we obtain

III ¼ �
X
j�j�m

ðD�p;D�div vÞL2 ¼ 0

Integrating by parts again, and using the fact that
div v = 0, we have

II ¼ � 1

2

X
j�j�m

Z
R3
ðv � rÞjD�vj2 dx

¼ 1

2

X
j�j�m

Z
R3

div vjD�vj2 dx ¼ 0

We now use the so-called commutator type of
estimate,X

j�j�m

kD�ðfgÞ � fD�gkL2

� CðkrfkL1kgkHm�1 þ kfkHmkgkL1Þ

and obtain

I �
X
j�j�m

kD�ðv � rÞv� ðv � rÞD�vkL2kvkHm

� CkrvkL1kvk
2
Hm

Summarizing the above estimates, I–III, we have

d

dt
kvk2

Hm � CkrvkL1kvk
2
Hm ½22�

Further estimate, using the Sobolev inequality, krvkL1

� CkvkHm for m > 5=2, gives

d

dt
kvk2

Hm � Ckvk3
Hm

Thanks to Gronwall’s lemma, we have the local-in-
time uniform estimate

kvðtÞkHm �
kv0kHm

1� Ctkv0kHm

� 2kv0kHm

for all t 2 [0, 1=(2Ckv0kHm )]. This is the key a priori
estimate for the construction of the local solutions.
The local-in-time solution of the Euler equations in
the Sobolev space Hm(Rn) for m > n=2þ 1, m 2 Z,

was obtained by Kato (1972). For the above-
constructed local-in-time solutions, one of the
most outstanding open problems in mathematical
fluid mechanics is whether the solution can be
continued to any future time up to infinity, or the
solution will lose regularity and blow up in finite
time. Even in terms of numerical experiments, the
answer is not yet settled down. In the direction of
solving this problem there is a celebrated results,
called the Beale–Kato–Majda criterion (1984),
which states

lim sup
t%T	

kvðtÞkHs ¼ 1 if and only if

Z T	

0

k!ðsÞkL1ds ¼ 1 ½23�

We outline the proof of this result below (for more
details see Majda and Bertozzi (2002)). We first
recall the Beale–Kato–Majda’s version of the loga-
rithmic Sobolev inequality,

krvkL1 �Ck!kL1ð1þ logð1þkvkHmÞÞ þCk!kL2 ½24�

for m> 5=2. Now suppose
R T	

0 k!(t)kL1 dt <1.
Taking L2 inner product of [7] with !, then after
integration by part we obtain

1

2

d

dt
k!k2

L2 ¼ ðð! � rÞv; !ÞL2

� k!kL1krvkL2k!kL2

¼ k!kL1k!k
2
L2

where we used the identity krvkL2 = k!kL2 . Apply-
ing the Gronwall lemma, we obtain

k!ðtÞkL2 � k!0kL2 exp

Z T	

0

k!ðsÞkL1 ds

� �

� Cð!0;T	Þ ½25�

for all t 2 [0, T	]. Substituting [24] into [22], and
combining this with [25], we have

d

dt
kvk2

Hm

� C 1þ k!kL1½1þ logð1þ kvkHmÞ½ �kvk2
Hm

Applying the Gronwall’s lemma, we obtain

kvðtÞkHm � kv0kHm

� exp C1 exp C2

Z T	

0

k!ð�ÞkL1 d�

� �� �

� Cðv0;T	Þ

for all t 2 [0, T	] and for some constants C1, C2.
Thus, we proved the ‘‘necessity part’’ of [23], The
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‘‘sufficiency part’’ is an easy consequence of the
Sobolev inequality,

Z T	

0

k!ðsÞkL1 ds � T	 sup
0�t�T	

krvðtÞkL1

� CT	 sup
0�t�T	

kvðtÞkHm

for m > 5=2.

Other Related Results

The previous local existence result in Hm(Rn), m >
n=2þ 1, is basically due to T Kato in 1972. He and
G Ponce extended this existence result using the
fractional Sobolev space, Ls

p(Rn), s > n=2þ 1, s 2 R
in 1986. These results were further extended, using
the Besov and the Triebel–Lizorkin spaces, by the
present author in 2001.

For bounded domain � � Rn, R Temam obtained
the local-existence result using the space Wk, p(�) in
1975. On the other hand, in the setting of the
Hölder space, C1,�(Rn) L Lichtenstein (1925) and
W Wolibner (1933) obtained local existence of
solutions of the Euler equations. More recently,
J-Y Chemin considered the Zygmund Cs(Rn), which
is identical to the Hölder space C[s], s�[s](Rn) for
noninteger s, where [s] means the largest integer not
greater than s, but is different from C[s], 0(Rn) for
integer s. He proved, in 1992, local existence of
solutions to the 3D Euler equations in this space in
1992. See Chemin (1998) for details of this proof.

The Beale–Kato–Majda criterion for the finite-
time blow-up of the classical solutions of the 3D
Euler equations has been refined recently by many
authors; replacing the L1-norm of vorticity !(x, t)
by the weaker BMO (the space of functions with
bounded mean oscillations) norm (H Kozono and
Y Taniuchi, 2000), and by the even weaker Besov
space or Triebel–Lizorkin space norms by the
present author in 2001 (see Triebel (1983) for
more details on those spaces). Here we just note
that these spaces are refinements of the usual
Sobolev spaces. For a bounded domain case, there
is a result by A Ferrari in 1993. The blow-up
problem is still open even in the case of axisym-
metric 3D Euler equations if there is a nonzero swirl
(angular velocity). In this case, the blow-up is
controlled only by the angular component of the
vorticity as shown by the present author (1996). In
the region off the axis, in particular, the axisym-
metric 3D Euler equation has the same form as the
2D Boussinesq equations.

Some researchers also tried to approach to
regularity/singularity problem of the 3D Euler
equations by investigating the geometric structure
of the vortex stretching term, and obtained a
geometric type of blow-up criterion (P Constantin,
C Fefferman, and A Majda, 1996). For more
detailed review of studies in this direction see
Constantin (1995).

Since the blow-up problem of the 3D Euler
equation itself looks too difficult to solve, it has
also been studied on the simplified model problems.
In 1985, P Constantin, P D Lax, and A Majda
considered the following 1D model problem of the
3D Euler equations:

�t þ ðHð�Þ�Þx ¼ 0; �ðx; 0Þ ¼ �0ðxÞ

where H(�) is the Hilbert transform defined by

Hð!Þ ¼ 1

�
PV

Z 1
�1

!ðyÞ
x� y

dy

They proved finite-time blow-up of this model
problem by explicitly obtaining the solution. There
is another, 2D model problem of the 3D Euler
equations, the quasigeostrophic equations,

�t þ ðu � rÞ� ¼ 0

u ¼r? ; � ¼ �ð��Þ1=2 
�ðx; 0Þ ¼ �0ðxÞ

½26�

where r?= (�@2, @1). Contrary to the above 1D
model equation, this 2D model has real physical
relevance in the atmospheric science, and �(x, t)
represents the temperature of the air. The resem-
blance of this equation to the 3D Euler equation
was first observed by P Constantin, A Majda, and
E Tabak in 1994, and they derived the finite blow-
up criterion of the equations. In spite of many
interesting partial results, including the work by
D Cordoba (1998), the blow-up problem of [26] is
still open.
The 2D Euler Equations and the
Weak Solutions

The Case of W 1, p Weak Solutions

In 2D Euler equations, the problem of global well-
posedness of the classical solutions is settled down.
This is an immediate consequence of the conserva-
tion of k!(t)kL1 as stated in [21] combined with the
Beale–Kato–Majda criterion [23]. On the other
hand, the notion of weak solutions is not well
understood. A weak solution of the Euler equations
is a singular (nondifferentiable) solution of the
equations. More precisely, by a weak solution of
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[1]–[2] in �� (0, T) we mean a vector field v 2
C([0, T); L2

loc(�)) satisfying the integral identity:

�
Z T

0

Z
R3

vðx; tÞ �@�ðx; tÞ
@t

dxdt

�
Z

R3
vðx;0Þ ��ðx;0Þdx

�
Z T

0

Z
R3

vðx; tÞ
 vðx; tÞ :r�ðx; tÞdxdt¼ 0 ½27a�

Z T

0

Z
R3

vðx; tÞ � r ðx; tÞ dx dt ¼ 0 ½27b�

for every vector test function �= (�1,�2, . . . ,�n) 2
C10 (�� [0, T)) satisfying div �= 0, and for every
scalar test function  2 C10 (�� [0, T)). Here we
used the notation (u
 v)ij = uivj, and A : B =Pn

i, j = 1 AijBij for n� n matrices A and B. We
observe that [27a] and [27b] are obtained by
multiplying � and  to [1] and [2], respectively,
and integrating by parts. Thus, even the locally
square-integrable vector fields, which are not differ-
entiable in the classical sense, could be solutions of
the Euler equations. For the general 3D Euler
equations, we do not yet have the global existence
theorems for the weak solutions. Actually, it is even
suggested that we need more weaker notion of
solution (the so-called ‘‘measure-valued solutions’’)
to describe generic global solutions for the 3D Euler
equations. For the 2D Euler equations, however, we
have global existence theorems for !0 2 L1(R2) \
Lp(R2) for p 2 [1,1]. This better situation of 2D
Euler equations compared to the 3D case for the
weak solutions is mainly due to the conservation
law of Lp-norm described in [21]. Here we present
briefly the existence proof of the weak solutions for
2D Euler equations in the simplest situation. We will
prove the global existence of weak solutions for
!0 2 Lp(R2), 1 < p <1. Let 	"(x) = (1="2)	(x="),
where 	 2 C10 (R2) is a standard mollifier, satisfying
	 � 0, supp 	 � {x 2 R2jjxj < 1}, and

R
R2 	 dx = 1.

Let v0 be the velocity associated with the initial
vorticity !0, given by the Biot–Savart law [12].
Define the sequence of initial data v"0(x) = 	" 	
v0(x) =

R
R2 	"(x� y)v0(y) dy. For each v"0 we have

global-in-time smooth solutions v"(x, t). Moreover,
thanks to [21], we have the following estimate of the
vorticity that is uniform in ":

k!ðtÞ"kLp ¼ k!"0kLp � k!0kLp ½28�

where we used the property of the mollifier in the
second inequality. If we take the (distributional)
derivative of the Biot–Savart law [12], we find
rv = K 	 !þ C!, where K(x) is a kernel function
defining a singular integral operator of the convolu-
tion type, and C is a constant vector. The well-
known Calderon–Zygmund inequality implies that

krvkLp � Cpk!kLp ½29�

Combining [28] and [29] we have

sup
0�t�T

krv"ðtÞkLp � Cðv0Þ; 8T > 0 ½30�

namely the sequence {v"} is uniformly bounded in
L1(0, T; W1, p(R2)). Next, we claim that {v"} satis-
fies the inequality

kv"ðt1Þ � v"ðt2ÞkH�3ðR2Þ � Ckv0k2
2kt1 � t2j ½31�

for all t1, t2 with 0 < t1 � t2 < T, where C is an
absolute constant. Here the negative-order Sobolev
space H�m(�), m > 0, is defined as the dual of
Hm

0 (�), and can be identified with the space of
functions C10 (�) completed with metric in Hm(�).
Indeed, let � 2 C10 (R2). Taking L2(R2) inner pro-
duct of [1] with � we have the estimatesZ

R2

@v"ðx; tÞ
@t

� �ðxÞ dx

����
����

�
Z

R2
ð� � rÞp" dx

����
����þ

Z
R2
� � ðv" � rÞv" dx

����
����

¼
Z

R2
p"r� dx

����
����þ

Z
R2
ðv" � rÞ�v" dx

����
����

� kp"ðtÞkH�2kr�kH2 þ kv"ðtÞk2
L2kr�k1

� Cðkp"ðtÞkH�2 þ kv"0k
2
L2Þk�kH3 ½32�

where we used the Sobolev inequality kr�kL1 �
Ck�kH3 and the energy equality in the last step.
Since [32] holds for all � 2 C10 (R2), by taking the
closure of C10 (R2) in H3(R2) we obtain

dv"ðtÞ
dt

				
				

H�2

� Ckp"ðtÞkH�2 þ kv0k2
L2 ½33�

We now estimate kp"(t)kH�2 . Taking the divergence
operation on [1], we have the Poisson equation

�p" ¼ �divðv" � rv"Þ

Let 
 2 C10 (R2), then

Z
R2

�p"ðx; tÞ
ðxÞ dx

����
���� ¼

Z
R2

divðv" � rv"Þ
 dx

����
����

¼
Z

R2
ðv" � rÞv" � r
 dx

����
����

¼
Z

R2
ðv" � rÞr
 � v" dx

����
����

� kv"ðtÞk2
L2k�2
kL1

� Ckv0k2
L2k
kH4 ½34�
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where we used the energy equality [14] and the
Sobolev inequality in the last step. Since [34] holds
for all 
 2 C10 (R2), taking the closure of C10 (R2) in
H4(R2), we obtainZ

R2
�p"ðx; tÞ
ðxÞ dx

����
���� � Ckv0k2

L2k
kH4

8
 2 H4ðR2Þ ½35�

Thus,

k�p"ðtÞkH�4 � Ckv0k2
L2 8t 2 ½0;TÞ

This provides us with

kp"ðtÞkH�2 � kD2p"ðtÞkH�4 � Ck�p"ðtÞkH�4

� Ckv0k2
L2

Combining [33] with [36], we obtain

sup
0�t�T

dv"ðtÞ
dt

				
				

H�2

� Ckv0k2
L2

Thus, from

v"ðt1Þ � v"ðt2Þ ¼
Z t1

t2

dv"ðtÞ
dt

dt

we have

kv"ðt1Þ � v"ðt2ÞkH�2 � sup
0�t�T

dv"ðtÞ
dt

				
				

H�2

jt1 � t2j

� Ckv0k2
L2 jt1 � t2j

Thus, [31] is proved as claimed. Thanks to the
Aubin–Nitsche compactness lemma together with
[30] and [31] we have a subsequence, denoted by the
same notation, {v"} and v in L1(0, T; W1, p(R2)) such
that

v" ! v weakly� 	 in L1ð0;T; W1; pðR2ÞÞ ½36�

and

v" ! v in L2
locðR2 � ð0;TÞÞ ½37�

as "! 0. We know that as a classical solution each
v" and v"0 satisfiesZ

R2
�ðx; 0Þv"0ðxÞdx

þ
Z T

0

Z
R2
ð�t � v" þr� : v" 
 v"Þ dx dt ¼ 0 ½38�

for all � 2 C10 (R2 � [0, T)) with div�= 0 and

Z T

0

Z
R2
r � v" dx dt ¼ 0 ½39�

for all  2 C10 (R2 � [0, T)). We can check easily that
the convergence [36] and [37] is enough to pass to the
limit "! 0 in [38] and [39] to obtain the correspond-
ing equations with v" and v"0 replaced by v and v0.
Thus, v is a weak solution of the Euler equations with
initial data v0. This completes the outline of the proof
of weak solutions to the 2D Euler equations.
Notes on Further Results

The study of weak solutions of the 2D Euler
equations was initiated by V Yudovich in 1963,
where he proved the existence of weak solutions for
initial data !0 2 L1(R2) \ L1(R2). Subsequenthy,
theory of weak solutions has been developed by
studies of the vortex sheet problem due to DiPerna
and Majda in 1987. For the existence of weak
solutions to the vortex sheet initial data, namely
the existence problem for initial vorticity !0 2
H�1(R2) \M(R2), where M(R2) is the space of
Radon measures on R2, is still an outstanding open
problem. The main physical motivation of this
problem is to understand the dynamics of vortex
sheets in the 3D turbulence. For this problem
J M Delort proved existence assuming single-
signedness of the initial vortex sheet in 1991. The
proof is simplified by A Majda in 1993, using the
conservation of moment of impulse. The result is
also reproved by L C Evans and S Müller in 1994,
using the weak compactness of the Hardy space.
Later in 2001, M C Lopes Filho, H J Nussenzveig
Lopes and Z Xin allowed the change of sign for
initial vortex sheet, but assumed special reflection
symmetry to prove existence of global weak solu-
tions. Related to this problem is the one of
characterizing the precise borderline function space
to which initial data belongs, and above which there
is no concentration phenomenon for weakly approx-
imating sequence of solutions; a recent analysis of
this problem was done by E Tadmor in 2001.

For the uniqueness problem of the weak solutions of
the 2D Euler equations, there are remarkable works by
V Scheffer (1993) and A Shnirelman (1997), where
they constructed explicitly an L2

loc(R
2 � R) weak

solution starting from zero initial data. Also M Vishik
(1999) extended the uniqueness class of the weak
solutions of the 2D Euler equations, improving
previous work by V Yudovich (1995). The class
found by M Vishik, in particular, includes the BMO.
There is another problem closely related to the weak
solutions of the 2D Euler equations, called the vortex
patch problem. The main question was if there is any
singularity of the boundary of a patch
�(t) = {X(�, t) j� 2 �0}, where X(�, t) is the particle
trajectory mapping generated by a weak solution
v(x, t), which is evolving from the initial data
!0(x) =��0

(x), the characteristic function of set �0
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with smooth boundary. The problem itself is well
defined, due to the work of V Yudovich (1963), and
there exists unique particle trajectories associated with
such weak solutions. The problem was settled by J-Y
Chemin in 1991. He proved the global-in-time
preservation of the C1,� regularity of the boundary
@�(t), contrary to the previous numerical experiments.
The proof of this result was later simplified by A
Bertozzi and P Constantin in 1993.

Another interesting problem related to the weak
solutions of the Euler equations (2D or 3D) is
whether or not the energy is preserved for the weak
solutions, namely if there is any ‘‘intrinsic dissipa-
tion’’ to the singular solutions of the ideal fluids. In
1949, L Onsager conjectured that if the weak
solution of 3D Euler equations belongs to certain
Hölder space, then the energy is conserved. This
conjecture, in the setting of Besov space, was
proved by P Constantin, W E and E S Titi in 1994.
This question of possibility of dissipation of energy
for weak solutions is further studied by J Duchon and
R Robert in 2000. Later, in 2003 the present author
considered the problem of helicity conservation for
the weak solutions of the 3D Euler flows, which is
related to the question of crossing/reconnections of
the vortex tubes for weak solutions, and showed that
for large class of weak solutions in certain Besov
spaces the helicity is preserved.

See also: Compressible Flows: Mathematical Theory;
Evolution Equations: Linear and Nonlinear; Fluid
Mechanics: Numerical Methods; Interfaces and
Multicomponent Fluids; Intermittency in Turbulence;
Inviscid Flows; Non-Newtonian Fluids; Partial Differential
Equations: Some Examples; Stability of Flows;
Stochastic Hydrodynamics; Turbulence Theories;
Viscous Incompressible Fluids: Mathematical Theory;
Vortex Dynamics.
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Introduction

If, in a problem of quantization, state spaces with
indefinite inner product are used instead of Hilbert
spaces, one speaks of quantization with indefinite
metric. The main domain of application is the
quantization of gauge fields, like the electromagnetic
vector potential A�(x) or Yang–Mills fields in quan-
tum chromodynamics (QCD) and the standard model.

The conceptual problem with the indefinite metric
is the occurrence of senseless negative probabilities
in the formalism. Such negative probabilities,
however, only arise in expectation values of fields
that are not gauge invariant and hence do not
correspond to observable quantities. Equivalently,
the inner product of vectors generated by applica-
tion of such fields to the vacuum vector with itself
can be negative or null. In order to extract the
observable content of an indefinite-metric quantum
theory, a subsidiary condition is needed to single
out the physical subspace. Restricted to this subspace,
the inner product is positive semidefinite. This
subsidiary condition can be seen as the implementa-
tion of a gauge, as, for example, the Lorentz gauge
@�A�(x) = 0 in quantum electrodynamics (QED).
This procedure is also known under the name
Gupta–Bleuler formalism.

The use of indefinite metric in the quantization of
gauge theories like QED can be avoided entirely.



This is called quantization in a physical gauge. The
problem with such gauges is that they are not
Lorentz invariant and that the vector potential A�(x)
is not a local field. An example is the Coulomb
gauge defined by A0(x) = 0 and @iAi(x) = 0 in QED.
Furthermore, Dirac spinor fields  (x) in such gauges
do not anticommute when localized in spacelike
separated regions. The Dirac fields therefore are also
nonlocal quantities. Although not in contrast with
special relativity, as Dirac spinors and the vector
potential are not gauge invariant and hence are
unobservable, this leads to severe technical problems
in the formulation of interacting theories. In
particular, the theory of renormalization heavily
uses both locality and invariance. Therefore, the
Gupta–Bleuler formalism generally is the preferred
quantization procedure for a gauge theory.

That a local and invariant quantization is not
possible using a (positive-metric) Hilbert space has
been proved by F Strocchi in a series of articles
published between 1967 and 1970. If one wants to
preserve locality and/or invariance of the quantized
field theory, it is thus strictly necessary to give up
the positivity of the state space.

A short digression into the early history of the
idea might be of interest. It dates back to 1941,
where the use of indefinite metric in the quantiza-
tion of relativistic equations was proposed by Paul
Dirac in a lecture at the London Royal Society. The
negative probabilities for the bosonic vector poten-
tial were thought to be connected with the problem
of negative-energy solutions of relativistic equations
as a type of surrogate of the ‘‘Dirac sea’’ in the
quantization of fermions. Furthermore, Dirac pro-
posed that negative-energy solutions and negative
probabilities would jointly lead to the cancellation of
divergences in QED. The latter idea was taken up by
W Heisenberg in his lectures on the theory of
elementary particles held in Munich in 1961, but the
generally accepted solution to the problem of ultra-
violet divergences was achieved without recourse to
Dirac’s original motivation. In 1950 the consistent
quantization of vector potential in the Lorentz gauge
was formulated by S N Gupta and K Bleuler
eliminating the use of negative-energy solutions.
Since then the indefinite metric has become a building
block of the standard theory of quantized gauge fields.

No-Go Theorems

The strict necessity of the Gupta–Bleuler procedure
for the local or covariant quantization of gauge
fields has been demonstrated by F Strocchi in
the form of no-go theorems for positive metric.
Here we review their content for the case of the

electromagnetic field. Related statements can be
obtained for nonabelian gauge theories. The main
problem lies in the fact that standard assumptions
on the quantization of relativistic fields are in
conflict with Maxwell equations that should hold
as operator identities in a positive-metric theory
containing no unobservable states. Let

F��ðxÞ ¼ @�A�ðxÞ � @�A�ðxÞ ½1�

be the quantized electromagnetic field strength
tensor. Classically, the existence of A�(x) is guaran-
teed from the first set of Maxwell equations
�����@�F��(x) = 0. Here (and henceforth) indices are
raised and lowered with respect to the Minkowski
metric g�� and ����� is the completely antisymmetric
tensor on Rd. Furthermore, we apply Einstein’s
convention on summation over repeated upper and
lower indices. Standard assumptions from axiomatic
quantum field theory are:

1. The field strength tensor F��(x) is an operator-
valued distribution acting on a (dense core of a)
Hilbert space H with scalar product h., .i – in the
indefinite-metric case, h., .i only needs to be an
inner product.

2. F��(x) transforms covariantly, that is, there is a
strongly continuous unitary (with respect to h., .i)
representation U of the orthochronous, proper
Poincaré group on H such that for translation a 2
Rd combined with a restricted Lorentz transfor-
mation �, one has

Uða;�ÞF��ðxÞUða;�Þ�1

¼ ð��1Þ��ð��1Þ��F��ð�xþ aÞ ½2�

3. There exists a unique (up to multiplication with
C-numbers) translation invariant vector � 2 H
(the ‘‘vacuum’’), that is, U(a, 1)� = �8a 2 Rd.

4. The representation of the translations fulfills the
spectral condition

Z
R4
h�;Uða; 1Þ�ieip�a da ¼ 0 ½3�

8�, � 2 H if p is not in the closed forward light
cone V̄

þ
= {p 2 R4: p � p � 0, p0 � 0}. Here the

dot is the Minkowski inner product.
So far the assumptions concerned only observable
quantities. In the following, we also demand.

5. The vector potential A�(x) is realized as an
operator-valued distribution on H and trans-
forms covariantly under translations

Uða;1ÞA�ðxÞUða; 1Þ�1 ¼ A�ðxþ aÞ ½4�
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The assumptions on the nature of the vector
potential so far are rather weak. Strocchi’s no-go
theorems show that one cannot add further desirable
properties as Lorentz covariance and/or locality
without getting into conflict with the Maxwell
equations:

Theorem 1 Suppose that the above assumptions
(1)–(3) and (5) hold. If Maxwell’s equations in the
absence of charges,

�����@�F��ðxÞ ¼ 0; @�F��ðxÞ ¼ 0 ½5�

are valid as 	 operator identities on H and the gauge
potential transforms covariantly

Uða;�ÞA�ðxÞUða;�Þ�1 ¼ ð��1Þ��A�ð�xþ aÞ ½6�

the two-point function of the electromagnetic field
tensor vanishes identically:

h�; F��ðxÞF��ðyÞ�i ¼ 0 8 x; y 2 R4 ½7�

To gain a better understanding, where the difficul-
ties in the quantization of the Maxwell equations
arise from, here is a rough sketch of the proof:
Maxwell equations and covariance imply that
f���(x� y) = h�, A�(x)F��(y)�i fulfills @�@�f���(x)
= 0 and hence its Fourier transform has support in
the union of the forward and backward light cone.
The Fourier transform thus can be split into a
positive- and a negative-frequency part, and
f��� = fþ��� þ f���� accordingly. By the general analysis
of axiomatic field theory (see Axiomatic Quantum
Field Theory), the functions f���� are boundary values
of complex analytic functions on certain tubar
domains T � transforming covariantly under a certain
representation of the complex Lorentz group. By a
theorem of Araki and Hepp giving a general
representation of such functions and using the
antisymmetry of the field tensor, the following
formula can be derived:

f����ðzÞ ¼ ðg��@� � g��@�Þf�ðzÞ þ �����@
�h�ðzÞ

z 2 T � ½8�

with f�, h� invariant under complex Lorentz trans-
formations. Taking boundary values in T �, one
obtains f��� = (g��@� � g��@�)f þ �����@�h, with
f = f̄ þ þ f̄ � and h = h̄

þ þ h̄
�
, where the bar stands

for the distributional boundary value. Maxwell’s
equations imply @�f��� = (@�@�g�� � @�@�)f = 0 and
��
���@�f��� = (@�@�g�� � @�@�)h = 0. The only Lor-

entz-invariant solutions to these equations are
constant, which implies the statement of Theorem 1.

The second no-go theorem eliminates the assump-
tion that the vector potential A�(x) is covariant;

however, a local gauge is assumed. The result is the
same as in Theorem 1:

Theorem 2 Suppose that the above assumptions (1)–
(5) and Maxwell’s equations hold as operator iden-
tities on H. If, furthermore, the gauge is local, that is,

½A�ðxÞ;A�ðyÞ� ¼ 0 if x� y is spacelike ½9�

the two-point function of the field strength tensor
vanishes again as in Theorem 1.

Analyzing the interplay of the covariance proper-
ties of F��(x) with the locality of A�(x), Strocchi was
able to show that the function f���(x� y) must have
the same covariance properties as in Theorem 1,
which implies the assertion of Theorem 2.

The first two no-go theorems deal with the free
electromagnetic field that is not coupled to charge-
carrying fields. This is, of course, already a real
obstruction also for an interacting theory, since, by
the LSZ formalism, one expects the asymptotic
incoming and outgoing fields Ain=out

� (x), Fin=out
�� (x) to

be free. In fact, it has been proved by D Buchholz
that, in the positive-metric case, such asymptotic
fields can always be constructed. If one assumes a
local and covariant gauge and positivity, the
vanishing of the two-point function would also
imply that the field F��(x) = 0 identically by the
Reeh–Schlieder theorem.

The next no-go theorem shows that the problems
connected to the quantization of the Maxwell
equations are not connected only to the free
electromagnetic fields. Let us assume that the second
set of Maxwell equations is given by

@�F��ðxÞ ¼ j�ðxÞ ½10�

where j� is the leptonic current, that is,
j�(x) = e : y(x)
� (x): in the case of QED, where  is
the quantized Dirac field associated with electrons and
positrons. Here : � : stands for Wick ordering and 
�
are the Dirac matrices,  y= �
0. The conservation of
the current @�j�(x) = 0 implies that the current charge

QC ¼ lim
R!1

Z
R3

Z
R

�ðx0Þ�ðx=RÞj0ðx0; xÞ dx0 dx ½11�

is a constant of motion, where � and � are
compactly supported infinitely differentiable func-
tions with

R
R �(x0) = 1 and �(x) = 1 for jxj < 1.

Now, an alternative definition of charge, called
gauge charge (it generates the global U(1)-gauge
transformation), is given by

QG� ¼ 0; ½QC;A�ðxÞ� ¼ 0 and

½QG;  ðxÞ� ¼ �e ðxÞ ½12�
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A third formulation of charge, the Maxwell charge
QM, can also be given by replacing j0(x) in [11] by
@�F

�0(x). Obviously, if Maxwell equations hold as
operator identities, QC = QM. On observable states,
all charges QM, QC, and QG ought to coincide.
Strocchi’s third theorem shows that this cannot be
achieved within a local gauge:

Theorem 3 If the Maxwell equations [9] hold and
the Dirac field  (x) is local with respect to the
electromagnetic field tensor F��(x), that is,

½F��ðxÞ;  ðyÞ� ¼ 0 if x� y is spacelike ½13�

then [QM, (x)] = 0, hence QC = QM 66¼ QC.

The proof is a simple consequence of the
observation that j0(x) = @�F�0(x) = @iFi0(x) is a
three-divergence as F00(x) = 0 by antisymmetry of
F��(x). Hence,

½QC;  ðyÞ� ¼ lim
R!1

Z
R4
½j0ðxÞ;  ðyÞ��ðx0Þ�ðx=RÞ dx0 dx

¼ � lim
R!1

Z
R4
½Fi0ðxÞ;  ðyÞ��ðx0Þ@i�ðx=RÞ

� dx0 dx ¼ 0 ½14�

since, for R sufficiently large, the support
of �(x0)@i�(x=R) becomes spacelike separated
from y.

It should be noted that the proof of none of the
above theorems relies on the definiteness of the
inner product. The main clue of the indefinite-metric
formalism, therefore, is rather to give up Maxwell
equations as operator identities. In the usual
positive-metric formalism, where all states in H are
physical states, this would not be legitimate. But in
indefinite metrics, many states are unobservable – in
particular, those with negative ‘‘norm’’ h�, �i < 0.
On such states we can neglect the Maxwell
equations.

Axiomatic Framework

The formalism of axiomatic quantum field theory
(see Axiomatic Quantum Field Theory) requires a
revision in order to cover the case of gauge fields.
The necessary adaptations have been elaborated by
G Morchio and F Strocchi, but also earlier work
of E Scheibe and J Yngvasson played a significant
role in this development.

Let �(x) be a V 0-valued quantum field, where V
is a finite-dimensional C-vector space with involu-
tion �. The prime stands for the (topological) dual.
For the case of QED, V is eight dimensional,

containing four dimensions for the vector potential
A�(x) and another four for the Dirac spinors
 (x), y(x).

Such a quantum field can be reconstructed from its
vacuum expectation values (Wightman functions) as
follows: let S1 = S(R4, V) be the space of rapidly
decreasing functions f : R4 ! V endowed with the
Schwarz topology. Then the Borcher’s algebra S be
the free, unital, involutive tensor algebra over S1, that
is, S = C1	n�0 S
n

1 with the multiplication induced
by the tensor product and involution (f1 
 � � � 

fn)�= f �n 
 � � � 
 f �1 . S is endowed with the direct-sum
topology. One can show that any linear, normalized,
continuous functional W :S ! C, W(1) = 1, is
determined by its restrictions Wn to S
n

1 . By the
Schwarz kernel theorem, Wn 2 S0(R4n, V
n). Con-
versely, any such sequence of Wightman distribu-
tions Wn determines a W.

Given a Hermitian Wightman functional W such
that W(f �) = W(f ), 8f 2 S,LW = {f 2 S: W(h� 
 f ) =
08h 2 S} forms a left ideal and the inner product
W(f � 
 h) induces a nondegenerate inner product
h., .i on H0 = S=LW . Furthermore, Borchers’ algebra
S acts from the left on H0. The quantum field �(x)
defined as the restriction of this canonical represen-
tation to the space S1 � S according to �(f ) =
‘‘
R

R4 �a(x)fa(x)dx’’ where the index a runs over a
basis of V.

If the Wightman functional W has further proper-
ties from axiomatic QFT (see Axiomatic Quantum
Field Theory) like invariance with respect to a given
representation of the Lorentz group on V, translation
invariance, locality, and the spectral property, the
quantum field �(x) fulfills the related requirements in
analogy with the items (1)–(5) listed in the previous
section for the case of the vector potential A�(x). The
Wightman distributions Wn as in the positive-metric
case are related to the vacuum expectation values of
the theory by

Wa1;...;an
n ðx1; . . . ; xnÞ ¼ h�; �a1ðx1Þ � � ��anðxnÞ�i ½15�

where � is the equivalence class of 1 in H0.
The state-space H0 produced by the Gelfand–

Naimark–Segal (GNS) construction for inner-
product spaces might be too small to contain all
states of physical interest. For example, in the QED
case, it does not contain charged states (cf. Theorem 3).
Depending on the physical problem, one might
also be interested in constructing coherent or
scattering states and translation-invariant states
apart from the vacuum. Such states appear in
problems related to symmetry breaking and confine-
ment (the so-called �-vacua) or in some problems of
conformal QFT (see Boundary Conformal Field
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Theory) in two dimensions. It, therefore, has
become the standard point of view that one needs
to make a suitable closure of H0 such that this
closure includes the states of interest (for an
alternative point of view, see the last paragraph of
the following section).

Typically, larger closures are favorable, as they
contain more states. One therefore focuses on
maximal Hilbert closures of H0. A Hilbert topology

 is induced by an auxiliary scalar product (., .) on
H0. It is admissible, if it dominates the indefinite
inner product jh�, �ij2 � C(�, �)(�, �) 8�, � 2 H0

for some C > 0. This guarantees that the inner
product extends to the Hilbert space closure H of
H0 with respect to 
 . Furthermore, there exists a
self-adjoint contraction � on H such that h�, ��i=
(�, ��) 8�,� 2 H. A Hilbert topology 
 is maximal
if there is no admissible Hilbert topology 
 0 that is
strictly weaker than H0. The classification of
maximal admissible Hilbert topologies in terms of
the metric operator � is given by the following
theorem:

Theorem 4 A Hilbert topology 
 on H0 generated
by a scalar product (., .) is maximal if and only if the
metric operator � has a continuous inverse ��1 on the
Hilbert space closure H of H0. In that case, one can
replace (.,) by the scalar product (�, �)1 = (�, j�j�)
without changing the topology 
 . The new metric
operator �1 then fulfills �2

1 = 1H.

For a proof of the first statement, see the original
work of Morchio and Strocchi (1980). One can
easily check that �1 = �j��1j which implies the
second assertion of the theorem. A Hilbert space
(H, (., .)) with an indefinite inner product induced by
a metric operator � with �2 = 1H is called a Krein
space. For an extensive study of Krein spaces, see the
monograph by Azizov and Iokhvidov (1989).

Furthermore, one can show that given a nonmax-
imal admissible Hilbert space topology 
 induced by
some (., .), one obtains a maximal admissible Hilbert
topology as follows: given the metric operator �, we
define a scalar product (�, �)1 = (�, (1� P0)�) on
H with P0 the null space projector of �. Obviously,
this scalar product is still admissible and it leads to a
new metric operator �1 and a new closure H1 of H0.
Furthermore, it is easy to show that the scalar
product (�, �)2 = (�, j�1j�)1 still induces an admis-
sible Hilbert topology which is also maximal, as
�2 = �1j��1

1 j clearly fulfills the Krein relation
�2

2 = 1H2
.

The question of the existence of a Krein space
closure of H0, therefore, reduces to the question of
the existence of an admissible Hilbert topology on
H0. The following condition on the Wightman

functions Wn replaces the positivity axiom in the
case of indefinite-metric quantum fields:

Theorem 5 Given a Wightman functional W, there
exists an admissible Hilbert space topology 
 on
H0 =S=LW if and only if there exists a family of
Hilbert seminorms pn on Sn such that jWnþn

(f 
 h)j � pn(f )pm(h), 8n, m 2 N0, f 2 Sn, h 2 Sm.

In some cases, covering also examples with
nontrivial scattering in arbitrary dimension, the
condition of Theorem 5 can be checked explicitly
(see Non-trivial Models of Quantum Fields with
Indefinite Metric).

It should be mentioned that different choices of the
Hilbert seminorms pn lead to potentially different
maximal Hilbert space closures (Hoffmann
1998, Constantinescu and Gheondea 2001). In fact,
often the topology is not even Poincaré invariant and
hence the states that can be approximated with local
states depend on a chosen inertial frame. This fact,
for the case of QED, has been interpreted in terms of
physical gauges.

Many results from axiomatic field theory (see
Axiomatic Quantum Field Theory) with positive
metric also hold in the case of QFT with indefinite
metric, like the PCT and the Reeh–Schlieder
theorem, the irreducibility of the field algebra (for
massive theories) and the Bisoniano–Wichmann
theorem (see Algebraic Approach to Quantum Field
Theory). Other classical results, like the Haag–
Ruelle scattering theory and the spin and statistics
theorem definitively do not hold, as has been proved
by counterexamples. This is, however, far from
being a disadvantage, as, for example, it permits the
introduction of various gauges in the scattering
theory of the vector potential A�(x) and fermionic
scalar ‘‘ghost’’ fields in the BRST quantization (see
BRST Quantization) formalism.

Gupta–Bleuler Gauge Procedure

Here the Gupta–Bleuler gauge procedure is pre-
sented in a slightly generalized form following
Steinmann’s monograph. Classically, the equations
of motion for the vector potential A�(x),

@�@�A�ðxÞ þ �@�@�A�ðxÞ ¼ j�ðxÞ ½16�

together with Lorentz gauge condition
B(x) = @�A�(x) = 0 imply the Maxwell equations
[10]. Here, � 2 R plays the role of a gauge
parameter. As seen above, both equations, the so-
called pseudo-Maxwell equations [16] and the
Lorentz gauge condition B(x) = 0, cannot both hold
as operator identities. The idea for the quantization
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of the theory therefore is to give up the Lorentz
gauge condition as an operator identity on the entire
state space H.

Suppose one has constructed such a theory with
an indefinite inner state space H. Already for the
noninteracting theory, any invariant, spectral, local,
and covariant solution requires indefinite metric, cf.
the explicit formula [18] below. To complete the
Gupta–Bleuler program, one needs to find a sub-
space of (equivalence classes of) physical states H0 of
the inner-product space H0 such that the following
conditions hold:

1. the vacuum is a physical state, that is, � 2 H0;
2. observable fields like j�(x) and F��(x) map H0 to

itself;
3. the inner product h.,.i restricted to H0 is positive

semidefinite;
4. observable fields map H00, the set of null vectors

in H0, to itself; and
5. the Maxwell equations hold on H0 in the sense

h�; @�F��ðxÞ�i ¼ h�; j�ðxÞ�i; 8�;� 2 H0 ½17�

Then one obtains Hph as the completion of the
quotient space H0=H00. The physical Hilbert space
Hph contains the vacuum � (1), observable fields
act on Hph (2) and (4), it is a Hilbert space (3)
and the Maxwell equations hold on it (5).

To see that such a construction is possible,
consider the noninteracting case j�(x) = 0, that is,
the limit case of vanishing electrical charge e! 0,
first. By taking the divergence of [16], one obtains
(1� �)@�@�@

�A�(x) = 0. Excluding the Landau
gauge (�= 1), this implies (@�@�)

2A�(x) = 0. The
most general solution for the two-point vacuum
expectation values that is in agreement with [16]
and the requirements of locality, translation invar-
iance, the spectral condition, uniqueness of the
vacuum, and the Lorentz covariance of A�(x) is then

h�;A�ðxÞA�ðyÞ�i
¼ ð�g�� þ �@�@�ÞDþðx� yÞ

þ �

1� � @�@�E
þðx� yÞ ½18�

where Dþ and Eþ are the inverse Fourier
transforms of �(p0)	(p2) and �(p0)	0(p2) respectively,
p2 = p � p, � being the Heavyside function, 	 the Dirac
measure on R of mass one in zero and 	0 its
derivative. � and � are gauge parameters, for
example, the Feynman gauge corresponds to
�= �= 0. We have also omitted an overall factor
corresponding to a field strength normalization
(choice of numerical value of �h – here �h = 1).

Using Wick’s theorem and the GNS construction
for inner-product spaces (cf. the preceding section),
it is possible to realize a representation of the vector
potential A�(x) as operator-valued distribution on
some indefinite-metric state space H with Fock
structure, for example, a Krein closure of the GNS
space with � the GNS vacuum and D 
 H the
canonical domain of definition. In the case of
Feynman gauge, the metric operator � can be
obtained by a second quantization of the operator
f� !

P4
�= 1 g��f� on the one-particle space S1.

In particular, the field B(x) acts as an operator-
valued distribution on H and, by taking the
divergence of [16], it follows that @�@�B(x) = 0.
Thus, B(x) = Bþ(x)þ B�(x) can be decomposed into
a positive (‘‘annihilation’’) and a negative (‘‘crea-
tion’’) frequency part B�(x). One obtains:

Theorem 6 The space H0= {� 2 D: Bþ(x)� = 0}
fulfills all requirements (1)–(5) of the Gupta–Bleuler
gauge procedure.

Condition (1) is obvious and (2) follows from the
fact that the fields F��(x) and B(x) commute, which
can be checked on the level of two-point functions
[18]. In the same spirit, one can also use [18] to
check (3) and (4) by explicit calculations on the one-
particle space and showing that H0 is the Fock space
over the one-particle states annihilated by Bþ(x).
Finally, by Hermiticity of A�(x), Bþ(x)�= B�(x) and
thus h�, B(x)�i= h�, Bþ(x)�i þ hBþ(x)�, �i= 0. As
the field B(x) stands for the obstruction to Maxwell
equations, this implies condition (5).

It should be noted that the physical state space
Hph does not depend on the gauge parameters �, �
and that it is spanned by repeated application of the
field tensor F��(x) to the vacuum.

By current conservation, the divergence of [16]
still yields @�@�B(x) = 0 also in the interacting case
where e 6¼ 0. One can then choose the same gauge
condition as in Theorem 6 to define H0. One can
then try to prove that this space fulfills all the
requirements of the Gupta–Bleuler procedure, for
example, in the sense of perturbation theory. Using
more advanced formulations as, for example, BRST
quantization and Bogoliubov’s local S-matrix form-
alism, this program has been completed up to a
solution of the infrared problem (see Perturbative
Renormalization Theory and BRST).

A different procedure, motivated by the necessity of
coincidence of all charges QC, QG, and QM on the
physical state space, has been elaborated by Steinmann.
It deviates from the standard procedure in the sense that
the physical space H0 is not included in H, but Hph is
directly obtained from the GNS procedure after taking
certain limits of Wightman functions restricted to
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certain gauge-invariant algebras constructed from the
Borchers algebra and a limiting procedure in a gauge
parameter. The Wightman functional on this gauge-
invariant algebras are positive (in the sense of perturba-
tion theory), the limiting procedure, however, implies
that the so-obtained physical states are singular (i.e.,
have diverging inner product) to states in H, hence
the so-defined state spaces corresponding to going to
a physical gauge after solving the problem of a
perturbative construction of an indefinite-metric solu-
tion, are not subspaces of H.

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Approach to Topological Quantum Field
Theory; Axiomatic Quantum Field Theory; Boundary
Conformal Field Theory; BRST Quantization;
Perturbative Renormalization Theory and BRST;
Quantum Fields with Indefinite Metric: Non-Trivial
Models.
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Introduction

Let g be a Riemannian metric on a smooth compact
manifold M of dimension m. We assume for the
moment that the boundary of M is empty and
postpone until later a discussion of the more general
setting. If x = (x1, . . . , xm) is a local system of
coordinates on M, let

gij :¼ g @ x
i ; @

x
j

� �

give the components of the metric tensor. Let D be
an operator of Laplace type on a smooth vector
bundle V over M. Adopt the Einstein convention

and sum over repeated indices. Relative to a local
coordinate frame for V, D has the form

D ¼ � gijId@ x
i @

x
j þ Ak@ x

k þ B
n o

where Ak and B are endomorphisms (i.e., matrices)
of V.

We assume that V is equipped with a positive-
definite inner product and that D is self-adjoint.
There is then a complete orthonormal basis {�i} for
L2(V), where �i 2 C1(V) and D�i =�i�i. The collec-
tion {�i,�i} is called a discrete spectral resolution of
D. For example, if D = �@2

� on the circle, then the
discrete spectral resolution is

e
ffiffiffiffiffi
�1
p

n�; n2
n o

n2Z

If we order the eigenvalues �1 � �2 � � � � and repeat
each eigenvalue according to multiplicity, then there
is the following estimate due to Weyl:

�n � n2=m as n!1
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We now suppose given a pair of vector bundles V1

and V2 over M and a kth-order partial differential
elliptic operator

A : C1ðV1Þ ! C1ðV2Þ

Locally, we decompose

A ¼
X
jIj�k

aI@
I
x

where I = (i1, . . . , im) is a multi-index and where

@ I
x ¼ @ x

1

� �i1 . . . @ x
m

� �im

The aI are linear maps from V1 to V2. The leading
symbol of A is then defined by setting

�LðAÞðx; �Þ :¼ ð
ffiffiffiffiffiffiffi
�1
p

Þk
X
jIj¼k

aIðxÞ�I

where �I = (�1)i1 . . . (�m)im , and

� ¼ ð�1; . . . ; �mÞ

are local fiber coordinates on the cotangent bundle.
The leading symbol is an invariantly defined map

�L : T�M! EndðV1; V2Þ

For example, if V1 = V2 and if D is an operator of
Laplace type, then the leading symbol is given by the
metric tensor, that is,

�LðDÞ ¼ gij�i�jId ¼ j�j2Id

If d is exterior differentiation, then the leading
symbol is given by exterior multiplication, that is,

�LðdÞð�Þ! ¼
ffiffiffiffiffiffiffi
�1
p

� ^ !

The operator A is said to be elliptic if �L(A) is an
isomorphism from V1 to V2 for any � 6¼ 0. If A is an
elliptic partial differential operator, then

indexðAÞ :¼ dim kerðAÞ � dim cokerðAÞ
¼ dim kerðA�AÞ � dim kerðAA�Þ

is well defined. As the index vanishes if m is odd, we
assume for the most part that m is even.

If A" is a smooth one-parameter family of such
operators, then index (A") is independent of ". The
index depends only on the homotopy class of the
leading symbol of A within the class of invertible
symbols; it does not depend on the underlying
metric of the manifold and it does not depend on
the fiber metrics chosen for V1 and V2.

The Atiyah–Singer index theorem expresses the
index as the integral of suitably chosen polynomials
in the curvature tensor for the classical elliptic
complexes and, more generally, in terms of

cohomological information for general elliptic com-
plexes. Further details appear later in the article.

The primary focus here is on the complexes which
are of Dirac type, that is, complexes where A is a
first-order partial differential operator and where
the associated second operators D1:= A�A and
D2:= AA� are of Laplace type.

Here is a brief outline of this article. The classical
elliptic complexes (de Rham, signature, spin,
Dolbeault, Yang–Mills) are discussed first. Next
the characteristic classes are introduced, followed by
the relevant formula for the index of the classical
elliptic complexes, manifolds with boundary, and
the equivariant index. Index theory is an enormous
topic and here only classical features are emphasized
as a complete treatment is beyond the scope of a
short expository note such as this one. As some
guide to various applications in mathematical
physic s, the reader is refe rred to the Further Reading
section.

The Classical Elliptic Complexes

The de Rham Complex

Let �pM be the bundle of smooth p forms over M
and let

d : C1ð�pMÞ ! C1ð�pþ1MÞ

and

� : C1ð�pMÞ ! C1ð�p�1MÞ

be the exterior derivative and dually the interior
derivative, respectively. We set

� :¼ ðd þ �Þ2 on C1ð�MÞ

and the decompose � = �p �p, where �p is an
operator of Laplace type on C1(�pM).

We have d2 = 0. The de Rham cohomology
groups are given by taking the quotient of the closed
forms by the exact forms:

HpðM; RÞ :¼ kerðd : C1ð�pMÞ ! C1ð�pþ1MÞÞ
imðd : C1ð�p�1MÞ ! C1ð�pMÞÞ

The Hodge–de Rham theorem identifies Hp(M; R)
with the kernel of the Laplacian

kerð�pÞ ¼ HpðM; RÞ

and with the topological cohomology groups.
If � is a cotangent vector, let e(�) :! ! � ^ ! be

exterior multiplication. Let i(�) be the dual
operator, interior multiplication. If {ei} is a local
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ortho-normal frame for TM, let eI = ei1 ^ � � � ^ eip ,
where I = {1 � i1 < � � � < ip � m}. Then we have

eðe1ÞeI ¼ 0 if i1 ¼ 1

e1 ^ eI if i1 > 1

�

iðe1ÞeI ¼ ei2 ^ � � � ^ eip if i1 ¼ 1

0 if i1 > 1

�

Define a Clifford module structure on �M by

�ð�Þ :¼ eð�Þ � ið�Þ

If {ei} is a local orthonormal basis for TM, then

�ðeiÞ�ðejÞ þ �ðejÞ�ðeiÞ ¼ �2�ijId

so the usual Clifford commutation rules are satisfied.
Let r be the Levi-Civita connection on M. We may
then expand

d ¼ eðeiÞrei
; � ¼ �iðeiÞrei

d þ � ¼ �ðeiÞrei

The de Rham complex is then defined by taking

�evenM :¼ �k�2kM; �oddM :¼ �k�2kþ1M

d þ � : C1ð�evenMÞ ! C1ð�oddMÞ

The Signature Complex

The signature complex arises from a different decom-
position of the exterior algebra. Let Clif M be the
Clifford algebra of T�M; this is the universal unital
algebra generated by T�M subject to the Clifford
commutation relations given above:

�1 � �2 þ �2 � �1 ¼ �2gð�1; �2Þ � Id

We suppose M is orientable and let

orn ¼ e1 � � � � � em 2 Clif M

be the orientation class. The map � ! �(�) extends
to a unital algebra homomorphism

� : Clif M! Endð�MÞ

�(orn) defines an endomorphism of �M which is,
modulo suitable sign conventions, the Hodge ?
operator. If m = 2k is even, then

ðd þ �Þ�ðornÞ ¼ ��ðornÞðd þ �Þ

Set

� :¼ ð
ffiffiffiffiffiffiffi
�1
p

Þk�ðornÞ

As �2 = Id, we can decompose

�M�C ¼ �þM� ��M

where �	M are the 	1 eigenspaces of �. The
signature complex is then given by

ðd þ �Þ : C1ð�þMÞ ! C1ð��MÞ

Twisted Signature Complex

Let V be an auxiliary complex vector bundle over
M which is equipped with a unitary connection rV .
We use the connection rV on V and the Levi-Civita
connection on TM to covariantly differentiate
tensors of all types. The twisted signature complex
is defined by setting

ðdþ �ÞV
:¼ð�ðeiÞ� IdÞrei

: C1ð�þM�VÞ!C1ð��M�VÞ

Yang–Mills complex

This complex in dimension 4 arises from yet another
decomposition of the exterior algebra. We use the
discussion in the previous section to decompose

�2M ¼ �2;þM� �2;�M

into the 	1 eigenspaces of �. Let

	 : �2M! �2;�M

be orthogonal projection. The Yang–Mills complex
is the 3-term sequence

d : C1ð�0MÞ ! C1ð�1MÞ

and

	d : C1ð�1MÞ ! C1ð�2;�MÞ

We can wrap up this sequence to obtain an
equivalent elliptic complex

ðd þ �Þ : C1ð�even;�MÞ ! C1ð�odd;þMÞ

As with the signature complex, this complex can
be twisted by taking coefficients in an auxiliary
vector bundle V. It is crucial to the study of four-
dimensional geometry using Yang–Mills theory.

Dolbeault Complex

Let z = (z1, . . . , zk) be a local system of holomorphic
coordinates on a complex manifold M, where
zi = xi þ

ffiffiffiffiffiffiffi
�1
p

yi. We define

dzi :¼ dxi þ
ffiffiffiffiffiffiffi
�1
p

dyi; d�zi :¼ dxi �
ffiffiffiffiffiffiffi
�1
p

dyi

@z
i ¼ 1

2 @ x
i �

ffiffiffiffiffiffiffi
�1
p

@
y
i

� �
; �@ z

i ¼ 1
2 @ x

i þ
ffiffiffiffiffiffiffi
�1
p

@
y
i

� �
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and decompose d = @ þ �@, where

@ :¼ eðdziÞ@ z
i and �@ :¼ eðd�ziÞ@ �z

i

on the complexified exterior algebra. Let �0 be the
adjoint of @ and �00 be the adjoint of �@. Let

d�zI :¼ d�zi1 ^ � � � ^ d�zip

�ð0;evenÞ :¼ Spanfd�zIgjIj is even

�ð0;oddÞ :¼ Spanfd�zIgjIj is odd

The Dolbeault complex is then defined by

ð �@ þ �00Þ : C1ð�ð0;evenÞMÞ ! C1ð�ð0;oddÞMÞ

This complex can be twisted by taking coefficients
in a holomorphic bundle V over M.

The Spin Complex

Let M be orientable. Let PSO be the principal SO
bundle of orthonormal frames for the tangent
bundle. A spin structure s on M is a principal
Spin bundle PSp together with a double cover

 : PSp ! PSO which respects the usual double
cover 
 : Spin ! SO of the structure groups.
Equivalently, a spin structure is a lifting of the
transition functions from SO to Spin which
preserves the cocycle condition. One says that M
is spin if it admits a spin structure.

A manifold is orientable if and only if the first
Stiefel–Whitney class of M vanishes; an orientable
manifold is spin if and only if the second Stiefel–
Whitney class of M vanishes as well; these are
Z2-valued cohomology classes. Inequivalent spin
structures are parametrized by the cohomology group
H1(M; Z2) or, equivalently, by real-line bundles on M.

The spin representation S of Spin defines an
associated spin bundle SM =S(M, s). There is a
natural Clifford action c of TM on SM. The Levi-
Civita connection lifts to define the spin connec-
tion on S and the Dirac operator is defined by

AðsÞ :¼ cðdxiÞr@ x
i

on C1ðSMÞ

Let m = 2k and let � := (
ffiffiffiffiffiffiffi
�1
p

)kc(orn). Since
c(�)2 = Id, one can decompose

SM ¼ SþM� S�M

as the direct sum of the half-spin bundles to obtain
the spin complex:

AðsÞ : C1ðSþMÞ ! C1ðS�MÞ

As with the signature complex, the spin complex can
be twisted by taking coefficients in an auxiliary vector
bundle V.

Relating the Classic Elliptic Complexes

One has natural isomorphisms of virtual representa-
tions of the spinor group:

�þ � �� ¼ ðSþ � S�Þ � ðSþ þ S�Þ
�even � �odd ¼ ð�1Þm=2ðSþ � S�Þ � ðSþ � S�Þ

which show that the signature complex and de Rham
complexes are the spin complexes with coefficients in
the virtual bundles

SþMþ S�M and ð�1Þm=2ðSþM� S�MÞ

respectively. If M is complex and spin, then the
Dolbeault complex is the spin complex with coeffi-
cients in the square root of the canonical bundle.

One can consider complex spinors to define the
group Spinc(m). Any spin manifold admits a Spinc

structure with trivial associated complex line bun-
dle. Any complex manifold admits a Spinc structure
with associated complex line bundle given by the
canonical bundle. Thus, a complex manifold admits
a Spinc structure if and only if it is possible to take a
square root of the canonical line bundle; inequiva-
lent Spin structures are parametrized by inequivalent
square roots. If M is orientable, then M admits a
Spinc structure if and only if the second Stiefel–
Whitney class of M lifts from H2(M; Z2) to
H2(M; Z); in the complex setting, this lifting is
performed by the first Chern class. Inequivalent
Spinc structures are parametrized by H2(M; Z) or,
equivalently, by complex line bundles over M.

Characteristic Classes

The Euler Form

Let r be the Levi-Civita connection on M. Let

Rðx; yÞ :¼ rxry �ryrx �r½x;y


be the curvature operator. Let {e1, . . . , em} be a local
orthonormal frame for TM and let

Rijkl :¼ gðRðei; ejÞek; elÞ

give the components of the curvature relative to a
local orthonormal frame. Let

"I;J :¼ gðei1 ^ � � � ^ eim ; ej1 ^ � � � ^ ejmÞ

be the totally antisymmetric tensor; this is the sign
of the permutation which sends i� ! j�. Let
m = 2m̄. The Euler form is given by setting

Em :¼ 1

8 �m	 �m �m!
"I;JRi1i2j1j2 . . . Rim�1imjm�1jm
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Let 
ij := Rikkj and � := 
ii be the Ricci tensor and the
scalar curvature, respectively. Then,

E2 ¼
1

4	
� and E4 ¼

1

32	2
f�2 � 4j
j2 þ jRj2g

The Pontrjagin Forms

Since R(x, y) = �R(y, x), we can regard R as a
2-form-valued endomorphism of the tangent bundle.
We define the Pontrjagin forms pi 2 C1(�4iM) by
expanding

det I þ 1

2	
R

� 	
¼ 1þ p1 þ p2 þ � � �

These differential forms are closed and the corre-
sponding cohomology classes

Pi ¼ ½pi
 2 H4iðM; RÞ

in the de Rham cohomology are independent of
the particular Riemannian metric on M which was
chosen.

The Â genus and the Hirzebruch L polynomial
are expressed in terms of these classes using the
splitting principle. Let A be a skew-symmetric
matrix. One sets

pðAÞ :¼ detðI þ AÞ ¼ 1þ p1ðAÞ þ p2ðAÞ þ � � �

As A is skew symmetric, it decomposes as the direct
sum of 2� 2 blocks of the form

0 �i

��i 0

� 	

We then have

pðAÞ ¼
Y
�

1þ �2
�


 �

so

piðAÞ ¼ si �
2
1; �

2
2; . . .

� �
where si is the ith symmetric function;

p1 ¼
X

i

�2
i ; p2 ¼

X
i<j

�2
i �

2
j

and so forth. Let

Lð~�Þ :¼
Y
�

��
tanhð��Þ

¼ 1þ L1ð~�Þ þ L2ð~�Þ þ � � �

Âð~�Þ :¼
Y
�

��

2 sinh 1
2��
� �

¼ 1þ Â1ð~�Þ þ Â2ð~�Þ þ � � �

As Li and Âi are even symmetric functions of ~�, one
can write Li = Li(p1(A), . . . , pk(A)). For example,

L ¼ 1þ 1
3 p1 þ 1

45 7p2 � p2
1

� �
þ � � �

Â ¼ 1� 1
24 p1 þ 1

5760 ð7p2
1 � 4p2Þ þ � � �

Substituting (1=2	)R for A then permits one to
define the Hirzebruch polynomial L(R) and the Â
genus Â(R).

The Chern Forms

Let V be a k-dimensional complex vector bundle
over M. Let r be a Hermitian connection on V and
let � be the associated curvature endomorphism.
The Chern forms ci 2 C1(�2iM) are defined by
expanding

det I þ
ffiffiffiffiffiffiffi
�1
p

2	
�

 !
¼ 1þ c1 þ c2 þ � � �

As with the Hirzebruch polynomial and the Â genus,
the Chern character and Todd genus are expressed
in terms of the generating functions:

Tdð~�Þ ¼
Y
�

��
1� e���

and

chð~�Þ ¼
X
�

��
�!

One has

Td ¼ 1þ Td1 þ Td2 þ � � �
¼ 1þ 1

2 c1 þ 1
12 c2

1 þ c2

� �
þ � � �

Ch ¼ ch0 þ ch1 þ ch2 þ � � �
¼ kþ c1 þ 1

2 c2
1 � 2c2

� �
þ � � �

The Index Theorem

The Gauss–Bonnet Theorem

We return to the de Rham complex. Let


ðMÞ ¼
X

p

ð�1Þp dim HpðM; RÞ

be the Euler–Poincaré characteristic; 
(M) = 0 if m is
odd. Let M have a simplicial structure with n(k) cells
of degree k; n(0) is the number of vertices, n(1) is the
number of edges, n(2) is the number of triangles, etc.
Then


ðMÞ ¼
X

k

ð�1ÞknðkÞ
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so the Euler–Poincaré characteristic is a combina-
torial invariant. By the Hodge–de Rham theorem,

indexðd þ �Þ ¼ dim kerð�evenÞ � dim kerð�oddÞ
¼ 
ðMÞ

The Chern–Gauss–Bonnet theorem expresses this
invariant in terms of curvature


ðMÞ ¼
Z

M

Em dx

where Em is the Euler form given above. If one twists
the de Rham complex to take coefficients in an
auxiliary vector bundle V, then no new information
results, since

indexfd þ �gV ¼ 
ðMÞ � dimðVÞ

The Hirzebruch Signature Theorem

Let sign (M) be the index of the signature complex
on a manifold of dimension 4k; the index vanishes
in dimensions m � 2 mod 4. Let ? be the Hodge
duality operator. As ?�p ?�1= �m�p, ? preserves the
eigenspaces of the Laplacian. In particular, ? induces
an isomorphism

? : HpðM; RÞ ¼ kerð�pÞ
! Hm�pðM; RÞ ¼ kerð�m�pÞ

which implements Poincaré duality. In dimension
2k, ?2 = Id. Decompose

H2kðM; RÞ ¼ H2k;þðM; RÞ �H2k;�ðM; RÞ

into the 	1 eigenspaces of ?; these may be identified
with ker(�2k,	) acting on C1(�2k,	M). As the
contributions to the signature away from the middle
dimension cancel,

signðMÞ ¼ dim H2k;þðM; RÞ � dim H2k;�ðM; RÞ

As with the de Rham complex, there is a
topological description of this invariant. If � and �
are closed 2k forms, one sets

h�; �i :¼
Z

M

� ^ �

One can use Stoke’s theorem to see that this
induces a symmetric bilinear form on the de
Rham cohomology groups H2k(M; R). Poincaré
duality then shows that this symmetric bilinear
form is nondegenerate, so this is a form of type

(p, q); sign(M) is the signature of this quadratic
form:

signðMÞ ¼ q� p

The Hirzebruch signature formula expresses sign
(M) in terms of curvature; if L is the Hirzebruch
polynomial described above and if m = 4k, then

signðMÞ ¼
Z

M

Lk

Let V be an auxiliary coefficient bundle. Taking
coefficients in V then yields the formula

signVðMÞ ¼
X

4iþ2j¼m

2j

Z
M

Li ^ chjðVÞ

The Index of the Yang–Mills Complex

Let YMV be the Yang–Mills complex with coeffi-
cients in an auxiliary vector bundle V, then the
index can be evaluated using the formulas given
above as

indexfYMVg ¼ 1
2fdimðVÞ
ðMÞ� signðM; VÞg
¼ 1

2

R
MfdimVE4�dimVL1�4ch2ðVÞg

The Index of the Dolbeault Complex

If V is a holomorphic bundle over a complex
manifold M, then

indexfð �@ þ �00ÞVg ¼
X

2iþ2j¼m

Z
M

TdiðMÞ ^ chjðVÞ

The index of the untwisted Dolbeault complex is
called the arithmetic genus and denoted by ag(M).

The Index of the Spin Complex

If M is a spin manifold and if AV is the Dirac
operator with coefficients in an auxiliary coefficient
bundle, then

indexfAVg ¼
X

4iþ2j¼m

Z
M

ÂiðMÞ ^ chjðMÞ

The index of the spin complex is called the Â genus
and is denoted by Â(M). If M is a Spinc manifold,
the appropriate formula becomes

indexfAc
Vg ¼

X
4iþ2jþ2k¼m

Z
M

ÂiðMÞ ^ chjðMÞ ^ �k

where �= 1
2 c1(L), L being the complex line bundle

associated with the Spinc structure.
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Properties

The classic elliptic complexes defined above are
multiplicative with respect to Cartesian product.
Suppose that M1 and M2 are Riemannian manifolds
with the appropriate structures. For the signature
complex, suppose M1 and M2 are oriented; for the
Dolbeault complex, suppose M1 and M2 are holo-
morphic; for the spin complex, suppose M1 and M2

are spin. By taking the twisting coefficient bundle to
be trivial in the interests of simplicity, one has


ðM1 �M2Þ ¼ 
ðM1Þ
ðM2Þ
signðM1 �M2Þ ¼ signðM1ÞsignðM2Þ

agðM1 �M2Þ ¼ agðM1ÞagðM2Þ
ÂðM1 �M2Þ ¼ ÂðM1ÞÂðM2Þ

These complexes behave well under finite coverings.
Let F ! M2 ! M1 be a finite covering projection
with jFj sheets. Then


ðM2Þ ¼ jFj
ðM1Þ
signðM2Þ ¼ jFjsignðM1Þ

agðM2Þ ¼ jFjagðM1Þ
ÂðM2Þ ¼ jFjÂðM1Þ

The connected sum M1#M2 is defined by punching
out small disks about points Pi in Mi and then
joining along the spherical boundaries that remain.
It is necessary, of course, to smooth out the resulting
corners. Note that if M1 and M2 are complex
manifolds, then M1#M2 is no longer a complex
manifold in general. Since


ðSmÞ ¼ 2; signðSmÞ ¼ 0; and ÂðSmÞ ¼ 0

the following additivity results follow from the
integral formulas given above:


ðM1#M2Þ ¼ 
ðM1Þ þ 
ðM2Þ � 2

signðM1#M2Þ ¼ signðM1Þ þ signðM2Þ
ÂðM1#M2Þ ¼ ÂðM1Þ þ ÂðM2Þ

Examples and Applications

Let Sm be the standard sphere and let CPj be the
complex projective plane. One then has


ðS4Þ ¼ 2; signðS4Þ ¼ 0


ðS2 � S2Þ ¼ 4; signðS2 � S2Þ ¼ 0


ðCP2Þ ¼ 3; signðCP2Þ ¼ 1

In dimension 4, the Riemann–Roch formula yields

agðM4Þ ¼ 1
4 f
ðMÞ þ signðMÞg

This would yield ag(S4) = 1
2 ; since 1

2 is not an integer,
this shows that S4 does not admit a complex
structure; a similar argument shows that Sn does
not admit a complex structure for n 6¼ 2, 6, and it is
not known whether S6 admits a holomorphic
structure; it does admit an almost-complex
structure.

If we set M = CP2#CP2, then

agðMÞ ¼ 1
4 ð3þ 3� 2þ 1þ 1Þ ¼ 3

2

and thus CP2#CP2 does not admit a complex
structure. These examples are typical of the use of
the index theorem to prove the nonexistence of
certain structures.

The General Index Theorem

Let S(T�M) be the sphere bundle of unit cotangent
vectors and let D(T�M) be the disk bundle of
cotangent vectors of length at most 1. Let

P : C1ðV1Þ ! C1ðV2Þ

be an elliptic pseudodifferential operator. The
leading symbol p := �L(P) induces a smooth map

p : SðT�MÞ ! EndðV1; V2Þ:

We form �(M) by gluing two copies of D(M)
together along their common boundary S(M) and
we define a bundle �(p, V1, V2) over �(M) by gluing
V1 to V2 over S(M) using the clutching function p.
The Atiyah–Singer index theorem expresses the
index of P in terms of cohomological data involving
the Chern class of the symbol bundle and the
characteristic classes of the tangent bundle of M. If
�(M) is given a suitable orientation, then

indexðPÞ ¼
X

2iþ4j¼2m

Z
�ðMÞ

chið�ðp; V1; V2ÞÞ ^ TdjðMÞ

It specializes to the results given above for
the classical elliptic complexes. Conversely, by
using K-theoretic methods, the index theorem in
full generality can be derived from the special case
of the twisted signature complex.

Manifolds with Boundary

If the boundary of M is nonempty, we must impose
suitable boundary conditions.

Local Boundary Conditions

Choose local coordinates x = (x1, . . . , xm) near the
boundary of M so that xm is the geodesic distance to
the boundary. On the boundary, we can decompose
a differential form ! 2 C1(�M) in the form
!=!1 þ dxm ^ !2, where !1 and !2 are tangential
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differential forms. Absolute and relative boundary
conditions are defined by setting

Ba! :¼ !2j@M and Br! :¼ !1j@M

Let (d þ �)a and (d þ �)r be the associated realiza-
tions. These operators preserve the grading of the
exterior algebra �M = �evenM� �oddM and define
elliptic complexes

ðd þ �Þa : C1ð�evenMÞ ! C1ð�oddMÞ
ðd þ �Þr : C1ð�evenMÞ ! C1ð�oddMÞ

We consider a collection

J ¼ f1 � j1 < � � � < jp < mg

of tangential indices and let

dxJ ¼ dxj1 ^ � � � ^ dxjp

The associated absolute boundary conditions for the
Laplacian are defined by

~Bað�JdxJ þ  Jdxm ^ dxJÞ
¼ ð Jj@MdxJÞ � @ x

m�Jj@M

� �
dxJ

If ? is the Hodge operator, then one sets dually:

~Brð!Þ ¼ ~Bað?!Þ

Let �p
a and �p

r be the associated realizations of the
Laplacian with these boundary conditions. The
Hodge–de Rham theorem extends to this setting to
yield isomorphisms

ker �p
a

� �
¼ HpðM; RÞ

and

ker �p
r

� �
¼ HpðM; @M; RÞ

The Hodge ? operator intertwines �p
a and �m�p

r

and implements the Poincaré duality isomorphism
Hp(M; R) = Hm�p(M, @M; R). This also shows that

indexðd þ �Þa ¼
X

p

ð�1Þp dim HpðM; RÞ ¼ 
ðMÞ

and

indexðd þ �Þr ¼
X

p

ð�1Þp dim HpðM; @M; RÞ

¼ 
ðM; @MÞ ¼ 
ðMÞ � 
ð@MÞ

Let Em be the Euler form if m is even. We set
Em = 0 if m is odd. Let L be the second fundamental

form. Let A = (a1, . . . , am�1) and B = (b1, . . . , bm�1)
be collections of distinct indices ranging from 1 to
m� 1. Set

Lm�1 :¼
X

k

1

	k8kk!ðm� 1� 2kÞ!volðSm�1�2kÞ

� "A;BRa1a2b2b1
. . . Ra2k�1a2kb2kb2k�1

� La2kþ1b2kþ1
. . . Lam�1bm�1

The Chern–Gauss–Bonnet theorem generalizes to
this setting to yield


ðMÞ ¼ indexðd þ �Þa

¼
Z

M

Emdxþ
Z
@M

Lm�1dy

For example,


ðM2Þ ¼ 1

4	

Z
M2

�dxþ 2

Z
@M2

Laady

� �


ðM3Þ ¼ 1

8	

Z
@M3

fRabba þ LaaLbb � LabLabgdy


ðM4Þ ¼ 1

32	2

Z
M4

f�2 � 4j
j2 þ jRj2gdx

þ 1

24	2

Z
@M4

f3�Laa þ 6RamamLbb

þ 6RacbcLab þ 2LaaLbbLcc

� 6LabLabLcc þ 4LabLbcLacgdy

The interior integral vanishes if m is odd. The
boundary integral can be nonzero in any dimen-
sions. Thus, in particular, the index of this elliptic
complex can be nonzero even if m is odd; 
(Dm) = 1
for any m. The index of (d þ �)r is computed
similarly.

Spectral Boundary Conditions

In contrast to the de Rham complex, there do not
exist local boundary conditions for the signature,
spin, and Dolbeault complexes. To simplify the
discussion, we assume that the metric is the product
near the boundary; there are appropriate compen-
sating terms involving the second fundamental form
in the more general setting. Let A : C1(V1) !
C1(V2) denote either the twisted signature or the
twisted spin complexes; there are some additional
difficulties for the Dolbeault complex. Near the
boundary, we can express

A ¼ � @x
m þ AT

� �
where AT is a self-adjoint tangential operator of
Dirac type on V1j@M and � is a unitary bundle
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isomorphism from V1j@M to V2j@M. Let {�i,�i} be the
discrete spectral resolution of AT. One defines

�ðAT; sÞ ¼
X
�k 6¼0

sgnð�kÞj�kj�s

as a measure of the spectral asymmetry of AT. This
is well defined for Re(s)
 1 and has a meromorphic
extension to the complex plane C. It turns out that 0
is a regular value and one defines

�ðATÞ :¼ 1
2 f�ðAT; sÞ þ dim kerðATÞgjs¼0

The spectral boundary conditions can now be
imposed. Let �� be orthogonal projection in
L2(V1j@M) on the span of the eigensections of AT

corresponding to non-negative eigenvalues and let
A� be the associated realization defined by this
boundary condition.

One can use the Atiyah–Patodi–Singer index
theorem to generalize the relations given above to
this setting. Let fA be the local integral given above
that involves the Hirzebruch L polynomial for the
signature complex or the Â genus for the spin
complex. One then has

indexðA�Þ ¼ �ðATÞ þ
Z

M

fA

There are suitable correction formulas involving
integrals of polynomials in the second fundamental
form and in the curvature tensor if the structures are
not product near the boundary.

Equivariant Problems

The Classical Lefschetz Formula

Let M be a compact Riemannian manifold without
boundary. Let T be a smooth map from M to M. Then
pullback T� induces an action on C1(�pM) which
commutes with the exterior derivative d and hence an
action on the de Rham cohomology groups Hp(M; R).
The Lefschetz number of T is then given by

LðTÞ ¼
X

p

ð�1ÞptrfT� on HpðM; RÞg

To illustrate the Lefschetz number, let M = T2 be
the two-dimensional torus. Let e1 := dx1, let
e2 := dx2, and let e12 := dx1 ^ dx2. Then,

H0ðT2; RÞ ¼ 1 �R
H1ðT2; RÞ ¼ e1 �R þ e2 �R
H2ðT2; RÞ ¼ e12 �R

Let T(x1, x2) = (n11x1 þ n12x2, n21x1 þ n22x2). Then,

T�ð1Þ ¼ 1

T�ðe1Þ ¼ n11e1 þ n12e2

T�ðe2Þ ¼ n21e1 þ n22e2

T�ðe12Þ ¼ ðn11n22 � n12n21Þe12

and, consequently, the Lefschetz number becomes

LðTÞ ¼ detðI � T�Þ
¼ 1� ðn11 þ n22Þ þ ðn11n22 � n12n21Þ

The classical Lefschetz fixed-point formula expresses
L in terms of data for the fixed-point setF (T) and is an
example of the equivariant index theorem. One
assumes that the fixed-point set of T consists of smooth
submanifolds N1, . . . , Nk and that the induced map
dT� on the normal bundles of these manifolds is
nondegenerate. This means that det (I � dT�) 6¼ 0, that
is, that there are no infinitesimal normal directions
which are left fixed. One then has

LðTÞ ¼
X

i

signðdetðI � dT�ÞÞ
ðNiÞ

The Lefschetz Formula for the Other Classical
Elliptic Complexes

Let T be an orientation-preserving isometry of M.
When dealing with the spin complex, suppose that T
preserves the spin structure; when dealing with the
Dolbeault complex, suppose that T preserves the
holomorphic structure. If

A : C1ðV1Þ ! C1ðV2Þ

is one of the classical elliptic complexes, then by
assumption T� commutes with A and hence pre-
serves the eigenspaces of the associated Laplacians.
The Lefschetz number is defined by setting

LAðTÞ :¼ trðT� on kerðA�AÞÞ
� trðT� on kerðAA�ÞÞ

Setting T = Id, one recovers the standard index.
To simplify the discussion, we assume henceforth

that T is an orientation-preserving isometry of M
with only isolated fixed points. Let {�1, . . . , �m=2} be
the rotation angles of dT at a fixed point x of T. Set

�j :¼ cosð�jÞ þ
ffiffiffiffiffiffiffi
�1
p

sinð�jÞ

We take the sum over the isolated fixed points x and
then the product over the rotation angles 1 � j �
m=2 to express
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LsignðTÞ ¼
X

x

Y
j

�
ffiffiffiffiffiffiffi
�1
p

cot
�j

2

� 	� �

LspinðTÞ ¼
X

x

Y
j

� 1

2

ffiffiffiffiffiffiffi
�1
p

csc
�j

2

� 	� �

LDolbðTÞ ¼
X

x

Y
j

ð1� ��jÞ�1

In considering the spin complex, we assume T
preserves the spin structure. This permits us to lift dT
from SO(m) to Spin(m) and defines liftings of the
rotation angles �i from [0, 2	] to [0, 4	] in such a way
that the formula given above for the spin complex is
well defined. In considering the Dolbeault complex,
we assume that T preserves a complex structure, so the
formula given above for the Dolbeault complex
involving the complex eigenvalues �j is well defined.
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Introduction

Given 1 � p < n, it was shown by Sobolev that there
exists a constant K > 0 such that, for any u 2
C10 (Rn), the space of smooth functions with
compact support in Rn,

Z
Rn
jujp

?

dx

� 	1=p?

� K

Z
Rn
jrujp dx

� 	1=p

½1


where ru is the gradient of u and p? = np=(n� p). It
is easily seen that p? in [1] is critical in the following
sense. Let k � kp stand for the Lp-norm. For u 2
C10 (Rn), and � > 0, let also u� be the function given
by u�(x) = u(�x). For p and q two real numbers,

kru�kp ¼ �1�ðn=pÞkrukp

ku�kq ¼ ��n=qkukq

Letting �! 0 and �! þ1, it follows that an
inequality like kukq � Kkrukp holds true for all u
(in particular for the u�’s) only when q = p?. To
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prove [1], the approach of Sobolev was based on the
straightforward representation formula

uðxÞ ¼ ��ðn=2Þ
2�n=2

Z
Rn

Xn

k¼1

xk � yk

jx� yjn @kuðyÞdy

where � is the Gamma function, and on an
n-dimensional version of a theorem of Hardy–
Littlewood concerning fractional integrals that we
apply to the right-hand side of the above representa-
tion formula. More direct arguments were later
discovered in independent works by Gagliardo and
Nirenberg. In particular, the explicit inequality

Z
Rn
jujn=ðn�1Þdx

� �ðn�1Þ=n
� 1

2

Yn

k¼1

Z
Rn
jDkujdx

� �1=n

� 1

2

Z
Rn
jrujdx ½2�

was proved to hold, where Dk is the partial
derivative Dk =@=@xk. Inequality [2] is of the form
[1] when p=1, since 1? =n=(n� 1). By geometric
measure theory, and the coarea formula, it can be
expressed as an isoperimetric type inequality.

There have been several symbols and several
definitions for Sobolev spaces. Before they became
generally associated with the name of Sobolev, they
were sometimes referred to by other names, for
instance, as ‘‘Beppo Levi spaces.’’ We often find two
definitions and two notations in the literature. For �
a domain in Rn, p � 1 real, and u of class Cm in �,
we let

kukm;p ¼
X

0�j�j�m

kD�ukp
p

0
@

1
A

1=p

½3�

when the right-hand side makes sense, where k � kp is
the Lp-norm, �= (�1, . . . ,�n) is a multi-index,
j�j=

P
i �i, and D� = D�1

1 � � �D�n
n . We define

Hm;pð�Þ¼ the completion of
fu 2 Cmð�Þ s.t. kukm;p < þ1g
with respect to the norm k � km; p

Wm; pð�Þ ¼ u 2 Lpð�Þ s.t. D�u 2 Lpð�Þf
for all 0 � j�j � mg

where D� is the weak (or distributional) partial
derivative of u with respect to the multi-index �. Both
Hm, p(�) and Wm, p(�) are Banach spaces (and even
Hilbert when p = 2). It is easily seen that Hm, p(�) �
Wm, p(�), but we had to wait for the work of Meyers
and Serrin to realize that Hm, p(�) = Wm, p(�). The
spaces Hm, p(�), also denoted Wm, p(�), are referred to
as Sobolev spaces. The spaces Hm, p

0 (�), also denoted
Wm, p

0 (�), are defined as the closure of C10 (�) in

Hm, p(�), where C10 (�) is the space of smooth
functions with compact support in �.

Inequality [1] states that the Sobolev space
H1, p

0 (Rn) is naturally embedded in the Lebesgue
space Lp? (Rn), a particular case of what we now
refer to as Sobolev embeddings.

Sobolev Inequalities and the Sobolev
Embedding Theorem in Its First Part

Let m be an integer and let p � 1 be real. The
Sobolev space Hm, p(Rn), also denoted by Wm, p(Rn),
is defined by in one of the two equivalent ways:

Hm; pðRnÞ ¼ the completion of

fu 2 CmðRnÞ s.t: kukm;p < þ1g
with respect to the norm k � km;p

or

Hm;pðRnÞ ¼ u 2 LpðRnÞ s.t: D�u 2 LpðRnÞf
for all 0 � j�j � mg

where D� is the weak (or distributional) partial
derivative of u with respect to the multi-index �, and
k � km, p is as in [3]. The Sobolev space (Hm, p(Rn),
k � km, p) is a Banach space, and even a Hilbert space
when p = 2. The space is reflexive when p > 1, and
we also have that Hm, p(Rn) = Hm, p

0 (Rn), where
Hm, p

0 (Rn) is defined as the closure of C10 (Rn) in
Hm, p(Rn). What we usually refer to as the first part
of Sobolev inequalities can be expressed as follows.

Sobolev embeddings (Part I). For p, q two real
numbers with 1 � q < p, and k, m two integers with
0 � m < k, if 1=p = 1=q� (k�m)=n, then Hk, q �
Hm, p, and there exists K > 0 such that kukm, p �
Kkukk, q for all u 2 Hk, q.

The Sobolev theorem in its first part states that
the above Sobolev embeddings (resp. inequalities)
hold true for the Euclidean space. A particular case
of interest is when k = 1. In this case, we get, as in
the introduction, that for any 1 � p < n, H1, p(Rn) �
Lp? (Rn) where p? = np=(n� p). The embedding for
the Euclidean space reduces to the Sobolev inequal-
ity [1]. An important remark is that there is a
hierarchy for Sobolev embeddings. In particular,
that if H1, 1 � Ln=(n�1), 1? = n=(n� 1), then all the
other embeddings Hk, q � Hm, p hold true. Thanks to
this remark, the Sobolev embedding theorem for
Euclidean space easily follows from an inequality
like [2]. The hierarchy for Sobolev embeddings is an
easy consequence of Hölder’s inequalities when
k = 1, and of Hölder’s inequalities together with
Kato’s inequality when k > 1.
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There are several extensions of Sobolev inequal-
ities in the literature. Famous extensions were
discovered by Gagliardo and Nirenberg. The Nash
inequality, which reads as

Z
Rn

u2 dx

� �ðnþ2Þ=n
�K

Z
Rn
juj dx

� �4=n

�
Z

Rn
jruj2 dx ½4�

for all u 2 H1, 2(Rn), is one of the Gagliardo–
Nirenberg’s inequalities. The Nash inequality easily
follows from [1] when p = 2 and Hölder’s inequal-
ity. There are also extensions of Sobolev spaces, for
instance, spaces of BV-functions or Orlicz–Sobolev
spaces.

The Sobolev Embedding Theorem in Its
Second Part

For m integer, let Cm
B (Rn) be the space of functions

of class Cm in Rn for which the norm

kukCm ¼
X

0�j�j�m

sup
x2Rn
jD�uðxÞj

is finite. What we usually refer to as the second part
of Sobolev inequalities can be expressed as follows.

Sobolev embeddings (Part II). For q � 1 a real
number, and k, m two integers with 0 � m < k, if
1=q� (k�m)=n < 0, then Hk, q � Cm

B , and there
exists K > 0 such that kukCm � Kkukk, q for all
u 2 Hk, q.

The Sobolev theorem in its second part states that
the above Sobolev embeddings (resp. inequalities)
hold true for the Euclidean space. Refinements were
then obtained by Morrey with embeddings in
Hölder spaces. Let, for instance, C0,�(Rn) be the
Hölder space of continuous functions in Rn for
which the norm

kukC0;� ¼ sup
x2Rn
juðxÞj þ sup

x 6¼y

juðyÞ � uðxÞj
jy� xj�

is finite. For k = 1, m = 0, and q � 1 such that 1=q�
1=n < 0, the embedding H1, q(Rn) � C0

B(Rn) can be
refined into an embedding like H1, q(Rn) � C0,�(Rn),
where � 2 (0, 1) is such that 1=q� (1� �)=n < 0.

The Case of Domains and the Kondrakov
Theorem

The Sobolev embeddings in their first and second
parts extend to regular domains �. A typical
condition is that � satisfies a cone property. When

� is bounded, and thus of finite volume, an
embedding like H1, p(�) � Lp?(�) implies that we
also have that H1, p(�) � Lq(�) for all 1 � q � p?.
The Kondrakov theorem states that such embed-
dings are all compact, unless q = p?, in the sense that
bounded sequences of functions in H1, p possess
converging subsequences in Lq.

For p � 1 real, the Sobolev embedding theorem in
its first part provides embeddings of H1, p into
Lebesgue spaces when p < n, while the Sobolev
embedding theorem in its second part provides
embeddings of H1, p into Hölder spaces when p > n.
For p = n, it is false that H1, n can be embedded
into L1. However, when � is bounded, we can
prove that exp (u) 2 L1(�) when u 2 H1, n

0 (�), and
that Z

�

expðuÞ dx � K expð�kukn
1;nÞ

where �, K > 0 are independent of u. We also have
that Z

�

expð�jujn=ðn�1ÞÞ dx � K

for all u 2 H1, n
0 (�) such that krukn � 1, where �,

K > 0 are independent of u. Such inequalities are often
referred to as Moser–Trüdinger type inequalities.

The Case of Riemannian Manifolds

Riemannian manifolds are natural extensions of
Euclidean space. For (M, g) a Riemannian manifold,
m integer, and p � 1 real, we define the Sobolev
space Hm, p(M) by

Hm;pðMÞ¼ the completion of

fu 2 CmðMÞ s.t. kukm;p < þ1g
with respect to the norm k � km;p

where kukm, p =
Pm

i = 0 kriukp,riu is the ith covari-
ant derivative of u, and k � kp is the Lp-norm
in (M, g). A notation like kriukp stands for the
Lp-norm of the pointwise norm jriuj of riu. Sobolev
spaces on manifolds are Banach spaces, even Hilbert
when p = 2, and they are reflexive when p > 1. They
do not depend on the metric when M is compact.

For compact Riemannian manifolds, everything
works as for bounded domains. The Sobolev
embeddings in their first and second parts remain
valid. The Kondrakov theorem also remains valid.
However, since constant functions are in Sobolev
spaces when the manifold is compact, the Lp-norm
of u in the H1, p-norm of u should be added to the
right-hand side in inequalities like [1]. More
precisely, if (M, g) is a compact Riemannian
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manifold of dimension n, and 1 � p < n, then the
inequality for the embedding H1, p(M) � Lp? (M)
reads as: there exists K > 0 such that for any
u 2 H1, p(M),

Z
M

jujp
?

dvg

� �p=p?

�K

Z
M

jrujpdvg þ
Z

M

jujpdvg

� �
½5�

where dvg is the Riemannian volume element with
respect to g. When (M, g) is no longer compact, the
Sobolev embedding theorem might become false. A
nontrivial key observation is that a Sobolev inequal-
ity like [5] on a complete manifold (M, g) implies the
existence of a uniform (with respect to the center)
lower bound for the volume of balls of radius 1. It
follows that for any n � 2, there exist complete
Riemannian n-manifolds (M, g) for which, for any
p 2 [1, n), H1, p(M) 6� Lp?(M). Possible examples are
warped products of the real line R and the
(n� 1)-sphere Sn�1. When the Ricci curvature is
bounded from below, the condition that there is a
uniform (with respect to the center) lower bound for
the volume of balls of radius 1 is necessary and
sufficient in order to get that the Sobolev embed-
dings are valid.

Isoperimetric and Euclidean
Type Inequalities

Let (M, g) be a complete Riemannian n-manifold.
Euclidean type inequalities are said to hold on (M, g)
if there exists K > 0 such that for any 1 � p < n,
and any u 2 H1, p(M),

Z
M

jujp
?

dvg

� �1=p?

� K

Z
M

jrujpdvg

� �1=p

½6�

where p? = np=n� p. As for the Euclidean space, if
the above inequality holds for some p0, then it
holds, with distinct K, for all p0 � p < n. In
particular, if the inequality holds for p = 1, it holds
for all p’s. The inequality when p = 1 was shown to
be true by Hoffman and Spruck when the manifold
is simply connected of nonpositive sectional curva-
ture. Such manifolds are referred to as Cartan–
Hadamard manifolds. The inequality when p = 2 is
related to the nonparabolicity of the manifold,
namely the existence of a minimal Green’s function,
and to the behavior of the minimal Green’s function.

By geometric measure theory and the coarea
formula, [6] when p = 1 is equivalent to the
isoperimetric inequality

Areagð@�Þ � 1

C
Volgð�Þðn�1Þ=n ½7�

where C > 0, � is a smooth bounded domain in
M, Areag(@�) is the volume of @� for the metric
induced by g, and Volg(�) is the volume of � with
respect to g. Moreover, the constants C and K
(for p = 1) are the same in the sense that if [6] for
p = 1 holds with K, then [7] holds with C = K, and
if [7] holds with C, then [6] for p = 1 holds with
K = C.

The sharp constant for the isoperimetric inequal-
ity [7] in Euclidean space is known. When n = 2 its
value is C(2) = 1=(4�) and the sharp isoperimetric
inequality is the well-known inequality L2 � 4�A,
where A is the volume of a smooth bounded domain
in R2, and L is the length of its boundary. For
arbitrary n, the sharp constant C(n) for the isoperi-
metric inequality is given by

CðnÞ ¼ 1

n

n

!n�1

� �1=n

½8�

where !n�1 is the volume of the unit (n� 1)-sphere.
Moreover, still for the Euclidean space, equality
holds in the sharp isoperimetric inequality if and
only if � is a ball. A famous conjecture concerning
sharp isoperimetric inequalities, often referred to as
the Cartan–Hadamard conjecture, is that the sharp
isoperimetric inequality holds on Cartan–Hadamard
manifolds. Thanks to works by Croke, Kleiner, and
Weil, the conjecture is known to be true in
dimensions 2, 3, and 4. From the Bishop–Gromov
comparison theorem, we also get that the only
complete manifold of non-negative Ricci curvature
for which the sharp isoperimetric inequality holds is
the Euclidean space itself.

The sharp constants K = K(n, p) for [6] when p > 1
have been computed in Euclidean space by Aubin,
Rodemich, and Talenti. The extremal functions were
also computed, where, by definition, an extremal
function is a function which realizes the case of
equality in the inequality. We get that

Kðn; pÞ ¼ 1

n

nðp� 1Þ
n� p

� �ðp�1Þ=p

� �ðnþ 1Þ
�ðn=pÞ�ðnþ 1� n=pÞ!n�1

� �1=n

½9�

where, as above, � is the gamma function. More-
over, u is an extremal function for the sharp
inequality in Euclidean space if and only if, up to a
scale factor,

u xð Þ ¼ �

�2 þ jx� ajp=ðp�1Þ

nðn� 2Þ

0
BBB@

1
CCCA

ðn�pÞ=p

½10�
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for some � > 0, and a 2 Rn. When p = 2, the
functions u in [10] are both the only extremal
functions for the sharp Sobolev inequality in Euclidean
space, and the only positive solutions of the equation
�u = u2?�1 in Rn, where � = �

P
i D2

i is the Laplace–
Beltrami operator (the usual Laplacian with a minus
sign in front of it). Sharp constants are also known for
several of the Gagliardo–Nirenberg inequalities in
Euclidean space. The sharp constant for the Nash
inequality in Euclidean space was computed by Carlen
and Loss. If the sharp isoperimetric inequality holds on
a complete Riemannian n-manifold, then the sharp
inequalities [6] hold for all 1 � p < n.

Sharp Inequalities on Compact
Riemannian Manifolds

The study of sharp Sobolev inequalities on compact
manifolds if often referred to as the AB program for
Sobolev inequalities. For (M, g) a compact Rieman-
nian n-manifold, and 1 � p < n, [5] can be rewritten
in two different forms:

Z
M

jujp
?

dvg

� �1=p?

�A

Z
M

jrujpdvg

� �1=p

þ B

Z
M

jujpdvg

� �1=p

½11�

and

Z
M

jujp
?

dvg

� �p=p?

�A0
Z

M

jrujpdvg

þ B0
Z

M

jujpdvg ½12�

where A, B, A0, B0 are positive constants independent
of u. An easy remark is that if [12] holds with
constants A0 and B0, then [11] holds with A = (A0)1=p

and B = (B0)1=p. The sharp first (resp. second)
constants in [11] and [12] are defined as the lowest
possible values for A and A0 (resp. for B and B0) in
[11] and [12]. The sharp first constants are
independent of the manifold and are given by
A0= Ap = K(n, p)p, where K(n, p) is as in [9]. The
sharp second constants depend on the manifold
and are given by B0= Bp = V

�p=n
g , where Vg is the

volume of (M, g). A typical question in the AB
program is to know whether or not we can take A
or B to be the sharp constants in [11] and, similarly,
whether or not we can take A0 or B0 to be the sharp
constants in [12]. Another typical question in the AB
program is whether or not there are nonzero

extremal functions for the saturated form of the
sharp inequalities when they are valid. Concerning
the B-part of the program, the sharp inequality [11]
with B = V

�1=n
g is true on any manifold, and constant

functions are extremal functions. On the other hand,
it can be proved that the stronger [12] with
B0= V

�p=n
g is always false when p > 2, whatever

the manifold. Concerning the A-part of the
AB-program, Hebey and Vaugon proved that the
sharp inequality [12] with A0= K(n, 2)2 is true on
any manifold. In other words, for any compact
Riemannian manifold (M, g) of dimension n � 3,
there exists B0 > 0 such that, for any u 2 H1, 2(M),

Z
M

juj2
?

dvg

� �2=2?

�Kðn; 2Þ2
Z

M

jruj2dvg

þ B0
Z

M

juj2dvg ½13�

We then get the saturated form of [13] by taking
B0= B0(g) to be the lowest possible B0 in [13]. In
general, when p 6¼ 2, we can prove that the sharp
inequality [11] with A = K(n, p) is true on any
manifold, and that there are nonzero extremal
functions for the saturated form of the sharp inequal-
ity. On the other hand, the stronger [12] with
A0= K(n, p)p when p > 2 is false when the curvature
is positive, but true when the curvature is negative.
The p = 2 case in the A-part of the AB program is of
importance for its connection with the Yamabe
problem. The p = 1 case in the A-part of the AB
program is of importance for its connection with the
isoperimetric inequality. The AB program has also
been considered for Gagliardo–Nirenberg inequal-
ities, including the Nash inequality, and Sobolev–
Poincaré inequalities on compact manifolds.
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Introduction

Infinite-dimensional Hamiltonian systems arise in
many areas in pure and applied mathematics and in
mathematical physics. These are partial differential
equations (PDEs) which can be written as evolution
equations (dynamical systems) in the form

_F ¼ fF; Hg

where H is the Hamiltonian (‘‘energy’’) and {. , .} is a
Poisson bracket on an infinite-dimensional phase space,
called Poisson manifold. Unlike finite-dimensional
Hamiltonian systems, which are ordinary differential
evolution equations on finite-dimensional phase spaces,
for which general existence and uniqueness theorems
for solutions exist, this is not the case for PDEs. There
are no general existence and uniqueness theorems for
solutions of infinite-dimensional Hamiltonian systems.
These have to be established case by case. This article
gives only a broad mathematical framework of infinite-
dimensional Hamiltonian systems. Precise definitions
are presented and the concept is illustrated through
physical examples.

Hamilton’s Equations on Poisson
Manifolds

A Poisson manifold is a manifold P (in general
infinite dimensional) equipped with a bilinear
operation {. , .}, called Poisson bracket, on the
space C1(P) of smooth functions on P such that:

1. (C1(P), {. , .}) is a Lie algebra, that is, {. , .} : C1

(P)� C1(P)! C1(P) is bilinear, skew-symmetric
and satisfies the Jacobi identity {{F, G}, H}þ
{{H, F}, G}þ {{G, H}, F} = 0 for all F, G, H 2
C1(P) and

2. {. , .} satisfies the Leibniz rule, that is, { . , .}
is a derivation in each factor: {F � G, H} = F �
{G, H} þ G � {F, H}, for all F, G, H 2 C1(P).

The notion of Poisson manifolds was rediscovered
many times under different names, starting with Lie,
Dirac, Pauli, and others. The name Poisson manifold
was coined by Lichnerowicz.

For any H 2 C1(P), the Hamiltonian vector field
XH is defined by

XHðFÞ ¼ fF; Hg; F 2 C1ðPÞ

It follows from (2) that, indeed, XH defines a
derivation on C1(P), hence a vector field on P.
Hamilton’s equations of motion for a function F 2
C1(P) with Hamiltonian H (energy function) are
then defined by the flow (integral curves) of the
vector field XH, that is,

_F ¼ XHðFÞ ¼ fF; Hg ½1�

where the overdot implies differentiation with
respect to time. F is then called a Hamiltonian
system on P with energy (Hamiltonian function) H.

Examples of Poisson Manifolds and
Hamilton’s Equations

Finite-Dimensional Classical Mechanics

For finite-dimensional classical mechanics, we take
P = R2n and coordinates (q1, . . . , qn, p1, . . . , pn)
with the standard Poisson bracket for any two
functions F(qi, pi), H(qi, pi) given by

fF; Hg ¼
Xn

i¼1

@F

@pi

@H

@qi
� @H

@pi

@F

@qi
½2�

Then the classical Hamilton’s equations are

_qi ¼ fqi; Hg ¼ @H

@pi

_pi ¼ fpi; Hg ¼ � @H

@qi

½3�

i = 1, . . . , n. This finite-dimensional Hamiltonian
system is a system of ordinary differential equations
for which there are well-known existence and
uniqueness theorems, that is, it has locally unique
smooth solutions, depending smoothly on the initial
conditions.

Example: harmonic oscillator As a concrete exam-
ple, consider the harmonic oscillator: here P = R2 and
the Hamiltonian (energy) is H(q, p) = 1

2 (q2 þ p2).
Then Hamilton’s equations are

_q ¼ p; _p ¼ �q ½4�

Infinite-Dimensional Classical Field Theory

Let V be a Banach space and V� its dual space
with respect to a pairing h. , .i : V � V� ! R (i.e.,
h. , .i is a symmetric, bilinear, and nondegenerate
function). On P = V � V�, the canonical Poisson
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bracket for F, H 2 C1(P), ’ 2 V, and � 2 V� is
given by

fF; Hg ¼ �F

��
;
�H

�’

� �
� �H

��
;
�F

�’

� �
½5�

where the functional derivatives �F=��2V, �F=�’2V�

are the ‘‘duals’’ under the pairing h. ,.i of the partial
gradients D1F(�)2V�, D2F(’)2V�� ’V. The corre-
sponding Hamilton’s equations are

_’ ¼ f’; Hg ¼ �H
��

_� ¼ f�; Hg ¼ � �H
�’

½6�

As a special case in finite dimensions, if V ’ Rn so
V� ’ Rn and P = V � V� ’ R2n, and the pairing is
the standard inner product in Rn, then the Poisson
bracket [5] and Hamilton’s equations [6] are
identical with [2] and [3], respectively.

Example: wave equations As a concrete example,
consider the wave equations. Let V = C1(R3) and
V�= Den(R3) (densities) and the L2 pairing
h’,�i=

R
’(x)�(x) dx. Take the Hamiltonian to be

Hð’; �Þ=
Z

1
2 �

2 þ 1
2 jr’j

2 þ Fð’Þ
� �

dx

where F is some function on V. Then Hamilton’s
equations [6] become

_’ ¼ �; _� ¼ r2’� F0ð’Þ ½7�

where the prime denotes differentiation with respect
to ’, which imply the wave equation

@2’

@t2
¼ r2’� F0ð’Þ ½8�

Different choices of F give different wave equations,
for example, for F = 0 we get the linear wave equation

@2’

@t2
¼ r2’

for F = (1/2)m’, we get the Klein–Gordon equation

r2’� @
2’

@t2
¼ m’

So, these wave equations and the Klein–Gordon
equation are infinite-dimensional Hamiltonian sys-
tems on P = C1(R3)�Den (R3).

Cotangent Bundles

The finite-dimensional examples of Poissson brackets
[2] and Hamilton’s equations [3] and the infinite-
dimensional examples [5] and [6] are the local versions
of the general case where P = T�Q is the cotangent

bundle (phase space) of a manifold Q (configuration
space). If Q in an n-dimensional manifold, then T�Q is
a 2n-Poisson manifold locally isomorphic to R2n

whose Poisson bracket is locally given by [2] and
Hamilton’s equations are locally given by [3]. If Q is
an infinite-dimensional Banach manifold, then T�Q is
a Poisson manifold locally isomorphic to V � V�

whose Poisson bracket is given by [5] and Hamilton’s
equations are locally given by [6].

Symplectic Manifolds

All the examples above are special cases of symplectic
manifolds (P,!). This means that P is equipped with
a symplectic structure ! which is a closed (d!= 0),
(weakly) nondegenerate 2-form on the manifold P.
Then, for any H 2 C1(P), the corresponding Hamil-
tonian vector field XH is defined by dH =!(XH, .)
and the canonical Poisson bracket is given by

fF;Hg ¼ !ðXF;XHÞ; F;H 2 C1ðPÞ ½9�

For example, on R2n the canonical symplectic
structure ! is given by !=

Pn
i = 1 dpi ^ dqi = d�,

where �=
Pn

i = 1 pi ^ dqi. The same formula for !
holds locally in T�Q for any finite-dimensional Q
(Darboux’s lemma). For the infinite-dimensional
example P = V � V�, the symplectic form ! is given
by !((’1, �1), (’2,�2)) = h’1, �2i � h’2, �1i. Again,
these two formulas for ! are identical if V = Rn.

Remarks

(i) If P is a finite-dimensional symplectic manifold,
then P is even dimensional.

(ii) If the Poisson bracket {. , .} is nondegenerate,
then {. , .} comes form a symplectic form !, that
is, {. , .} is given by [9].

The Lie–Poisson Bracket

Not all Poisson brackets are of the from given in the
above examples [2], [5], and [9], that is, not all
Poisson manifolds are symplectic manifolds. An
important class of Poisson bracket is the so-called
Lie–Poisson bracket. It is defined on the dual of any
Lie algebra. Let G be a Lie group with Lie algebra
g = TeG ’ {left-invariant vector fields on G} and let
[. , .] denote the Lie bracket (commutator) on g. Let
g� be the dual of a g with respect to a pairing
h. , .i : g� � g ! R. Then, for any F, H 2 C1(g�) and
� 2 g�, the Lie–Poisson bracket is defined by

fF;Hgð�Þ ¼ � �;
�F

��
;
�H

��

� �� �
½10�
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where �F=��, �H=�� 2 g are the ‘‘duals’’ of the
gradients DF(�), DH(�) 2 g�� ’ g under the pairing
h. , .i. Note that the Lie–Poisson bracket is degen-
erate in general, for example, for G = SO(3) the
vector space g� is three dimensional, so the Poisson
bracket [10] cannot come from a symplectic
structure. This Lie–Poisson bracket can also be
obtained in a different way by taking the canonical
Poisson bracket on T�G (locally given by [2] and [5]
and then restrict it to the fiber at the identity
T�e G = g�. In this sense, the Lie–Poisson bracket [10]
is induced from the canonical Poisson bracket
on T�G. It is induced by the symmetry of left-
multiplication, as discussed in the next section.

Example: rigid body A concrete example of the
Lie–Poisson bracket is given by the rigid body. Here
G = SO(3) is the configuration space of a free rigid
body. Identifying the Lie algebra (so(3), [. , .]) with
(R3,� ), where � is the vector product on R3 and
g�= so(3)� ’ R3, the Lie–Poisson bracket translates
into

fF; HgðmÞ ¼ �m � ðrF �rHÞ ½11�

For any F 2 C1(so(3)�), we have

dF

dt
ðmÞ ¼ rF � _m ¼ fF; HgðmÞ

¼ �m � ðrF �rHÞ ¼ rF � ðm�rHÞ

hence _m = m�rH. With the Hamiltonian

H ¼ 1

2

m2
1

I2
1

þm2
2

I2
2

þm2
3

I2
3

� 	

we get Hamilton’s equation as

_m1 ¼
I2 � I3

I2I3
m2m3; _m2 ¼

I3 � I1

I3I1
m3m1

_m3 ¼
I1 � I2

I1I2
m1m2

These are Euler’s equations for the free rigid body.

Reduction by Symmetries

The examples discussed so far are all canonical
examples of Poisson brackets, defined either on a
symplectic manifold (P,!) or T�Q, or on the dual of
a Lie algebra g�. Different, noncanonical Poisson
brackets can arise from symmetries. Assume that a
Lie group G is acting in a Hamiltonian way on the
Poisson manifold (P, {. .}). This means that we have
a smooth map ’ : G� P ! P :’(g, p) = g � p such
that the induced maps ’g =’(g, .) : P ! P are
canonical transformations, for each g 2 G. In terms

of Poisson manifolds, a canonical transformation is
a smooth map that preserves the Poisson bracket.
So, the action of G on P is a Hamiltonian action if
’�g{F, H} = {’�gF,’�gH} for all F, H 2 C1(P), g 2 G.
For any � 2 g, the canonical transformations ’exp(t�)

generate a Hamiltonian vector field �F on P and a
momentum map J : P! g� given by J(x)(�) = F(x),
which is Ad� equivariant.

If a Hamiltonian system XH is invariant under a
Lie group action, that is, H(’g(x)) = H(x), then we
obtain a reduced Hamiltonian system on a reduced
phace space (reduced Poisson manifold). We recall
the Marsden–Weinstein reduction theorem:

Reduction Theorem For a Hamiltonian action of
a Lie group G on a Poisson manifold (P, {. , .}),
there is an equivariant momentum map J : P ! g�,
and for every regular � 2 g� the reduced phase
space P� � J�1(�)=G� carries an induced Poisson
structure {. , .}�, (G� the isotropy group). Any
G-invariant Hamiltonian H on P defines a
Hamiltonian H� on the reduced phase space P�
and the integral curves of the vector field XH

project onto integral curves of the induced vector
field X̂H�

on the reduced space P�.

Example: rigid body The rigid body discussed
above can be viewed as an example of this
reduction theorem. If P = T�G and G is acting on
T�G by the cotangent lift of the left-translation
lg : G ! G, lg(h) = gh, then the momentum map
J : T�G ! g� is given by J(�g) = T�e Rg(�g) and the
reduced phase space (T�G)� = J�1(�)=G� is iso-
morphic to the coadjoint orbit O� through � 2 g�.
Each coadjoint orbit O� carries a natural symplec-
tic structure !� and in this case, the reduced Lie–
Poisson bracket {. , .}� on the coadjoint orbit O� is
induced by the symplectic form !� on O� as in [9].
Furthermore, T�G=G ’ g�, and the induced Pois-
son bracket {. , .}� on O� is identical with the Lie–
Poisson bracket restricted to the coadjoint orbit
O� 	 g�. For the rigid body this construction is
applied to G = SO(3).

We now discuss some infinite-dimensional exam-
ples of reduced Hamiltonian systems.

Infinite-Dimensional Lie Groups

A general theory of infinite-dimensional Lie groups
is hardly developed. Even Bourbaki only develops a
theory of infinite-dimensional manifolds, but all of
the important theorems about Lie groups are stated
for finite-dimensional ones.
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An infinite-dimensional Lie group G is a group
and an infinite-dimensional manifold with smooth
group operations

m : G � G ! G; mðg; hÞ ¼ g � h; C1 ½12�

i : G ! G; iðgÞ ¼ g�1; C1 ½13�

Such a Lie group G is locally diffeomorphic to an
infinite-dimensional vector space. This can be a
Banach space whose topology is given by a norm
k�k, a Hilbert space whose topology is given by an
inner product h. , .i, or a Frechet space whose
topology is given by a metric but not by a norm.
Depending on the choice of the topology on G, the
Banach, Hilbert, or Frechet Lie groups, respectively,
can be treated.

The Lie algebra g of G is defined as
g = {left-invariant vector fields on G} ’ TeG, where
the isomorphism is given (as in finite dimensions) by

� 2 TeG 7!X�ðgÞ ¼ TeLgð�Þ ½14�

and the Lie bracket on g is induced by the Lie bracket
of left-invariant vector fields [�, �] = [X�, X�](e),
�, � 2 g.

These definitions in infinite dimensions are iden-
tical with the definitions in finite dimensions. The
big difference although is that infinite-dimensional
manifolds, hence Lie groups, are not locally com-
pact. For Frechet Lie groups, one has the additional
nontrivial difficulty of defining the differentiability
of functions defined on a Frechet space. Hence, the
very definition of a Frechet manifold is not
canonical. This problem does not arise for Banach
and Hilbert Lie groups; the differential calculus
extends in a straightforward manner from Rn to
Banach and Hilbert spaces, but not to Frechet
spaces.

Finite- versus Infinite-Dimensional
Lie Groups

The lack of local compactness of infinite-dimensional
Lie groups causes some deficiencies of the Lie theory
in infinite dimensions. Some classical results in finite
dimensions are summarized below, which are not
true in general in infinite dimensions:

1. The exponential map exp : g ! G is defined as
follows: To each � 2 g we assign the correspond-
ing left-invariant vector field X� defined by [14].
We take the flow ’�(t) of X� and define
exp(�) =’�(1). The exponential map is a local
diffeomorphism from a neighborhood of zero in g
onto a neighborhood of the identity in G; hence,

exp defines canonical coordinates on the Lie
group G. This is not true in infinite dimensions.

2. If f1, f2 : G1 ! G2 are smooth Lie group
homomorphisms (i.e., fi(g � h) = fi(g) � fi(h), i = 1, 2)
with Tef1 = Tef2, then locally f1 = f2. This is not
true in infinite dimensions.

3. If H is a closed subgroup of G, then H is a Lie
subgroup of G. This is not true in infinite
dimensions.

4. For any finite-dimensional Lie algebra g, there
exists a connected Lie group G whose Lie algebra
is g, that is, such that g ’ TeG. This is not true in
infinite dimensions.

Some classical finite-dimensional examples of Lie
groups are the matrix groups GL(n), SL(n), O(n),
SO(n), U(n), SU(n), Sp(n) with smooth group
operations given by matrix multiplication and
matrix inversion.

Examples of Infinite-Dimensional
Lie Groups

Abelian Gauge Group G= (C1(M), þ )

Let M be a finite-dimensional manifold and let
G= C1(M). With group operation being addition,
that is, m(f , g) = f þ g, i(f ) =�f , e = 0. G is an
abelian C1 Frechet Lie group with Lie algebra
g = TeC

1(M) ’ C1(M), with trivial bracket
[�, �] = 0, and exp = id. If one completes these spaces
in the Ck-norm, k <1 then Gk is a Banach Lie
group, and if the Hs-Sobolev norm is used with s >
(1/2) dim M then Gs is a Hilbert Lie group.

Application of G= (C1(M),þ ) to Maxwell’s equa-
tions Let E, B be the electric and magnetic fields
on R3; then Maxwell’s equations for a charge
density 	 are:

_E ¼ curl B; _B ¼ �curl E ½15�

div B ¼ 0; div E ¼ 	 ½16�

Let A be the magnetic potential such that B = �curl A.
As configuration space, we take V = Vec(R3),
vector fields (potentials) on R3, so A 2 V, and as
phase space, we have P = T�V ’ V � V� 3 (A, E),
with the standard L2 pairing hA, Ei=

R
A(x)E(x) dx,

and canonical Poisson bracket given by [5], which
becomes

fF;HgðA;EÞ ¼
Z

�F

�A

�H

�E
� �H
�A

�F

�E

� 	
dx ½17�
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As Hamiltonian, we take the total electromagnetic
energy

HðA; EÞ= 1

2

Z
ðjcurl Aj2 þ jEj2Þ dx

Then Hamilton’s equations in the canonical vari-
ables A and E are

_A ¼ �H
�E
¼ E ) _B ¼ �curl E

and

_E ¼ � �H
�A
¼ �curl curl A ¼ curl B

So the first two equations of Maxwell’s equations [15]
are Hamilton’s equations, the third one is obtained
automatically from the potential divB =�div curlA
=0 and the fourth equation, divE=	, is obtained
through the following symmetry (gauge invar-
iance): the Lie group G=(C1(R3),þ) acts on V
by ’ �A=Aþr’,’2G, A2V. The lifted action
to V�V� becomes ’ � (A,E)=(Aþr’,E), and
has the momentum map J :V�V� ! g� ’ {charge
densities}

JðA;EÞ ¼ div E ½18�

With g = C1(R3) and g�= Den(R3), we identify
the elements of g� with charge densities. The
Hamiltonian H is G invariant, that is, H(’ �
(A, E)) = H(Aþr’, E) = H(A, E). Then the reduced
phase space for 	 2 g� is

ðV � V�Þ	 = J�1ð	Þ=G = {ðE; BÞjdivE = 	; divB = 0}

and the reduced Hamiltonian is

H	ðE; BÞ ¼ 1

2

Z
ðjEj2 þ jBj2Þ dx ½19�

The reduced Poisson bracket becomes, for any
functions F, H on (V � V�)	,

fF; Hg	ðE; BÞ

¼
Z

�F

�E
� curl

�H

�B
� �H
�E
� curl

�F

�B

� 	
dx ½20�

and a straightforward computation shows that

_F ¼ fF; H	g	

,
_E ¼ curl B; _B ¼ �curl E

div B ¼ 0; div E ¼ 	

(
½21�

So, Maxwell’s equations [15], [16] form an infinite-
dimensional Hamiltonian system on this reduced
phase space with respect to the reduced Poisson
bracket.

Abelian Gauge Group G= (C1(M, R � {0}), �)

Let M be a finite-dimensional manifold and let
G= C1(M, R � {0}), the group operation being the
multiplication, that is, m(f , g) = f � g, i(f ) = f�1, e = 1.
For k <1, Ck(M, R � {0}) is open in C1(M, R), and
if M is compact then Ck(M, R � {0}) is a Banach Lie
group. If s> (1/2) dim M then Hs(M, R � {0}) is
closed under multiplication, and if M is compact
then Hs(M, R � {0}) is a Hilbert Lie group.

Nonabelian Gauge Groups G= (Ck (M, G), �)

The abelian example can be generalized by replacing
R � {0} with any finite-dimensional (nonabelian) Lie
group G. Let G= Ck(M, G) with pointwise group
operations m(f ,g)(x)= f (x) � g(x),x 2M and i(f )(x)=
(f (x))�1, where ‘‘�’’ and ‘‘( . )�1’’ are the operations
in G. If k <1 then Ck(M, G) is a Banach Lie
group. Let g denote the Lie algebra of G, then the
Lie algebra of G= Ck(M, G) is g = Ck(M, g), with
pointwise Lie bracket [�, �](x) = [�(x), �(x)], x 2M,
the latter bracket being the Lie bracket in g.
The exponential map exp : g ! G defines the
exponential map EXP :g=Ck(M,g)!G=Ck(M,G),
EXP(�)=exp 
 �, which is a local diffeomorphism.
The same holds for Hs(M,G) if s> (1/2)dimM.

Applications of these infinite-dimensional Lie
groups are in gauge theories and quantum field
theory, where they appear as groups of gauge
transformations.

Loop Groups G= Ck (S
1
, G)

As a special case of the example above, we take
M = S1, the circle. Then G= Ck(S1, G) =Lk(G) is
called a loop group and g = Ck(S1, g) = lk(g) its loop
algebra. They find applications in the theory of
affine Lie algebras, Kac–Moody Lie algebras (central
extensions), completely integrable systems, soliton
equations (Toda, Korteweg–de Vries (KdV),
Kadomtsev–Petviashvili (KP)), quantum field theory.
Central extensions of Loop algebras are examples of
infinite-dimensional Lie algebras which need not
have a corresponding Lie group.

Diffeomorphism Groups

Among the most important ‘‘classical’’ infinite-
dimensional Lie groups are the diffeomorphism
groups of manifolds. Their differential structure is
not the one of a Banch Lie group as defined above.
Nevertheless, they have important applications.

Let M be a compact manifold (the noncompact
case is technically much more complicated but
similar results are true) and let G= Diff1(M) be
the group of all smooth diffeomorphisms on M,
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group operation being the composition, that is,
m(f , g) = f 
 g, i(f ) = f�1, e = idM. For C1 diffeo-
morphisms, Diff1(M) is a Frechet manifold and
there are nontrivial problems with the notion
of smooth maps between Frechet spaces. There is
no canonical extension of the differential calculus
from Banach spaces (same as for Rn) to Frechet
spaces. One possibility is to generalize the notion
of differentiability. For example, if we use the
so-called C1� differentiability, then G= Diff1(M)
becomes a C1� Lie group with C1� differentiable
group operations. These notions of differentiability
are difficult to apply to concrete examples.
Another possibility is to complete Diff1(M) in
the Banach Ck-norm, 0 � k <1, or in the Sobolev
Hs-norm, s> (1/2) dim M; Diffk(M) and Diffs(M)
become, in this case, Banach and Hilbert mani-
folds, respectively. Then we consider the inverse
limits of these Banach and Hilbert Lie groups,
respectively:

Diff1ðMÞ ¼ lim
 

DiffkðMÞ ½22�

becomes the so-called inverse limit of Banach (ILB)
Lie group, or with the Sobolev topologies

Diff1ðMÞ ¼ lim
 

DiffsðMÞ ½23�

becomes the so-called inverse limit of Hilbert (ILH)
Lie group. Nevertheless, the group operations are
not smooth, but have the following differentiability
properties. If the diffeomorphism group is equipped
with the Sobolev Hs-topology, then Diffs(M)
becomes a C1 Hilbert manifold if s> (1/2) dim M
and the group multiplication

m : DiffsþkðMÞ �DiffsðMÞ ! DiffsðMÞ ½24�

is Ck differentiable; hence, for k = 0, m is only
continuous on Diffs(M). The inversion

i : DiffsþkðMÞ ! DiffsðMÞ ½25�

is Ck differentiable; hence, for k = 0, i is only
continuous on Diffs(M). The same differentiability
properties of m and i hold in the Ck topology. This
situation leads to the notion of nested Lie groups.

The Lie algebra of Diff1(M) is given by
g = TeDiff1(M) ’ Vec1(M), the space of smooth
vector fields on M. Note that the space Vec(M)
of all vector fields is a Lie algebra only for C1

vector fields, but not for Ck or Hs vector fields if
k <1, s <1, because one loses derivatives by
taking brackets.

The exponential map on the diffeomorphism
group is given as follows: for any vector field X 2
Vec1(M) take its flow ’t 2 Diff1(M), then define

EXP : Vec1(M) ! Diff1(M) : X 7!’1, the flow at
time t = 1. The exponential map EXP is not a local
diffeomorphism; it is not even locally surjective.

Applications of Diff1(M) occur in general rela-
tivity, where the diffeomorphism group plays the
role of a symmetry group of coordinate transforma-
tions. Let (M, g) be a Lorentz 4-manifold. Then the
vacuum Einstein’s field equations are

RicðgÞ ¼ 0

These are invariant under coordinate transfor-
mations, that is, under the action of Diff1(M).
Moreover, Einstein’s field equations form a
Hamiltonian system on the space P = {metrics
on M}=Diff1(M).

Subgroups of Diff1(M)

Several subgroups of Diff1(M) have important
applications.

Group of volume-preserving diffeomorphisms Let
� be a volume on M and G= Diff1� (M) = {f 2
Diff1(M) j f ��=�} the group of volume-preserving
diffeomorphisms. Diff1� (M) is a closed subgroup of
Diff1(M) with Lie algebra g = Vec1� (M) = {X 2
Vec1(M) j div�X = 0} the space of divergence free
vector fields on M. Vec1� (M) is a Lie subalgebra of
Vec1(M).

Remark: We can neither apply the finite-
dimensional theorem that if Vec1� (M) is Lie algebra
then there exists a Lie group whose Lie algebra it is;
nor that if Diff1� (M) 	 Diff(M) is a closed subgroup
then it is a Lie subgroup.

Applications of Diff1� (M) occur, for example, in
fluid dynamics. Euler’s equations for an incompres-
sible fluid,

@u

@t
þ u � ru ¼ �rp; div u ¼ 0 ½26�

are equivalent to the equations of geodesics on
Diff1� (M).

Symplectomorphism group Let ! be a symplectic
2-from on M and G= Diff1! (M) = {f 2 Diff1(M) j
f �!=!} the group of canonical transformations (or
symplectomorphisms). Diff1! (M) is a closed sub-
group of Diff1(M) with Lie algebra g = Vec1! (M) =
{X 2 Vec1(M) jLX!= 0} the space of locally
Hamiltonian vector fields on M. Vec1! (M) is a Lie
subalgebra of Vec1(M).

Applications of symplectomorphism groups occur,
for example, in plasma physics. Maxwell–Vlasov’s
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equations for a plasma density f(x, v, t) generating
the electric and magnetic fields E and B are

@f

@t
þ v � @f

@x
þ ðEþ v� BÞ @f

@v
¼ 0

@B

@t
¼ �curl E;

@E

@t
¼ curl B� Jf

div E ¼ 	f ; div B ¼ 0

½27�

where Jf and 	f are the current and charge densities,
respectively. This coupled nonlinear system of
evolution equations is an infinite-dimensional
Hamiltonian system of the form _F = {F, H}	f

on the
reduced phace space

MV ¼ ðT�Diff1! ðR6Þ � T�VÞ=C1ðR6Þ ½28�

(V is the same space as in the example of Maxwell’s
equations) with respect to the following reduced
Poisson bracket, which is induced via gauge sym-
metry from the canonical Poisson bracket on
T�Diff1! (R6)� T�V:

fF; Gg	f
ðf ; E; BÞ

¼
Z

f
�F

�f
;
�G

�f


 �
dx dv

þ
Z

�F

�E
� curl

�G

�B
� �G
�E
� curl

�F

�B

� 	
dx dv

þ
Z

�F

�E
� @f

@v

�G

�f
� �G
�E
� @f

@v

�F

�f

� 	
dx dv

þ
Z

fB � @

@v

�F

�f
� @

@v

�G

�f

� 	
dx dv ½29�

and with Hamiltonian

Hðf ; E; BÞ ¼ 1

2

Z
v2f ðx; v; tÞdv

þ 1

2

Z
ðjEj2 þ jBj2Þdx ½30�

More complicated plasma models are formulated
as Hamiltonian systems. For example, for the
two-fluid model the phase space is constituted by
coadjoint orbits of the semidirect product (n) of the
group G= Diff1(R6 ) n (C1(R6)� C1(R6)). For the
MHD model: G= Diff1 (R6) n (C1(R6)� �2(R3)).

The KdV Equation and Fourier Integral
Operators

There are many known examples of PDEs which are
infinite-dimensional Hamiltonian systems, such as the
Benjamin–Ono, Boussinesq, Harry Dym, KdV, and KP
equations and others. In many cases, the Poisson
structures and Hamiltonians are given ad hoc on a
formal level. This is illustrated here with the KdV

equation, where at least one of the three known
Hamiltonian structures is well understood.

The KdV equation

ut þ 6uux þ uxxx ¼ 0 ½31�

is an infinite-dimensional Hamiltonian system with
the Lie group of invertible Fourier integral operators
being a symmetry group. Gardner found that with the
bracket

fF; Gg ¼
Z 2�

0

�F

�u

@

@x

�G

�u
dx ½32�

and Hamiltonian

HðuÞ ¼
Z 2�

0

u3 þ 1
2 u3

x

� 

dx ½33�

u satisfies the KdV equation [31] if and only if

_u ¼ fu; Hg

An important question concerns the origin of the
Poisson bracket [32] and Hamiltonian [33]. It was
shown earlier that this bracket is the Lie–Poisson
bracket on a coadjoint orbit of Lie group G= FIO, the
group of invertible Fourier integral operators on the
circle S1. The latter is discussed briefly in the following.

A Fourier integral operator on a compact mani-
fold M is an operator

A : C1ðMÞ ! C1ðMÞ ½34�

locally given by

AðuÞðxÞ ¼ ð2�Þ�n
ZZ

ei’ðx;y;�Þaðx; �ÞuðyÞdy d� ½35�

where ’(x, y, �) is a phase function with certain
properties and the symbol a(x, �) belongs to a certain
symbol class. A pseudodifferential operator is a
special kind of Fourier integral operators, locally of
the form

PðuÞðxÞ ¼ ð2�Þ�n
ZZ

eiðx�yÞ��pðx; �ÞuðyÞdy d� ½36�

Denote by FIO and �DO the groups under composi-
tion (operator product) of invertible Fourier integral
operators and invertible pseudodifferential operators
on M, respectively. Then we have the following results.

Both groups �DO and FIO are smooth infinite-
dimensional ILH Lie groups. The smoothness
properties of the group operations (operator multi-
plication and inversion) are similar to the case of
diffeomorphism groups [24] and [25]. The Lie
algebra of both ILH Lie groups �DO and FIO is
the Lie algebra of all pseudodifferential operators
under the commutator bracket. Moreover, FIO is a
smooth infinite-dimensional principal fiber bundle
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over the diffeomorphism group of canonical trans-
formations Diff1! (T�M� {0}) with structure group
(gauge group) �DO.

For the KdV equation, we take the special case
where M = S1. Then the Gardner bracket [32] is the
Lie–Poisson bracket on the coadjoint orbit of FIO
through the Schrödinger operator P 2 �DO. Com-
plete integrability of the KdV equation follows from
the infinite system of conserved integrals in involu-
tion given by Hk = tr(Pk); in particular, the Hamil-
tonian [33] equals H = H2.

See also: Bi-Hamiltonian Methods in Soliton Theory;
Functional Integration in Quantum Physics; Hamiltonian
Fluid Dynamics; Hamiltonian Systems: Obstructions to
Integrability; Korteweg–de Vries Equation and Other
Modulation Equations; Symmetries and Conservation Laws.
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Introduction

Let X be a closed (connected, compact without
boundary) smooth manifold of dimension 4, pro-
vided with a Riemannian metric denoted by g. Let
�p

X denote space of smooth p-forms on X, that is,
the sections of ^pTX. The Hodge operator acting on
p-forms,

� : �
p
X!�

4�p
X

satisfies �2 = (�1)p. In particular, � splits �2
X into

two subspaces �2,�
X with eigenvalues �1:

�2
X ¼ �2;þ

X � �2;�
X ½1�

Note also that this decomposition is an orthogonal
one, with respect to the inner product:

h!1; !2i ¼
Z

X

!1 ^ �!2

A 2-form ! is said to be self-dual if �!=! and it
is said to be anti-self-dual if �!=�!. Any 2-form !
can be written as the sum

! ¼ !þ þ !�

of its self-dual !þ and anti-self-dual !� components.

Now let E be a complex vector bundle over X as
above, provided with a connection r, regarded as a
C-linear operator

r : �ðEÞ!�ðEÞ 
 �1
X

satisfying the Leibnitz rule:

rðf
Þ ¼ fr
þ 

 df

for all f 2 C1(X) and 
 2 �(E). Its curvature
Fr=r 
 r is a 2-form with values in End(E), that
is, Fr 2 �(End(E))
 �2

X, satisfying the Bianchi
identity rFr= 0.

The Yang–Mills equation is

r � Fr ¼ 0 ½2�

It is a second-order nonlinear equation on the
connection r. It amounts to a nonabelian general-
ization of Maxwell equations, to which it reduces
when E is a line bundle; the four components of r
are interpreted as the electric and magnetic
potentials.

An instanton on E is a smooth connection r
whose curvature Fr is anti-self-dual as a 2-form,
that is, it satisfies:

Fþr ¼ 0; that is; � Fr ¼ �Fr ½3�

The instanton equation is still nonlinear (it is linear
only if E is a line bundle), but it is only first-order
on the connection.

44 Instantons: Topological Aspects



Note that if Fr is either self-dual or anti-self-dual
as a 2-form, then the Yang–Mills equation is
automatically satisfied:

�Fr ¼ �Fr ) r � Fr ¼ �rFr ¼ 0

by the Bianchi identity. In other words, instantons
are particular solutions of the Yang–Mills equation.
Furthermore, while the Yang–Mills equation [2]
makes sense over any Riemannian manifold, the
instanton equation [3] is well defined only in
dimension 4.

A gauge transformation is a bundle automorphism
g : E!E covering the identity. The set of all gauge
transformations of a given bundle E!X forms a
group through composition, called the gauge group
and denoted by G(E). The gauge group acts on the
set of all smooth connections on E by conjugation:

g 	 r ¼ g�1rg

It is then easy to see that [3] is a gauge-invariant
condition, since Fg	r= g�1Frg. The anti-self-duality
equation [3] is also conformally invariant: a con-
formal change in the metric does not change the
decomposition [1], so it preserves self-dual and
anti-self-dual 2-forms.

The topological charge k of the instanton r is
defined by the integral

k ¼ � 1

8�2

Z
X

trðFr ^ FrÞ

¼ c2ðEÞ �
1

2
c1ðEÞ2 ½4�

where the second equality follows from Chern–Weil
theory.

If X is a smooth, noncompact, complete Rieman-
nian manifold, an instanton on X is an anti-self-dual
connection for which the integral [4] converges.
Note that, in this case, k as above need not be an
integer; however, it is always expected to be
quantized, that is, always a multiple of some fixed
(rational) number which depends only on the base
manifold X.

Summary This note is organized as follows.
After revisiting the variational approach to the
anti-self-duality equation [3], we study instantons
over the simplest possible Riemannian 4-manifold,
R4 with the flat Euclidean metric. In the subse-
quent sections, we present ’t Hooft’s explicit
solutions, the ADHM construction, and its dimen-
sional reductions to R3, R2 and R. We conclude by
explaining the construction of the central object of
study in gauge theory, the instanton moduli
spaces.

Variational Aspects of Yang–Mills
Equation

Given a fixed smooth vector bundle E!X, let A(E)
be the set of all (smooth) connections on E. The
Yang–Mills functional is defined by

YM : AðEÞ!R

YMðrÞ ¼ kFrk2
L2 ¼

Z
M

trðFr ^ �FrÞ
½5�

The Euler–Lagrange equation for this functional is
exactly the Yang–Mills equation [2]. In particular,
self-dual and anti-self-dual connections yield critical
points of the Yang–Mills functional.

Splitting the curvature into its self-dual and
anti-self-dual parts, we have

YMðrÞ ¼ kFþrk
2
L2 þ kF�rk

2
L2

It is then easy to see that every anti-self-dual
connection r is an absolute minimum for the
Yang–Mills functional, and that YM(r) coincides
with the topological charge [4] of the instanton r
times 8�2.

One can construct, for various 4-manifolds but
most interestingly for X = S4, solutions of the
Yang–Mills equations which are neither self-dual
nor anti-self-dual. Such solutions do not minimize
[5]. Indeed, at least for gauge group SU(2) or
SU(3), it can be shown that there are no other
local minima: any critical point which is neither
self-dual nor anti-self-dual is unstable and must be
a ‘‘saddle point’’ (Bourguignon and Lawson
Jr. 1981).

Instantons on Euclidean Space

Let X = R4 with the flat Euclidean metric, and
consider a Hermitian vector bundle E!R4. Any
connection r on E is of the form d þ A, where d
denotes the usual de Rham operator and A 2
�(End(E))� �1

R4 is a 1-form with values in the
endomorphisms of E; this can be written as follows:

A ¼
X4

k¼1

Ak dxk; Ak : R4!uðrÞ

In the Euclidean coordinates x1, x2, x3, x4, the
anti-self-duality equation [3] is given by

F12 ¼ F34; F13 ¼ �F24; F14 ¼ F23

where

Fij ¼
@Aj

@xi
� @Ai

@xj
þ ½Ai;Aj�
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The simplest explicit solution is the charge-1 SU(2)
instanton on R4. The connection 1-form is given by

A0 ¼
1

1þ jxj2
	 Imðqd�qÞ ½6�

where q is the quaternion q = x1 þ x2iþ x3j þ x4k,
while Im denotes the imaginary part of the product
quaternion; we are regarding i, j, k as a basis of the
Lie algebra su(2); from this, one can compute the
curvature:

FA0
¼ 1

1þ jxj2

 !2

	 Imðdq ^ d�qÞ ½7�

We see that the action density function

jFA0
j2 ¼ 1

1þ jxj2

 !2

has a bell-shaped profile centered at the origin and
decays like r�4.

Let t�, y : R4!R4 be the isometry given by the
composition of a translation by y 2 R4 with a
homothety by � 2 Rþ. The pullback connection
t��, yA0 is still anti-self-dual; more explicitly,

A�;y ¼ t��;yA0 ¼
�2

�2 þ jx� yj2
	 Imðqd�qÞ

FA�;y
¼ �2

�2 þ jx� yj2

 !2

	 Imðdq ^ d�qÞ

Note that the action density function jFAj2 has again
a bell-shaped profile centered at y and decays like
r�4; the parameter � measures the concentration of
the energy density function, and can be interpreted
as the ‘‘size’’ of the instanton A�, y.

Instantons of topological charge k can be obtained
by ‘‘superimposing’’ k basic instantons, via the so-
called ’t Hooft ansatz. Consider the function
� : R4!R given by

�ðxÞ ¼ 1þ
Xk

j¼1

�2
j

ðx� yjÞ2

where �j 2 R and yj 2 R4. Then the connection
1-form A = A�dx� with coefficients

A� ¼ i
X4

�¼1

����
@

@x�
lnð�ðxÞÞ ½8�

is anti-self dual; here, ���� are the matrices given by
(�, �= 1, 2, 3):

��� ¼
1

4i
½��; ��� ���4 ¼

1

2
��

where �� are the Pauli matrices.

The connection [8] correspond to k instantons
centered at points yi with size �i. The basic
instanton [6] is exactly (modulo gauge transforma-
tion) what one obtains from [8] for the case k = 1.
The ’t Hooft instantons form a 5k-parameter family
of anti-self-dual connections.

SU(2) instantons are also the building blocks for
instantons with general structure group (Bernard
et al. 1977). Let G be a compact semisimple Lie group,
with Lie algebra g. Let � : su(2)! g be any injective
Lie algebra homomorphism. If A is an anti-self-dual
SU(2) connection 1-form, then it is easy to see that
�(A) is an anti-self-dual G-connection 1-form. Using
[8] as an example, we have that

A ¼ i
X
�;�

�ð����Þ
@

@x�
lnð�ðxÞÞdx� ½9�

is a G-instanton on R4.
While this guarantees the existence of G-instan-

tons on R4, note that the instanton [9] might be
reducible (e.g., � can simply be the obvious
inclusion of su(2) into su(n) for any n) and that
its charge depends on the choice of representation �.
Furthermore, it is not clear whether every
G-instanton can be obtained in this way, as the
inclusion of a SU(2) instanton through some
representation � : su(2)! g.

The ADHM Construction

All SU(r) instantons on R4 can be obtained through
a remarkable construction due to Atiyah, Drinfeld,
Hitchin, and Manin. It starts by considering
Hermitian vector spaces V and W of dimension c
and r, respectively, and the following data (the so-
called ADHM data):

B1;B2 2 EndðVÞ; i 2 HomðW;VÞ
j 2 HomðV;WÞ

Assume, moreover, that (B1, B2, i, j) satisfy the
ADHM equations:

½B1 ;B2� þ ij ¼ 0 ½10�

½B1 ;B
y
1� þ ½B2 ;B

y
2� þ iiy � jyj ¼ 0 ½11�

Now consider the following maps

	 : V 
 R4!ðV � V �WÞ 
 R4


 : ðV � V �WÞ 
 R4!V 
 R4
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given as follows (1 denotes the appropriate identity
matrix):

	ðz1; z2Þ ¼
B1 þ z11
B2 þ z21

j

0
@

1
A ½12�


ðz1; z2Þ ¼ �B2 � z21 B1 þ z11 ið Þ ½13�

where z1 = x1 þ ix2 and z2 = x3 þ ix4 are complex
coordinates on R4. The maps [12] and [13] should
be understood as a family of linear maps parame-
trized by points in R4.

A straightforward calculation shows that the ADHM
equation [10] implies that 
	= 0 for every (z1, z2) 2
R4. Therefore, the quotient E = ker
=im 	= ker
 \
ker	y forms a complex vector bundle over R4 or rank r
whenever (B1, B2, i, j) is such that 	 is injective and 
 is
surjective for every (z1, z2) 2 R4.

To define a connection on E, note that E can be
regarded as a sub-bundle of the trivial bundle (V �
V �W)
 R4. So let � : E! (V � V �W)
 R4 be the
inclusion, and let P : (V � V �W)
 R4!E be the
orthogonal projection onto E. We can then define a
connection r on E through the projection formula

rs ¼ Pd�ðsÞ

where d denotes the trivial connection on the trivial
bundle (V � V �W)
 R4.

To see that this connection is anti-self-dual, note
that projection P can be written as follows:

P ¼ 1�Dy��1D

where

D : ðV � V �WÞ 
 R4!ðV � VÞ 
R4

D ¼



	y

� �

and � =DDy. Note that D is surjective, so that � is
indeed invertible. Moreover, it also follows from
[11] that 

y=	y	, so that ��1 = (

y)�11.

The curvature Fr is given by

Fr ¼P dð1�DyI ��1DÞd
� �

¼ P dDy��1ðdDÞ
� �

¼P ðdDyÞ��1ðdDÞ þ Dydð��1ðdDÞ
� �

¼ðdDyÞ��1ðdDÞ

for P(Dyd(��1(dD))) = 0 on E = kerD. Since ��1 is
diagonal, we conclude that Fr is proportional to
dDy ^ dD, as a 2-form.

It is then a straightforward calculation to show
that each entry of dDy ^ dD belongs to �2,�.

The extraordinary accomplishment of Atiyah, Drin-
feld, Hitchin, and Manin was to show that every

instanton, up to gauge equivalence, can be obtained in
this way (see, e.g., Donaldson and Kronheimer 1990).
For instance, the basic SU(2) instanton [6] is associated
with the following data (c = 1, r = 2):

B1;B2 ¼ 0; i ¼ 1
0

� �
; j ¼ ð 0 1Þ

Remark The ADHM data (B1, B2, i, j) are said to
be stable if 
 is surjective for every (z1, z2) 2 R4, and
it is said to be costable if 	 is injective for every
(z1, z2) 2 R4. (B1, B2, i, j) is regular if it is both stable
and costable. The quotient:

fregular solutions of ð10Þ and ð11Þg=UðVÞ

coincides with the moduli space of instantons
of rank r = dim W and charge c = dim V on R4 (see
below). It is also an example of a quiver variety (see
Finite Dimensional Algebras and Quivers), asso-
ciated to the quiver consisting of two vertices V and
W, two loop-edges on the vertex V and two edges
linking V to W, one in each direction.

Dimensional Reductions of the
Anti-Self-Dual Yang–Mills Equation

As pointed out above, a connection on a Hermitian
vector bundle E!R4 of rank r can be regarded as
1-form

A ¼
X4

k¼1

Akðx1; . . . ; x4Þdxk; Ak : R4!uðrÞ

Assuming that the connection components Ak are
invariant under translation in one direction, say x4,
we can think of

A ¼
X3

k¼1

Akðx1; x2; x3Þdxk

as a connection on a Hermitian vector bundle over
R3, with the fourth component �= A4 being
regarded as a bundle endomorphism � : E!E,
called a Higgs field. In this way, the anti-self-duality
equation [3] reduces to the so-called Bogomolny (or
monopole) equation:

FA ¼ �d� ½14�

where � is the Euclidean Hodge star in dimension 3.
Now assume that the connection components Ak

are invariant under translation in two directions, say
x3 and x4. Consider

A ¼
X2

k¼1

Akðx1; x2Þdxk
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as a connection on a Hermitian vector bundle over
R2, with the third and fourth components combined
into a complex bundle endomorphism:

� ¼ ðA3 þ i 	 A4Þðdx1 � i 	 dx2Þ

taking values on 1-forms. The anti-self-duality
equation [3] is then reduced to the so-called
Hitchin’s equations:

FA ¼ ½�;���; �@A� ¼ 0 ½15�

Conformal invariance of the anti-self-duality equa-
tion means that Hitchin’s equations are well defined
over any Riemann surface.

Finally, assume that the connection components Ak

are invariant under translation in three directions, say
x2, x3, and x4. After gauging away the first compo-
nent A1, the anti-self-duality equations [3] reduce to
the so-called Nahm’s equations:

dTk

dx1
þ 1

2

X
j;l

�kjl½Tj;Tl� ¼ 0; j; k; l ¼ f2; 3; 4g ½16�

where each Tk is regarded as a map R!u(r).
Readers who are interested in monopoles and

Nahm’s equations are referred to the survey
by Murray (2002) and references therein. The best
source for Hitchin’s equations still are Hitchin’s
(1987a, b) original papers. A beautiful duality,
known as Nahm transform, relates the various
reductions of the anti-self-duality equation to periodic
instantons; see the survey article by Jardim (2004).

It is also worth mentioning the book by Mason
and Woodhouse (1996), where other interesting
dimensional reductions of the anti-self-duality equa-
tion are discussed, providing a deep relation
between instantons and the general theory of
integrable systems.

The Instanton Moduli Space

Now fix a rank-r complex vector bundle E over a
four-dimensional Riemannian manifold X. Observe
that the difference between any two connections is a
linear operator:

ðr �r0Þðf�Þ ¼ fr�þ � 	 df � fr0�� � 	 df

¼ f ðr �r0Þ�

In other words, any two connections on E differ by
an endomorphism-valued 1-form. Therefore, the set
of all smooth connections on E, denoted by A(E),
has the structure of an affine space over
�(End(E))� �1

M.

The gauge group G(E) acts on A(E) via
conjugation:

g 	 r :¼ g�1rg

We can form the quotient set B(E) =A(E)=G(E),
which is the set of gauge equivalence classes of
connections on E.

The set of gauge equivalence classes of anti-self-
dual connections on E is a subset of B(E), and it is
called the moduli space of instantons on E!X. The
subset of MX(E) consisting of irreducible anti-self-
dual connections is denoted M�

X(E).
Since the choice of a particular vector bundle

within its topological class is immaterial, these sets
are usually labeled by the topological invariants
(Chern or Pontrjagyn classes) of the bundle E. For
instance, M(r, k) denotes the moduli space of
instantons on a rank-r complex vector bundle
E!X with c1(E) = 0 and c2(E) = k > 0. It turns
out that MX(E) can be given the structure of a
Hausdorff topological space. In general,MX(E) will
be singular as a differentiable manifold, but M�

X(E)
can always be given the structure of a smooth
Riemannian manifold.

We start by explaining the notion of a L2
p vector

bundle. Recall that L2
p(Rn) denotes the completion

of the space of smooth functions f : Rn!C with
respect to the norm:

kfk2
L2

p
¼
Z

X

ðjf j2 þ jdf j2 þ 	 	 	 þ jdðpÞf j2Þ

In dimension n = 4 and for p > 2, by virtue of the
Sobolev embedding theorem, L2

p consists of continu-
ous functions, i.e., L2

p(Rn) � C0(Rn). So we define
the notion of a L2

p vector bundle as a topological
vector bundle whose transition functions are in L2

p,
where p > 2.

Now for a fixed L2
p vector bundle E over X, we can

consider the metric space Ap(E) of all connections on
E which can be represented locally on an open subset
U � X as a L2

p(U) 1-form. In this topology, the subset
of irreducible connections A�p(E) becomes an open
dense subset of Ap(E). Since any topological vector
bundle admits a compatible smooth structure, we may
regard L2

p connections as those that differ from a
smooth connection by a L2

p 1-form. In other words,
Ap(E) becomes an affine space modeled over the
Hilbert space of L2

p 1-forms with values in the
endomorphisms of E. The curvature of a connection
in Ap(E) then becomes a L2

p�1 2-form with values in
the endomorphism bundle End(E).

Moreover, let Gpþ1(E) be defined as the topolo-
gical group of all L2

pþ1 bundle automorphisms. By
virtue of the Sobolev multiplication theorem,
Gpþ1(E) has the structure of an infinite-dimensional
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Lie group modeled on a Hilbert space; its Lie
algebra is the space of L2

pþ1 sections of End(E).
The Sobolev multiplication theorem is once again

invoked to guarantee that the action Gpþ1(E)

Ap(E)!Ap(E) is a smooth map of Hilbert mani-
folds. The quotient space Bp(E) =Ap(E)=Gpþ1(E)
inherits a topological structure; it is a metric (hence
Hausdorff) topological space. Therefore, the sub-
space MX(E) of Bp(E) is also a Hausdorff topolo-
gical space; moreover, one can show that the
topology of MX(E) does not depend on p.

The quotient space Bp(E) fails to be a Hilbert
manifold because in general the action of Gpþ1(E) on
Ap(E) is not free. Indeed, if A is a connection on a
rank-r complex vector bundle E over a connected
base manifold X, which is associated with a
principal G-bundle. Then the isotropy group of A
within the gauge group

�A ¼ fg 2 Gpþ1ðEÞjgðAÞ ¼ Ag

is isomorphic to the centralizer of the holonomy
group of A within G.

This means that the subspace of irreducible connec-
tions A�p(E) can be equivalently defined as the open
dense subset of Ap(E) consisting of those connections
whose isotropy group is minimal, that is,

A�pðEÞ ¼ fA 2 ApðEÞj�A ¼ centerðGÞg

Now Gpþ1(E) acts with constant isotropy on A�p(E);
hence, the quotient B�p(E) =A�p(E)=Gpþ1(E) acquires
the structure of a smooth Hilbert manifold.

Remark The analysis of neighborhoods of points
in Bp(E)nB�p(E) is very relevant for applications of
the instanton moduli spaces to differential topology.
The simplest situation occurs when A is an SU(2)
connection on a rank-2 complex vector bundle E
which reduces to a pair of U(1) and such [A] occurs
as an isolated point in Bp(E)nB�p(E). Then a
neighborhood of [A] in Bp(E) looks like a cone on
an infinite-dimensional complex projective space.

Alternatively, the instanton moduli space MX(E)
can also be described by first taking the subset of all
anti-self-dual connections and then taking the
quotient under the action of the gauge group.
More precisely, consider the map

� : ApðEÞ!L2
pðEndðEÞ � �2;þ

X Þ
�ðAÞ ¼ FþA

½17�

Thus, ��1(0) is exactly the set of all anti-self-dual
connections. It is Gpþ1(E)-invariant, so we can take
the quotient to get

MXðEÞ ¼ ��1ð0Þ=Gpþ1ðEÞ
It follows that the subspace M�
X(E) =B�p(E) \

MX(E) has the structure of a smooth Hilbert
manifold. Index theory comes into play to show
that M�

X(E) is finite dimensional. Recall that if D is
an elliptic operator on a vector bundle over a
compact manifold, then D is Fredholm (i.e., ker D
and coker D are finite dimensional) and its index

ind D ¼ dim ker D� dim coker D

can be computed in terms of topological invariants,
as prescribed by the Atiyah–Singer index theorem.
The goal here is to identify the tangent space of
M�

X(E) with the kernel of an elliptic operator.
It is clear that, for each A 2 Ap(E), the tangent

space TAAp(E) is just L2
p(End(E)� �1

X). We define
the pairing

ha;bi ¼
Z

X

a ^ �b ½18�

and it is easy to see that this pairing defines a
Riemannian metric (the so-called L2-metric) onAp(E).

The derivative of the map � in [17] at the point A
is given by

dþA : L2
pðEndðEÞ � �1

XÞ!L2
p�1ðEndðEÞ � �2

XÞ
a 7! ðdAaÞþ

so that for each A 2 ��1(0) we have

TA�
�1ð0Þ ¼ a 2 L2

pðEndðEÞÞ � �1
X j dþAa ¼ 0

n o

Now for a gauge equivalence class [A] 2 B�p(E), the
tangent space T[A]B�p(E) consists of those 1-forms
which are orthogonal to the fibers of the principal
Gpþ1(E) bundleA�p(E)!B�p(E). At a point A 2 Ap(E),
the derivative of the action by some g 2 Gpþ1(E) is

�dA : L2
pþ1ðEndðEÞÞ!L2

pðEndðEÞ � �1
XÞ

Usual Hodge decomposition gives us that there is an
orthogonal decomposition:

L2
pðEndðEÞ � �1

XÞ ¼ im dA � ker d�A

which means that:

T½A�B�pðEÞ ¼ a 2 L2
pðEndðEÞ � �1

XÞ j d�Aa ¼ 0
n o

Thus, the pairing [18] also defines a Riemannian
metric on B�p(E). Putting these together, we conclude
that the space T[A]M�

X tangent to M�
X(E) at an

equivalence class [A] of anti-self-dual connections
can be described as follows:

T½A�M�
XðEÞ

¼ a 2 L2
pðEndðEÞ��1

XÞ jd�Aa¼ dþAa¼ 0
n o

½19�
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It turns out that the so-called deformation operator

A = d�A � dA:


A : L2
pðEndðEÞ � �1

XÞ
!L2

pþ1ðEndðEÞÞ � L2
p�1ðEndðEÞ � �2

XÞ

is elliptic. Moreover, if A is anti-self-dual then coker

A is empty, so that T[A]M�

X(E) = ker 
A. The
dimension of the tangent space T[A]M�

X(E) is then
simply given by the index of the deformation
operator 
A. Using the Atiyah–Singer index theorem,
we have for SU(r) bundles with c2(E) = k:

dimM�
XðEÞ ¼ 4rk� ðr2 � 1Þð1� b1ðXÞ þ bþðXÞÞ

The dimension formula for arbitrary gauge group G
can be found in Atiyah et al. (1978).

For example, the moduli space of SU(2) instantons
on R4 of charge k is a smooth Riemannian manifold
of dimension 8k� 3. These parameters are inter-
preted as the 5k parameters describing the positions
and sizes of k separate instantons, plus 3(k� 1)
parameters describing their relative SU(2) phases.

The detailed construction of the instanton moduli
spaces can be found in Donaldson and Kronheimer
(1990). An alternative source is Morgan’s lecture
notes (Friedman and Morgan 1998). It is interesting
to note thatM�

X(E) inherits many of the geometrical
properties of the original manifold X. Most notably,
if X is a Kähler manifold, then M�

X(E) is also
Kähler; if X is a hyper-Kähler manifold, thenM�

X(E)
is also hyper-Kähler. One expects that other
geometric structures on X can also be transferred
to the instanton moduli spaces M�

X(E).
See also: Characteristic Classes; Finite-Dimensional
Algebras and Quivers; Gauge Theoretic Invariants
of 4-Manifolds; Gauge Theory: Mathematical
Applications; Integrable Systems: Overview; Index
Theorems; Moduli Spaces: An Introduction; Solitons and
Other Extended Field Configurations; Twistor Theory:
Some Applications [in Integrable Systems, Complex
Geometry and String Theory].
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Introduction

The notion of integrability plays many different rôles
in quantum field theory (QFT). In this article we
interpret it in a narrow sense and describe some QFTs
that are completely integrable, in the sense that there
are as many integrals of motion as degrees of freedom.
Necessarily this implies, since we are talking about
field theories, that there is an infinite number of
conserved quantities. The existence of such a tower of
conserved quantities of increasing Lorentz spin
implies, via the Coleman–Mandula theorem, that the
theories are trivial in spacetime dimensions greater
than 2. On the other hand, in 1þ 1 dimensions there is
a rich menagerie of such integrable quantum field
theories (IQFTs). These theories are fascinating in their
own right as nontrivial QFTs for which data like the
S-matrix and spectrum can be determined exactly. We
will describe these exact S-matrices for a series of
seminal examples. In addition, we briefly describe the
applications of these theories to statistical systems in
two dimensions.
Classical Integrable Systems and
Field Theories

For a field theory to be integrable it must have an
infinite number of conserved charges. Necessarily
these must be spacetime symmetries which extend the
Poincaré symmetry in some way. It turns out that, due
to a theorem of Coleman and Mandula, such



extensions are very restrictive: they are only possible in
1þ 1 dimensions (one dimension of space and one of
time) apart from noninteracting theories. Below we
describe some of the most important examples.

Affine Toda Theories

These theories describe the interactions of a set of
scalar fields which we write as a vector f. The action is

S ¼
Z

d2x
1

2
@�f
� �2�VðfÞ

� �
½1�

The potential has to be very specially chosen in
order that the resulting theory is integrable. The
resulting theories are classified by affine Lie alge-
bras. We shall describe only the theories related to a
simply laced Lie algebra g (so of ADE type). In this
case, for the affine version of the theory,

VðfÞ ¼ m2

�2

Xr

a¼0

na e�aa�f ½2�

where f is an r-rank g vector and aa, a = 1, . . . , r, are
a set of simple roots of g . The fact that we are
considering the affine version of the theory means
that we include the term involving the extended root
(the lowest root) a0 = �

Pr
a = 1 naaa, which defines

the integers na(n0 = 1). If this term is absent then the
potential does not have a minimum. Such nonaffine
theories are interesting in their own right since they
include the Liouville theory, but we shall not
describe them here.

One way to expose the infinite set of conserved
charges at the classical level is to write the equations
of motion in Lax form. This has the form of the
vanishing of the field strength, or zero-curvature
condition, of an auxiliary gauge connection in g

with components (Ax, At):

Ax ¼ @tf �H þ
m

2�

Xr

a¼0

e�aa�f=2 ea þ fað Þ

At ¼ @xf �H þ m

2�

Xr

a¼0

e�aa�f=2 ea � fað Þ
½3�

Here, {ei, fi} are related to generators of g in a
Cartan–Weyl basis, via

ea ¼ zEaa
; fa ¼ z�1E�aa

; a ¼ 1; . . . ; r

e0 ¼ z�hEa0
; f0 ¼ zhE�a0

½4�

where z is a auxiliary variable known as the spectral
parameter and h is the Coxeter number of g . Using
the following commutators of g ,

½Eaa
;Eab
� ¼ �abaa �H

½H;Ea � ¼ aEa

½Eaa
;E�ab

� ¼ 0

½5�

it is straightforward to verify that the zero-curvature
condition

Fxt ¼ @xAt � @tAx þ ½Ax;At� ¼ 0 ½6�

is equivalent to the equations of motion which
follow from extremizing the action [1].

The fact that there exists a flat connection which
depends on an auxiliary parameter z is sufficient to
ensure integrability. In brief, the idea is that the
gauge connection can be ‘‘abelianized’’ by a gauge
transformation:

~A� ¼ U@�U�1 þUA�U�1 with ½~At; ~Ax� ¼ 0 ½7�

Hence, @t
~Ax � @x

~At = 0. This can be done in two
inequivalent ways, such that ~A� are polynomials in z
and z�1, respectively. The corresponding coefficients
are then conserved currents whose integrals give
conserved charges. It can be shown that for the
Toda theories these conserved charges have Lorentz
spin given by an exponent {sa} of g modulo its
Coxeter number h:

An : h¼ nþ1; f1;2;3; . . . ;ng
Dn : h¼ 2n�2; f1;3;5; . . . ;2n�3;n�1g
E6 : h¼ 12; f1;4;5;7;8;11g
E7 : h¼ 18; f1;5;7;9;11;13;17g
E8 : h¼ 30; f1;7;11;13;17;19;23;29g

½8�

This spectrum of conserved quantities seems to be a
ubiquitous feature of IQFTs. These theories can be
generalized by replacing g , or rather its (untwisted
affinization) with any affine algebra.

The Sinh/Sine-Gordon Theory

These theories are the simplest of the Toda theories
described above, associated to the Lie algebra A1. In
this case there is a single field and the potential has
the form

Vð�Þ ¼ m2

2�2
e�� þ e���
� �

½9�

We have rescaled the field by 1=
ffiffiffi
2
p

relative to the
normalization in [2]. This potential defines the ‘‘sinh-
Gordon theory.’’ However, we can also take �! i� to
give the sine-Gordon theory with an action

S ¼
Z

d2x
1

2
@��
� �2þm2

�2
cosð��Þ

� �
½10�

The sine-Gordon theory is a useful paradigm for
IQFTs because it exhibits most of the features of
more complicated examples. To start with, it illus-
trates another important property of some integrable
systems; namely, the existence of solitons. In the sine-
Gordon case, the minima of the potential lie at
�= 2n�=�, for an integer n, so there is a topological
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kink that separates a vacuum n on the left and nþ 1
on the right, as well as an antikink. The explicit
solution for the kink moving with velocity v is

�ðx; tÞ ¼ 4

�
tan�1 exp mðx cosh �� t sinh �� �Þð Þ ½11�

where � is a constant and, since we are working in
1þ 1 dimensions, we have introduced the rapidity �,
in terms of which the velocity is

v ¼ tanh �; �1 � � � 1 ½12�

The antikink solution is simply the negative of the
above. The kinks have a mass

M ¼ 8m

�2
½13�

The existence of topological solitons is not a
consequence of integrability, per se, for example, the
�4 theory in 1þ 1 dimensions also has kinks;
however, in the integrable setting, the solitons have
special properties that survive in the quantum theory.
The first property is that multisoliton solutions can be
found exactly using a variety of different techniques.
They are most easily written down using the tau
function, which is related to the field via

� ¼ � 1

i�
log

	

	�
½14�

The N-soliton solution can then be written com-
pactly as

	 ¼
X

f�pg¼0;1

exp
XN
p¼1

�p�ðpÞ þ
XN

p;q¼1

�p�q�ðpqÞ

 !
½15�

The sum is over the 2N possibilities for which �p = 0
or 1, for each p, and we have introduced

�ðpÞ ¼ mðx cosh �p � t sinh �p � �pÞ 	
i�

2
½16�

The rapidity of the pth soliton is �p, and the choice
of sign corresponds to the kink and antikink,
respectively. The ‘‘interaction coefficient’’ is

exp �ðpqÞ ¼ tanh2 1
2 ð�p � �qÞ
� �

½17�

For example, the two-soliton solution is

	 ¼ 1þ e�ð1Þ þ e�ð2Þ þ e�þ�ð1Þþ�ð2Þ ½18�

The multisoliton solutions have a natural physical
interpretation as the histories of a set of solitons
which scatter off each other. To make this more
precise, consider the two-soliton solution [18] in
more detail. Suppose that �1 < �2, v1 > v2. Focus on
the solution in the vicinity of the first soliton, that is,

x 
 v1t þ �1. In the limit t!�1, the solution is
approximately

	 ’ 1þ e�ð1Þ ½19�

while, as t!1, it is approximately

	 ’ e�ð2Þ 1þ e�þ�ð1Þ
� �

½20�

In both the limits, the solution represents an isolated
soliton, the only difference is that the final ‘‘position
offset’’ has been displaced: �1 7�! �1 ��. It is a
consequence of integrability that the solitons inter-
act in such a simple way. There were two solitons in
the initial configuration and two in the final
configuration traveling with the same velocities.
The only effect is to introduce a time delay of

�t ¼ � �ð�Þ
m sinhð�=2Þ ½21�

in the center-of-mass frame with �1 = ��2 = �=2,
which we illustrate in Figure 1. We shall see that this
kind of simple scattering is a characteristic feature of
integrable field theories which extends to the
quantum theory. It reflects the enormous restriction
that the existence of the infinite set of integrals of
motion puts on the dynamics.

Integrability at the Quantum Level

In this section we turn to the particular implications
of integrability for the field theories at the quantum
level. In discussing theories in 1þ 1 dimensions it is
convenient, as in [12], to use the rapidity. The
energy and momentum of a particle of mass m are
E = m cosh � and p = m sinh �, respectively.

The sinh- and sine-Gordon theory, and their affine
Toda generalizations, are scalar field theories with a
well-behaved potential and as such they can be
quantized in the conventional manner. It can be
shown that integrability survives quantization and we
now address its consequences. The key observation is
that having an infinite set of higher-spin conserved
quantities is very restrictive on the possible quantum
processes. Assuming that the theory has a mass gap,
the asymptotic states ja, �i are particles with rapidity

Δt

Figure 1 Classical scattering of a kink and an antikink. The

final velocities equal the initial velocities and the only effect is to

introduce a velocity-dependent time delay as shown.
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� and additional quantum numbers needed to specify
the state are indicated by the label a. These states are
eigenstates of the conserved charges,

Qsja; �i ¼ qsðaÞes�ja; �i ½22�

Here, s is the spin of the charge which ranges over
some infinite subset of the integers. Since the charges
must commute with the S-matrix, it follows imme-
diately that if an incoming state of n particles has a
set of rapidities {�1, . . . , �n} then the outgoing state
must also have n particles with the same set
{�1, . . . , �n}: there is consequently no particle crea-
tion! For example, we have illustrated the scattering
of two particles in Figure 2. The two-particle
S-matrix element will be denoted as

Scd
abð�1 � �2Þ : ja; �1; b; �2i�!jc; �2; d; �1i ½23�

Note that masses of the incoming particles must match
the outgoing ones: ma = md and mb = mc. We have
already seen this kind of behavior with the classical
scattering of solitons in the sine-Gordon theory. In
spite of the fact that the scattering is purely elastic, it
can be nontrivial for two reasons: if there are mass
degeneracies in the theory, the quantum numbers
{a1, . . . , an} can change and, in addition, the S-matrix
element can depend nontrivially on the momenta.

The fact that the incoming and outgoing states
have the same set of momenta leads to the notion of
factorizability. To see what this means, consider the
case of three particles. Let us imagine that we
prepare the initial state to consist of three fairly
narrow wave packets in position space with
momenta smeared in accordance with the uncer-
tainty principle. The key to the following argument
is the fact that the infinite set of higher-spin
conserved charges (with commute with the S-matrix)
allow one to move the positions of the three
particles relative to each other in an arbitrary way.
In addition, the theory has a mass gap, so interac-
tions have a finite range. By using this freedom, we
can arrange for particles 1 and 2 to interact first,

well before they come within interaction range of
the third. Subsequently, the first two particles
interact with the third as on the right-hand side of
Figure 3. This ability to move the wave packets
around using the symmetries means that the three-
particle S-matrix element must ‘‘factorize’’ into a
product of three two-particle elements:

S
def
abcð�1; �2; �3Þ
¼
X
ghi

Sgh
abð�1 � �2ÞSif

hcð�1 � �3ÞSde
gi ð�2 � �3Þ ½24�

However, we could also use the symmetries afforded
by the conserved charges to shift the positions of the
particles so that particle 2 and 3 interact first, as on
the left-hand side of Figure 3. Since the charges
commute with the S-matrix, the result must the
same; hence, there is a nontrivial consistency
condition:X

ghi

Shi
bcð�2 � �2ÞSdg

ahð�1 � �3ÞSef
gi ð�2 � �3Þ

¼
X
ghi

Sgh
abð�1 � �2ÞSif

hcð�1 � �3ÞSde
gi ð�2 � �3Þ ½25�

This is the celebrated Yang–Baxter equation. Notice
that it is only nontrivial if there are mass degen-
eracies, otherwise the particles on internal lines are
determined by the external particles.

The factorization of the S-matrix extends readily to
the case of more particles in an obvious way. An
n-body element factorizes into a two-body element
for each pair of particles. One might think that
considerations of the n-particle S-matrix would lead
to additional constraints; however, it can readily be
shown that this is not the case and that the Yang–
Baxter equation acts as a basic ‘‘move’’ which allows
one to reorder the n-particle S-matrix into an
arbitrary order. Further conditions on the S-matrix
come from the axioms of analytic S-matrix theory:

(i) UnitarityX
ef

Sef
abð�ÞS

cd
ef ð��Þ ¼ �ac�bd ½26�

a
b

c
d 

Figure 2 The two particle S-matrix with particles a and b in the

initial state and c and d in the final state. For consistency,

ma = md and mb = mc .

a
b

c

d

e f

g

h

i

a b

c

d
e

f

g
h

i

ghi ghi
=

Figure 3 The scattering of three particles can factorize in two

distinct ways as illustrated, leading to a nontrivial condition: the

Yang–Baxter equation.
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(ii) Crossing symmetry Each particle a has an
antiparticle �a and

Scd
abð�Þ ¼ S�ac

b�d
ð�i� �Þ ½27�

(iii) Analyticity The S-matrix is a meromorphic
function of � on the physical strip, 0 � Im � � �.
Singularities in most instances occur along the
imaginary axis and the simple poles correspond to
direct or cross-channel resonances. In this case, if
Sde

ab(�) has a simple pole at �= iuc
ab (necessarily a

nonphysical rapidity difference) in the direct channel
there exists a bound state of a and b of mass

m2
c ¼ m2

a þm2
b þ 2mamb cos uc

ab ½28�

The situation is illustrated in Figure 4. The new
particle must itself be included in the particle spectrum.
The S-matrix elements at the pole have the form

Sde
abð�Þ ¼

X
c

Pc
ab

irc
ab

�� iuc
ab

P�c
�d�e
þ � � � ½29�

where Pc
ab can be thought of as a kind of projection

operator with X
ab

Pc
abP

�d
�b�a
¼ �cd ½30�

Unitarity of the QFT requires that rc
ab is real and

positive, although there are also examples of
nonunitarity theories with exact S-matrices. If
ab! c can occur then so can a�c! �b and b�c! �a.
From [28], we deduce the following identity:

uc
ab þ u

�b
a�c þ u�a

b�c ¼ 2� ½31�

The data {uc
ab} for any given scattering theory are

known as the fusing angles.
(iv) The Bootstrap equations These give a non-

linear relation between S-matrix elements. The basic
idea is that if particle c appears as a resonance in the
scattering of a and b then the S-matrix element of c
with another state d can be deduced in terms of the
scattering of d with a and b. This is illustrated in
Figure 5. Using [30], we can write the resulting
equation for the S-matrix element of c and d directly:

Sef
cdð�Þ ¼

X
ghi

P�c
�a�b

Seg
ah �� i�u

�b
a�c

� �
Shi

bd �þ i�u�a
b�c

� �
Pf

gi ½32�

The bootstrap constraints are very powerful because
they allow one to extract the S-matrix elements of new
particles that appear as bound states. This leads to the
philosophy of the ‘‘bootstrap program’’ where one
attempts to build consistent S-matrices starting from
the S-matrix for a subset of particles which act as a
seed for the algorithm. The process is quite an art, but
at the end one has to be satisfied that the complete
analytic structure is consistent with all the axioms. The
key is to be able to account for all the poles in a
consistent way, either in terms of bound states, as
above, or in terms of the Coleman–Thun mechanism.
This allows some poles to be interpreted in ways other
than the existence of a bound state. The bootstrap
algorithm is very complicated in general and at the
present time a complete classification of solutions is
not known. However, there are a large number of
known solutions which appear to be intimately related
to Lie algebras and associated structures known as
Yangians and quantum groups. Below we describe
some of the simplest known solutions.

Minimal S-Matrices

These scattering theories are in some sense the
simplest. The particle spectrum is generally non-
degenerate and so the Yang–Baxter equation is
trivial. As is ubiquitous in the subject of IQFT, the
classification of the theories is related to Lie
algebras, although what seems to be important is
not so much the algebra in question but rather the
details of the associated root system. In this case the
appropriate algebras are the simply laced algebras of
ADE type. The number of particles is equal to the
rank r of the Lie algebra and the masses are given by
the r elements of one of the eigenvectors of the
Cartan matrix of the algebra g :

Xr

b¼1

Cabmb ¼ 2� 2 cos
�

h

� �
ma ½33�

where h is the Coxeter number of g . The conserved
charges have spins corresponding to the exponents
of g modulo h. We briefly explain how the complete

a
b

c
d

e f

a

b
d 

e

f

g

h
i

c ghi
= 

Figure 5 The bootstrap equations result from considering the

interaction of a particle d with the bound state c of a and b in two

distinct ways as illustrated.

a b

d e

a b

d e

c

Figure 4 Near a direct channel pole, the scattering of a and b

is dominated by the bound state c.
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S-matrix can be written down in terms of properties
of the root system of g . Let F be the set of roots of g ,
and aa, a = 1, . . . , r, a set of simple roots, as in the
last section. In terms of these, Cab = 2aa � ab=a2

b. Let
wa, a = 1, . . . , r, be a corresponding set of funda-
mental weights, aa � wb = �ab.

Key to defining the theories is the notation of the
Weyl group of g , the group generated by reflections
in the simple roots:

RaðaÞ ¼ a � 2a � aa

a2
a

aa ½34�

The element w = R1R2 � � �Rr is known as a Coxeter
element of the Weyl group, and it has special
properties that are significant in the present context.
In particular, its eigenvalues are of the form
exp (2�isa=h), where h is the Coxeter number of g

and the integers sa are the exponents of the algebra
as in [8]. Note that there is always a pair with s1 = 1
and sr = h� 1. Clearly, w acts as a rotation in the
two-dimensional space spanned by the two corre-
sponding eigenvectors. We can define an antisym-
metric function u(a, b) on roots to be h=� times the
(signed) angle between the projections of a and b
onto this two-dimensional eigenspace. In prepara-
tion for what follows, it is useful to also define the
roots

fa ¼ RrRr�1 � � �Raþ1ðaaÞ ½35�

We can now present P Dorey’s amazingly compact
formula for the complete S-matrix. For the scatter-
ing of particle a with particle b,

Sabð�Þ ¼
Y

b2Gb

f1þ uðfa; bÞg
wa�b ½36�

In this formula �b is the set of positive roots of g

which lie in the orbit of fb under w. We have also
defined the building block

fxg ¼ ðxþ 1Þðx� 1Þ

ðxÞ ¼
sinh

�

2
þ i�x

h

� �

sinh
�

2
� i�x

h

� � ½37�

The fusing rules are also particularly elegant in
the language of root systems. There is a three-point
coupling between ai, i = 1, 2, 3, if there exist three
roots a(i) 2 �ai such that a(1) þ a(2) þ a(3) = 0.
Furthermore, the fusing occurs in the a1, a2 channel
at rapidity difference

iu�a3
a1a2
¼ i�

h
uðað1Þ;að2ÞÞ ½38�

This is Dorey’s fusing rule.

For the case of An�1, the S-matrices are particu-
larly simple. The mass spectrum is

ma ¼ m sin
�a

n
; a ¼ 1; . . . ; n� 1 ½39�

and Dorey’s rule gives the possible fusings as
ab! (aþ b)mod n, which occur at the rapidity
values

� ¼ iuab ¼
i
aþ b

n
� aþ b < n

i 2� aþ b

n

� �
� aþ b � n

8>><
>>:

½40�

The charge conjugation operator maps a! �a = n� a
and the explicit form for the S-matrix elements is

Sabð�Þ ¼ faþ b� 1gfaþ b� 3g � � � fja� bj þ 1g ½41�

The element Sab(�) has one direct channel pole at
�= iuab corresponding to the exchange of the
particle aþ b mod n, and a cross-channel pole at
�= iua�b corresponding to the exchange of particle
a� b mod n.

Affine Toda Theories

The bootstrap program has been solved for all the
affine Toda theories. For the simply laced theories
described earlier, the result is directly related to
the minimal S-matrices constructed above. The
only difference is that there are additional factors
which depend on the coupling � of the Toda
theory but which do not introduce any additional
poles onto the physical strip. These CDD factors
are included by simply changing the basic building
block [37]:

fxg!fxgToda ¼
ðxþ 1Þðx� 1Þ

ðx� 1þ BÞðxþ 1� BÞ ½42�

where

B ¼ 1

2�
� �2

1þ �2=4�
½43�

The S-matrix structure for the Toda theories
based on the nonsimply laced algebras is a good
deal more complicated. Integrability is only main-
tained in the quantum theory if the ratios of the
physical masses of the particles depend on the
coupling constant � is some very special way.

The Sine-Gordon Theory

We have seen that the sine-Gordon theory has
solitons at the classical level. At the quantum level,
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we expect that these kinks become bona fide particle
states, in addition to the particle corresponding to
the quantum fluctuations of the field �. Focusing on
the solitons, we expect a degenerate doublet
corresponding to the kink and antikink. For the
scattering of two solitons, there are six allowed
processes illustrated in Figure 6. Unitarity [26] leads
to the constraints

Sð�ÞSð��Þ ¼ 1

STð�ÞSTð��Þ þ SRð�ÞSRð��Þ ¼ 1

STð�ÞSRð��Þ þ SRð�ÞSTð��Þ ¼ 0

½44�

while crossing symmetry [27] (using the fact that the
soliton and antisoliton are antiparticles) gives

Sði�� �Þ ¼ STð�Þ; SRði�� �Þ ¼ SRð�Þ ½45�

By themselves, these constraints are rather mild;
however, the complete soliton S-matrix must also
satisfy the Yang–Baxter equation [25]. The solu-
tion to all the constraints is not unique, however,
the Zamolodchikovs conjectured that the exact
answer is

Sð�Þ ¼ 1

i�
sinh

8�



ði�� �Þ

� �
Uð�Þ

STð�Þ ¼
1

i�
sinh

8�



�

� �
Uð�Þ

SRð�Þ ¼
1

�
sin

8�2




� �
Uð�Þ

½46�

with

Uð�Þ¼�
8�




� �
� 1þ i

8�




� �
� 1� 8�



� i

8�




� �

�
Y1
n¼1

Rnð�ÞRði�� �Þ
Rnð0ÞRnði�Þ

Rnð�Þ¼
� 2n

8�



þ i

8�




� �

� ð2nþ 1Þ8�


þ i

8�




� �

�
� 1þ 2n

8�



þ i

8�




� �

� 1þ ð2n� 1Þ 8�


þ i

8�




� �

½47�

where 
= �2(1� �2=8�)�1. The reason for confi-
dence in the conjecture is that from the soliton
S-matrix one can complete the bootstrap program
and account for all the poles in terms of particles in
the theory. In particular, there is a finite set of
bound states of the soliton and antisoliton, called
breathers, with masses

mk ¼ 2M sin
k


16
; k ¼ 1; 2; . . . <

8�



½48�

Here, M is the soliton mass. The bootstrap
equations give the S-matrix for the scattering of a
soliton or antisoliton with the kth breather,

Skð�Þ¼
sinh �þ i cos

k


16

sinh �� i cos
k


16

�
Yk�1

j¼1

sin2 k� 2j

32

 � �

4
þ i

�

2

� �

sin2 k� 2j

32

 � �

4
� i

�

2

� � ½49�

while, for the scattering of breather k with l,

Sklð�Þ¼
sinh2

�þ i sin
� kþ l

16


�

sinh �þ i sin
� k� l

16


�

sinh2 �� i sin
� kþ l

16


�

sinh �� i sin
� k� l

16


�

�
Yl�1

j¼1

sin2 k� l � 2j

32

 þ i

�

2

� �
cos2 kþ l � 2j

32

 þ i

�

2

� �

sin2 k� l � 2j

32

 � i

�

2

� �
cos2

kþ l � 2j

32

 � i

�

2

� � ½50�
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Figure 6 Soliton scattering processes. s and s0 are the kink

and antikink, respectively, or vice versa.

56 Integrability and Quantum Field Theory



where we assume, without loss of generality, that
k � l. The remarkable thing is that the scattering of
the lowest-mass breather m1 with itself,

S11ð�Þ ¼
sinh �þ i sin




8

sinh �� i sin



8

½51�

is precisely the Toda S-matrix for A1 with �! i�=
ffiffiffi
2
p

(the origin of the factor of
ffiffiffi
2
p

is mentioned after eqn
[9]). This uniquely identifies the lowest-mass breather
as being the quantum of the � field.

The quantum structure that we have described
above can be directly related to the classical
scattering of solitons. In order to implement the
classical limit, we can reintroduce �h which is
achieved by replacing �2 by �2�h. In this limit, the
S-matrix elements have the form

Sð�Þ ¼ exp
2i

�h
ð�ð�Þ þ Oð�hÞÞ ½52�

The phase �(�) is related via the WKB approxima-
tion to the time delay in the classical theory of
soliton scattering via

�ð�Þ ¼ const:þ
Z �

0

d�0M sinhð�=2Þ�tð�Þ ½53�

where �t(�) is the time delay in the center of mass
(21). It is possible to verify [53] for the processes
S(�) and ST(�). Note that the reflection process has
no classical analogue.

IQFT, Conformal Field Theories and
Statistical Systems

We have described some IQFTs and their factoriz-
able S-matrices in theories with a mass gap. We can
ask the question, ‘‘what happens at very high
energies compared with all the mass scales?’’ For a
generic QFT such a limit may not exist, however,
for a special class of theories the limit is a massless
scale-invariant theory corresponding to a fixed point
of the renormalization group. The massive theory
can be thought of as a deformation of the massless
theory by a particular relevant operator. At the fixed
point, the Poincaré symmetry is enhanced to the full
conformal group in the appropriate number of
dimensions and the resulting theory is known as a
conformal field theory (CFT). In 1þ 1 dimensions
the conformal group is infinite dimensional and so
many CFTs are themselves integrable, in the sense
that the complete spectrum of fields is known and
their correlation functions can be constructed.
Hence, an alternative way of thinking about many

IQFTs is as a perturbation of a CFT by a specific
relevant operator:

SIQFT ¼ SCFT þ g

Z
d2xOðxÞ ½54�

We will suppose that the operator has conformal
dimensions (�, ��). This description of the theory
can be turned around to ask the following question:
which relevant deformations of a given CFT lead to
IQFTs? Remarkably, since CFTs are so well under-
stood, the question can often be answered exactly.
The idea is that the conserved quantities of a CFT
are all (anti-)holomorphic with respect to a holo-
morphic coordinate z = xþ it. Conserved quantities
include the stress tensor of spin 2 but include, in
addition, an infinite tower of currents of ever
increasing spin {Ts}. After perturbation, one has

�@Ts ¼ gRð1Þ þ � � � þ gnRðnÞ þ � � � ½55�

The conformal dimensions of the R(n) are (s�n(1��),
1�n(1��)). Since the conformal dimensions of
fields in a CFT are bounded below by zero, it follows
that the series on the right-hand side truncates. The
question of whether Ts remains conserved away from
the CFT boils down to the question as to whether the
right-hand side has the form @�, for some �.
Zamolodchikov found an ingenious counting argu-
ment which showed in certain circumstances that the
right-hand side has precisely this form for some s> 2.
This is sufficient to establish that the perturbed theory
is an IQFT. In certain cases the spectrum of spins of
the conserved quantities that are established by the
counting argument is enough to make a connection
with a known factorizable S-matrix.

This way of viewing IQFT as perturbations of CFTs
is especially fruitful when we make the connection
of the Euclidean QFT with the classical statistical
mechanics of a two-dimensional system. In this
connection, the Feynman path integral is reinterpreted
as the sum over the configurations in the canonical
ensemble with the Euclidean action interpreted as the
energy. Usually, we consider statistical systems which
are discrete, so typically defined on a lattice. The
Euclidean QFTs are to be thought of as these statistical
systems in the continuum limit where the lattice spacing
is taken to zero keeping the long-range physics fixed.
CFTs which have no massive degrees of freedom are
identified with points of second-order phase transitions
in the statistical system where correlation lengths are
infinite. Perturbations of CFTs by relevant operators
correspond to taking the statistical system away from
criticality by changing some external parameter.

The prototypical example of such a statistical
system is the Ising model. In the lattice version of
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this model, there are a set spins {�i} at each lattice
site which can take the discrete values 	1. The
partition function of the theory is

ZðH;TÞ ¼
X
f�ig

exp

�
� T�1

X
hi;ji

�i�j �H
X

i

�i

�
½56�

The Ising model is the simplest model of a ferro-
magnet, where T is the temperature and H is the
external applied field. The theory has a second-order
phase transition for T = Tc, the Curie temperature,
and H = 0 when the competition between the energy,
which favors aligning the spins, and entropy, which
favors disorder, exactly balance. In the two-dimen-
sional neighborhood of the critical point, the lattice
theory admits a continuum limit which can be
described as the perturbation of a CFT, describing
the critical Ising model, by a pair of relevant operators
with couplings T � Tc and H. In the case of the Ising
model, the CFT is simply the theory of a free massless
fermion in two-dimensional Euclidean space.

It turns out that in the two-dimensional space
of relevant perturbations, there are two directions
which lead to IQFTs. The most obvious is changing
the temperature away from Tc while keeping H = 0.
This leads to a particularly simple IQFT, that of a
free massive fermion. More unexpectedly, the direc-
tion for which H varies away from 0, but T = Tc,
also leads to an IQFT. In this case, Zamolodchikov’s
counting argument shows that there are higher-spin
conserved charges of spin including

s ¼ 1; 7; 11; 13; 17; 19; . . . ½57�

This is remarkable because, as we have described
previously, there is a minimal solution of the
bootstrap program that describes the scattering of
eight particles which has a spectrum of conserved
charges that includes these spins. It is the minimal
scattering theory related to the algebra E8.

The fact that the scattering theory of the off-
critical Ising model in the magnetic field direction
has been identified is remarkable. From the S-matrix
one can proceed to investigate the off-critical corre-
lation functions using a technique known as the
‘‘form factor programe.’’ Detailed simulation of the
original lattice model [56] has provided strong
support for the veracity of the E8 scattering theory.
For instance, the two lightest masses in the scatter-
ing theory determine the ratio of the two longest
correlation lengths m2=m1 = 2 cos (�=5).

In general, the identification of an IQFT and the CFT
at its ultraviolet limit can be more difficult to establish.
One way to proceed is to use the thermodynamic Bethe
ansatz. This technique involves considering the ther-
modynamics of a gas of the particles in a periodic box.
Since the scattering is purely elastic, thermodynamic
quantities can be calculated, albeit in terms of a set of
coupled nonlinear integral equations. If the box is small
enough, ultraviolet effects dominate and various
features of the CFT can be recovered.
Other IQFTs

There is a rich menagerie of other IQFTs that we
have no space to discuss in detail. One is sigma
models, whose fields take values in a Riemannian
target space M with an action

S¼
Z

d2xgab@�Xa@�Xb ½58�

where gabdXa dXb is the metric of M . These theories
are integrable at the classical level if the target space
is either a group manifold of a compact simple
group G or a symmetric space coset G=H, where H
is a suitable subgroup of G. The former are known
as the ‘‘principal chiral models.’’ There are two
kinds of conserved quantities, both local and
nonlocal. At the quantum level, the conserved
currents which imply classical integrability can be
subject to quantum anomalies. An analysis of these
anomalies proves that the principal chiral models
are all integrable at the quantum level, while only
the subset of symmetric space coset models, namely

SOðnþ 1Þ=SOðnÞ; SUðnÞ=SOðnÞ
SUð2nÞ=SpðnÞ; SOð2nÞ=SOðnÞ � SOðnÞ
Spð2nÞ=SpðnÞ � SpðnÞ

½59�

are quantum integrable. S-matrices have been proposed
for all these integrable sigma models. They have a more
complicated structure than most of the cases discussed
here, because the particles fall into representations of the
associated Lie groups and the Yang–Baxter equation,
such as for the sine-Gordon solitons, is now nontrivial.
Remarkably, gross features of the S-matrices, such as the
mass spectrum fusing rules, are identical to the Toda
theories or the minimal S-matrices.

Returning to IQFTs that are associsted with
deformations of CFTs, there are more general
classes which are associated with the renormaliza-
tion group trajectories between two nontrivial fixed
points. These theories have both massless and
massive degrees of freedom. Even more remarkable
are the staircase models of Zamolodchikov that
exhibit an infinite series of crossover behavior where
the renormalization group trajectory passes close to
an infinite series of fixed points in sequence.

For all of the theories described above, one might
have thought more generally that integrability is a
very rigid property of a theory. In general, for
example, the number of external coupling constants
is very limited and the mass ratios are all fixed. For
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example, in Toda theories there is only an overall
mass scale m and the coupling �. If the form of the
potential is altered in any way then integrability is
lost. However, in certain circumstances, integrability
appears to be a looser constraint that allows more
flexibility. One class of such theories is known as
the homogeneous sine-Gordon theories. These are
integrable deformations of gauged WZW models
associated with the coset G=U(1)r, where r is the
rank of a simple compact group G. In these theories
there is a rich spectrum of both stable and unstable
particles with masses and an S-matrix that depends
continuously on a set of r coupling constants.

See also: Algebraic Approach to Quantum Field Theory;
Bethe Ansatz; Constructive Quantum Field Theory; Eight
Vertex and Hard Hexagon Models; Functional Equations
and Integrable Systems; Integrable Systems: Overview;
Quantum Field Theory: A Brief Introduction; Quantum
Field Theory in Curved Spacetime; Sine-Gordon
Equation; Symmetries in Quantum Field Theory of Lower
Spacetime Dimensions; Two-Dimensional Models; Yang–
Baxter Equations.
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Discrete Dynamical Systems

The expression ‘‘dynamical system’’ usually refers to
a coupled system of ordinary differential equations
(ODEs), namely,

_xjðtÞ ¼ fjðt; x1; . . . ; xNÞ; j ¼ 1; . . . ;N ½1�

where t belongs to some set of nonzero measure I of
the real line R, typically an interval [a, b] or a
semiline or the whole line, and xj are sufficiently
smooth functions from I to R or to C.

The system [1] is complemented by initial or
boundary conditions that make it into an ‘‘initial-
value’’ or a ‘‘boundary-value’’ problem. Under suitable
regularity assumptions on the RHS, the existence and
uniqueness of the solution of the initial-value problem
is guaranteed, but in most cases the solution can be
known only ‘‘approximately’’ either through perturba-
tion theory or just through numerical integration. This
is not the proper place to discuss finite-difference
schemes for systems of ODEs: what is relevant is that
such numerical schemes (think, e.g., of Euler or
Runge–Kutta schemes) ‘‘discretize’’ the continuous
independent variable t by replacing it by an integer
variable n 2 Z: in the simplest case, the interval [a, b]
is replaced by a set of L equally spaced points tn = aþ
n(b� a)=L(n = 1, . . . , L), the first derivative is
approximated by a (forward) difference, and the
system [1] is converted into a system of ‘‘difference’’
equations of the form

xjðnþ 1Þ ¼ xjðnÞ þ hFðn; x1ðnÞ; . . . ; xNðnÞÞ ½2�

where h denotes the time step (b� a)=L.
The coupled system [2] is an example of a ‘‘discrete

dynamical system,’’ explicit (because the updated
variables only depend upon the values taken



at previous discrete times), first order (only ‘‘nearest-
neighbor’’ discrete times, n, nþ 1 are involved), but
nonautonomous, as the RHS is allowed to depend
explicitly upon the independent variable n, analo-
gously to its continuum counterpart.

In the following, ‘‘autonomous’’ but not necessa-
rily explicit discrete dynamical systems of a special
type will be considered: in fact, we will require them
to be equipped with a Hamiltonian structure, and
we will define the notion of complete integrability
(in the Arnol’d–Liouville sense) for such systems.

This article emphasizes on some aspects and
properties of integrable discrete systems, neglecting
others that could be equally important. In particular,
as no nonautonomous discrete systems will be
considered, discrete analogs of Painleve’ equations
will never be discussed in this article, and conse-
quently the intriguing issues concerning ‘‘singularity
confinement’’ in the discrete and ‘‘algebraic entropy’’
will not be touched upon (see, e.g., Grammaticos
et al. (2004)). Similarly, neither the integrability for
discrete systems in multidimensional space nor
‘‘quantum integrable mappings’’ will be discussed.

Lagrangian and Hamiltonian
Formulations

Following the historical path along which modern
classical mechanics has been developed, first the
concept of a Lagrangian map is introduced, and then
Hamiltonian (in fact, symplectic) maps are defined
through a proper discrete version of the Legendre
transformation.

Let xj(n) (j = 1, . . . , N, n 2 Z) be N sequences of
real numbers and let L(x, y) be a smooth function
from RN � RN into the reals, x denoting the N-tuple
x1, . . . , xN. L is regarded as a ‘‘discrete Lagrange
function’’: corresponding to each discrete time n, it
is assigned a certain value Ln :=L(x(n), x(nþ 1)).
The corresponding discrete action functional S[L] is
defined in a natural way:

S½L� ¼
XNb

n¼Na

Ln ½3�

The actual ‘‘discrete trajectory’’ will be given by
the sequence x(n) that corresponds to a ‘‘critical
point’’ of the action [3] subject to the constraints
�x(Na) = �x(Nb) = 0. Note that the values Na (Nb)
may well possibly coincide with �1 (þ1). Such
‘‘critical points’’ are given by the solution of the
discrete Euler–Lagrange equations:

@L
@xj

����
xj¼xjðnÞ;yj¼xjðnþ1Þ

þ @L
@yj

����
xj¼xjðn�1Þ;yj¼xjðnÞ

¼ 0 ½4�

It is worthwhile to remark the intrinsic nature of
eqns [4], whose form turns out to be independent of
the choice of a coordinate chart. In fact, by omitting
the explicit dependence on n and simply denoting
x(n) = x, x(nþ 1) = ~x, x(n� 1) = x�, [4] can be cast
in the form

r1Lðx; ~xÞ þ r2Lðx�; xÞ ¼ 0 ½5�

which makes its ‘‘implicit’’ nature for the updated
variable ~x more transparent. Clearly, as a map from
the pair (x� , x) to the pair (x, ~x), it is in general a
multivalued map, or a ‘‘correspondence’’, as it is
called in the literature (Suris 2003, Veselov 1991).
In order that [5] be solvable for ~x, the Hessian
matrix Hjk = @2L=@xj@yk should be nondegenerate.

As will be noted shortly, the Lagrangian map [4]
(or [5]) is in fact a canonical, or better a symplectic
transformation on a suitably defined cotangent
bundle T�X to the configuration space X 2 RN.
Namely, one defines the conjugate momentum to x as

p :¼ r2Lðx�; xÞ ½6�

so that [5] can be rewritten as the following system:

p ¼ �r1Lðx; ~xÞ ½7�

~p ¼ r2Lðx; ~xÞ ½8�

This system defines a correspondence (x, p)! (~x, ~p),
which is indeed a ‘‘symplectic’’ one, as it preserves
the standard symplectic form !(x, p) =

PN
j = 1 dpj ^

dxj, and, of course, the associated Poisson brackets.
The simplest way to recognize this property is by
constructing the generating function of the corre-
sponding canonical transformation. To this end, let
us introduce

Sðx; ~pÞ ¼ �L þ
XN
j¼1

~pjð~xj � xjÞ ½9�

The discrete Euler–Lagrange equation then takes the
form

~xj � xj ¼
@S
@~pj

½10�

pj � ~pj ¼
@S
@xj

½11�

which is canonically generated by S þ
P

j x(j)~p(j). A
strict analog of the Hamiltonian formulation for
continuous-time Lagrangian systems does not indeed
exist in the discrete-time case. One of the main
consequences, well known to the specialists but
worth emphasizing in the present context, is that
even a symplectic map in one degree of freedom
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(two-dimensional T�X) is generically not integrable:
the existence of an invariant function F(x, p) =
F(~x, ~p) is not entailed by the symplectic structure,
so that, as discussed later, integrable maps of the
standard type are indeed exceptional. On the other
hand, note that invariant functions do exist when-
ever a Lagrangian has some additional symmetry:
this is the case when a Lie group acts on the
configuration space X and the Lagrange function is
invariant under its induced action on X�X, so that
a discrete version of the Noether theorem applies
(Suris 2003).

Complete Integrability

The definition of a ‘‘completely integrable’’ discrete-
time system is now in order. Let � be a symplectic
map on the 2N-dimensional phase space
M := (R2N, dp ^ dq), equipped with N smooth
invariant functions Fj, such that

� F1, . . . , FN are functionally independent, that is,
their gradients rFj are linearly independent ofM;
� F1, . . . , FN are in involution:

fFj; Fkg ¼ 0; j; k ¼ 1; . . . ;N

Let T be a connected component of the common
level set

fðx; pÞ 2 T : Fkðx; pÞ ¼ ck; k ¼ 1; . . . ;Ng

Then T is diffeomorphic to Tl � RN�l, for some 0 �
l � N; if T is compact, then it is diffeomorphic to an
N-dimensional torus TN.

In the compact case, there exists an open ball � 2
RN such that, in T � �, there exist new canonical
coordinates (Ik,�k), k = 1, . . . , N; Ik 2 T ,�k 2 �, the
so-called action-angle coordinates, enjoying the
following properties:

� the actions Ik depend just on the Fj’s
� in action-angle coordinates the map is a linear

shift on the N-dimensional torus:

~Ik :¼ �ðIkÞ ¼ Ik

~�k :¼ �ð�kÞ ¼ �k þ �kðI1; I2; . . . ; INÞ

Hence, in action-angle variables a completely integr-
able map is a canonical transformation from (I,�) to
(~I (= I), ~�), whose generating function W only
depends on the action variables. It takes the form

~Ik � Ik ¼ 0 ½12�

~�k � �k ¼
@W

@Ik
:¼ @

@Ik

XN
j¼1

Z ~x

x

dxj pjðI; xÞ ½13�

Integrable Maps of the Standard Type

As the simplest integrable models, first consider
some highly nontrivial examples of ‘‘standard
maps,’’ that is, scalar discrete second-order differ-
ence equations of the following type (Suris 2003):

xnþ1 � 2xn þ xn�1 ¼ Gðxn; hÞ ½14�

with h a real parameter, which exhibit an invariant
function, say

Jðxn�1; xnÞ ¼ Jðxn; xn þ 1Þ ½15�

Clearly, [14] can serve as a discretization of the
Newtonian equation:

€x ¼ f ðxÞ ½16�

if limh! 0 h2G(x; h) exists and is equal to f (x).
All ‘‘standard maps’’ are Lagrangian, being

stationary points of the discrete action:

S ¼
X
n2Z

1
2 ½xnþ1 � xn�2 þ Vðxn; hÞ
� �

½17�

with G(x; h) = @V(x; h)=@x. A point in the phase
space is a pair xn, pn = xn � xn�1, and [14] is
symplectic for dp ^ dx, reading

xnþ1 � xn ¼ pnþ1 ½18�

pn � pnþ1 ¼ Gðxn; hÞ ½19�

The corresponding generating function is given by
S = V(x; h)þ (1=2)p2

nþ1. Integrability of [19] means
the existence of a function F fromM into itself such that

Fðxnþ1; pnþ1Þ ¼ Fðxn; pnÞ ½20�

where [15] and [20] are equivalent provided
J(x, x� y) = F(x, y).

Suris has found three families of functions G that
ensure integrability: a rational family, a trigonometric
family, and a hyperbolic family. There is no room here
to display the relevant formulas, nor to explain why,
under natural analiticity assumptions both in h and x,
no other integrable family exists. However, it is worth
mentioning that they turn out to be integrable
discretizations of the scalar second-order differential
equations [16] for the following ‘‘force’’ functions f (x):

fratðxÞ ¼ Aþ Bxþ Cx2 þDX3 ½21�

ftrigðxÞ ¼ A sinð!xÞ þ B cosð!xÞ þ C sinð!2xÞ
þD cosð!2xÞ ½22�

fhypðxÞ ¼ A expðxÞ þ B expð�xÞ þ C expð2xÞ
þD expð�2xÞ ½23�

A curious fact is that those Newton forces that
one can ‘‘discretize’’ in order to get integrable maps

Integrable Discrete Systems 61



are exactly the external forces that one can add to
the internal two-body interactions of the Calogero–
Moser or Calogero–Sutherland models to preserve
complete integrability.

Integrable Discrete Systems and
the Lax Approach

Since, in a seminal paper, Lax (1968) introduced it
for the Korteweg–de Vries (KdV) equation, the
search for a ‘‘Lax representation’’ played a crucial
role in the construction of integrable systems, both
finite and infinite dimensional. In particular, the
continuous time dynamical system [1] (assumed to
be autonomous) is said to be equipped with a Lax
representation if there exist two matrices L, M
whose entries depend upon the coordinates xj,
whenceforth upon the time t, such that the time
evolution [1] can be cast in the form

_LðtÞ ¼ ½LðtÞ;MðtÞ� ½24�

Hence, the one-parameter family of matrices L(t)
undergoes the ‘‘isospectral’’ deformation:

LðtÞ ¼ UðtÞLð0ÞðUðtÞÞ�1 ½25�

U(t) being the unique solution of the linear matrix
differential equation:

_UðtÞ ¼MðtÞUðtÞ ½26�

with the initial condition U(0) = I. Then, the
existence of a Lax representation in term of, say,
k� k matrices entails the existence of k integrals of
motion, given, for instance, by the eigenvalues of
L(t), or by the traces tl := tr(L(t))l.

Some remarks are in order:

� In the case of a Hamiltonian system, the matrices L,
M depend, of course, on the point in the phase space.
� No guarantee exists, a priori, that the eigenvalues

of L, or equivalently the traces tl, be ‘‘sufficiently
many’’ and in involution. Note, however, that in
many examples the Lax matrices L, M depend on
an extra scalar parameter � (so that they are
elements of an affine or ‘‘loop’’ Lie algebra),
which might increase the number of integrals of
motion well beyond the dimension of the matrix.

The N-body systems of Calogero type and Toda
type are celebrated examples of integrable dynami-
cal systems equipped with a Lax representation.

How this description can be adapted to the
discrete-time case? The isospectral equation [25]
suggests the proper way. One has to look for two
matrices depending on the coordinates (or on the
phase-space variables) x (again, they can be called L,

M), such that the discrete-time evolution, modeled,
for instance, by [2], can be cast in the form of a
similarity transformation:

~L ¼MLM�1 ½27�

where L = L(x), ~L = L(~x), and M = M(x, ~x). As
usual, by denoting by n the discrete time (i.e., the
number of iterations), so that x = x(n), ~x = x(nþ 1),
eqn [27] implies that a discrete version of [25]
holds:

LðnÞ ¼ UðnÞLð0Þ½UðnÞ��1 ½28�

where U(n) := M(n)M(n� 1) 	 	 	M(1).
As in the continuous case, the existence of a

discrete Lax representation entails the existence of
conserved quantities (invariants of the map or of the
correspondence) but by itself it does not say
anything about completeness and involutivity of
such invariants. There is, however, an approach that
incorporates the involutivity property in the very
construction of Lax equations, both discrete and
continuous, namely the ‘‘R-matrix approach.’’
Indeed, from the experimental observation of a
number of examples, both finite and infinite dimen-
sional, one can assert that the matrix M taking part
in the ‘‘continuous’’ Lax representation [24] may be
presented in the form (Suris 2003)

M ¼ Rðf ðLÞÞ ½29�

In [29], L, M are element of some matrix Lie algebra
g, R is a linear map from g into itself, and f is a
conjugation-covariant function, namely

f ðALA�1Þ ¼ Af ðLÞA�1 ½30�

A being an arbitrary element of the group G with
Lie algebra g.

Polynomials in the variable L with scalar coeffi-
cients are typical examples of conjugation-covariant
functions. Moreover, in a matrix Lie algebra, one
can identify g with its dual space g� through the
nondegenerate bilinear form provided by the trace:
(L1, L2) := tr(L1L2). Then, the trace F of a conjuga-
tion-covariant function f will be a typical example of
a conjugation-invariant function, and, conversely,
the gradient of a conjugation-invariant function F,
defined as

hrF;Xi ¼ d

d�
FðLþ �XÞj�¼0 ½31�

will be a typical example of a conjugation-covariant
function. In the above setting, one can define the
following Lie–Poisson bracket on g:

fF;GgðLÞ :¼ ðL; ½rF;rG�Þ ½32�
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where F, G are arbitrary (i.e., not necessarily
invariant) functions from g into C, so that the
Hamilton equation

_L ¼ fH;Lg ½33�

takes the Lax form

_L ¼ ½L;rH� ½34�

It is immediate to check that invariant functions of
L are Casimir functions of [32] so that they will not
generate any nontrivial flow.

Assume now that the linear mapping R, usually
called r-matrix, introduced in [29], is such that it
defines a new Lie bracket on g, through the formula

½L1;L2�R ¼ 1
2 ð½L1;RðL2Þ� þ ½RðL1Þ;L2�Þ ½35�

and consequently a new Lie–Poisson bracket

fF;GgRðLÞ :¼ ðL; ½rF;rG�RÞ ½36�

Then the following theorem holds:

Let H be an invariant function on g. Then:

(i) The Hamilton equations on g generated by H with
respect to the Poisson bracket [36] have the Lax
form

_L ¼ ½L;RðrHÞ� ½37�

(ii) The invariants of g, that is, the Casimir function
of the standard Lie–Poisson bracket [32], are in
involution for [36] so that the corresponding
flows are mutually commuting.

A particular realization of such R operator, very
important for the application, arises in the so-called
Adler–Kostant–Symes (AKS) construction (Adler
1979, Kostant 1979, Symes 1980), where the Lie
algebra g admits a decomposition in two subalgebras,
gþ and g�, so that, as linear spaces, it holds that

g ¼ gþ 
 g� ½38�

Denoting by �� the corresponding projections, the
linear mapping

R :¼ �þ � �� ½39�

defines a new Lie bracket on g, and the correspond-
ing Lax equations take the two equivalent forms:

_L ¼ ½L; �þðf ðLÞÞ� ¼ �½L; ��ðf ðLÞÞ� ½40�

For the present purposes, it is of paramount
importance that the AKS construction has a discrete-
time version (Suris 2003).

In fact, let G be a Lie group with Lie algebra g, and let
Gþ, G� be its subgroups having gþ, g� as Lie algebras.

Then, in a certain component of the identity element I,
any element g of G is uniquely factorizable as

g ¼ �þðgÞ��ðgÞ; ��ðgÞ 2 G� ½41�

Moreover, let F : g ! G be a conjugation-covariant
function. Consider now the map

L! ~L :¼ ��1
þ ðFðLÞÞ 	 L 	�þðFðLÞÞ

¼ ��ðFðLÞÞ 	 L 	��1
� ðFðLÞÞ ½42�

and regard it as a difference equation, yielding
~L = L(nþ 1) in terms of L = L(n). Then, the follow-
ing properties hold:

� For whatever function F, the map [42] commutes
with any continuous flow [40], mapping solutions
into solutions.
� It can be ‘‘explicitly integrated’’ with respect to

the discrete time n, yielding

LðnÞ ¼ ��1
þ ðFnðL0ÞÞ 	 L0 	�þðFnðL0ÞÞ ½43�

or the equivalent expression in terms of the
complementary projection ��.

� It is interpolated by the continuous flow [40] with
time step h if

expðhf ðLÞÞ ¼ FðLÞ $ f ðLÞ ¼ h�1 logðFðLÞÞ ½44�

In other words, the discrete-time systems that one
derives through this approach are just a sequence
of pictures taken at equally spaced times of some
continuous flow pertaining to the hierarchy [40]:
so, by construction they are Poisson maps with an
involutive family of integrals given by the con-
jugation-invariant functions of L (typically, tr Ln).

� As far as

FðLÞ ¼ I þ hf ðLÞ þ oðh2Þ ½45�

the map [42] serves as an integrable exact
discretization of the flow [40], sharing both its
Poisson structure and its constants of the
motion.

An Integrable Discretization of the
Toda Lattice

Consider a simple but an illuminating example of
the above construction, showing an integrable
discretization of the ‘‘open-end Toda lattice,’’
which is described (Suris 2003) by the Newtonian
equations of motion:

€xj ¼ expðxjþ1 � xjÞ � expðxj � xj�1Þ
j ¼ 1; . . . ;N ½46�
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and can be cast into a Hamiltonian form by setting
pj = _xj; qj = xj. If, according to H Flaschka (1974),
one introduces the variables

bj ¼ _xj; aj ¼ expðxjþ1 � xjÞ ½47�

eqn [46] takes the form

_bj ¼ aj � aj�1; _aj ¼ ajðbjþ1 � bjÞ ½48�

and enjoys the Lax representation [24] in terms of
the N �N matrices:

Lða; bÞ ¼
XN
k¼1

ajEj;jþ1 þ
XN
k¼1

bjEj;j þ
XN
k¼1

Ejþ1;j ½49�

Mða; bÞ ¼ A :¼
XN
k¼1

ajEj;jþ1 or

Mða; bÞ ¼ �B :¼
XN
k¼1

bjEj;j þ
XN
k¼1

Ejþ1;j

½50�

In the above formula, Ej,k is the matrix having 1 in the
jk position and 0 elsewhere, so that, obviously,
EN,Nþ1 = ENþ1,N = 0. An inspection to [49] and [50]
shows that A is just the strictly upper triangular part of
L(a, b), while B is its lower triangular part. The pair
(A, B) constitutes the so-called LU decomposition of
L(a, b). One is clearly in the AKS setting, the Lie algebra
g being just the algebra of N �N matrices, and the Lie
subalgebras g� being the strictly upper and lower
triangular matrices. The tridiagonal matrix L(a, b)
belongs to a Poisson submanifold of g, invariant under
the flows [40], and a complete family of commuting
integrals of motion is given, for instance, by Ik = trLk.

Now, the elements of the group GLN, realized as
the group of invertible N �N matrices, uniquely
factorize into a product of an invertible lower-
triangular matrix times an upper-triangular matrix
with units on the diagonal, and the Lie algebras of
those subgroups are just the aforementioned sub-
algebras g�. Then, one is naturally tempted to look
for an integrable discretization provided by a
conjugation-covariant function of the type [45],
starting with the simplest possible choice, namely

FðLÞ ¼ I þ hf ðLÞ

Setting

~Lða; bÞ :¼ Lð~a; ~bÞ
¼ ��1

þ ðI þ hLÞ 	 L 	�þðI þ hLÞ
¼ ��ðI þ hLÞ 	 L 	��1

� ð1þ hLÞ ½51�

it turns out that the matrix equation [51] is
equivalent to the map

ða; bÞ ! ð~a; ~bÞ

described by the following equations:

~bk ¼ bk þ h
ak

�k
� ak�1

�k�1

� �

~ak ¼ akð�kþ1 � �kÞ

where �k, which are the ‘‘field variables’’ entering
into the LU factorization [51], are explicitly and
uniquely defined by the recurrent relation (amount-
ing to a finite continued fraction):

�k ¼ 1þ hbk � h2 ak�1

�k�1
; k ¼ 1; . . . ;N ½52�

As a0 = 0, the initial condition is simply �1 = 1þ hb1.
It follows from the general results of the previous

section that [51] is an integrable Poisson map, sharing
with the continuous Toda hierarchy both the Poisson
structure and the integrals of motion. Its initial-value
problem can be uniquely solved in terms of the LU
factorization of the group element (I þ hL0)n, the
initial condition L0 being any matrix pertaining to
the tridiagonal submanifold [49]. According to [44],
the interpolating Hamiltonian flow is provided by the
function f ( L) = h �1 log (1 þ hL). To make contact
with the discussion in the section ‘‘Lagrangian and
Hamiltonian formulations,’’ we observe that, in terms
of the canonical variables xj, pj, the discrete Toda [51]
lattice becomes the following symplectic map:

1þ hpj ¼ expð~xj � xjÞ þ h2 expðxj � ~xj�1Þ ½53�

1þ h~pj ¼ expð~xj � xjÞ þ h2 expðxjþ1 � ~xjÞ ½54�

It can evidently be written in the discrete Newtonian
form:

expð~xj � xjÞ � expðxj � x�jÞ
¼ h2 expðx�jþ1 � xjÞ � expðxj � ~xj�1Þ ½55�

whose Lagrangian function is given by

L ¼
XN
k¼1

 ð~xk � xkÞ � h
XN
k¼1

expðxkþ1 � ~xkÞ ½56�

with

 ð	Þ ¼ h�1ðexpð	Þ � 1� 	Þ ½57�

The variables �j acquire the following extremely
simple expression in the Lagrangian coordinates xj, ~xj:

�j ¼ expð~xj � xjÞ

For integrable Hamiltonian systems with long-
range two-body interaction, such as Calogero–
Moser type systems, and their so-called relativistic
version (Ruijsenaars systems), an exact integrable
discretization has also been found. However, at least
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in the more natural Lax representation, the related
R-matrix is dynamical (namely, it depends on the
phase-space coordinates), and the simple factoriza-
tion scheme holding for the Toda lattice system (and
for the related ones) is not available.

Further knowledge on the intriguing subject of
‘‘discrete integrable systems’’ can be acquired by
looking at the monographs and papers listed in the
‘‘Further Reading’’ section. In particular, the excellent
book by Y B Suris, which also provides an exhaustive
list of references (updated to 2003), is recommended.

See also: Billiards in Bounded Convex Domains;
Boundary Value Problems for Integrable Equations;
Calogero–Moser–Sutherland Systems of Nonrelativistic
and Relativistic Type; Integrable Systems and Discrete
Geometry; Integrable Systems and the Inverse
Scattering Method; Integrable Systems: Overview;
Painlevé Equations; Quantum Calogero–Moser Systems;
Toda Lattices; Yang–Baxter Equations.
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Historical Overview

The relevance of algebraic geometry in the theory of
dynamical systems has a long history. Three models
may serve as guiding threads from old to the current
state of the theory. Each time algebraic geometry is
used to integrate an evolution equation; this is
achieved by an underlying addition rule. The very
origin for this seems to be Fagnano’s addition
rule for the arc of a lemniscate (see Siegel (1969)).
In analogy to the addition of two arcs on a circle
x2 þ y2 = 1, or the duplication formula for

arcsin r ¼
Z r

0

drffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2
p

namely Z r

0

drffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2
p ¼ 2

Z u

0

duffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2
p

if r = 2u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2
p

(a restatement of the trigonometric
identity r = sin(2x) = 2 sin x cos x), Fagnano found,
and proved, by substitution, a geometric rule for
duplicating the arc of a lemniscate:

x4 þ 2x2y2 þ y4 ¼ x2 � y2

The length of the arc is now given by

s ¼
Z r

0

drffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r4
p

and later Gauss designated the limit of integration
by r = sinlemn(s). Fagnano was able to show thatZ r

0

drffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r4
p ¼ 2

Z u

0

duffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u4
p

with the substitution

r2 ¼ 4u2ð1� u4Þ
ð1þ u4Þ2

which is remarkable not only because it doubles the
length, but also because it does so by rational
functions, and in fact shows that the arc of the
lemniscate can be halved by straightedge and compass.
Gauss showed that the constructible fractions of an arc
of a lemniscate are the same as the ones for the circle.

Thanks to subsequent work by Euler, and to the
theory of abelian functions due to Abel, Jacobi, and
others in the nineteenth century, we now realize that
Fagnano’s discovery revealed the algebraic group
structure of the singular quartic curve (or of a
smooth cubic, if preferred, an elliptic curve).

This is the key fact that provides the ‘‘integration
by quadratures’’ for the simple pendulum. We
follow McKean and Moll (1997) to sketch this
prototype example of a system which is algebraically
completely integrable (ACI), defined in the section
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‘‘Hitchin systems.’’ Newton’s law gives the equation
of motion €�þ sin �= 0, where � parametrizes the
position of the bob in terms of the angle the
pendulum makes with the vertical axis, as it rotates
about its pivot (the length has been normalized so as
to match the gravitational constant). The energy is a
first integral, I = cos �� 1=2 _�2, and the substitution

x ¼
ffiffiffiffiffiffiffiffiffiffiffi

2

1� I

r
� sin

�

2

linearizes the motion:

t ¼
Z x

0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� x2Þð1� k2x2Þ

p dx

with k2 = (1� I)=2 between 0 and 1, precisely
because of Fagnano’s and Euler’s addition rule.

The second striking example of addition rule,
yielding solutions to a nonlinear partial differential
equation (PDE), together with this first will provide
the two themes of this article, and embed into an
infinite-dimensional family of conservation laws that
will accommodate the representation-theoretic
aspect of the symmetries. In their 1895 article,
Korteweg and de Vries (KdV) gave official status to
the (then controversial) representation of solitary
waves in shallow water:

ut ¼ 6uux � uxxx

(again up to normalization) is by now the well-known
KdV equation, where u represents the amplitude of the
wave and x the direction along a canal. It so happens
that by integrating twice the ordinary differential
equation (ODE) obtained by the one-wave ansatz,
z = x� ct (where c is the constant velocity), one sees
that the solution u and its derivative uz = u0 satisfy
identically an algebraic equation:

�cu0 � 6uu0 þ u000 ¼ 0

ð�cu� 3u2 þ u00 þ aÞu0 ¼ 0

ðu0Þ2

2
¼ u3 þ c

u2

2
� auþ b

u ¼2}þ const: ðup to a linear transformationÞ
ð}0Þ2 ¼ 4}3 � g2}� g3 ¼ 4ð}� e1Þð}� e2Þð}� e3Þ

In disguise, then, the PDE and the Hamiltonian
evolutions are the same; the motion becomes linear
(and quasiperiodic) on the torus C=�, where � is the
period lattice of the } function. It took considerably
greater effort to generalize this correspondence to
higher genus. This article is devoted to such a
correspondence as well as some of the surprising
connections between complete integrability and
other areas of mathematics such as: representation

theory (the corresponding geometric objects are
Grassmann manifolds as opposed to Jacobians);
differential algebras (Weyl algebras, commutative
rings of differential operators, and differential
Galois theory); and reduction in symplectic
geometry.

It is often helpful to highlight the relevant features
in the simplest example, even if it is of special kind.
The KdV equation and, as Hamiltonian counterpart,
Neumann’s system (see Neumann (1859)) will serve
best. The abelian sum identified by Fagnano cannot
be defined on points of a curve X of genus g > 0;
what one can add are points of the g-fold symmetric
product X(g) up to linear equivalence, defining (up to
noncanonical isomorphism) an abelian variety, the
Jacobian Jac(X) = Cg=�; analytically, the Jacobian is
described by abelian coordinates z1, . . . , zg: if
�1, . . . , �g, �1, . . . ,�g is a basis of 1-cycles on X
with standard intersection matrix and !1, . . . , !g is
the dual basis of holomorphic differentials, then
zj =

Pg
i = 1

R Pi

P0
!j is defined in terms of a fixed base

point P0 2 X and of (P1, . . . , Pg) 2 X(g) up to the
period lattice �. It is in these coordinates that the
Hamiltonian flows become linear. In canonical
coordinates q1, . . . , qgþ1, p1, . . . , pgþ1, the harmonic
oscillator

_qi ¼ pi

_pi ¼ �eiqi

when constrained to the unit sphere
Pgþ1

i = 1 q2
i has

equations

_qi ¼ pi

_pi ¼ �eiqi þ qi

X
j

ðejq
2
j � p2

j Þ

This system is completely integrable in the sense that
there exist enough involutory invariants, g gener-
ically (in the (qi, pi) variables) independent functions
on the 2g-dimensional tangent bundle of the unit
sphere with canonical symplectic structure; in fact
the coefficients of the polynomial

f ð�Þ ¼
Ygþ1

i¼1

ð�� eiÞ2
 Xgþ1

k¼1

q2
k

�� ek

 ! Xgþ1

k¼1

p2
k

�� ek
þ 1

 !

�
Xgþ1

k¼1

qkpk

�� ek

 !2!

are invariant and the hyperelliptic Riemann sur-
face X whose model in the affine plane is given by
�2 = f (�) is called the spectral curve of the system.
Since the polynomial f (�) is monic of degree
2gþ 1 and has generically simple roots, X has
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genus g. A change of variables permits integration
by quadratures,

qiðtÞ ¼
#½�2i�1�ð0Þ#½�2i�1�ðz0 � D þ 2

ffiffiffiffiffiffiffi
�1
p

tUÞ
#½0�ð0Þ#½0�ðz0 � D þ 2

ffiffiffiffiffiffiffi
�1
p

tUÞ

where z0, U 2 Cg are constant vectors, J denotes the
Riemann theta function of X, �k(k = 1, . . . , 2g) are
theta characteristics and D is the Riemann constant.
While these are technical objects of classical
Riemann function theory whose detailed definition
is best found in a textbook (see, e.g., Mumford
(1984)), the point here is that the motion is
linearized along the line with direction U, on the
hyperelliptic Jacobian Jac(X), which is a 2gþ1 : 1
cover of the phase space.

A yet deeper fact links the integrable Hamiltonian
motion and the (soliton) PDE, namely the statement
that

Pgþ1
i = 1 (eiq

2
i þ p2

i ) = u(t1, t3) solves the KdV
equation, where the variables are renamed as
x = t1, t = t3 to denote two of the g commuting
Hamiltonian flows.

The Neumann system as well allows us to uncover
another deep relation between dynamics and geo-
metry, namely the moduli aspect: on the one hand,
Mumford (1984) used the Neumann system to recover
the equation of the spectral curve from a vanishing
property of theta functions with characteristics,
thereby giving the first characterization of the moduli
subvariety of hyperelliptic curves in terms of thetanulls
(for any genus). On the other hand, Françoise (1987)
explored the relevance of the integrable system to the
Picard–Fuchs equations. The fundamental link is
provided by Arnol’d’s theory, according to which a
set of action-angle variables (qi, pi), i = 1, . . . , n, for a
completely integrable Hamiltonian system can be
calculated in terms of a basis �i of the first homology
of the fibers, which are n-dimensional tori,R
�j

dqi = 	ij; hence, in the case of an algebraically
integrable system such as the Neumann example (or,
in Françoise’s paper, the Kowalevski top), in principle
one can express the (coefficients of the) differential
equations satisfied by the periods in terms of the
commuting Hamiltonians, despite the fact that
periods and Hamiltonians are transcendental func-
tions the ones of the others. A more general family of
period matrices is subject to the Gauss–Manin
connection, and the question of whether its general
abelian variety is Lagrangian with respect to a
holomorphic symplectic structure on the family yields
a cubic condition on the periods (Donagi and Mark-
man 1996).

These are two major applications of PDEs to
algebraic geometry: characterizing subvarieties of
moduli spaces (of curves) and expressing the

Gauss–Manin connection acting on sections of a
Hodge-theoretic bundle over the moduli space in
terms of the evolution equations of a completely
integrable system. In the former case, the flows of
the system act on the theta functions of a (fixed)
curve; in the latter, the Hamiltonians are related,
via the action variables, to computing the mono-
dromy over the branch points of the base of the
system. The generalization of specific (e.g., hyper-
elliptic) cases is very difficult to work out and
remains largely open 40 years after the field of
integrable equations started being actively
investigated.

Before concluding this historical overview, a
beautiful theory that escaped attention is worth
mentioning. In the late nineteenth century, for
example, Baker (1907) constructed the first genus-2
solutions of the KdV equation, although he was
apparently not aware of the equation itself; in the
process, he also defined what is known as the Hirota
bilinear operator, a device introduced by R Hirota
in the 1970s to capture an equivalent version of the
KdV, or the more general Kadomtsev–Petviashvili
(KP) equation,

ðut � 6uux þ uxxxÞx ¼ uyy

Just as the Lax pair allows for a linearization of the
isospectral deformations, Hirota’s bilinear form
reveals the representation-theoretic (and algebro-
geometric) nature of the equations, via the vanishing
of a natural pairing on a pair of solutions, besides
providing a formula for exact solutions; the defini-
tion of the bilinear operation is the following: for
functions F and G,

Dtn
F �G ¼ @

@t0n
� @

@tn

� �
FðtÞGðt0Þ t¼t0

��
t ¼ðt1; t2; . . .Þ

so that Hirota’s direct method gives the following
solution: set u = 2(@2=@x2) log F, then

KdV, DxDt þD4
x

� �
F � F ¼ 0

KP, D2
x

D4
x þ 3D2

y � 4DxDt

� 	
F � F

2F2
¼ 0

Baker was intent on generalizing the properties of
the Weierstrass } function. He focused on genus 2
(and obtained partial results for general genus), in
which case any curve is hyperelliptic,

f : �2 ¼ �2gþ1 þ a2g�
2g þ � � � þ a0

and used a suitable basis of holomorphic differen-
tials particular to the hyperelliptic case, whose
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integrals give abelian coordinates zi that happen to
be dual to the KdV flows,

!1 ¼
d�

2�
; !2 ¼

�d�

2�
; . . . ; !g ¼

�g�1d�

2�

to characterize the genus-2 theta function by
differential equations (equivalent to the KdV hier-
archy), as well as give the quartic equation for the
Kummer surface in P3, namely the 2:1 image of the
Jacobian of the curve mapped by the divisor 2�,
that is, by a basis of the space of theta functions
with second-order characteristics, simply as the
determinant of

�a0
1
2 a1 2}11 �2}12

1
2 a1 �ða2 þ 4}11Þ 1

2 a3 þ 2}12 2}22

2}11
1
2 a3 þ 2}12 �ða4 þ 4}22Þ 2

�2}12 2}22 2 0

2
664

3
775

where

}ijðzÞ ¼ �
@2

@zi@zj
log 
ðzÞ

and the 
 function, defined in analogy to the genus-1
case, is proportional to the Riemann theta function.

To summarize this introduction, the exchange
between algebraic geometry (the classification of
algebraic varieties) and dynamical systems has been
extremely fruitful in either direction: algebraic
geometry surprisingly provides exact solutions to
evolution equations that have special algebraic
symmetries (and arise in nature!), and conversely
those very evolutionary equations yield the structure
of particularly complicated varieties, by characteriz-
ing their (rational) functions.

Isospectral Deformations

The isospectral deformations in question have been
encoded by Lax-pair equations, which take their
name from Peter D Lax, who gave a version of the
KdV equation in such form.

Lax pairs enter in two essentially different ways in
the theory of integrable systems. The evolution
equations take the form: @tn

L = [B, L], where
t1, t2, t3, . . . is a sequence of commuting time flows,
L is an operator whose coefficients depend on time,
and B is another operator of the same kind; since
heuristically this is the infinitesimal version of the
equation L(t) = U(t)�1L(0)U(t) (with B = U�1@tU),
the spectrum of L is preserved and provides
conserved quantities; in fact, Moser (1980) specu-
lated that every completely integrable system might
have such a form.

In the form that immediately yields a hierarchy of
PDEs, the (hierarchy of) deformations pertain to a
ring of (formal) pseudodifferential operators, where
the variable x = t1 is singled out and @ denotes
differentiation with respect to x:

LðtÞ 2 D ¼
Xn

j¼0

ujðxÞ@ j; uj analytic near x ¼ 0

( )

� P ¼
Xn

�1
ujðxÞ@ j

( )

The multiplication rule that makes P into a ring (in
fact, a C-algebra) is composition:

@ � u ¼ u@ þ u0

@�1 � u ¼ u@�1 � u0@�2 þ u00@�3 � � � �

We normalize L by an automorphism of D
(generated by a change of variable and conjugation
by a function)

L ¼ @n þ un�2ðxÞ@n�2 þ � � � þ u0ðxÞ

In P any (normalized) L has a unique nth root,
n = ord L, of the form L= @ þ u�1(x)@�1 þ
u�2(x)@�2 þ � � � . Finally, the deformation equations,

@tn
L ¼ ½ðLnÞþ;L�

define the KP hierarchy, which takes its name from
the first nontrivial deformation equation, known as
the KP equation encountered above, if we set
x = t1, y = t2, t = t3 (notice that this reduces to KdV,
up to rescaling, when the solution is independent
of y). The algebro-geometric solutions are those
with the property that only a finite number of time
evolutions are independent. This turned out to be
equivalent to a classical problem of elementary
differential algebra, known as the Burchnall–
Chaundy problem after the two co-authors who
solved it in the 1920s.

The Burchnall–Chaundy problem: which L(x)’s
have centralizer CD(L) that is larger than a
polynomial ring C[L1], L1 2 D? The key to the
solution is the following fact (which clearly does
not hold for operators in more than one variable,
or finite-dimensional operators such as matrices):
if ord L > 0 and A, B 2 D both commute with L,
then [A, B] = 0; in particular, CD(L) is commuta-
tive, hence every maximal-commutative subalgebra
of D is a centralizer. It was proved in the early
1900s by I Schur that CD(L) = {

PN
�1 cjLj, cj 2 C} \

D. It follows that centralizers are rings of affine
curves: their transcendence degree over the field of
coefficients is 1, and Spec C(L) can be regarded as
an affine curve X0 (with natural compactification
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X by a smooth point at infinity). Burchnall and
Chaundy proceeded to show that the rings of
operators whose orders are not all multiples of a
fixed integer >1, and having the same spectral
curve X (up to isomorphism), correspond to line
bundles over X (more precisely, rank-1 torsion-
free sheaves); thus, the hierarchy of evolutions
linearizes on Jac X, as indicated by the examples
treated above.

In this setting, it has been very challenging to
generalize the integrable flows, both to the higher-
rank and to the higher-dimensional case. When all
the operators in the commutative ring have order
divisible by an integer r > 1, their common kernel
defines a rank-r vector bundle over the spectral
curve, and although the theory in principle is
similar to the case of line bundles, there are no
explicit formulas for solution. On the other hand,
in order that the spectrum be a variety X of
dimension d > 1 rather than a curve, it is natural to
seek commutative rings of partial differential
operators in d variables; but again, while some
constructions work in principle, explicit formulas
are elusive.

The form in which Lax pairs occur for finite-
dimensional Hamiltonian systems is quite differ-
ent: here what is preserved is the spectrum of a
finite-dimensional linear operator, a matrix. The
first examples, from which the theory took off,
were inspired guesses. The Neumann system
described above fits in the following theory:
Moser (1980) showed that the Neumann system
together with other important classical examples
are special cases of rank-2 perturbations (since
(2 = dimhp, qi)) which preserve the spectrum of a
matrix

L ¼ Aþ aq� qþ bq� pþ cp� qþ dp� p

where A is a fixed constant matrix which can be
normalized to a diagonal, diag(e1, . . . , egþ1),

det
a b

c d


 �
6¼ 0

and u� v denotes the matrix [uivj]. The symplectic
structure is the standard !=

P
dpi ^ dqi so that a

Hamiltonian H defines a flow

_qi ¼
@H

@pi
; _pi ¼ �

@H

@qi

and

@G

@t
¼ �fH;Gg ¼

X @H

@pi

@G

@qi
� @G

@pi

@H

@qi

The Hamiltonian flow of

H ¼ 1

2

 
ahBq; qi þ ðbþ cÞhBq; pi þ dhBp; pi

� ad � bc

2

X
i 6¼j

bi � bj

ei � ej
ðqipj � qjpiÞ2

!

(where B = diag(b1, . . . , bgþ1) is any fixed diagonal
matrix) is equivalent to the Lax-pair equation
_L = [M, L], where M is a suitable matrix:

M ¼ 1

2
ðb� cÞ½bi	ij� þ ðad � bcÞ bi � bj

ei � ej
ðqipj � qjpiÞ


 �

The Weinstein–Aronszajn formula

det In �
Xr

i¼1

�i � �i

 !
¼ det

�
Ir � ½h�i; �ji�

	

(where each of the �1, . . . , �r, �1, . . . , �r is a
(gþ 1 = n)-vector) gives for the spectral invariants

lð�Þ
eð�Þ ¼

detð�� LÞ
detð�� AÞ

¼ detðI � ðð�� AÞ�1qÞ � ðaqþ bpÞ
� ðð�� AÞ�1pÞ � ðcqþ dpÞÞ
¼ detðI2 �W�ðq; pÞÞ

with

W�ðq; pÞ ¼
hð�� AÞ�1q; qi hð�� AÞ�1q; pi
hð�� AÞ�1q; pi hð�� AÞ�1p; pi

" #

�
a b

c d


 �

and det (I �W�(q, p)) = 1� tr W� þ det W� = 1�
��(q, p), defining the rational function ��.

Moser also showed that the system is completely
integrable and linearizes on the (generalized) Jaco-
bian of the curve �2 = e2(�)��(x, y). Letting a =� 1,
b =�c = 1, d = 0 gives the Neumann system.

The dilation q 7!�q gives a Lax pair with
a parameter, A 7!Aþ �2q� qþ �(q� p� p� q),
which makes the spectral curve look more natural.
Indeed,

Remark (Adler and van Moerbeke 1980). The
Neumann flow is equivalent to the Lax pair:
_L1 = [M1, L1], where L1 = A�2 þ �(q� p� p� q)þ
q� q and M1 = A�þ q� p� p� q. Moreover, the
Hamiltonians are of Adler–Kostant–Symes (AKS)
type, namely projections (with respect to an ad-
invariant inner product) of gradients of orbit-invariant
functions to half of the splitting of a Lie algebra.
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Specifically, {
PN
�1 Aj�

jjAj 2 gl(n, C)} = K	N, with
K = {

PN
0 Aj�

j} and N = {
P�1
�1 Aj�

j}; if the inner
product is hA, Bi=

P
iþj =�1 tr AiBj, the dual of N

can be identified with K = K?, and the Hamiltonian
for the Neumann flow can be taken to be
H = (1/2)(L1�

�2)2, �3Igþ1

� 

under the Lie–Poisson

brackets and suitable reduction. The flows linearize
on the Jacobian of the (hyperelliptic) curve
det(L1 � �) = 0.

It is possible to recover the link between the finite
and infinite integrable systems (Neumann and KdV)
mentioned in the introductory overview, if we notice
that squared eigenfunctions for the Lax operator
L =L2 = @2 þ u become algebraic on the spectral
curve: Dubrovin et al. (2001) introduced the Baker
function, namely the unique function  (x, P) with
the following properties:

(i) For jxj sufficiently small it is meromorphic on X n
{P1}, with pole divisor bounded by 	= P1 þ � � � þ
Pg, independent of x, such that h0(	 � P1) = 0,
and near P1 (x, P)e�xz = 1þO(z�1) is holo-
morphic, with z chosen to be �1=2 in our case.

(ii) We let � be the unique meromorphic differential
with zeros on 	 and a double pole of the
form (��þ holomorphic)dz�1 at P1. Note:
(1) that Riemann–Roch show that � is unique.
(2) We also get a characterization of the dual
Baker function, defined as  (x, 
P) in the
hyperelliptic case where 
 is the involution
(�,�) 7! (�,��), as meromorphic on X n {P1}
with poles bounded by 	0 and behavior e�xz(1þ
O(z�1)) near P1, where 	 þ 	0 are the 2g zeros of �.
(3) Furthermore, � = d�=W( , �), where W is
the Wronskian (with respect to the variable x).
Then, upon fixing a meromorphic function h,
normalized at P1, h =��1=2þ entire, with gþ 1
fixed poles distinct from 	, we have:

If�j ¼Resej
h�; qj ¼

ffiffiffiffi
�j
p

 ðx; ejÞ; pj ¼
ffiffiffiffi
�j
p

�ðx; ejÞ;
then �gþ1

j¼1 q2
j ¼ 1; �gþ1

j¼1 qjpj ¼ 0; �gþ1
j¼1 ðejq

2
j þ p2

j Þ ¼
uðxÞ and fqj;pjg satisfy the Neumann system:

Indeed, the constraints follow from the ‘‘residue
theorem’’ applied to the differential h� � (it has
a residue of �1 at P1); the differential equations
€qj = ejqj � uqj follow from the assumption
L =� .

The function u = �2
Pgþ1

k = 1 (
P

l 6¼k el)q
2
k, evolving

under suitable abelian flows, is a solution of the
KdV equation; the ‘‘times’’ of the KdV hierarchy are
linear combinations of the Neumann Hamiltonians;
more precisely, of the invariant vector fields deter-
mined by the tangent directions to the image of X in

JacX, with Abel map normalized at P1, at some
point P: DP =

Pg
k = 1 �(P)g�kDk.

The other way around (Moser–Trubowitz,
McKean–van Moerbeke),

If L = @2 þ u(x) is a finite-gap operator and
e1, . . . , egþ1 are among the 2gþ 1 edges of the
gaps, there exist constants �1, . . . , �gþ1 so that
the functions pj(x) =

ffiffiffiffi
�j
p

 (x, ej) satisfy
Pgþ1

1

p2
j (x) 
 1. Since L j = ej j, the pj(x) solve the

Neumann system.

The squared eigenfunctions also provide a natural
interpretation for Moser’s Lax pair. If V� is the
kernel of L� �, then the Baker function  (x, P) and
its dual �(x, P) give a basis of V� except at the
branch points (ei, 0) where  =�. But then the
normalized basis of V� is related to  , � by a
constant matrix:

y0

y1


 �
¼ C

 
�


 �

while

B
 
�


 �
¼ � 0

0 ��


 �
 
�


 �

if B is the differential operator of the Burchnall–
Chaundy ring corresponding to multiplication by �,
so that

�V U
W V


 �T

¼MB ¼ C
� 0
0 ��


 �
C�1

By evaluating at x = 0, we find:

C ¼ 1

W
�0 � 0
��  


 �����
x¼0

with W = �0 �  0�. Finally, we calculate:

C
� 0
0 ��


 �
C�1 ¼ �

W
 �0 þ  0� 2 0�0

�2 � �ð �0 þ  0�Þ


 �

so that U(�)= �0 þ 0�,V(�)= �2 �,W(�)=2 0�0

are polynomials like the entries of W�(q,p) � e2(�),
and the fact that UW þV2 does not depend on x
expresses the fact that W= constant.

An object that links the two distinct occurrences
of Lax pairs is Sato’s infinite-dimensional Grass-
mann manifold. One particular model will serve as
illustration, with more general settings covered by
Dickey (2003). Sato defined a one-to-one correspon-
dence between cyclic D-submodules I of P, namely
of the type I =DS (which turns out to be equivalent
to the property: P= I 	 P(�1)), and subspaces of a
ring of formal power series, which make up an
infinite-dimensional Grassmann manifold, more
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precisely elements of Gr;, the ‘‘big cell.’’ This way,
KP can be viewed as deformation of D modules.

There are two ways to set up the Grassmannian:
(1) more direct as a limit of finite-dimensional
Grassmannians; (2) more intrinsic, using the rings
D � P.

1. Let dimV = mþ n = N, Gr(m, V) = {m� frames
in V}=GL(m) ,!P( ^m V) via �(0), . . . , �(m�1) 7! �(0) ^
� � � ^ �(m�1).

If we fix a basis e0, . . . , eN�1 of V, and
write a frame in coordinates, �(i) = �0, ie0 þ � � � þ
�N�1, ieN�1, then

�ð0Þ ^ � � �^ �ðm�1Þ ¼
X

0�‘0<���<‘m�1<N

�‘0...‘m�1
e‘0 ^�� �^ e‘m�1

with �‘0...‘m�1
¼ detð�‘i; jÞi; j¼0;...;m�1

A point in the ambient P(^m V) lies in the embedded
Gr(m,V), its projective coordinates �‘0...‘m�1

(0�
‘i <N) satisfy the Plücker relations (PRs):

Xm
i¼0

ð�1Þi�k0...km�2‘i�‘0...‘̂i...‘m
¼ 0

Therefore,

Grðm;VÞ ¼ ðfGrðm;VÞnf0gÞ=GLð1Þ

wherefGr(m, V) = {(�Y)Y��mN
satisfying the PRs} is a line

bundle over Gr(m, V), Y is a Young diagram con-
sisting of rows

‘m�1 � ðm� 1Þ

..

.

‘1 � 1

‘0

so it is contained in the rectangle �mN.
For the commutative diagram:

fGrðm0;N0Þ project
�!

fGrðm;NÞ

# identity # identity

fGrðm0;N0Þ embed
 -

fGrðm;NÞ

the following facts can be checked. Let
m � m0, n � n0, N0= m0 þ n0:

(i) if (�0Y)Y��m0N0
satisfies PRs, so does its restric-

tion to Y’s within �mN;
(ii) if (�Y)Y��mN

satisfies PRs, so does (�0Y)Y��m0N0

where �0Y = 0 unless Y � �mN.

These facts make it possible to define: Gr =
(fGrn{0})=GL(1), where fGr = {(�Y)Y all Young diagrams

satisfying all PRs}

fGr project
�!

fGrðm;NÞ

" dense # identity

fGrfin embed
 -

fGrðm;NÞ

and

fGrfin ¼ fð�Þ 2 fGr : �Y ¼ 0 for almost all Yg

¼
[
m;N

fGrðm;NÞ

The KP time deformations are defined as follows:

�YðtÞ :¼
X
allY 0

�Y 0=YðtÞ�Y0 where�Y0=YðtÞ :¼detðp‘0
i
�‘jðtÞÞ

p0ðtÞ¼1; pnðtÞ :¼
X

�1þ2�2þ3�3þ���¼n

t�1

1 t�2

2 . . .=ð�1!�2! . . .Þ

Write �Y=; as �Y , where �Y(t)= det(p‘i�j(t)) are
the Schur functions.

To connect with the KP hierarchy, let

wnðx; tÞ :¼ ð�1Þn
��n;1
ðxþ tÞ

�;ðxþ tÞ

where xþ t=(xþ t1, t2, . . .), and S := 1þw1(x, t)
@�1þ���. Then L=S@S�1 satisfies the KP hierarchy,
namely @tnS=BnS�S@n, where Bn := (S@nS�1)þ,()
[@tn
� Bn, @tk

�Bk]=0()@tn
L=[(Ln)þ,L].

Note The Plücker coordinate �;(t) =
P

allY �Y(t)
�Y = �(�, t) is a generating function for the Plücker
coordinates, �Y(t) =�Y(@t)�;(t), where

@t :¼ @

@t1
;
1

2

@

@t2
;
1

3

@

@t3
; . . .

� �

Now by reducing to Gr(m, N) and checking that
every �Y(t) satisfies PRs, we have a dynamical
system on fGr.

Conclusion (Sato). Although any f (t) 2 C[[t1, t2, . . . ]]
admits a formal expression of the form

P
Y cY�Y(t),

where the coefficients are

cY ¼ �Yð@tÞf ðtÞjt¼0

it represents the � function for some � 2 fGr () its
coefficients satisfy the following PRs:

Xm
i¼0

ð�1Þi�k0...km�1‘i

@t

2

� �
�‘o...‘̂i...‘m

� @t

2

� �
� � � ¼ 0

which is the KP hierarchy in Hirota bilinear form.
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2. Let

V :¼ PPx
ffi Pconst ¼

X
�1<i<<1

ai@
i; ai 2 C

( )

equipped with the induced filtration V(i) by order,
induced by

PðiÞ ¼
X

�1<k�i

ak@
k; ak 2 C

( )

and define

Gr ¼ fvector subspaces W of V

s.t. dimðW \ Vð0ÞÞ ¼ dim V=ðW þ Vð0ÞÞ <1g

‘‘same size’’ as the reference subspace {
P

��0 c�e� :
c� 2 C} = V(0).

The correspondence between such a W and a
cyclic submodule of P is given as follows:

I 7!W ¼ S�1Vð0Þ ¼ fv 2 V : Iv � Vð0Þg
W 7! I ¼ fA 2 P : AW � Vð0Þg

Generic points of particular interest in construct-
ing KP solutions make up the ‘‘big cell’’:

Gr; �
open dense

Gr()V ¼W 	 Vð0Þ

() �; 6¼ 0 and a � function can

be defined as above

In standard basis of V, ei := @�i�1modPx, i 2 Z,
the action

xei ¼ ðiþ 1Þeiþ1

@ei ¼ ei�1

:

gives V a P-module structure. Let � be the shift
operator: @ei = ei�1; then

�ðtÞ ¼ eðt1�þt2�2þ���Þ � �

so, this linearizes the flows!

This survey would not be complete without an
example of the formula that links the � and the
theta function; more general statements and groups of
symmetries can be found in Dickey (2003). A solution
of the KP hierarchy can be expressed in terms of the �
function �W associated with an element W of Gr(H), in
the model Gr(H), where H = L2(S1), H = Hþ 	H�
with standard basis Hþ= h1, z, z2, . . .i, H�=
hz�1, z�2, . . .i and p
 the projections, �W(g) = det (�g �
pþ � �g�1 � (pþjW)�1), where g = e�tiz

i
. The associated

Baker function  W(g, z) is a function of the form

 Wðg; zÞ ¼ gðzÞ 1þ
X�1

i¼�1
aiz

i

 !

with ai 2 C[[t1, t2, . . . ]] for each i, such that the map
z 7!  W(g, z) is an element of g�1W. If �= 1þP�1

i =�1 aiz
i, then L =�@��1 is a solution of the KP

hierarchy.
Moreover,

g�1 Wðg; �Þ ¼
�W t� �

1

���

� �� �
�

�Wððt�ÞÞ�
This is the analog of the expression for the Baker
function in terms of the theta function, when W
corresponds to an element of the Jacobian of the
spectral curve � via the Krichever map

 ðx;PÞ ¼ exp x

Z
� � xa

� �

� #ðUxþ AðPÞ � AðDÞ ��Þ#ðAðDÞ þ�Þ
#ðAðPÞ � AðDÞ ��Þ#ðUx� AðDÞ ��Þ

where P 2 �, A(�) is the Abel map, � the Riemann
constant, U 2 Cg a suitable vector, D a generic
divisor of points P1, . . . , Pg 2 �, � a differential of
the second kind, and a a constant depending on the
curve. For the KdV solutions, the condition on W 2
Gr; is that z2W �W and the solution is

uWðx; t2; t3; . . .Þ ¼ 2@ log �Wðx; t2; t3; . . .Þ

In the Grassmannian formulation, the Hirota
bilinear operator mentioned in the introductory
overview makes its third and most general appear-
ance (we regard Baker’s and Hirota’s definitions as
the first two – the one based on a residue formula in
algebraic geometry, the other on the vanishing of a
differential form):

Definitions

(i) In P, it is possible to conjugate any
L= @ þ u�1(x)@�1 þ � � � into @ by a K = 1þ
v�1(x)@�1 þ � � � , determined up to elements
of C[@] = CD(@): K�1LK = @.

(ii) We define a formal Baker function for L as the
element of the module M (the free, rank-1
P-module = space of formal expressions f = exz~f

where ~f =
PN
�1 fj(x)zj, with generator exz) such

that L = z ; so that  = Kexz for K as in (i).
(iii) We say that the formal adjoint Ay of a (formal

pseudo) differential operator A =
PN

j =�1 uj(x)@j

is Ay=
PN

j =�1 (�@)juj(x), and that the dual
Baker function  y to  = Ke�tjz

j
is the Baker

function of (Ly); the operator which corresponds
to K in (i) is (Ky)�1, that is, (Ky)�1LyKy= �@.

Then, the KP hierarchy is equivalent to the
following formula:

Resz ðt0; zÞ yðt; zÞ ¼ 0
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Moreover, as proved in Dickey (2003), if  1 and  2

are formal power series of the form
 1 = Ke�tiz

i
, 2 = Je��tiz

i
, for K, J 2 1þ P(�1), satis-

fying the condition

Resz @�1

i1
@�2

i2
� � � @�m

im
 

� 	
� � ¼ 0

then there exists an operator L satisfying the Lax
equations, whose wave function and adjoint wave
function are  1, 2, respectively.

To conclude this overview of Lax equations, we
point out that they can be viewed as zero-curvature
condition for a (formal) connection (on the trivial
bundle over the formal deformation space whose
fiber is P), rephrasing the fact that the time flows
commute and hence define time deformations; such
formulation can be found in Mulase (1984).

Symplectic Reduction and r Matrices

While the Lax-pair presentation provides natural
spectral invariants, the group/representation-
theoretic nature of integrability (sometimes referred
to as hidden symmetries) is best seen in the context
of Marsden–Weinstein reduction. We perform it in
the example of a generalization of Moser’s rank-2
perturbation; we extract the basic construction from
Adams et al. (1988). A more comprehensive treat-
ment can be found in Babelon et al. (2003).

Definition We let Mn, r denote the space of n� r
complex matrices, with n � r and give M = Mn, r �
Mn, r the symplectic structure !(F, G) = tr(dF ^ dGT)
for F, G 2M. A rank-r perturbation of a fixed n� n
matrix A is L = Aþ FGT.

Definition We split the formal loop algebra
ggl(r) = ggl(r)þ 	ggl(r)� where ggl(r)þ consists of r� r

matricial polynomials in � and ggl(r)� of strictly
negative formal power series. Under the pairing
hX(�), Y(�)i= tr(X(�)Y(�))� (where the subscript �
means the coefficient of ��1), the dual of ggl(r)þ is

identified with ggl(r)�, which therefore admits a Lie–
Poisson structure.

In sketch, we consider an action on M whose
moment map lands in ggl(r)�; we check that the
AKS flows on ggl(r)� correspond to isospectral
deformations of L = Aþ FGT for flows on MA;
finally, we perform a Marsden–Weinstein reduction
for an (equivariant) GL(r) action to obtain a
completely integrable system on a symplectic leaf,
whose flows are linear on the Jacobian of the
spectral curve. We recall very briefly the general
definitions.

Moment Map

1. A smooth group action of G on a symplectic
manifold (M,!) is said to be Hamiltonian if there
exists a ‘‘moment map’’ J : M! g� such that the
Hamiltonian vector field associated with J and a
fixed element � 2 g is the same as the infinitesi-
mal action associated with �. However, an
infinitesimal definition is given because in the
formal setup the group of a Lie algebra is often
delicate to define. We recall that:

2. The Lie–Poisson structure of g� is defined by

f�;  gg� ð�Þ ¼< �; ½d�ð�Þ; d ð�Þ� >
for �;  2 C1ðg�Þ; � 2 g�

where d� : g� ! g�� (which in our situation will
always be identified with g) is defined by

<d�ð�Þ; �>¼ d

dt
�ð�þ t�Þ

���
t¼0
; �; � 2 g�

Now we say that J : M! g� is a moment map if
3. its linear dual j : g! C1(M) is a Lie-algebra

homomorphism; or if
4. it is a Poisson map with respect to the Lie–Poisson

structure: �, 2 C1(g�)) {J��, J� } = J�{�,  }g� .
In case we do have a Hamiltonian G-action, then
the subspace C1G (M) of G-invariant functions is a Lie
subalgebra ofC1(M). If G acts freely and properly on
M, then M/G is a manifold with a Poisson structure
inherited from the one on M through the identifica-
tion C1(M=G) ffi C1G (M). The symplectic leaves of
M/G have the form M� = J�1(�)=G� = J�1(O�)=G,
where � 2 g�, G� is the isotropy group of � in G and
O� is the G-orbit through �. The reduced manifold
M� has a natural symplectic structure !� such that
i�!= ��!�, where i : J�1(�)!M is inclusion and
� : J�1(�)!M� is the natural projection taking
points to their G�-orbits.

This class of examples can be treated with the
technique of a (classical) r-matrix, as follows. Given a
linear map R : g! g, the alternating bilinear form
[X, Y]R = (1/2)([RX, Y]þ [X, RY]) satisfies the Jacobi
identity , certain quadratic conditions on R are
satisfied. Assuming they are, for all pairs of invariant
functions I, J on g�, we have {I, J}R = 0 (where { , }R

is the attendant (Lie–Poisson) structure). Indeed,
{I, J}R(�) = h[dI(�), dJ(�)]R,�i= (1/2)h[RdI(�),dJ(�)],
�i þ (1/2)h[dI(�), RdJ(�)],�i, but, for example,
h[RdI(�), dJ(�)],�i= hRdI(�), ad�dJ(�)(�)i= 0.

Remark As is clear from the proof above, our
definition of invariant need only be infinitesimal,
that is, f 2 I(g�) iff <�, [df (�), X]> = 0 8� 2 g�,
X 2 g. Of course, when we have a corresponding Lie
group the invariants are the functions which are
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invariant under the natural action, such as the
symmetric functions of the eigenvalues of a matrix.

AKS Flows

For a splitting g = K	N, as given above, with
g�= N� 	 K�, an example of r-matrix is given by
R(X) = Xþ �X� (where þ,� denote projection to
K, N): the Jacobi identity is straightforward to
check. As a consequence, invariants on g� are in
involution with respect to { , }R and these are called
AKS flows, after work done independently by AKS:
_X = [df ( ~X)þ, X] = � [df ( ~X)�, X], given here for the
special case in which we can identify K with K� and
~X is the element in K� that corresponds to X 2 K.

We now proceed to the appropriate moment maps.
We generalize the constant matrix A introduced
above (isospectral deformations) by allowing multiple
eigenvalues �i of multiplicities ni � r, n1 þ � � � þ
nk = n, so that det (A� �I) =

Qk
i = 1 (�i � �)ni . Let

a(�) =
Qk

i = 1 (�i � �). We split an n� r matrix F
into k blocks Fi accordingly.

Definition/statement

(i) Jn
r (F, G)(x1, . . . , xn) =�

Pn
j = 1 tr(FjXjG

T
j ) is the

moment map of the action [(g1, . . . , gn)
(F, G)]i = (Fig

�1
i , Gig

T
i ), where gi 2 GL(r) so

that under standard identifications Jn
r (F, G) =

�(GT
1 F1, . . . , GT

n Fn) and restricting the action to
the diagonal subgroup {(g, . . . , g)}, Jr(F, G) =
�GTF.

(ii) For X(�) 2 ggl(r)þwe define�(X(�)) = (X(�1), . . . ,
X(�r)) and obtain the exact sequence

0! að�Þ gglðrÞþ !
 gglðrÞþ !� gn
r ! 0

By dualizing, and identifying gn
r to its dual by

using the trace componentwise, we get

��ðY1; . . . ;YnÞ ¼
Xk

i¼1

Yi

�� �i

and finally check that ~Jr =�� � Jn
r is a moment

map. By combining (i) and (ii), we get a
moment map

~JrðF;GÞ ¼
Xk

i¼1

GT
i Fi

�i � �
¼ GTðA� �Þ�1F

which becomes injective on M=H, where M is
a suitable open submanifold of M and
H = GL(n1)� � � � �GL(nk) acts blockwise by
(hiFi, h�1T

i Gi).
(iii) We also notice that the ‘‘Moser space’’ MA =

{Aþ FGTjF, G 2M} of rank-r perturbations can
be identified with the orbit space M=Gr, Gr =
GL(r) acting as in (i).

To finish, we turn on the obvious AKS flows onggl(r)�: the key observation is that they are isospec-
tral for the rank-r perturbation Aþ FGT: we see that
the Poisson-commutative ring Fþ of projected
invariants defines, by composition with ~Jr, a
Poisson-commutative ring F of isospectral flows on
Mn, r �Mn, r.

Hitchin Systems

The Hitchin system, introduced in the late 1980s,
20 years later still encompasses the most general class
of ‘‘algebraically completely integrable’’ systems, which
we now discuss. In its most basic form, the concept of
‘‘algebraic completely integrable’’ (ACI) Hamiltonian
system, is an extra condition on the integrability of
classical mechanics, in the following sense.

A Hamiltonian system with n degrees of freedom,
that is, defined on a symplectic manifold M of (real)
dimension 2n is (Arnol’d–Liouville) completely
integrable if it admits n functions in involution
whose differentials are linearly independent (possi-
bly, generically on M). When M is a component of
the set of real points of an algebraic variety MC and
the symplectic form ! and Hamiltonian function H
are rational without poles on M, the concept of
algebraic complete integrability can be introduced.
For this condition to hold, we require that the vector
fields corresponding to the Hamiltonians in involu-
tion still have no poles on a compactification of the
fibers on MC.

Nonexample (Mumford 1984, x4). Consider

M ¼ R2; ! ¼ dx ^ dy; H ¼ x4 þ y4

Here a compactification of the fiber, the affine
curve x4 þ y4 = c, is the projective curve X4 þ
Y4 = cZ4, which is smooth (provided c 6¼ 0) and
has four points at infinity. The vector field XH

defined by H, XHc!= �dH, is tangent to the fiber
in the affine plane, but has a pole at infinity as can
be checked by a change of coordinates; 4 is the
lowest exponent for which this simple nonexample
works!

Note In the algebraically completely integrable
situation, the fibers are abelian varieties or exten-
sions of such by C�k for some power k. This gives
rise to the issues of variations of periods over the
base mentioned in the introductory overview.

The Neumann system is ACI, with integral tori
given by the Jacobians of the spectral curves:

� : �2 ¼ gð�Þ ¼
Y2gþ1

1

ð�� eiÞ ¼ UW þ V2

74 Integrable Systems and Algebraic Geometry



where

L ¼ eð�Þ

X qipi

�� ei

X p2
i

�� ei

1þ
X q2

i

�� ei
�
X qipi

�� ei

2
6664

3
7775

¼
V U

W �V

" #
; eð�Þ ¼

Ygþ1

1

ð�� eiÞ

U ¼
Yg

i¼1

ð�� �iÞ; ð�1; . . . ; �gÞ ‘‘elliptical spherical

coordinates’’

 ¼ 1;
U

V þ �

� �
eigenvector : L ¼ � 

divisor :
Xg

i¼1

ð�i;Vð�iÞÞ

Hitchin (1982) devised a geometrical model of the
spectral curve, a compact algebraic curve contained in
the surface T �P1, and its line bundles. He also provided
subsequently (1987) a dramatic generalization.

Hitchin’s construction, in the Neumann-system
example, highlights the following objects:

� L 2 H0(P1, End(E)�O(gþ 1)), E rank (r = )2
bundle over P1;
� T = total space of the line bundle O(gþ 1) over P1;
� �= tautological section: P1 ! T, where ~L� ~�I 2

H0(T, End(~E)� ~O(gþ 1)) (tildes denote pullback);
� �: det (~L� ~�I) = 0. The line bundle  (eigenvec-

tors) is defined as the kernel of ~L� ~�I; and
� the moduli space of spectral curves is a linear

system on the surface T. Fixing {e1, . . . , egþ1} in
the above example gives constraints that define it
as subsystem of a complete linear system, as well
as providing a Poisson structure on the whole
((2g� 1)þ g)-dimensional manifold (base =
curves, fiber = Jacobians) which reduces to the
standard

P
dpi ^ dqi. Equivalent to choosing a

section s 2 H0(P1,O(g� 1)� K�1
P1 ),

�

# r : 1

P1

s$ ðe1; . . . ; egþ1Þ
E! E�OP1ðgþ 1Þ $ L

ð� : 1Þ 2 P1

Generalizations

� P1 ! Riemann surface X of genus g > 1;
� E stable rank-r vector bundle over X. To give

a concrete example, we will take r = 2 and fix
det E ¼ OX:

Hitchin’s Abelianization Program

Fact (Hitchin). Every such bundle E over X can be
realized as the direct image of a line bundle over a
spectral curve �

r : I! X.

We introduce the moduli space M=
SUX(2,OX) = S-equivalence classes of E’s, E semi-
stable rank-2 bundle over X, det E =OX. The
dimension of M is 3g� 3.

Hitchin (1987) proved that T �M is ACI (gener-
ically, there exist 3g� 3 regular functions in involu-
tion with respect to the standard symplectic
structure, with invariant manifolds isomorphic to
Prym �, where � = spectral curve).

To recognize the analog of the features high-
lighted above, we recall that Kodaira–Spencer
deformation theory gives the following description
of the cotangent bundle: since a rank-r vector bundle
over X is determined by a 1-cocycle with values in
GL(r,OX), a first-order deformation of E is given by
a 1-cocycle with values in the associated bundle of
Lie algebras, hence by a class in H1(X, End(E)), so
the cotangent bundle has Serre-dual fiber
H0(X, E� E� � K).

Hitchin map (E,�) 2 T �M (Higgs field, trace zero,
� 2 H0(X, End0(E)� K)):

H:� 7! det� (more generally for any r � 2,
tr ^i � 2 H0(X, K�i)) i = 2, . . . , r;

� 7! �� defines Prym �,�2 = det� 2 H0(X, K�2)
defines �.

Explicit Hamiltonians for the Hitchin System

The cases in which X is genus 0 and 1 were solved
explicitly by Nekrasov (1996) using explicit parame-
trizations of the moduli spaces; this includes the case of
insertions (singular curves), yielding (elliptic) Gaudin
models. We report the solution for the genus-2 case
(van Geemen and Previato 1996).

Remark The map H projectivizes,

�H : PH0ðX;End0ðEÞ � KÞ ! PH0ðX;K�2Þ
detðc�Þ ¼ c2 det�

Coordinates on T �M can be given as follows :
� � Picg�1X = canonical theta divisor

� :M! j2�j ¼ P2g�1

E 7!DE ¼ f� 2 Picg�1X : h0ðE� �Þ > 0g

X hyperelliptic ) � is 2:1 except for g = 2 (every
point of M is fixed under the hyperelliptic
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involution), where Mffi P3. For a vector space V
the Euler sequence gives

PT �PV ffi I ¼ fðx; hÞ 2 PV � PV� : x 2 hg

In our case,

PV � PV� ¼ j2�j � j2�0j

Define six polynomial functions Hi on P3 � P3�

by the requirement: for generic q 2 P3, (Hi = 0) \
PTqP3 = ‘i [ ‘0i, the six pairs of bitangents to K \
PT�qP3, where K is the Kummer surface (the
remaining 16 bitangents are cut out by the tropes.)

Recall that the Grassmannian of lines in
P3, Gr(2, 4), is defined by an equation

P6
1 X2

i = 0
in Klein’s coordinates

ðX1 : . . . : X6Þ 2 P5

X1 ¼ p01 þ p23; X2 ¼ iðp01 � p23Þ

X3 ¼ iðp02 � p13Þ; X4 ¼ p02 þ p13

X5 ¼ p03 þ p12; X6 ¼ iðp03 � p12Þ

where pij = ZiWj �WjZi are Plücker’s coordinates
on the line

hðZ0 : . . . : Z3ÞðW0 : . . . : W3Þi � P3�

Using coordinates on the incidence variety I given
by the sections 	i of the bundle projection PT �P3 !
P3, �i : P3 ! PT �P3 = I � P3 � P3�, q 7! (q, �i(q)) =
(q, Xi(q, �)), explicitly given, for q = (x : y : z : t), by

�1 ¼ ðy : �x : t : �zÞ; �2 ¼ ðy : �x : �t : zÞ
�3 ¼ ðz : t : �x : �yÞ; �4 ¼ ðz : �t : �x : yÞ
�5 ¼ ðt : z : �y : �xÞ; �6 ¼ ðt : �z : y : �xÞ
xj ¼ Xjðh�iðqÞ; piÞ

Fact For a point q 2 P3, p 2 PT�qP3, p 62 �i(q), the
ith Klein coordinate of the line h�i(q), pi is zero and

p 2 ‘i [ ‘0i , Hiðp; qÞ ¼
X
j 6¼i

x2
j

�i � �j
¼ 0

with xj = Xj(h�i(q), pi).

Conclusion In an affine patch C3 �C3� 3 (q, p) =
((x : y : z : 1), (u : v : w : �(xuþ yvþ zw)))

Ha
i ðp; qÞ ¼

X
j 6¼i

Xjð�iðqÞ; pÞ2

�i � �j

give six Hitchin Hamiltonians, any three of which
are generically independent. The Ha

i have degree � 4
in x, y, z and are homogeneous of degree 2 in
u, v, w; they Poisson-commute with respect to
dx ^ duþ dy ^ dvþ dz ^ dw.

Example An example is constituted by

�2 ¼ ð�2 � 1Þð�2 � 4Þð�2 � 9Þ
ððx : y : z : 1Þ; ðu : v : w : �ðxuþ yvþ zwÞÞÞ
2 A3 � A3�

H1 ¼uvð�70xy� 32x3y� 18xy3� 10z� 32x2z

þ 18y2zÞ þ v2ð�9� 30y2� 16x2y2� 9y4� 32xy2

� 16z2Þ þ u2ð�16� 40x2� 16x4� 9x2y2þ 18xyz

� 9z2Þ þ vwð�18xþ 10xy2þ 10yz� 32x2yz

� 18y3z� 32xz2Þ þ uwð32yþ 10x2y� 10xz

� 32x2z� 18xy2zþ 18yz2Þ þw2ð�9x2� 16y2

þ 10xyz� 16x2z2� 9y2z2Þ

The concept of reduction and r-matrix have been
generalized to Hitchin systems. Notably, Hitchin later
showed that the Hamiltonians of the system appear as
symbols of a heat operator that corresponds to a
projectively flat connection, the quantization of the
moduli space of bundles, obtained by changing the
complex structure of the Riemann surface X.

Other Aspects

Special Functions

Special functions have also been traditionally signifi-
cant in both algebraic geometry and integrable
systems. Within the examples presented, elliptic
functions gave rise to surprisingly sophisticated the-
ories. The 1-wave solution encountered in the intro-
duction, u = 2}þ const. in the limit when one or both
periods of the Weierstrass function go to zero,
becomes exponential or rational, respectively. The
higher-genus analogs give rise to solitons, or rational
solutions. On the other hand, the KP solutions which
are doubly periodic in the x variable (‘‘elliptic
solitons’’) were classified by Krichever (cf. Dubrovin
et al. (2001)), as forming an ACI Hamiltonian system
(‘‘elliptic Calogero–Moser’’), which, 25 years later, is
still generating important work, with Hamiltonian

H ¼
Xn

i¼1

p2
1 þ

1

2

X
i 6¼j

}ðqi � qjÞ

(where } is the Weierstrass function of a lattice L
with associated elliptic curve X = C=L, q 2 X the
origin) and u = 2

Pn
i = 1 }(x� xi(t2, t3, . . . )) is a solu-

tion of the KP hierarchy for suitable time flows tj of
the system (t1 = x) and KP Baker function

 ðx;�Þ ¼ 
ð�� xÞ

ð�Þ � 
ðxÞ e

ð�ð�Þ�xÞ

The associated spectral curves have been classified in
moduli by Treibich and Verdier (cf. Treibich
(2001)); Krichever produced a two-field model as
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well as a universal Poisson structure for the system;
Donagi and Markman (1996) realized it as a
generalized Hitchin system.

More classically, elliptic potentials were the subject
of much study, in particular by Lamé and Hermite in
the nineteenth century and Ince in the twentieth; a
sample result due to Ince makes one feel like Alice in
Wonderland, who ‘‘knelt down and looked along the
passage into the loveliest garden you ever saw’’: the
Lamé operator L = �@2 þ a(aþ 1)}(x� x0) with
real, smooth potential is finite gap (namely, almost
all the periodic eigenvalues are double) iff a 2 Z (if a
is positive the number of gaps is a). A generalization
to several variables (due to Chalykh and Veselov),

L ¼ ��þ
X
�2Rþ

g�}ðh�; xiÞ

where Rþ is the set of positive roots for a simple complex
Lie algebra of rank n, h�,�i is some scalar product in
Rn, invariant under the action of the Weyl group, and
g� = m�(m� þ 1)h�, �i for some m� 2 Z, provides one
of the few known examples of quantum completely
integrable rings of differential operators in several
variables. Roughly speaking, this means that the
centralizer of L contains n operators with functionally
independent symbols, where n is the number of variables.

What is more, Chalykh et al. (2003) combine
differential Galois theory and elliptic function
theory to characterize (under some mild assump-
tions) the generalized Lamé operators that are
algebraically completely integrable: the differential
Galois group of the solutions is abelian.

Duality, Fourier–Mukai Transform, and Bispectrality

Duality is a concept imported from mathematical
physics; as a mathematical phenomenon, it has not
reached theoretical maturity. First observed in exam-
ples, as in Fock et al. (2000), where different definitions
of dual ACI Hamiltonian systems were given (action-
angle, action–action, and quantum), it resurfaced for
the Hitchin system, in more than one guise, whether it
be an interchange of position and momentum variables
(Gawȩdzki and Tran-Ngoc-Bich 1998) or a duality
between the Lagrangian tori that fiber two such
systems, coming from a Fourier–Mukai transform,
namely a twist by the (universal) Picard line bundle:

P
#

JacðXÞ � ðH0ðX;KÞ ¼ T�JacðXÞÞ
Notably, the Picard bundle was used by Nakayashiki

to give a spectacular generalization of the Burchnall–
Chaundy result for a genus-2 curve X (more generally,
Jac(X) is replaced by a generic abelian variety in the
statement): the coordinate ring of Jac(X)��X is the

common spectrum of a ring of commuting (g!� g!)
matrix partial differential operators in g variables. The
Fourier transform allowed him to extend Sato’s corre-
spondence @�1 $ z and giveF a unique (free, rank-g!)
DJac(X)-module structure, whereF is a suitable coherent
sheaf over Jac(X) generalizing the Baker function.

In this model, the interchange of the x and z
variables is known as bispectrality (cf. Grünbaum
(2001)): a somewhat narrower question is a char-
acterization of the differential operators L in x for
which there exists a differential operator B in k and
a common eigenfunction:

L ðx; kÞ ¼ f ðkÞ ðx; kÞ
B ðx; kÞ ¼ �ðxÞ ðx; kÞ

(

for some functions f , �, typically polynomial. This
question proved to be related with the KP hierarchy
and isomonodromy deformations. When to a hier-
archy there is associated an ACI Hamiltonian system
(as in the Neumann case shown above), bispectrality
may produce a dual system, in a sense related to the
ones discussed, but somewhat mysteriously so.

Conclusion

Many important mathematical topics and individual
contributions regrettably have to go unmentioned in
an article of this length. The aim was to illustrate
by simplest examples the geometric nature of
integrable systems and equations, in the areas of
spectral curves, moduli of vector bundles over them,
Grassmann manifolds, special functions, Poisson
geometry, representation theory, as well as mention
constructions that are not yet complete, such as
spectral varieties of higher dimension, dualities
sweeping vaster moduli spaces, and quantization.

See also: Billiards in bounded convex domains;
�@-Approach to Integrable Systems; Functional Equations
and Integrable Systems; Integrable Systems and
Discrete Geometry; Integrable Systems and Recursion
Operators on Symplectic and Jacobi Manifolds;
Integrable Systems and the Inverse Scattering Method;
Integrable Systems in Random Matrix Theory; Integrable
Systems: Overview; Multi-Hamiltonian Systems;
Recursion Operators in Classical Mechanics; Riemann–
Hilbert Methods in Integrable Systems; Solitons and Kac–
Moody Lie Algebras.
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Introduction

Although the main subject of this article is the
connection between integrable discrete systems and
geometry, we feel obliged to begin with the
differential part of the relation.

Classical Differential Geometry
and Integrable Systems

The oldest (1840) integrable nonlinear partial
differential equation recorded in literature is the
Lamé system

@2Hi

@uj@uk
� 1

Hj

@Hj

@uk

@Hi

@uj
� 1

Hk

@Hk

@uj

@Hi

@uk
¼ 0;

i; j; k distinct ½1�

@

@uk

1

Hk

@Hj

@uk

� �
þ @

@uj

1

Hj

@Hk

@uj

� �
þ 1

H2
i

@Hj

@ui

@Hk

@ui
¼ 0 ½2�

describing orthogonal coordinates in the three-
dimensional Euclidean space E3 (indices i, j, k range
from 1 to 3). Already in 1869, it was found by
Ribaucour that the nonlinear Lamé system possesses a
discrete symmetry enabling to construct, in a linear
way, new solutions of the system from the old ones. He
gave also a geometric interpretation of this symmetry
in terms of certain spheres tangent to the coordinate
surfaces of the triply orthogonal system. In 1918,
Bianchi showed that the result of superposition of the
Ribaucour transformations is, in a certain sense,
independent of the order of their composition.

Such properties of a nonlinear equation are
hallmarks of its integrability, and indeed, the Lamé
system was solved using soliton techniques in
1997–98. The above example illustrates the close
connection between the modern theory of integrable
partial differential equations and the differential
geometry of the turn of the nineteenth and twentieth
centuries. A remarkable property of certain para-
metrized submanifolds (and then of the correspond-
ing equations) studied that time is that they allow
for transformations which exhibit the so-called
‘‘Bianchi permutability property.’’ Such transforma-
tions called, depending on the context, the Darboux,
Calapso, Christoffel, Bianchi, Bäcklund, Laplace,
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Koenigs, Moutard, Combescure, Lévy, Goursat,
Ribaucour, or the fundamental transformation of
Jonas, can be geometrically described in terms of
certain families of lines called line congruences.

In the connection between integrable systems and
differential geometry, a distinguished role is played
by the multidimensional conjugate nets, described by
the Darboux system, which is just the first part [1] of
the Lamé system with indices ranging form 1 to N �
3. On the level of integrable systems, this dominant
role has the following explanation: the Darboux
system, together with equations describing isoconju-
gate deformations of the net, forms the multicompo-
nent Kadomtsev–Petviashvilii (KP) hierarchy, which
is viewed as a master system of equations in soliton
theory. In fact, in appropriate variables, the whole
multicomponent KP hierarchy can be rewritten as an
infinite system of the Darboux equations.

Transition to the Discrete Domain

The recent progress in studying discrete integrable
systems showed that, in many respects, they should be
considered as more fundamental than their differential
counterparts. Consequently, the natural problem of
extending the geometric interpretation of integrable
partial differential equations to the discrete domain
arose, leading not only to the transition to the discrete
domain of many results on the connection between the
differential geometry and integrable systems, but also –
and this seems to be even more important – to the
description of integrability in a very elementary and
purely geometric way.

At the level of integrable equations, the transition
‘‘from differential to discrete’’ often makes formulas
more complicated and longer. On the contrary, at the
geometric level, in such a transition the properties of
discrete submanifolds, relevant to their integrability,
become simpler and more transparent. Indeed, the
mathematics necessary to understand the basic ideas of
the integrable discrete geometry does not exceed the
‘‘ruler and compass constructions,’’ and many proofs
can be performed using elementary incidence geometry.

We will concentrate our attention on the multi-
dimensional lattice made from planar quadrilaterals,
which is the discrete analog of a conjugate net. Together
with the discussion of its properties, which are the core
of the geometric integrability, we briefly present the
analytic methods of construction of these lattices and
we also describe some basic multidimensional integr-
able reductions of them. Then we discuss integrable
discrete surfaces; some of them have been found in the
early period of the ‘‘case-by-case’’ studies. We shall
however try to present them, from a unifying perspec-
tive, as reductions of the quadrilateral lattice (QL).

Multidimensional Integrable Lattices

The Quadrilateral Lattice

An N-dimensional lattice x : ZN!RM is a lattice
made from planar quadrilaterals, or a quadrilateral
lattice (QL) in short, if its elementary quadrilaterals
{x, Tix, Tjx, TiTjx} are planar; that is, iff the follow-
ing system of discrete Laplace equations is satisfied:

�i�jx ¼ ðTiAijÞ�ixþ ðTjAjiÞ�jx;

i 6¼ j; i; j ¼ 1; . . . ;N ½3�

where Aij : ZN!R are functions of the discrete
variable; here Ti is the translation operator in the ith
direction, and �i = Ti � 1 is the corresponding
difference operator. For simplicity, we work here
in the affine setting neglecting projective geometric
aspects of the theory.

The geometric integrability scheme In the case
N = 2 the definition [3] allows one to uniquely
construct, given two discrete curves intersecting in a
common vertex and two functions A12, A21 : Z2!R,
a quadrilateral surface. For N > 2 the planarity
constraints [3] are instead compatible if and only if
the geometric data Aij satisfy the nonlinear system

�kAij þ ðTkAijÞAik

¼ ðTjAjkÞAij þ ðTkAkjÞAik

i; j; k distinct ½4�

This constraint has a very simple interpretation: in
building the elementary cube (see Figure 1), the
seven points x, Tix, Tjx, Tkx, TiTjx, TiTkx, and
TjTkx (i, j, k are distinct) determine the eighth point
TiTjTkx as the unique intersection of three planes in
the three-dimensional space.

The connection of this elementary geometric point
of view with the classical theory of integrable
systems is transparent: the planarity constraint
corresponds to the set of linear spectral problems
[3] and the resulting QL is characterized by the
nonlinear equations [4], arising as the compatibility
conditions for such spectral problems. Since the QL
equations [4] are a master system in the theory of
integrable equations, planarity can be viewed as the
elementary geometric root of integrability. The idea

Ti x
x

Tk x

Tj x
TiTj x

TiTjTk x

Figure 1 The geometric integrability scheme.
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that integrability be associated with the consistency
of a geometric (and/or algebraic) property when
increasing the dimensionality of the system is
recurrent in the theory of integrable systems.

Other forms of the Darboux system The i $ j
symmetry of the RHS of eqns [4] implies the
existence of the potentials Hi : ZN!R (the Lamé
coefficients) such that

Aij ¼
�jHi

Hi
; i 6¼ j ½5�

and then eqns [4] take the form

�k�jHi � Tj
�kHj

Hj

� �
�jHi

� Tk
�jHk

Hk

� �
�kHi ¼ 0; i; j; k distinct ½6�

which is the discrete version of the first part [1] of
the Lamé system.

The Lamé coefficients allow to define the suitably
normalized tangent vectors X i : ZN!RM by equations

�ix ¼ ðTiHiÞX i ½7�

and the functions Qij : ZN!R, i 6¼ j, (the rotation
coefficients) by equations

�iHj ¼ ðTiHiÞQij; i 6¼ j ½8�

Then eqns [3] and [6] can be rewritten in the first-
order form

�jX i ¼ ðTjQijÞX j; i 6¼ j ½9�

�kQij ¼ ðTkQikÞQkj; i; j; k distinct ½10�

The discrete Darboux system [10] implies the
existence of other potentials �i defined by the
compatible equations

Tj�i

�i
¼ 1� ðTiQjiÞðTjQijÞ; i 6¼ j ½11�

The i $ j symmetry of the RHS of eqns [11] implies
the existence of yet another potential � : ZN!R,

�i ¼
Ti�

�
½12�

which is called the �-function of the QL. In terms of
the �-function, and of the functions

�ij ¼ �Qij; i 6¼ j ½13�

whose geometric interpretation will be given in a
later section, the discrete Darboux equations take
the following Hirota-type form:

ðTiTj�Þ� ¼ ðTi�ÞTj� � ðTi�jiÞTj�ij; i 6¼ j ½14�

ðTk�ijÞ� ¼ ðTk�Þ�ijþðTk�ikÞ�kj; i; j; k distinct ½15�

Analytic Methods

We will show how one can construct large classes of
solutions of the discrete Darboux equations and the
corresponding QLs using two basic analytical
methods of the soliton theory: the �@-dressing
method and the algebro-geometric techniques.

The �@-dressing method Consider the nonlocal
�@-problem

�@�ðzÞ þ ðR̂�ÞðzÞ ¼ �@�ðzÞ

lim
jzj!1

�ðzÞ � �ðzÞð Þ ¼ 0
½16�

where �@= @=@�z, R̂ is the integral operator

ðR̂�ÞðzÞ ¼
Z

C

Rðz; z0Þ�ðz0Þ dz0 ^ d�z0

and �(z) is a given rational function of z.
Let Q�i 2 C, i = 1, . . . , N be pairs of distinct points

of the complex plane, which define the dependence
of the kernel R on the discrete variable n 2 ZN:

Rðz; z0; nÞ ¼
YN
i¼1

z�Qþi
z�Q�i

� �ni

� R0ðz; z0Þ
YN
i¼1

z0 �Q�i
z0 �Qþi

� �ni

We consider only kernels R0(z, z0) such that the
nonlocal �@-problem is uniquely solvable. If �(z; n) is
the unique solution with the canonical normal-
ization �= 1, then the function

 ðz; nÞ ¼ �ðz; nÞ
YN
i¼1

z�Q�i
z�Qþi

� �ni

satisfies the system of the Laplace equations [3] with
the Lamé coefficients given by

HiðnÞ ¼ lim
z!Qþ

i

z�Qþi
z�Q�i

� �ni

 ðz; nÞ
� �

By construction, the system of such Laplace equa-
tions is compatible, therefore the Lamé coefficients
satisfy eqns [6]. To various n-independent measures
d�a on C there correspond coordinates

xaðnÞ ¼
Z

C

 ðz; nÞd�aðzÞ

of a QL x, having Hi(n) as the Lamé coefficients. To
have real lattices, the kernel R0, the points Q�i , and
the measures d�a should satisfy certain additional
conditions.

One can find a similar interpretation of the
normalized tangent vectors X i and of the rotation
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coefficients Qij. If �i(z; n) are the unique solutions of
the nonlocal �@-problem [16] with the normalizations

�iðz; nÞ ¼ Qþi �Q�i
z�Qþi

� � YN
k¼1;k 6¼i

Qþi �Qþk
Qþi �Q�k

 !nk

then the functions  i(z; n), defined by

 iðz; nÞ ¼
YN
k¼1

z�Q�k
z�Qþk

 !nk

�iðz; nÞ

satisfy the direct analog of the linear problem [9],

�j iðz; nÞ ¼ ðTjQijðnÞÞ jðz; nÞ; i 6¼ j ½17�

where

QijðnÞ ¼ lim
z!Qþ

j

z�Qþj
z�Q�j

 !nj

 iðz; nÞ
 !

Again, by construction, eqns [17] are compatible
and the functions Qij(n) satisfy the discrete Darboux
equations [10]. The functions

Xa
i ðnÞ ¼

Z
C

 iðz; nÞ d�aðzÞ

are coordinates of the normalized tangent vectors X i

of the QL x constructed above.

The algebro-geometric techniques Given a compact
Riemann surface R of genus g, consider a nonspecial
divisor D =

Pg
�= 1 P�. Choose N pairs of points Q�i 2

R and the normalization point Q1. Given n 2 ZN,
there exists a unique Baker–Akhiezer function  (n),
defined as a meromorphic function on R, with the
following analytical properties: (1) as a function of P 2
R n [N

i = 1Q�i ,  (n) may have as singularities only
simple poles in the points of the divisor D; (2) in the
points Q�i function (n) has poles of the order�ni; and
(3) in the point Q1 function  (n) is normalized to 1.

When z�i (P) is a local coordinate on R centered at
Q�i , then condition (2) implies that the function  (n)
in a neighborhood of the point Q�i is of the form

 ðP; nÞ ¼ z�i ðPÞ
� ��ni

X1
s¼0

�i
s;�ðnÞ z�i ðPÞ

� �s

 !
½18�

The Baker–Akhiezer function, as a function of the
discrete variable n 2 ZN, satisfies the system of
Laplace equations [3] with the Lamé coefficients
Hi(n) = �i

0,þ(n).
Again, by construction, the Lamé coefficients

satisfy eqns [6]. To various n-independent measures
d�a on R there correspond coordinates

xaðnÞ ¼
Z
R
 ðP; nÞ d�aðPÞ

of a QL x.

We present the expression of the Baker–Akhiezer
function and of the �-function of the QL in terms of
the Riemann theta functions. Let us choose on R the
canonical basis of cycles {a1, . . . , ag, b1, . . . , bg} and
the dual basis {!1, . . . ,!g} of holomorphic differen-
tials on R, that is,

H
aj
!k = 	jk. Then the matrix B of

b-periods defined as Bjk =
H

bj
!k is symmetric and

has positively defined imaginary part. Denote by
!PQ the unique differential holomorphic in
Rn{P, Q} with poles of the first order in P, Q and
residues, correspondingly, 1 and �1, which is
normalized by conditions

H
aj
!PQ = 0. The Riemann

function 
(z; B), z 2 Cg, is defined by its Fourier
expansion


ðz; BÞ ¼
X

m2Zg

exp �ihm;Bmi þ 2�ihm; zif g

where h� , �i denotes the standard bilinear form in Cg.
Finally, the Abel map A is given by A(P) =
(
R P

P0
!1, . . . ,

R P
P0
!g), where P0 2 R, and the Riemann

constants vector K is given by

Kj ¼
1þ Bjj

2
�
X
k 6¼j

I
ak

!kðPÞAjðPÞ!j

� �
;

j ¼ 1; . . . ; g

The explicit form of the vacuum Baker–Akhiezer
function  can be written down with the help of the
theta functions as follows:

 ðn;PÞ ¼

 AðPÞ þ

PN
k¼1 nk A Q�k

� �
� A Qþk

� �� �
þ Z

� �


 AðQ1Þ þ
PN

k¼1 nk A Q�k
� �

� A Qþk
� �� �

þ Z
� �

� 
 AðQ1Þ þ Zð Þ

 AðPÞ þ Zð Þ exp

XN
k¼1

nk

Z P

Q1

!Q�
k

Qþ
k

 !

where Z = �
Pg

j = 1 A(Pj)� K.
Denote by r�kj and s�kj the constants in the

decomposition of the abelian integrals near the
point Q�jZ P

P0

!Q�
k

Qþ
k
¼

P!Q�j �	kj log z�j ðPÞ þ r�kj þO z�j ðPÞ
� �

Z P

P0

!Q1Qþ
k
¼

P!Q�j �	kj	þ� log z�j ðPÞ þ s�kj þO z�j ðPÞ
� �

Then the expression of the �-function of the QL within
the subclass of algebro-geometric solutions reads

�ðnÞ

¼ 

XN
k¼1

nk A Q�k
� �

� A Qþk
� �� �

þ AðQ1Þ þ Z

 !

�
YN

k;j¼1

�
nknj

kj

YN
k¼1

�nk

k
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where

�kj¼ exp
r�kj � rþkj

2

 !
¼ �jk

�k¼
1

�kk


 A Qþk
� �

þ Z
� �

 A Q�k

� �
þ Z

� � exp s�kk � sþkk

� �

Finally, we remark that the geometric integrability
scheme and the algebro-geometric methods work
also in the finite fields setting, giving solutions of the
corresponding integrable cellular automata.

The Darboux-Type Transformations

We present the basic ideas and results of the theory
of the Darboux-type transformations of the multi-
dimensional QL.

Line congruences and the fundamental transformation
To define the transformations we need to define
first N-dimensional line congruences (or, simply,
congruences), which are families of lines in RM

labeled by points of ZN with the property that any
two neighboring lines l and Til, i = 1, . . . , N, are
coplanar and therefore (eventually in the projective
extension PM of RM) intersect.

The QL F (x) is a fundamental transform of the QL
x if the lines connecting the corresponding points of
the lattices form a congruence. The superposition of a
number of fundamental transformations can be
compactly formulated in the vectorial fundamental
transformation. The data of the vectorial fundamental
transformation are: (1) the solution Y i : ZN!V, V
being a linear space, of the linear system [9]; (2) the
solution Y	i : ZN! V	, V	 being the dual of V, of the
linear system [8]. These allow to construct the linear
operator-valued potential W(Y , Y	) : ZN!L(V),
defined by the following analog of eqn [7]:

�i WðY ;Y	Þ ¼ Y i 
 TiY
	
i

� �
; i ¼ 1; . . . ;N ½19�

Similarly, one defines W(X , Y	) : ZN!L(V, RM) and
W(Y , H) : ZN!V. The transforms of the lattice x
and other related functions are given by

FðxÞ ¼ x�WðX ;Y	ÞWðY ;Y	Þ�1WðY ;HÞ
FðHiÞ ¼ Hi � Y	i WðY ;Y	Þ�1WðY ;HÞ;

i ¼ 1; . . . ;N

FðX iÞ ¼ X i �WðX ;Y	ÞWðY ;Y	Þ�1Y i;

i ¼ 1; . . . ;N

FðQijÞ ¼ Qij � Y	j WðY ;Y	Þ�1Y i;

i; j ¼ 1; . . . ;N; i 6¼ j

Fð�iÞ ¼ �i 1þ TiY
	
i

� �
WðY ;Y	ÞY i

� �
;

i ¼ 1; . . . ;N

Fð�Þ ¼ � det WðY ;Y	Þ

Notice that, by the coplanarity of any two neighbor-
ing lines of the congruence, also the quadrilaterals
{x, Tix,F (x),F (Tix)} are planar (see Figure 2). Then
the construction of the transformed lattice mimics
the geometric integrability scheme. In consequence,
any quadrilateral

{x; F 1ðxÞ; F 2ðxÞ; F 1 F 2ðxÞð Þ=F 2 F 1ðxÞð Þ}

is planar as well. Therefore, on the discrete level,
there is no difference between the lattice coordinate
directions and the fundamental transformation direc-
tions. The distinction becomes visible in the limit
from the QL to the conjugate net. Therefore, the
vectorial description of the superposition of the
fundamental transformations not only implies their
permutability but also provides the explanation of the
validity of the practical rule of ‘‘integrable discretiza-
tion by Darboux transformations.’’

The Lévy and Combescure transformations It is
easy to see that the family ti of lines passing through
the points x and Tix of a QL forms a congruence,
called the ith tangent congruence of the lattice.
When the congruence of the transformation is the
ith tangent congruence of the lattice x, then the
corresponding reduction of the fundamental trans-
formation is called the ‘‘Lévy transformation’’ Li.

It turns out that, for a generic congruence l, the lattice
made from intersection points of the lines l and T�1

i l is a
QL, called the ith focal lattice of the congruence. When
the fundamental transform of the lattice x is the ith focal
lattice of the transformation congruence, then the
corresponding reduction of the fundamental transfor-
mation is called the ‘‘adjoint Lévy transformation’’ L	i .

Both Lévy transformations use only a half of the
fundamental transformation data, and the corre-
sponding reduction formulas (in the scalar case) for
the lattice points read as follows:

LiðxÞ ¼ x� X iðYiÞ�1WðY;HÞ
L	i ðxÞ ¼ x�WðX ;Y	Þ ðY	i Þ

�1Hi

x
Ti 

x

l Ti 
l

(x)

Ti     i  
(x)

TiTj    (x 
)

i 
(x

 
)

*

Figure 2 The fundamental transformation as the binary

transformation.
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Notice that the composition of the Lévy and the
adjoint Lévy transformations gives (see Figure 2) the
fundamental transformation, also called, for this
reason, the binary transformation.

Another reduction of the fundamental transforma-
tion, important from a technical point of view, is the
‘‘Combescure transformation,’’ in which the tangent
lines of the transformed lattice C(x) are parallel to those
of the lattice x. The transformation formula reads

CðxÞ ¼ x�WðX ;Y	Þ

where only the solution Y	 of the adjoint linear
system [8], necessary to build the transformation
congruence, is needed.

The Laplace transformations and the geometric
meaning of the Hirota equation The Laplace
transform Lij(x), i 6¼ j, of the QL x is the jth focal
lattice of its ith tangent congruence (see Figure 3). It
is uniquely determined once the lattice x is given.
The transformation formulas of the lattice points
and of the �-function read as follows:

LijðxÞ ¼ x� 1

Aji
�ix ½20�

Lijð�Þ ¼ �ij ¼ �Qij ½21�

The superpositions of Laplace transformations
satisfy the following identities

Lij � Lji ¼ id

Ljk � Lij ¼ Lik

Lki � Lij ¼ Lkj

which allow to identify them with the Schlesinger
transformations of the monodromy theory.

In the simplest case N = 2 one obtains the
so-called Laplace sequence of two-dimensional QLs

x‘ ¼ L‘12ðxÞ; �‘ ¼ L‘12ð�Þ
L�1

12 ¼ L21; ‘ 2 Z

Equations [14] and [21] imply that the �-functions
of the Laplace sequence satisfy the celebrated Hirota
equation (the fully discrete Toda system)

�‘T1T2�‘ ¼ ðT1�‘ÞðT2�‘Þ � ðT1�‘�1ÞðT2�‘þ1Þ

Distinguished Integrable Reductions

We will present here basic reductions of the multi-
dimensional QL. The geometric criterion for their
integrability is the compatibility with the geometric
integrability scheme.

The circular lattices and the Ribaucour congruences
QLs ZN!EM for which each quadrilateral is
inscribed in a circle are called ‘‘circular’’ lattices.
They are the integrable discrete analogs of submani-
folds parametrized by curvature coordinates (e.g.,
the orthogonal coordinate systems described by the
Laméequations [1]–[2]).

The integrability of circular lattices is the consequence
of the fact that if the three ‘‘initial’’ quadrilaterals
{x, Tix, Tjx, TiTjx}, {x, Tix, Tkx, TiTkx}, {x, Tjx, Tkx,
TjTkx} are circular, then also the three new quadri-
laterals constructed by adding the vertex TiTjTkx
are circular as well (see Figure 4). In fact, all the
eight vertices belong to a sphere, and, in consequence,
all the vertices of any K-dimensional, K = 2, . . . , N,
elementary cell belong to a (K � 1)-dimensional sphere.

There are various equivalent algebraic descrip-
tions of the circular lattices:

1. the normalized tangent vectors X i satisfy the
constraint

X i � TiX j þ X j � TjX i ¼ 0; i 6¼ j

2. the scalar function x � x : ZN!R satisfies the
Laplace equations [3] of the lattice x;

3. the functions X�i = (xþ Tix) � X i : ZN!R satisfy
the same linear system [9] as the normalized
tangent vectors X i; and

4. the functions X i � X i : ZN!R satisfy eqns [11]
and thus can serve as the potentials �i.

The Ribaucour transformation R is the restriction
of the fundamental transformation to the class of
circular lattices such that also the ‘‘side’’ quadrilat-
erals {x, Tix,R(x),R(Tix)} are circular. Again there
is no geometric difference between the lattice
directions and the Ribaucour transformation direc-
tion. Moreover, the quadrilaterals {x,R1(x),

ij 
(x)

Ti     ij 
(x

 
)

Ti x

Tj x TiTj x
Tj      ij (x )

Tj   x

x

–1

Figure 3 The Laplace transformation Lij .
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x

x
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Figure 4 The geometric integrability of circular lattices.
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R2(x),R1(R2(x)) =R2(R1(x))} are circular as well.
In consequence, the vertices of the elementary K-cells,
K = 2, . . . , N, of the circular lattice and the correspond-
ing vertices of its Ribaucour transform are contained in
a K-dimensional sphere. Finally, for K = N, one obtains
a special ZN family of N-dimensional spheres, called
the Ribaucour congruence of spheres.

Algebraically, the Ribaucour transformation
needs only a half of the data (necessary to build
the congruence) of the fundamental transformation.
The data of the vectorial Ribaucour transformation
consists of the solution Y	i : ZN!V	, of the linear
system [8]. Then, because of the circularity con-
straint, Y i : ZN!V given by

Y i ¼ WðX ;Y	Þ þ TiWðX ;Y	Þð ÞTX i

is a solution of the linear system [9], and the constraints

WðY ;HÞ þWðX�;Y	ÞT ¼ 2 WðX ;Y	ÞTx

WðY ;Y	Þ þWðY ;Y	ÞT ¼ 2 WðX ;Y	ÞTWðX;Y	Þ

are admissible.
We remark that the above constraints have a simple

geometric meaning when one considers the circular
lattices in EM as the stereographic projections of QLs
in the Möbius sphere SM; that is, as a special case of
QLs subjected to quadratic constraints.

The symmetric lattice Given a QL x with rotation
coefficients Qij and potentials �i given by [11], then
the functions ~Qij, defined by equation

�jTj
~Qij ¼ �iTiQji; i 6¼ j

and called, because of their geometric interpretation,
the backward rotation coefficients, satisfy the
Darboux system [10] as well. A QL is called
symmetric if its forward rotation coefficients Qij

are also its backward rotation coefficients. Again the
constraint is compatible with the geometric integr-
ability scheme, that is, it propagates in the construc-
tion of the lattice. One can show that a QL is
symmetric if and only if its rotation coefficients
satisfy the following trilinear constraint:

ðTiQjiÞðTjQkjÞðTkQikÞ¼ ðTjQijÞðTiQkiÞðTkQjkÞ
i; j; k distinct

To obtain the corresponding reduction of the
fundamental transformation we again need only half
of the data. Given a solution Y	i : ZN!V	, of the
linear system [8], then, because of the symmetric
constraint, Y i : ZN!V, defined by

Y i¼ �iðTiY
	ÞT

is the solution of the linear system [9]; notice that,
equivalently, we could start from Y i. The constraint

WðY ;Y	Þ¼WðY ;Y	ÞT

is then admissible and gives a new symmetric lattice.
There are other multidimensional reductions of

the QL like, for example, the D-invariant and
Egorov lattices or discrete versions of immersions
of spaces of constant negative curvature. We remark
that the transformations and reductions discussed
above have also a clear interpretation on the level of
the analytic methods.

Integrable Discrete Surfaces

In this section we present some distinguished examples
of discrete integrable surfaces. Notice that, although
the geometric integrability scheme is meaningless for
N = 2, it can be applied indirectly, by considering the
discrete surfaces, together with their transformations,
as sublattices of multidimensional lattices.

We remark also that one can consider integrable
evolutions of discrete curves, which give equations
of the Ablowitz–Ladik hierarchy, and the corre-
sponding integrable spin chains.

Discrete Isothermic Nets

An isothermic lattice is a two-dimensional circular
lattice x : Z2!EM with harmonic quadrilaterals;
that is, given x, T1x and T2x, then the point T1T2x
is the intersection of the circle (passing through
x, T1x and T2x) and the line passing through x and
the meeting point of the tangents to the circle at T1x
and T2x (see Figure 5). Therefore, given two discrete
curves intersecting in the common vertex x0, the
unique isothermic lattice can be found using the
above ‘‘ruler and compass’’ construction.

Algebraically the reduction looks as follows. Any
oriented plane in EM can be identified with the
complex plane C. Given any four complex points
z1, z2, z3, and z4, their complex cross-ratio is defined by

qðz1; z2; z3 ; z4Þ¼
ðz1 � z2Þðz3 � z4Þ
ðz2 � z3Þðz4 � z1Þ

x

T1x

T1T2xT2x

Figure 5 Elementary quadrilaterals of the isothermic lattice.
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One can show that the cross-ratio is real if and only
if the four points are cocircular or collinear. In
particular, a harmonic quadrilateral with vertices
numbered anticlockwise has cross-ratio equal to �1.
Therefore, abusing the notation (it can be forma-
lized using Clifford algebras), the isothermic lattice
is defined by the condition

qðx;T1x;T1T2x;T2xÞ ¼ �1

We remark that the definition of isothermic lattices
can be slightly generalized allowing for the above
cross-ratio to be a ratio of two real functions of
single discrete variables.

The restriction of the Ribaucour transformation
to the class of isothermic lattices, named after
Darboux who constructed it for isothermic surfaces,
has as its data a real parameter � and the starting
point D(x0), and can be described as follows. Given
the elementary quadrilateral {x, T1x, T2x, T1T2x}
of the isothermic lattice, and given the point D(x),
then the points D(T1x) and D(T2x) belong to the
corresponding planes and are constructed from
equations

qðx;DðxÞ;DðT1xÞ;T1xÞ ¼ �
qðx;DðxÞ;DðT2xÞ;T2xÞ ¼ ��

It turns out that the point D(T1T2x), constructed by
the application of the geometric integrability
scheme, is such that the quadrilateral {D(x),
D(T1x),D(T2x), D(T1T2x)} is harmonic. Moreover,
the construction of the Darboux transformation is
compatible; that is, the new side quadrilaterals have
the correct cross-ratios � and ��.

There are various integrable reductions of the
isothermic lattice, for example, the constant mean
curvature lattice and the minimal lattice.
Asymptotic Lattices and Their Reductions

An asymptotic lattice is a mapping x : Z2!R3 such
that any point x of the lattice is coplanar with its
four nearest neighbors T1x, T2x, T�1

1 x, T�1
2 x (see

Figure 6). Such a plane is called the tangent plane
of the asymptotic lattice in the point x.

It can be shown that any asymptotic lattice x can
be recovered from its suitably rescaled normal (to
T1x
x

T1  x

T2x

–1 

T2  x
–1 

Figure 6 Asymptotic lattices.
the tangent plane) field N : Z2!R3 via the discrete
analog of the Lelieuvre formulas

�1x ¼ ðT1NÞ �N; �2x ¼ N � ðT2NÞ ½22�

By the compatibility of the Lelieuvre formulas, the
normal field N satisfies the discrete Moutard
equation

T1T2N þN ¼ FðT1N þ T2NÞ ½23�

for some potential F : Z2!R.
Given a scalar solution 
 of the Moutard equation

[23], a new solution M(N) of the Moutard
equation, with the new potential

MðFÞ ¼ ðT1
ÞðT2
Þ
ðT1T2
Þ


F

can be found via the Moutard transformation
equations

MðT1NÞ �N ¼ 


T1

ðMðNÞ � T1NÞ ½24�

MðT2NÞ �N ¼ 


T2

ðMðNÞ � T2NÞ ½25�

Now, via the Lelieuvre formulas [22], one can
construct a new asymptotic lattice M(x) = x�
M(N)�N. The lines connecting corresponding points
of the asymptotic lattices x and M(x) are tangent to
both lattices. Such a Z2-family of lines in R3 is called
Weingarten (or W for short) congruence. Notice that
this is not a congruence as considered earlier.

Various integrable reductions of asymptotic lat-
tices are known in the literature: pseudospherical
lattices, asymptotic Bianchi lattices and isothermally
asymptotic (or Fubini–Ragazzi) lattices, and discrete
(proper and improper) affine spheres.

Formally, the Moutard transformation is a reduc-
tion of the (projective version of the) fundamental
transformation for the Moutard reduction of the
Laplace equation. However, the geometric relation
between asymptotic lattices and QLs is more subtle
and the geometric scenery of this connection is the line
geometry of Plücker. Straight lines in R3 � P3 are
considered there as points of the so-called Plücker
quadric QP � P5. A discrete asymptotic net in P3,
viewed as the envelope of its tangent planes, corre-
sponds to a congruence of isotropic lines inQP, whose
focal lattices represent the asymptotic directions. The
discrete W-congruences are represented by two-
dimensional QLs in the Plücker quadric.

The Koenigs Lattice

A two-dimensional QL x : Z2!PM is called a
Koenigs lattice if, for every point x of the lattice,



x1

x
T1x

T2x

T2x1

T 2 
x1

T1  x  
–1 

T2  x
–1 

2

T 1 x –1

x –1

2

T1x –1

Figure 7 The Koenigs lattice.
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the six points x�1, Tix�1, T2
i x�1, i = 1, 2, of its

Laplace transforms belong to a conic (see Figure 7).
The nonlinear constraint in definition of the Koenigs
lattice can be linearized, with the help of the Pascal
‘‘mystic hexagon’’ theorem, to the form that the line
passing through x and T1T2x, the line passing
through x1 and T2

1x�1, and the line passing through
x�1 and T2

2x1 intersect in a point.
Algebraically, the geometric Koenigs lattice con-

dition means that the Laplace equation of the lattice
in homogeneous coordinates x : Z2!RMþ1

	 can be
gauged into the form

T1T2xþ x ¼ T1ðFxÞ þ T2ðFxÞ ½26�

It turns out that, if N is a solution of the Moutard
equation [23], then x = T1N þ T2N satisfies the
Koenigs lattice equation. Therefore, the algebraic
theory of the discrete Koenigs lattice equation [26],
its (Koenigs) transformation, and the permutability
of the superpositions of such transformations is
based on the corresponding theory for the Moutard
equation [23].

Geometrically, the Koenigs lattices are selected
from the QLs as follows. Given a two-dimensional
QL x : Z2!PM and given a congruence l with lines
passing through the corresponding points of the
lattice. Denote by yi = T�1

i l \ l, i = 1, 2, points of the
focal lattices of the congruence. For every line l,
denote by { the unique projective involution exchan-
ging yi with Tiyi. If, for every congruence l, the
lattice K(x) : Z2!PM, with points K(x) = {(x), is a
QL, then the lattice x is a Koenigs lattice. The above
construction gives also the corresponding reduction
of the fundamental transformation.

A distinguished reduction of the Koenigs lattice is
the quadrilateral Bianchi lattice. The natural con-
tinuous limit of the corresponding equation is
equivalent to the Bianchi (or hyperbolic Ernst)
system describing the interaction of planar gravita-
tional waves.
Discrete Two-Dimensional Schrödinger Equation

In the previous sections we have discussed examples
of integrable discrete geometries described by
equations of hyperbolic type. Below we present
some results associated with the elliptic case; it is
remarkable that the QL provides a way to connect
these two subjects.

Consider a solution N : Z2!R3 of the general self-
adjoint five-point scheme on the star of the Z2 lattice

aT1N þ T�1
1 ðaNÞ þ bT2N þ T�1

2 ðbNÞ � cN ¼ 0 ½27�

then the lattice x : Z2!R3 obtained by the
Lelieuvre type formulas

�1x ¼� T�1
2 b

� �
N � T�1

2 N

�2x ¼ T�1
1 a

� �
N � T�1

1 N
½28�

is a QL having N as normal (to the planes of
elementary quadrilaterals) vector field.

The following gauge-equivalent form of eqn 27,
namely

�

T1�
T1 þ T�1

1

�

T1�
 

� �
þ �

T2�
T2 

þ T�1
2

�

T2�
 

� �
� q ¼ 0 ½29�

an integrable discretization of the Schrödinger
equation

@2 

@x2
1

þ @
2 

@x2
2

�Q ¼ 0

is also the Lax operator associated with an integrable
generalization of the Toda law to the square lattice.

The five-point scheme [27] is also a distinguished
illustrative example of the sublattice theory. Indeed,
it can be obtained restricting to the even sublattice
Z2

e the discrete Cauchy–Riemann equations

T1T2
� 
¼ iGðT1
� T2
Þ ½30�

Because of the equivalence (on the discrete level!)
between eqn [30] and the discrete Moutard equation
[23], the five-point scheme [27] inherits integrability
properties (Darboux-type transformations, superpo-
sition formulas, analytic methods of solution) from
the corresponding (and simpler) integrability proper-
ties of the discrete Moutard equation.

See also: Bäcklund Transformations; �@-Approach to
Integrable Systems; Integrable Discrete Systems;
Integrable Systems and Algebraic Geometry; Integrable
Systems and the Inverse Scattering Method; Integrable
Systems: Overview; Nonlinear Schrödinger Equations;
Sine-Gordon Equation; Stability Theory and KAM; Toda
Lattices.
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Introduction

Let (M,!) be a symplectic manifold of dimension
2n. We denote by ] the natural isomorphism
between T	M and TM, defined by the equation

i]�! ¼ ��; � 2 T	M ½1�

We say that ]df is the Hamiltonian vector field
defined by the Hamiltonian f : M! R.

Associated with the nondegenerated closed 2-form !
there is also a Poisson bracket on C1(M), the space of
real differentiable functions on M, defined by

f:; :g! : C1ðMÞ � C1ðMÞ ! C1ðMÞ
ðf ; gÞ 7! ff ; gg! ¼ !ð]df ; ]dgÞ
We say that two smooth functions F, G : M! R
are in involution if

fF;Gg! ¼ 0 ½2�

Suppose we have n independent smooth functions
in involution H1, . . . , Hn, such that the associated
Hamiltonian vector fields X1, . . . , Xn are complete
on the level manifold

Ma ¼ fx 2M : HjðxÞ ¼ aj; j ¼ 1; . . . ; ng ½3�

The classical theorem of Arnol’d–Liouville states that

1. the submanifold Ma is invariant with respect to
each one of the Hamiltonian commuting flows
generated by H1, . . . , Hn;

2. every connected component of Ma is diffeo-
morphic to a product of a Euclidean space by a
torus, Rn�k � Tk;

3. there exist coordinates f1, . . . , fn�k, ’1, . . . ,’k in
Ma such that the Hamiltonian systems in Ma,
associated with the Hamiltonians Hj, have the form

_fs ¼ cj
s _’m ¼ ! j

m ð! 
 ! ðaÞ; c ¼ const:Þ ½4�



4. if Ma is compact then it is diffeomorphic to Tn

and there exists a neighborhood of Ma on M,
symplectically diffeomorphic to Bn�Tn.

A completely integrable Hamiltonian system is a
Hamiltonian vector field X, that admits n integrals
H1, . . . , Hn satisfying the hypothesis of Arnol’d–
Liouville theorem.

It may happen that a system has more than n
independent integrals of motion. In this case it is
called superintegrable and not all the integrals are in
involution. Supposing that

Ma ¼ fx 2M : HjðxÞ ¼ aj; j ¼ 1; . . . ; nþ kg

is compact and connected and that H1, . . . , Hn�k

commute with all the n þ k integrals, then Ma is
diffeomorphic to the torus Tn� k. In particular, if the
system is maximally superintegrable, that is,
k = n � 1, Ma is diffeomorphic to T1 = S1 and all
the trajectories are closed.

To prove that a system is completely integrable, we
have to find a sufficient number of integrals of the
system in involution. The Lax pair is an extremely
powerful tool in this task, although it does not
guarantee the involution of the integrals found.

A Lax pair of a vector field X on a smooth
manifold M is a pair of operators (L, M) such that

_L ¼ ½M;L� ¼ML� LM ½5�

This equation is equivalent to

U�1LU ¼ L0 ½6�

where U is the solution operator of the Cauchy
problem

_U ¼MU; Uð0Þ ¼ I ½7�

So, the eigenvalues of L are integrals of X. Notice
that all the pairs (Lk, M), k 2 N, are Lax pairs of the
system and we may conclude that the functions
tr Lk, k 2 N, are integrals of X.

The first goal of this article is to relate
integrable Hamiltonian systems and recursion
operators, where some of the most important
properties of the latter are exhibited. Very natu-
rally, the Poisson–Nijenhuis manifolds appear in
this context and the Toda lattice is the example
chosen in order to show the whole theory working
in practice. Also, we see how recursion operators
can help in the construction of quadratic algebras
of integrals of motion and, in the last section, we
present the generalization to Jacobi manifolds of
the Nijenhuis structures defined for Poisson
manifolds.

Integrable Systems on Poisson–Nijenhuis
Manifolds

Let X be a vector field on a smooth manifold M.
A recursion operator of X is a (1, 1)-tensor R
invariant of X:

LXR ¼ 0 ½8�

The (1, 1)-tensors, and in particular the recursion
operators, may be regarded as fiber endomorphisms
of TM. So, given a (1, 1)-tensor R, we denote by
tR : T�M! T�M the transpose of R : TM! TM,
that is,

htRð�Þ;Xi ¼ h�;RðXÞi; � 2 T�M; X 2 TM ½9�

where h. , .i denotes the canonical pairing between
T�M and TM.

Recursion operators also generate symmetries. If R
is a recursion operator and Y is a symmetry of X, that
is, [X, Y] = 0, then RY is also a symmetry of X. So,
given a recursion operator R of X, we may construct a
sequence of symmetries of X, RkY, k 2 N.

The Nijenhuis torsion of a (1, 1)-tensor R is the
(1, 2)-tensor T (R) defined by

T ðRÞðX;YÞ ¼ ½RX; RY� � R ½X; RY� þ ½RX;Y�ð
�R½X;Y�Þ; X;Y 2 XðMÞ ½10�

A Nijenhuis operator is a (1, 1)-tensor, R, with
vanishing Nijenhuis torsion, that is,

LRXR ¼ RLXR ½11�

These operators can generate sequences of closed
1-forms. If R is a Nijenhuis operator and � is a
closed 1-form such that dtR(�) = 0, then
dtRk(�) = 0, k 2 N. In the particular case of �
being exact, that is, � = df and the first cohomol-
ogy group being trivial, then we have a sequence of
local integrals of motion dfk = tRk(df ).

A Nijenhuis recursion operator R and a symmetry
Y of a vector field X lead to a sequence of
commuting symmetries RkY, k 2 N,

½RiY;RjY� ¼ 0; i; j 2 N ½12�

To define the integrability in terms of a (1, 1)-
tensor is of special relevance when we try to extend
everything to the infinite-dimensional case.

Notice that in coordinates (q1, . . . , qn), the condi-
tion [8] is equivalent to

_R ¼ ½A;R� ½13�

where A is the n� n matrix defined by

Aij ¼
@Xj

@qi

� �
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and Xj = X(qj) = _qj, j = 1, . . . , n. So, the pair
(R, A) is a local Lax pair of the system and the
eigenvalues of R are integrals of X.

If a recursion operator R of a vector field X on a
manifold M has vanishing Nijenhuis torsion and n
doubly degenerated eigenvalues �i, with nowhere-
vanishing differentials, (d�i)p 6¼ 0, then X defines a
completely integrable Hamiltonian system.

Now suppose X defines a completely integrable
Hamiltonian system with Hamiltonian H on a
symplectic manifold (M,!). Let (I1, . . . , In, ’1,
. . . ,’n) be the action-angle variables in a neighbor-
hood of an invariant torus. Two cases may happen:

1. The Hamiltonian H is separable in the action
variable, that is,

H ¼
X

k

HkðIkÞ ½14�

In this case, the (1, 1)-tensor

R ¼
X

k

�kðIkÞ dIk �
@

@Ik
þ d’k �

@

@’k

� �
½15�

where �k are functions with nowhere-vanishing
differentials, is a recursion operator of X, and has
vanishing Nijenhuis torsion and doubly degener-
ated eigenvalues.

2. The Hamiltonian has nonvanishing Hessian

det
@2H

@Ik@Ij

� �
6¼ 0 ½16�

In this case we may define new coordinates

�k ¼
@H

@Ik
; k ¼ 1; . . . ; n ½17�

and a new symplectic structure

!1 ¼
X

k

d�k ^ d’k ¼
X
k;j

@2H

@Ik@Ij
dIk ^ d’j ½18�

The vector field X is Hamiltonian with respect to
!1, with Hamiltonian

H ¼ 1

2

X
k

�2
k ½19�

and the (1, 1)-tensor

R ¼
X

k

�k ðIkÞ d�k �
@

@�k
þ d’k �

@

@’k

� �
½20�

is a recursion operator of X.

Nijenhuis operators also allow the construction of
master symmetries from conformal ones.

A conformal symmetry of a tensor field T is a
vector field Z such that

LZT ¼ �T; for some constant �

A master symmetry of a vector field X is a vector
field Y such that

½X; ½X;Y�� ¼ 0; but ½X;Y� 6¼ 0

Let R be a recursion operator of X0 and Z0 be a
conformal symmetry of X0 and R such that

LZ0
X0 ¼ �X0 and LZ0

R ¼ R ½21�

for some constants �,�.
If R is also a Nijenhuis operator, then defining the

sequences of commuting symmetries Xk = RkX0

and of conformal symmetries Zk = RkZ0, k 2 N,
we have, for all k, j 2 N0,

LZk
R ¼ �Rkþ1 ½22�

½Zk;Zj� ¼ �ðj� kÞZjþk ½23�

½Zk;Xj� ¼ ð�þ j�ÞXkþj ½24�

A bi-Hamiltonian manifold is a smooth manifold
M endowed with two linearly independent Poisson
tensors �0, �1, compatible in the sense that their
Schouten bracket vanishes, [�0, �1] = 0.

A vector field is said to be bi-Hamiltonian if it is
Hamiltonian with respect to both Poisson structures.
The equation that rules the flow of this vector field
is said to be a bi-Hamiltonian system.

When one of the Poisson structures is obtained
from the other by means of a Nijenhuis operator, we
obtain a Poisson–Nijenhuis manifold. Hence, a
Poisson–Nijenhuis manifold is a differentiable mani-
fold M endowed with a Poisson tensor � and a
(1, 1)-tensor R such that

R�] ¼ �]tR; ½R�;�� ¼ 0 and ½R�;R�� ¼ 0

A classical example is the one of a bi-Hamiltonian
manifold (M, �0, �1) where �0 is nondegenerated. In
this case we may define the Nijenhuis operator
R = �]

1�]�1
0 and the manifold M is a Poisson–

Nijenhuis one.
The characteristics of the Poisson–Nijenhuis

manifold guarantee that all the bivectors �k = Rk�
are compatible Poisson tensors and the manifold is
not just bi-Hamiltonian but multi-Hamiltonian.

From what we saw, a Hamiltonian system is
completely integrable if and only if it is bi-Hamiltonian
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in a neighborhood of an invariant torus with the
eigenvalues of the existing recursion operator provid-
ing its complete integrability. These Poisson–Nijenhuis
manifolds appear quite frequently in dynamics and
allow us to obtain some interesting properties easily.
We finish this section with the Toda lattice. This
system is a good illustration of what has been said until
now.

Consider R2 n�1 with coordinates (a1, . . . , an�1,
b1, . . . , bn) equipped with the following compatible
Poisson tensors:

�0 ¼
1

4

Xn�1

i¼1

ai
@

@ai
^ @

@bi
� @

@biþ1

� �
½25�

�1 ¼
Xn�1

i¼1

a2
i

@

@b iþ1
^ @

@bi
� 1

4

Xn�1

i¼1

ai
@

@ai

^ aiþ1
@

@aiþ1
þ 2biþ1

@

@biþ1
� 2bi

@

@bi

� �
½26�

Not only these two Poisson tensors are degener-
ated but also there is no Nijenhuis operator that
transforms �0 into �1. This can be seen considering
the 1-form

Pn
i = 1 dbi. This 1-form belongs to the

kernel of �0 but not to the kernel of �1. So, the bi-
Hamiltonian manifold (R2n�1, �0, �1) is not a
Poisson–Nijenhuis one.

The Toda lattice is the bi-Hamiltonian system in
R2n�1:

X1 ¼ �]
0ðdH1Þ ¼ �]

1ðdH0Þ ½27�

defined by the Hamiltonians

H0 ¼ 2
Xn

i¼1

bi

H1 ¼ 4
Xn�1

i¼1

a2
i þ 2

Xn

i¼1

b2
i

½28�

that is,

_ai ¼ aiðbiþ1 � biÞ; if 1 � i � n� 1

_b1 ¼ 2a2
1

_bi ¼ 2 a2
i � a2

i�1

� �
; if 2 � i � n� 1

_bn ¼ �2a2
n�1

Since we do not have a Nijenhuis operator in this
setting, we are going to consider a new system in
R2n that reduces to the Toda lattice, derive a
hierarchy of Hamiltonians, symmetries, Poisson
tensors, conformal symmetries and the associated
relations and then transport everything to R2n�1 by
reduction.

Consider the Flaschka transformation

� : R2n ! R2n�1

ðq1; . . . ; qn; p1; . . . ; pnÞ 7! ða1; . . . ; an�1; b1; . . . ; bnÞ

where

ai ¼
1

2
exp

qi � qiþ1

2

� 	
; bj ¼ �

1

2
pj

i ¼ 1; . . . ; n� 1; j ¼ 1; . . . ; n ½29�

This application is a Poisson morphism between

(R2n, e�0, e�1) and (R2n�1, �0, �1), where

e�0 ¼
Xn

i¼1

@

@pi
^ @

@qi
½30�

e�1 ¼
Xn�1

i¼1

eqi�qiþ1
@

@piþ1
^ @

@pi

þ
Xn

i¼1

pi
@

@qi
^ @

@pi
þ
X
i<j

@

@qj
^ @

@qi

 !
½31�

The Poisson tensor e�0 is nondegenerated and we
may define the Nijenhuis operator R = e�]

1
e�]�1

0 . So,
(R2n, e�0, e�1) is a Poisson–Nijenhuis manifold and
the bivectors of the sequence (e�k = Rke�0), k 2 N,
are compatible Poisson tensors.

The Toda lattice is the reduced bi-Hamiltonian
system, by means of the Flaschka transformation, of
the bi-Hamiltonian system

eX1 ¼ e�]
0ðdeH1Þ ¼ e�]

1ðdeH0Þ ½32�

where

eH0 ¼
Xn

i¼1

pi

eH1 ¼
Xn

i¼1

p2
i

2
þ
Xn�1

i¼1

eqi�qiþ1

½33�

We may define the sequence of commuting
vector fields eXk = Rn�1 eX1, k 2 N, and the sequence
of Hamiltonians deHk = tRk(deH0), k 2 N, first inte-
grals of all the vector fields eXj and in involution
with respect to all the Poisson structures e�j.

Moreover, considering the conformal symmetry ofe�0, e�1, and eH0 defined by

eZ0 ¼
Xn

i¼1

ðnþ 1� 2iÞ @
@qi
þ
Xn

i¼1

pi
@

@pi
½34�

we have the following relations on R2n:

LeZm
R ¼ Rmþ1 ½35�
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½eZm; eZk� ¼ ðk�mÞeZkþm ½36�

½eZk; eXmþ1� ¼ meXkþmþ1 ½37�

LeZk

e�m ¼ ðm� k� 1Þe�kþm ½38�

eZk:eHm ¼ ðmþ nþ 1ÞeHkþm ½39�

Although we do not have a Nijenhuis operator on
(R2n�1, �0, �1), the deformation relations [35]–[39],
obtained for the Poisson–Nijenhuis manifold
(R2n, e�0, e�1), may be reduced to the bi-Hamiltonian
manifold (R2n�1, �0, �1) by means of the Flaschka
transformation �.

Recursion Operators and Algebras
of Integrals of Motion

A master integral of a vector field X is a differenti-
able function g such that

LXLXg ¼ 0 and LXg 6¼ 0 ½40�

So, a master integral g generates an integral of
motion LXg of the system X. It is worth noticing that
if f and g are master integrals, then not only LXf and
LXg are integrals but also (LXf )g� f (LXg) is an
integral of the system. This means that several master
integrals may lead to extra integrals of motion. This
procedure often leads to the construction of the
integrals which provide the superintegrability of the
system in consideration. This is the case of, for
instance, the generalized rational Calogero–Moser
system or the geodesic flow on the sphere.

Recursion operators are often used to construct
sequences of master symmetries of vector fields. The
obvious connection between master symmetries and
master integrals carries the recursion operators to
this level. In many cases, the integrals of motion
generated by the master integrals constructed on the
basis of the existence of a recursion operator close in
a quadratic algebra with respect to the Poisson
structure we are considering (by quadratic algebra
we mean that the brackets between the generators
are polynomials of degree 2 in the generators).

Let X be a vector field on a manifold M, R a
Nijenhuis operator which is also a recursion
operator of X, and P a (1, 1)-tensor such that

LXP ¼ aðRÞ

and

LPXR ¼ bðRÞ

where a and b are polynomials with constant
coefficients. The sequences Xi = RiX, Yi = Ri(PX),
i 2 N0, X�1 = Y�1 = 0 satisfy

½Xi;Xj� ¼ 0 ½41�

½Xi;Yj� ¼ aðRÞXiþj � ibðRÞXiþj�1 ½42�

½Yi;Yj� ¼ ðj� iÞbðRÞYiþj�1 ½43�

If (M, �) is a nondegenerated Poisson manifold
with trivial first cohomology group, R� is a bivector
and X and Y are Hamiltonian vector fields with
respect to � and R�, that is, there exist functions
H0, H1, G0, and G1 satisfying

X ¼ �]ðdH1Þ ¼ R�]ðdH0Þ
Y ¼ �]ðdG1Þ ¼ R�]ðdG0Þ

then the sequences of exact differentials

tRiðdH1Þ ¼ dHi and tRiðdG1Þ ¼ dGi

may be constructed. In this case, the functions Gj are
master integrals of all the vector fields Xi and the
integrals Xi(Gj) and Li

k,j = Xi(Gk)Gj �Xi(Gj)Gk,
j, k 2 N0, close in a quadratic algebra with respect
to the Poisson bracket associated with �.

If M is not a Poisson manifold but we can find a
master integral G of all the vector fields Xi of the
sequence, then the functions Gj = Yj(G) are also
master integrals of the same vector fields and the
functions Xi(Gj) and Li

k,j = Xi(Gk)Gj �Xi(Gj)Gk

are integrals of Xi.
Now let us consider the completely integrable

bi-Hamiltonian system case. In a neighborhood of
an invariant torus, a completely integrable
bi-Hamiltonian system may be written in the form

eHðy1; . . . ; ynÞ ¼ y1 þ 	 	 	 þ yn ½44�

with

�0 ¼
Xn

i¼1

@

@yi
^ @

@�i

�1 ¼
Xn

i¼1

yi
@

@yi
^ @

@�i

the compatible Poisson tensors that provide the
complete integrability of the bi-Hamiltonian system.
In this case, we may define the recursion operator

R ¼
Xn

i¼1

yi
@

@yi
� dyi þ

@

@�i
� d�i

� �
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for which �1 = R�0, and the bi-Hamiltonian vector
field

X ¼ �]
0ðdeHÞ ¼ �]

1 d
Xn

i¼1

lnðyiÞ
 !" #

The (1, 1)-tensor

P ¼
Xn

i¼1

�i
@

@�i
� d�i þ

@

@yi
� dyi

� �

satisfies LXP = Id and LPXR = 0. So, the vector fields

Yk ¼ RkðPXÞ ¼
Xn

i¼1

yk
i �i

@

@�i

and the function G =
Pn

i = 1 yi�i help defining the
functions Gi = Yi(G), i 2 N0.

The integrals of Xk

XkðGjÞ and Lk
i;j ¼ XkðGiÞGj �GiXkðGjÞ ½45�

happen to close in a quadratic algebra with respect
to the bracket defined by �0.

Recursion Operators on Jacobi
Manifolds

In this section we extend the notion of Poisson–
Nijenhuis manifold to the Jacobi setting.

Let M be a smooth manifold with a bivector field
� and a vector field E. We equip the space C1(M)
with the bracket

ff ; gg ¼ �ðdf ; dgÞ þ fEðgÞ � gEðf Þ

which is bilinear and skew-symmetric, and satisfies
the Jacobi identity if and only if

½�;�� ¼ �2E ^ � and ½E;�� ¼ 0 ½46�

When these conditions are satisfied, (M, �, E) is
called a Jacobi manifold with Jacobi bracket {	 , 	}.
The pair (C1(M),{ , }) is a local Lie algebra in the
sense of Kirillov. If the vector field E identically
vanishes on M, eqns [46] reduce to [�, �] = 0 and
(M, �) is just a Poisson manifold. But there are other
examples of Jacobi manifolds that are not Poisson,
for example, contact manifolds.

We denote by (�, E)# : T�M� R ! TM� R the
vector bundle map associated with (�, E), that is, for
all �, 	 sections of T�M and f 2 C1(M),

ð�;EÞ#ð�; f Þ ¼ ð�#ð�Þ þ f E;�iE�Þ

Let R : X(M) � C1(M)! X(M)� C1(M) be a
C1(M)-linear map defined by

RðX; f Þ ¼ ðNXþ fY; iX
 þ gf Þ ½47�

where N is a tensor field of type (1, 1) on M, Y 2
X(M),
 2 �1(M) and g 2 C1(M). Let us denote by
T (R) the Nijenhuis torsion of R with respect to the
Lie bracket on X(M)� C1(M) given by

½ðX; f Þ; ðZ; hÞ� ¼ ð½X;Z�;XðhÞ � Zðf ÞÞ ½48�

As in the case of Poisson manifolds, if R has a
vanishing Nijenhuis torsion, we call R a Nijenhuis
operator.

Suppose now that M is equipped with a Jacobi
structure (�0, E0) and a Nijenhuis operator R. Then,
we may define a bivector field �1 and a vector field
E1 on M, by setting

ð�1;E1Þ# ¼ R 
 ð�0;E0Þ#

If one looks for the conditions that imply that the
pair (�1, E1) defines a new Jacobi structure on M
compatible with (�0, E0), in the sense that (�0 þ
�1, E0 þ E1) is again a Jacobi structure, one
finds that �1 is skew-symmetric if and only if
R 
 (�0, E0)# = (�0, E0)# 
 tR. When �1 is skew-
symmetric, (�1, E1) defines a Jacobi structure on
M if and only if, for all (�, f ), (	, h) 2
�1(M)� C1(M),

T ðRÞ ð�0;E0Þ#ð�; f Þ; ð�0;E0Þ#ð	; hÞ
� 	

¼ R 
 ð�0;E0Þ# C ð�0;E0Þ;Rð Þ ð�; f Þ; ð	; hÞð Þð Þ

where C((�0,E0),R) is the Magri concomitant of
(�0, E0) and R. In the case where (�1, E1) is a Jacobi
structure, it is compatible with (�0, E0) if and only
if, for all (�, f ),(	, h) 2 �1(M)� C1(M),

ð�0;E0Þ# C ð�0;E0Þ;Rð Þ ð�; f Þ; ð	; hÞð Þð Þ ¼ 0

A Jacobi–Nijenhuis manifold (M, (�0, E0),R) is a
Jacobi manifold (M, �0, E0) with a Nijenhuis opera-
tor R such that: (1) R 
 (�0, E0)# = (�0, E0)# 
 tR
and (2) the map (�0, E0)# 
 C((�0, E0),R) identically
vanishes. R is called the recursion operator of
(M, (�0, E0),R).

A recursion operator on a Jacobi–Nijenhuis mani-
fold displays a hierarchy of Jacobi–Nijenhuis structures
on the manifold. In fact, if ((�0, E0),R) is a Jacobi–
Nijenhuis structure on M, there exists a hierarchy
((�k, Ek), k 2 N) of Jacobi structures on M, which are
pairwise compatible. For all k 2 N, (�k, Ek) is the
Jacobi structure associated with the vector bundle map
(�k, Ek)# given by (�k, Ek)# = Rk 
 (�0, E0)#. More-
over, for all k, l 2 N, the pair ((�k, Ek),Rl) defines a
Jacobi–Nijenhuis structure on M.

See also: Bi-Hamiltonian Methods in Soliton Theory;
Classical r-Matrices, Lie Bialgebras, and Poisson Lie
Groups; Contact Manifolds; Integrable Systems and
Algebraic Geometry; Integrable Systems: Overview;
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Multi-Hamiltonian Systems; Recursion Operators in
Classical Mechanics.
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Introduction

A British experimentalist, J S Russell, first observed
a soliton in 1834 while riding on horseback beside a
narrow barge channel. He challenged the theoreti-
cians of the day ‘‘to predict the discovery after it
happened, that is to give an a priori demonstration
a posterori.’’ This work created a controversy
which, in fact, lasted almost 50 years, and which
involved such distinguished scientists as Stokes and
Airy. It was resolved by Korteweg and deVries in
1895, who derived the KdV equation as an
approximation to water waves,

@q

@t
þ 6q

@q

@x
þ @

3q

@x3
¼ 0 ½1�

This equation is a nonlinear partial differential
equation (PDE) of the evolution type, where t and
x are related to time and space respectively, and
q(x, t) is related to the height of the wave above the
mean water level. Korteweg and de Vries were able
to show that equation [1] supports a particular
solution that exhibits the behavior described by
Russell. This solution, which was later called
1-soliton solution, is given by

q1ðx� p2tÞ= p2=2

cosh2ðð1=2Þpðx� p2tÞ þ cÞ
½2�

where p, c are constants. The location of this soliton
at time t, that is, its maximum position, is given by
p2 � 2c=p, its velocity is given by p2, and its
amplitude by p2=2. Thus, faster solitons are higher
and narrower. It should be noted that q1 is a
traveling-wave solution, that is, q1 depends only on
the variable X = x� p2t, thus in this case the PDE [1]
reduces (after integration) to the second-order
ordinary differential equation (ODE)

�p2q1ðXÞ þ 3q2
1ðXÞ þ

d2q1

dX2
ðXÞ ¼ 0

Under the assumption that q and dq=dX tend to
zero as jXj ! 1, this ODE yields the 1-soliton
solution [2].

The problem of finding a solution describing the
interaction of two 1-soliton solutions is much more
difficult and was not addressed by Korteweg and
deVries. This question was studied by M Kruskal
and N Zabusky in 1965. Studying numerically the
interaction of two solutions of the form [2] (i.e., two
solutions corresponding to two different p1 and p2),
Kruskal and Zabusky discovered the defining prop-
erty of solitons: after interaction, these waves
regained exactly the shapes they had before. This
posed a new challenge to mathematicians, namely to
explain analytically the interaction properties of
such coherent waves. In order to resolve this
challenge one needs to develop a larger class of
solutions than the 1-soliton solution. We note that
eqn [1] is nonlinear and no effective method to solve
such nonlinear equations existed at that time.

Gardner et al. (1967) not only derived an explicit
solution describing the interaction of an arbitrary
number of solitons, but also discovered what was to
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evolve into a new method of mathematical physics.
The 2-soliton solution is given by

q2ðx; tÞ=

2 p2
1e�1 þ p2

2e�2
� �

þ 4e�1þ�2ðp1 � p2Þ2

þ2A12 p2
2e2�1þ�2 þ p2

1e�1þ2�2
� �

1þ e�1 þ e�2 þA12e�1þ�2ð Þ2
½3�

where

�j ¼ pjx� p3
j t þ �0

j ; j ¼ 1; 2; A12 ¼
p1 � p2ð Þ2

p1 þ p2ð Þ2

and pj, �
0
j are constants. A snapshot of this solution

with p1 = 1, p2 = 2 is given in Figure 1. After some
time the taller soliton will overtake the shorter one
and the only effect of the interaction will be a ‘‘phase
shift,’’ that is, a change in the position the two
solitons would have reached without interaction.

Regarding the general method introduced in
Gardner et al. (1967), we note that if eqn [1] is
formulated on the infinite line, then the most interest-
ing problem is the solution of the initial-value
problem: given initial data q(x, 0) = q0(x) which
decay as jxj ! 1, find q(x, t). If q0 is small and qqx

can be neglected, then eqn [1] becomes linear and
q(x, t) can be found using the Fourier transform,

qðx; tÞ ¼ 1

2�

Z 1
�1

eikxþik3tq̂0ðkÞ dk ½4a�

where

q̂0ðkÞ ¼
Z 1
�1

e�ikxq0ðxÞ dx ½4b�

The remarkable discovery of Gardner et al. (1967)
is that for eqn [1] there exists a ‘‘nonlinear analog’’ of
the Fourier transform capable of solving the initial-
value problem even if q0 is not small. Although this
nonlinear Fourier transform cannot in general be
written in closed form, q(x, t) can be expressed
through the solution of a linear integral equation, or
more precisely through the solution of a linear 2� 2
matrix Riemann–Hilbert (RH) problem (see the
section ‘‘A nonlinear Fourier transform’’). This linear
integral equation is uniquely specified in terms of
q0(x). For particular initial data, q(x, t) can be written
explicitly. For example, if q0(x) = q1(x), where q1(x) is
obtained by evaluating eqn [2] at t = 0, then
q(x, t) = q1(x� p2t). Similarly, if q0(x) = q2(x, 0),
where q2(x, 0) is obtained by evaluating eqn [3] at
t = 0, then q(x, t) = q2(x, t).

The most important question, both physically and
mathematically, is the description of the long-time
behavior of the solution of the initial-value problem
mentioned above. If the nonlinear term of eqn [1] can
be neglected, one finds a linear dispersive equation. In
this case different waves travel with different wave
speeds, these waves cancel each other out and the
solution decays to zero as t!1. Indeed, using
the stationary-phase method to compute the large
t behavior of the integral appearing in eqn [4a],
it can be shown that q(x, t) decays like 0(1=

ffiffi
t
p

)
as t!1, x=t = 0(1). The situation with the KdV
equation is more interesting: dispersion is balanced by
nonlinearity and q(x, t) has a ‘‘nontrivial’’ asymptotic
behavior as t!1. Indeed, using a nonlinear analog
of the steepest descent method discovered by Deift and
Zhou (1993) to analyze the RH problem mentioned
earlier, it can be shown that q(x, t) asymptotes to
qN(x, t), where qN(x, t) is the exact N-soliton solution.
This underlines the physical and mathematical sig-
nificance of solitons: they are the coherent structures
emerging from any initial data as t!1. This
implies that if a nonlinear phenomenon is modeled
by the KdV equation on the infinite line, then one
can immediately predict the structure of the solution
as t!1, x=t = 0(1): it will consist of N ordered
single solitons, where the highest soliton occurs to
the right; the number N and the parameters pj and �0

j

depend on the particular initial data q0(x). It should
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Figure 1 A snapshot of the 2-soliton solution of the KdV equation.

94 Integrable Systems and the Inverse Scattering Method



be noted that this result can be obtained only using
the machinery of the theory of integrability, and
until now cannot be obtained using standard PDE
techniques.

So far we have concentrated on the KdV equation.
However, there exist numerous other equations
which exhibit similar behavior. Such equations are
called ‘‘integrable’’ and the method of solving their
initial-value problem is called the ‘‘inverse-scattering’’
or ‘‘inverse-spectral’’ method.

The following section presents a brief historical
review of some of the important developments of
soliton theory. Next, typical solitons, lumps, and
dromions are given. The inverse-spectral method is
discussed in the penultimate section. Finally, the
extension of this method to boundary-value prob-
lems is briefly discussed.

Important Analytical Developments in
Soliton Theory

Lax (1968) introduced the so-called Lax pair
formulation of the KdV. In an example, he showed
that eqn [1] can be written as the compatibility
condition of the following pair of linear eigenvalue
equations for the eigenfunction  (x, t, k):

 xx þ ðqþ k2Þ ¼ 0 ½5a�

 t þ ð2q� 4k2Þ x � ðqx þ �Þ ¼ 0; k 2 C ½5b�

where � is an arbitrary constant. The nonlinear
Fourier transform mentioned earlier can be obtained
by performing the spectral analysis of eqn [5a]. The
time evolution of the associated nonlinear Fourier
data, which are now called spectral data, is linear
and can be determined using eqn [5b]. Following
Lax’s formulation, Zakharov and Shabat (1972)
solved the nonlinear Schrödinger (NLS) equation

iqt þ qxx � 2�jqj2q ¼ 0; � ¼ �1 ½6�

which has ubiquitous physical applications including
nonlinear optics. Soon thereafter the sine-Gordon
equation

qxx � qtt ¼ sin q ½7�

and the modified KdV equation

qt þ 6q2qx þ qxxx ¼ 0 ½8�

were solved. Since then, numerous nonlinear equations
have been solved. Thus, the mathematical technique
introduced by Gardner et al. (1967) for the solution
of a particular physical equation gave rise to a new
method in mathematical physics, the so-called inverse-
scattering (spectral) method. Among the most

important equations solved by this method are a
particular two-dimensional reduction of Einstein’s
equation and the self-dual Yang–Mills equations.

The next important development in the analysis of
integrable equations was the study of the KdV with
space-periodic initial data. This occurred in the
mid-1970s in the USA and in the USSR. This method
involves algebraic-geometric techniques; in particular
there exists a periodic analog of the N-soliton
solution which can be expressed in terms of a certain
Riemann-theta function of genus N.

In the mid-1970s, it was also realized that there
exist integrable ODEs. For example, a stationary
reduction of some of the equations introduced in
connection with the space-periodic problem men-
tioned above led to the integration of some classical
tops. Furthermore, the similarity reduction of some
of the integrable PDEs led to the classical Painlevé
equations. For example, letting q = t�1=3u(�),
�= xt�1=3 in the modified KdV equation [8], and
integrating we find

d2

d�2
þ 2u3 � 1

3
�uþ � ¼ 0 ½9�

where � is a constant. This is Painlevé II, that is, the
second equation in the list of six classical ODEs
introduced by Painlevé and is his school around 1900.
These equations are nonlinear analogs of the linear
special functions such as Airy, Bessel, etc. The connec-
tion between integrable PDEs and ODEs of the Painlevé
type was established by Ablowitz and Segur (1977).
Their work marked a new era in the theory of these
equations. Indeed, soon thereafter Flaschka and Newell
(1980) introduced an extension of the inverse-spectral
method, the so-called isomonodromy method, capable
of integrating these equations. The most remarkable
achievement of this new development is the construction
of nonlinear analogs of the classical connection formulas
that exist for the linear special functions. These
formulas, although rather complicated, are as explicit
as the corresponding linear ones (Fokas et al. 2005).

It was mentioned earlier that the inverse-spectral
method gives rise to a matrix RH problem. An RH
problem involves the determination of a function
analytic in given sectors of the complex plane, from
the knowledge of the jumps of this function across the
boundaries of these sectors. The algebraic-geometric
method for solving the space-periodic initial-value
problem can be interpreted as formulating an RH
problem which can be analyzed using functions defined
on a Riemann surface. Also, it was noted by Fokas and
Ablowitz (1983a) and later rigorously established by
Fokas and Zhou (1992) that the isomonodromy
method also gives rise to a novel RH problem. This
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implies the following interesting unification: Self-
similar, decaying, and periodic initial-value problems
for integrable evolution equations in one space variable
lead to the study of the same mathematical object,
namely to the RH problem.

Every integrable nonlinear evolution equation in
one spatial dimension has several integrable versions in
two spatial dimensions. Two such integrable physical
generalizations of the Korteweg–deVries equation are
the so-called Kadomtsev–Petviashvili I (KPI) and II
(KPII) equations. In the context of water waves, they
arise in the weakly nonlinear, weakly dispersive, weakly
two-dimensional limit, and in the case of KPI when
the surface tension is dominant. The NLS equation also
has two physical integrable versions known as the
Davey–Stewartson I (DSI), and II (DSII) equations. They
can be derived from the classical water-wave problem in
the shallow-water limit and govern the time evolution of
the free surface envelope in the weakly nonlinear,
weakly two-dimensional, nearly monochromatic limit.
The KP and DS equations have several other physical
applications.

A method for solving the Cauchy problem for
decaying initial data for integrable evolution equations
in two spatial dimensions emerged in the early 1980s.
This method is sometimes referred to as the �@ (d-bar)
method. We recall that the inverse-spectral method
for solving nonlinear evolution equations on the line
is based on a matrix RH problem. This problem
expresses the fact that there exist solutions of the
associated x-part of the Lax pair which are sectionally
analytic. Analyticity survives in some multidimen-
sional problems: it was shown formally by Fokas and
Ablowitz (1983b) that KPI gives rise to a nonlocal RH
problem. However, for other multidimensional pro-
blems, such as the KPII, the underlying eigenfunctions
are nowhere analytic and the RH problem must be
replaced by the �@ problem. Actually, a �@ problem had
already appeared in the work of Beals and Coifman
(1982) where the RH problem appearing in the analysis
of one-dimensional systems was considered as a special
case of a �@ problem. Soon thereafter, it was shown in
Ablowitz et al. (1983) that KPII required the essential
use of the �@ problem. The situation for the DS equations
is analogous to that of the KP equations.

Multidimensional integral PDEs can support
localized solutions. Actually there exist two types
of localized coherent structures associated with
integrable evolution equations in two spatial vari-
ables: the ‘‘lumps’’ and the ‘‘dromions.’’ The spectral
meaning, and therefore the genericity of these
solutions was established by Fokas and Ablowitz
(1983b) and Fokas and Santini (1990).

The analysis of integrable singular integro-differential
equations and of integrable discrete equations, although

conceptually similar to the analysis reviewed above, has
certain novel features.

The fact that integrable nonlinear equations
appear in a wide range of physical applications is
not an accident but a consequence of the fact that
these equations express a certain physical coherence
which is natural, at least asymptotically, to a variety
of nonlinear phenomena. Indeed, Calogero (1991)
has emphasized that large classes of nonlinear
evolution PDEs, characterized by a dispersive linear
part and a largely arbitrary nonlinear part, after
rescaling yield asymptotically equations (for the
amplitude modulation) having a universal character.
These ‘‘universal’’ equations are, therefore, likely to
appear in many physical applications. Many integr-
able equations are precisely these ‘‘universal’’ models.

Solitons, Lumps, and Dromions

Solitons, lumps, and dromions, are important not
because they are exact solutions, but because they
characterize the long-time behavior of integrable
evolution equations in one and two space dimen-
sions. The question of solving the initial-value
problem of a given integrable PDE, and then
extracting the long-time behavior of the solution is
quite complicated. It involves spectral analysis, the
formulation of either an RH problem or of a �@
problem, and rigorous asymptotic techniques. On
the other hand, having established the importance of
solitons, lumps, and dromions, it is natural to
develop methods for obtaining these particular
solutions directly, avoiding the difficult approaches
of spectral theory. There exist several such direct
methods, including the so-called Bäcklund transfor-
mations, the dressing method of Zakharov–Shabat,
the direct linearizing method of Fokas–Ablowitz,
and the bilinear approach of Hirota.

Solitons

Using the bilinear approach, multisoliton solutions
for a large class of integrable nonlinear PDEs in
one space dimension are given in Hietarinta
(2002). Here we only note that the 1-soliton
solution of the NLS [6], of the sine-Gordon [7],
and of the modified KdV equation [8] are given,
respectively, by

qðx; tÞ= pReiðpIxþ p2
R
�p2

Ið Þtþ�Þ

cosh½pRðx� 2pItÞ þ ��
½10�

qðpxþ qtÞ= 4 arc tan½epxþqtþ��; p2 ¼ 1þ q2 ½11�
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qðx� p2tÞ= �p

cosh½px� p2t þ �� ½12�

where pR, pI, �, p, q are real constants.

Lumps

The KPI equation is

@x½qt þ 6qqx þ qxxx� ¼ 3qyy ½13�

The 1-lump solution of this equation is given by

qðx; y; tÞ ¼ 2@2
x ln jLðx; y; tÞj2 þ 1

4�2
I

� �
;

L ¼ x� 2�yþ 12�2t þ a

� ¼ �R þ i�I; �I > 0

½14�

where � and a are complex constants.
The focusing DSII equation is

iqt þ qzz þ q�z�z � 2q @�1
�z jqj

2
z þ @�1

z jqj
2
�z

� �
= 0 ½15�

where z = xþ iy, and the operator @�1
�z is defined by

@�1
�z f

� �
ðz;�zÞ¼ 1

2i�

Z
R2

f ð�; ��Þ
� � z

d� ^ d��

The 1-lump solution of this equation is given by

qðz;�z; tÞ¼ 	eiðp2þ�p2Þtþpz��p�z

jzþ �þ 2iptj2 þ j	j2
½16�

where �, 	, p are complex constants. A typical
1-lump solution is depicted in Figure 2.

Dromions

The DSI equation is

iqt þ @2
x þ @2

y

� �
qþ qu ¼ 0

uxy ¼ 2 @2
x þ @2

y

� �
jqj2

½17�

The 1-dromion solution of this equation is given by

qðx; y; tÞ¼ 
eX��Y

�eXþ�X þ 	e�Y��Y þ �eXþ�X�Y��Y þ �
X ¼ pxþ ip2t; Y ¼ qyþ iq2t

j
j2 ¼ 4pRqRð�	 � ��Þ

½18�

where p, q are complex constants and �, 	, �, � are
positive constants.

A Nonlinear Fourier Transform

The solution of the initial-value problem of an
integrable nonlinear evolution equation on the
infinite line is based on the spectral analysis of the
x-part of the Lax pair. Thus, for the KdV equation
one must analyze eqn [5a]. This equation is the
famous time-independent Schrödinger equation. We
now give a physical interpretation of the relevant
spectral analysis. Let KdV describe the propagation
of a water wave and suppose that this wave is frozen
at a given instant of time. By bombarding this water
wave with quantum particles, one can reconstruct its
shape from knowledge of how these particles
scatter. In other words, the scattering data provide
an alternative description of the wave at fixed time.
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Figure 2 A typical 1-lump solution.
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The mathematical expression of this description
takes the form of a linear integral equation found
by Faddeev (the so-called Gel’fand–Levitan–March-
enko equation) or equivalently the form of a 2� 2
matrix RH problem uniquely specified by the
scattering data. This alternative description of the
shape of the wave will be useful if the evolution of
the scattering data is simple. This is indeed the case,
namely using eqn [5b], it can be shown that the
scattering data evolve linearly. Thus, this highly
nontrivial change of variables from the physical to
scattering space provides a linearization of the KdV
equation.

In what follows we will describe some of the
relevant mathematical formulas. We first
‘‘assume’’ that there exists a real solution q(x, t)
of the initial-value problem which has sufficient
smoothness and which decays for all t as jxj ! 1.
We then discuss how this assumption can be
eliminated.

As it was mentioned earlier most of the analysis
of the inverse-scattering transform is carried out
on the x-part of the Lax pair, that is, on eqn [5a].
Hence, we first concentrate on eqn [5a] and for
convenience of notation we suppress the time
dependence.

The Direct Problem

As jxj ! 1, q! 0, thus there exist solutions of eqn
[5a] which tend to exp[�ikx] as jxj ! 1. Let
 (k, x) and  ̂(k, x) denote solutions of eqn [5a]
with the following asymptotic property:

 ! eikx;  ̂! e�ikx; as x!1; k 2 R ½19�

Under the transformation k! �k, eqn [5a] remains
invariant and the boundary condition for  is mapped
to the boundary condition for  ̂. Hence

 ̂ðk; xÞ ¼  ð�k; xÞ ½20�

We denote by 
(k, x) the solution of eqn [5a] which
tends to exp[�ikx] as x! �1,


! e�ikx; as x! �1; k 2 R ½21�

It is more convenient to work with eigenfunctions
(i.e., solutions of [5a]) normalized to unity as x ! 1,
thus we introduce M(k, x) and N(k, x) as follows:

M ¼ 
eikx; N ¼  e�ikx ½22�

The functions M and N can be expressed in terms of
q through the solution of linear Volterra integral
equations. Indeed, M satisfies

Mxx � 2ikMx ¼ �qM; k 2 R

M! 1; x! �1 ½23�

The homogeneous version of [23] has solutions 1
and e2ikx. Thus,

M ¼ c1 þ c2e2ikx þMp ½24�

where c1, c2 are constants and Mp is given by

Mp ¼ u1ðxÞ þ u2ðxÞe2ikx ½25�

The functions u1, u2 satisfy

u01 þ e2ikxu02 ¼ 0; 2ike2ikxu02 ¼ �qM

Thus,

u1ðxÞ ¼
1

2ik

Z x

�1
d�qð�ÞMðk; �Þ;

u2ðxÞ ¼ �
1

2ik

Z x

�1
d�e�2ik�qð�ÞMðk; �Þ

½26�

Substituting [25] and [26] into [24] and using the
boundary condition [23], we find

Mðk; xÞ

¼ 1þ i

2k

Z x

�1
d�ð�1þ e2ikðx��ÞÞqð�ÞMðk; �Þ ½27�

Similarly, one may establish that N satisfied

Nðk; xÞ

¼ 1þ i

2k

Z 1
x

d�ð�1þ e�2ikðx��ÞÞqð�ÞNðk; �Þ ½28�

The kernel of eqn [27], as a function of k, is
bounded and analytic for Im k > 0. Thus, if q 2
L1, M(k, x) as a function of k is holomorphic for
Im k > 0. Similarly, N(k, x) as a function of k is
holomorphic for Im k > 0.

Thus, we have found particular solutions of eqn
[5a] which are holomorphic for Im k > 0. Further-
more, these solutions are simply related for k real.
Indeed, the linear independence of solutions of the
second-order ODE [5a] implies


ðk; xÞ ¼ aðkÞ ̂ðk; xÞ þ bðkÞ ðk; xÞ; k 2 R

Using [20] and replacing 
 and  in terms of M and
N, we find

Mðk; xÞ
aðkÞ ¼ Nð�k; xÞ þ 
ðkÞe2ikxNðk; xÞ


ðkÞ ¼ bðkÞ
aðkÞ ; k 2 R ½29�
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The functions a(k) and b(k) are given by

aðkÞ ¼ 1� i

2k

Z 1
�1

d�qð�ÞMðk; �Þ; k 2 R

bðkÞ ¼ i

2k

Z 1
�1

d�qð�ÞMðk; �Þe�2ik�; k 2 R

½30�

Indeed as x!1, N ! 1, thus, eqn [29] implies

M! aðkÞ þ bðkÞe2ikx as x!1 ½31�

On the other hand, eqn [27] implies that

M! 1þ i

2k

Z 1
�1

d�ð�1þ e2ikðx��Þqð�ÞMðk; �ÞÞ

x!1 ½32�

Comparing eqns [31] and [32], we find eqns [30].
The expression for a(k) implies that this function

is also holomorphic for Im k > 0.
In summary, in the ‘‘direct problem,’’ we have

found particular solutions of eqn [5a] which are
sectionally holomorphic:

Mðk; xÞ
Nðk; xÞ

	 

and

Mð�k; xÞ
Nð�k; xÞ

	 


are holomorphic for Im k > 0 and Im k < 0, respec-
tively. These solutions, which are characterized in
terms of q by eqns [27] and [28], are simply related
by eqn [29].

The Inverse Problem

Equation [28] expresses N in terms of q. Is it possible
to find an alternative expression for N in terms of
some appropriate ‘‘spectral data’’? The answer is
positive and is a direct consequence of the fact that
eqn [29] defines the ‘‘jump condition’’ of an RH
problem. Indeed, it can be shown that a(k) may have
simple zeros k1, . . . , kn in the positive imaginary axis
of the k-complex plane. Hence, in general, M=a can
be expressed in the form

Mðk; xÞ
aðkÞ ¼ Mðk; xÞ þ

Xn

j¼1

AjðxÞ
k� ipj

; pj > 0

whereM(k, x) as a function of k is holomorphic for
Im k > 0. It can also be shown that Aj(x) = Cj

exp[�2pj, x]N(kj, x). Hence eqn [29] becomes

Mðk;xÞ �Nð�k;xÞ

¼
Xn

j¼1

Cje
�2pjxNðipj;xÞ

k� ipj
þ 
ðkÞe2ikxNðk;xÞ; k 2 R

Taking the (�) projection of this equation, and
using the fact that bothM and N tend to 1 as k!1,
we find

Nðk; xÞ � 1

2i�

Z 1
�1

dl
ðlÞe2ilxNðl; xÞ
l þ kþ i0

¼ 1�
Xn

j¼1

Cje
�2pjx

kþ ipj
Nðipj; xÞ ½33�

In summary, this equation expressed N(k, x) in
terms of the scattering data (
(k), {Cj, pj}

n
1).

Since both eqns [28] and [33] are associated with
the same q, these equations can be used to obtain
the following expression for q:

q ¼�2
@

@x

"
1

2�

Z 1
�1

dl
ðlÞe2ilxNðl; xÞ

� i
Xn

j¼1

Cje
�2pjxNðipj; xÞ

#
½34�

Indeed, eqn [28] implies

lim
k!1

Nðk; xÞ ¼ 1� i

2k

Z 1
x

d�qð�Þ

Comparing this expression with the large-k behavior
of eqn [33], we find [34].

Time Dependence of the Scattering Data

We now use eqn [5b] to compute the time
dependence of the scattering data by evaluating
eqn [5b] as x!�1 we find �= 4ik3. Then,
evaluating it as x!1 and using


 � ae�ikx þ beikx; x! þ1

we find

at ¼ 0; bt ¼ 8ik3b

Hence,

aðt; kÞ ¼ að0; kÞ; 
ðt; kÞ ¼ 
ð0; kÞe8ik3t ½35�

Thus,

pjðtÞ ¼ pjð0Þ; CjðtÞ ¼ Cjð0Þe8p3
j t ½36�

The above formal results motivate the follow-
ing definitions (for simplicity, we assume that a(k)
has no zeros). Given a decaying real function
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q0(x), x 2 R, define M0(k, x) as the solution of the
linear Volterra integral equation

M0ðk;xÞ ¼ 1þ i

2k

Z x

�1
d�ð�1þ e2ikðx��Þqð�ÞM0ðk; �ÞÞ

Imk� 0

Given M0(k,x), define a0(k) and b0(k) by

M0ðk; xÞ ! a0ðkÞ þ b0ðkÞe2ikx; x!1; k 2 R

Given a0 and b0, define N(k, x, t) by the solution of
the linear integral equation

Nðk; x; tÞ � 1

2�

Z 1
�1

dl
b0ðlÞ
a0ðlÞ

e8il3tþ2ilx Nðl; x; tÞ
l þ kþ i0

¼ 1

A theorem of Gohberg and Krein implies that this
equation has a unique global solution. Given
a0, b0, N, define q(x, t) by

qðx; tÞ ¼ � 1

�

@

@x

Z 1
�1

dk
b0ðkÞ
a0ðkÞ

e8ik3tþ2ikxNðk; x; tÞ

Then it can be shown that q(x, t) satisfies the KdV
equation and q(x, 0) = q0(x).

A Unification

After the emergence of a method for solving the
initial-value problem for nonlinear integrable evolu-
tion equations in one and two space variables, the
most outstanding open problem in the analysis of
these equations became the solution of initial
boundary-value problems. A general approach for
solving such problems for evolution equations in one
space dimension was provided by Fokas (1997).
This approach has already been used for the study of
nonlinear integrable evolution PDEs on the half-line
(Fokas 2002, 2005), on the interval, and in a time-
dependent domain. An important advantage of this
new method is that it yields the formulation of a
matrix RH problem (or a �@ problem in the case of a
convex time-dependent domain), which although has
more complicated jump matrices than the analogous
problem on the infinite line, it still has an explicit
exponential (x, t) dependence. This fact allows one to
describe effectively the asymptotic properties of the
solution, using the powerful Deift–Zhou method
(Deift and Zhou 1993). For example, the long-time
asymptotics of boundary-value problems on the half
line are discussed in Fokas and Its (1996).

It is remarkable that the above results have
motivated the discovery of a new method for solving

boundary-value problems, not only for linear evolu-
tion PDEs, but also for linear elliptic PDEs in two
dimensions. This includes the Laplace, the biharmonic
and the Helmholtz equations in a convex polygon
(Dassios and Fokas 2005). In a most recent develop-
ment, this method has also been applied to certain
classes of linear PDEs with variable coefficients. This
highly unexpected development unifies and extends
several classical branches of mathematics. In particu-
lar, it unifies the classical transform methods for
simple linear PDEs as well as the method of images,
the treatment of linear PDEs via certain ingenious
techniques such as the Wiener–Hopf technique, the
formulation of Ehrenpreis type integral representa-
tions, and the solution of integrable nonlinear PDEs
via the inverse-scattering transform. Furthermore, it
extends these results to arbitrary domains and to
certain classes of PDEs with variable coefficients.

Regarding linear equations we note the following:
Almost as soon as linear two-dimensional PDEs

made their appearance, d’Alembert and Euler discov-
ered a general approach for constructing large classes
of their solutions. This approach involved separating
variables and superimposing solutions of the resulting
ODEs. The method of separation of variables natu-
rally led to the solution of PDEs by a transform pair.
The prototypical such pair is the direct and the inverse
Fourier transforms; variations of this fundamental
transform include the Laplace, Mellin, sine, cosine
transforms, and their discrete analogs.

The proper transform for a given boundary-value
problem is specified by the PDE, by the domain, and
by the given boundary conditions. For some simple
boundary-value problems, there exists an algorithmic
procedure for deriving the associated transform. This
procedure involves constructing the Green’s function
of a single eigenvalue equation, and integrating this
Green’s function in the k-complex plane, where
k denotes the eigenvalue.

The transform method has been enormously
successful for solving a great variety of initial- and
boundary-value problems. However, for sufficiently
complicated problems the classical transform method
fails. For example, there does not exist a proper analog
of the sine transform for solving a third-order evolution
equation on the half-line. Similarly, there do not exist
proper transforms for solving boundary-value pro-
blems for elliptic equations even of second order and in
simple domains. The failure of the transform method
led to the development of several ingenious but
ad hoc techniques, which include: conformal mappings
for the Laplace and the biharmonic equations; the
Jones method and the formulation of the Wiener–Hopf
factorization problem; the use of some integral
representation, such as that of Sommerfeld; the
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formulation of a difference equation, such as the
Malyuzhinet’s equation. The use of these techniques
has led to the solution of several classical problems in
acoustics, diffraction, electromagnetism, fluid
mechanics, etc. The Wiener–Hopf technique played a
central role in the solution of many of these problems.

A crucial role in the new method is played by the
global equation satisfied by the boundary values of q
and of its derivatives. For evolution equations and for
elliptic equations with simple boundary conditions, this
involves the solution of a system of algebraic equations,
while for elliptic equations with arbitrary boundary
conditions, it involves the solution of an RH problem.
For simple polygons, this RH problem is formulated on
the infinite line, thus it is equivalent to a Wiener–Hopf
problem. This explains the central role played by the
Wiener–Hopf technique in many earlier works.

For linear PDEs, the explicit x1, x2 dependence of
q(x1, x2) is consistent with the Ehrenpreis formulation
of the solution. Thus, this method provides the
concrete implementation as well as the generalization
to concave domains of this fundamental principle. For
nonlinear equations, it provides the extension of the
Ehrenpreis principle to integrable nonlinear PDEs.

See also: Boundary value Problems for Integrable
Equations; �@-Approach to Integrable Systems; Integrable
Systems and Algebraic Geometry; Integrable Discrete
Systems; Integrable Systems and Discrete Geometry;
Integrable Systems in Random Matrix Theory; Integrable
Systems: Overview; Korteweg–de Vries Equation and
Other Modulation Equations; Partial Differential
Equations: Some Examples; Riemann–Hilbert Methods in
Integrable Systems; Sine-Gordon Equation; Toda
lattices; Twistor Theory: Some Applications [in Integrable
Systems, Complex Geometry and String Theory].
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Random Matrix Models

A random matrix model is a probability space
(�,P,F ) where the sample space � is a set of
matrices. There are three classic finite N random
matrix models (see, e.g., Mehta (1991)):

1. Gaussian orthogonal ensemble (�= 1):
(a) � = N �N real symmetric matrices;
(b) P= ‘‘unique’’ measure that is invariant under

orthogonal transformations and the matrix
elements are i.i.d. random variables; expli-
citly, the density is

cN exp �trðA2Þ
� �

dA ½1�

where cN is a normalization constant and
dA =

Q
i dAii

Q
i<j dAij, the product Lebesgue

measure on the independent matrix elements.
2. Gaussian unitary ensemble (�= 2):

(a) � = N �N Hermitian matrices;
(b) P= ‘‘unique’’ measure that is invariant

under unitary transformations and the (inde-
pendent) real and imaginary matrix elements
are i.i.d. random variables; and

3. Gaussian symplectic ensemble (�= 4) (see Mehta
(1991) for a definition).

Generally speaking, the interest lies in the
N!1 limit of these models. Here we concentrate
on one aspect of this limit. In all three models the
eigenvalues, which are random variables, are real
and with probability 1 they are distinct. If �max(A)
denotes the largest eigenvalue of the random
matrix A, then for each of the three Gaussian
ensembles we introduce the corresponding distri-
bution function

FN;�ðtÞ :¼ P�ð�max < tÞ; � ¼ 1; 2; 4

The basic limit laws (see Tracy and Widom
(1996) and references therein) state that

F�ðsÞ :¼ lim
N!1

FN;� 2�
ffiffiffiffiffi
N
p
þ �s

N1=6

� �
; � ¼ 1;2;4 ½2�

exist and are given explicitly by

F2ðsÞ ¼ det I � KAiry

� �

¼ exp �
Z 1

s

ðx� sÞq2ðxÞ dx

� �

where

KAiry¼
: AiðxÞAi0ðyÞ � Ai0ðxÞAiðyÞ

x� y

acting on L2ðs;1ÞðAiry kernelÞ

and q is the unique solution to the Painlevé II
equation

q00 ¼ sqþ 2q3

satisfying the condition

qðsÞ � AiðsÞ as s!1

� in eqn [2] is the standard deviation of the
Gaussian distribution on the off-diagonal matrix
elements. For the normalization we have chosen
�= 1=

ffiffiffi
2
p

; however, for subsequent comparisons, the
normalization �=

ffiffiffiffiffi
N
p

is perhaps more natural.
The orthogonal and symplectic distribution func-

tions are

F1ðsÞ ¼ exp � 1

2

Z 1
s

qðxÞ dx

� �
ðF2ðsÞÞ1=2

F4ðs=
ffiffiffi
2
p
Þ ¼ cosh

1

2

Z 1
s

qðxÞ dx

� �
ðF2ðsÞÞ1=2

Graphs of the densities dF�=ds are in the adjacent
figure and some statistics of F� can be found in
Figure 1.

The Airy kernel is an example of an integrable
integral operator and a general theory is developed in
Tracy and Widom (1994). A vertex operator approach
to these distributions (and many other closely related
distribution functions in random matrix theory) was
initiated by Adler, Shiota, and van Moerbeke (see the
review article var Moerbeke (2001) for further
developments of this latter approach).

Historically, the discovery of the connection
between Painlevé functions (PIII in this case) and
Toeplitz/Fredholm determinants appears in work
of Wu et al. (1976) on the spin–spin correlation
functions of the two-dimensional Ising model. Painlevé
functions first appear in random matrix theory in
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Jimbo et al. (1980) where they prove that the Fredholm
determinant of the sine kernel is expressible in terms of
PV . Gaudin (using Mehta’s then newly invented
method of orthogonal polynomials (Porter 1965))
was the first to discover the connection between
random matrix theory and Fredholm determinants.

Universality Theorems

A natural question is to ask whether the above limit
laws depend upon the underlying Gaussian assump-
tion on the probability measure. To investigate this for
unitarily invariant measures (�= 2), one replaces in [1]

exp �trðA2Þ
� �

! exp �trðVðAÞÞð Þ

Bleher and Its (1999) choose

VðAÞ ¼ gA4 � A2; g > 0

and subsequently a large class of potentials V was
analyzed by Deift et al. (1999). These analyses
require proving new Plancherel–Rotach type formu-
las for nonclassical orthogonal polynomials. The
proofs use Riemann–Hilbert methods. It was shown
that the generic behavior is GUE; hence, the limit
law for the largest eigenvalue is F2. However, by
finely tuning the potential new universality classes
will emerge at the edge of the spectrum. For �= 1, 4
a universality theorem was proved by Stojanovic
(2000) for the quartic potential.

In the case of noninvariant measures, Soshnikov
(1999) proved that for real symmetric Wigner matrices

(complex Hermitian Wigner matrices), the limiting
distribution of the largest eigenvalue is F1 (respectively,
F2). (A symmetric Wigner matrix is a random matrix
whose entries on and above the main diagonal are
independent and identically distributed random vari-
ables with distribution function F. Soshnikov assumes
that F is even and all moments are finite.) The
significance of this result is that non-Gaussian Wigner
measures lie outside the ‘‘integrable class’’ (e.g., there
are no Fredholm determinant representations for the
distribution functions) yet the limit laws are the same as
in the integrable cases.

Appearance of F� in Limit Theorems

In this section we briefly survey the appearances of
the limit laws F� in widely differing areas.

Combinatorics

A major breakthrough occurred with the work of
Baik, Deift, and Johansson (see Baik et al. (2000) and
references therein) when they proved that the limiting
distribution of the length of the longest increasing
subsequence in a random permutation is F2. Precisely,
if ‘N(�) is the length of the longest increasing
subsequence in the permutation � 2 SN, then

P
‘N � 2

ffiffiffiffiffi
N
p

N1=6
< s

 !
! F2ðsÞ

as N!1. Here the probability measure on the
permutation group SN is the uniform measure.
Further discussion of this result can be found in
Johansson (2000b).

Baik and Rains (2001) showed by restricting the set
of permutations (and these restrictions have natural
symmetry interpretations) that F1 and F4 also appear.
Even the distributions F2

1 and F2
2 (Tracy and Widom

1999) arise. By the Robinson–Schensted–Knuth corre-
spondence, the Baik–Deift–Johansson result is equiva-
lent to the limiting distribution on the number of boxes
in the first row of random standard Young tableaux.
(The measure is the push-forward of the uniform
measure on SN.) These same authors conjectured that
the limiting distributions of the number of boxes in the
second, third, etc., rows were the same as the limiting
distributions of the next-largest, next-next-largest,
etc., eigenvalues in GUE. Since these eigenvalue
distributions were also found in Tracy and Widom
(1996), they were able to compare the then unpub-
lished numerical work of Odlyzko and Rains (2000)
with the predicted results of random matrix theory.
Subsequently, Baik et al. (2000) proved the conjecture
for the second row. The full conjecture was proved by
Okounkov (2000) using topological methods and by,
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Figure 1 The mean (��), standard deviation (��), skewness

(S�), and kurtosis (K�) of F�.
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among others, Johansson (2001) using analytical
methods. For an interpretation of the Baik–Deift–
Johansson result in terms of the card game patience
sorting, see the very readable review paper by Aldous
and Diaconis (1999).

Growth Processes

Growth processes have an extensive history both in
the probability literature and the physics literature
(see, e.g., Meakin (1998) and references therein), but
it was only recently that Johansson (2002b) proved
that the fluctuations about the limiting shape in a
certain growth model (‘‘corner growth model’’) are
F2. Johansson further pointed out that certain
symmetry constraints (inspired from the Baik and
Rains (2001) work) lead to F1 fluctuations (see
Growth Processes in Random Matrix Theory).

Subsequently, Baik and Rains (2000) and Gravner
et al. (2002) have shown the same distribution
functions appearing in closely related lattice growth
models. Prähofer and Spohn (2000) reinterpreted the
work of Baik et al. in terms of the physicists’ poly-
nuclear growth (PNG) model thereby clarifying the role
of the symmetry parameter �. For example, �= 2
describes growth from a single droplet, whereas �= 1
describes growth from a flat substrate. They also
related the distribution functions F� to fluctuations of
the height function in the KPZ equation (Kardar et al.
1986, Meakin 1998). (The connection with the KPZ
equation is heuristic.) Thus, one expects on physical
grounds that the fluctuations of any growth process
falling into the 1þ 1KPZ universality class will be
described by the distribution functions F� or one of the
generalizations by Baik and Rains (2000). Such a
physical conjecture can be tested experimentally. Ear-
lier Myllys et al. established experimentally that a slow,
flameless burning process in a random medium (paper!)
is in the 1þ 1KPZ universality class. This sequence of
events is a rare instance in which new results in
mathematics inspire new experiments in physics.

In the context of the PNG model, Prähofer and
Spohn have given a process interpretation, the Airy
process, of F2.

There is an extension of the growth model in
Gravner et al. (2002) to growth in a random
environment. In Gravner et al. (2002) the following
model of interface growth in two dimensions is
considered by introducing a height function on the
sites of a one-dimensional integer lattice with the
following update rule: the height above the site x
increases to the height above x� 1, if the latter
height is larger; otherwise, the height above x
increases by 1 with probability px. It is assumed
that the px are chosen independently at random with

a common distribution function F, and that the initial
state is such that the origin is far above the other sites.
In the pure regime, Gravner–Tracy–Widom identify
an asymptotic shape and prove that the fluctuations
about that shape, normalized by the square root of
the time, are asymptotically normal. This contrasts
with the quenched version: conditioned on the
environment and normalized by the cube root of
time, the fluctuations almost surely approach the
distribution function F2. We mention that these same
authors find, under some conditions on F at the right
edge, a composite regime where now the interface
fluctuations are governed by the extremal statistics of
px in the annealed case while the fluctuations are
asymptotically normal in the quenched case.

Random Tilings

The Aztec diamond of order n is a tiling by dominoes of
the lattice squares [m, mþ 1]� [‘, ‘þ 1], m, n 2 Z,
that lie inside the region {(x, y) : jxj þ jyj � nþ 1}. A
domino is a closed 1� 2 or 2� 1 rectangle in R2 with
corners in Z2. A typical tiling is shown in Figure 2. One
observes that near the center the tiling appears random,
called the temperate zone, whereas near the edges the
tiling is frozen, called the polar zones. As n!1 the
boundary between the temperate zone and the polar
zones (appropriately scaled) converges to a circle
(‘‘arctic circle theorem’’). Johansson (2002a) proved
that the fluctuations about this limiting circle are F2.

Statistics

Johnstone (2001) considers the largest principal
component of the covariance matrix XtX where X
is an n� p data matrix all of whose entries are
independent standard Gaussian variables and proves
that for appropriate centering and scaling, the
limiting distribution equals F1 in the limit n, p!1
with n=p! � 2 Rþ. Soshnikov has removed the
Gaussian assumption but requires that n� p =
O(p1=3). Thus, we can anticipate applications of
the distributions F� (and particularly F1) to the
statistical analysis of large data sets.

Figure 2 Random tilings.
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Queuing Theory

Glynn and Whitt (1991) consider a series of n single-
server queues each with unlimited waiting space
with a first-in and first-out service. Service times are
i.i.d. with mean one and variance �2 with distribu-
tion V. The quantity of interest is D(k, n), the
departure time of customer k (the last customer to
be served) from the last queue n. For a fixed number
of customers, k, they prove that

Dðk; nÞ � n

�
ffiffiffi
n
p

converges in distribution to a certain functional D̂k

of k-dimensional Brownian motion. They show that
D̂k is independent of the service time distribution V.
It was shown in, for example, Gravner et al. (2002)
that D̂k is equal in distribution to the largest
eigenvalue of a k� k GUE random matrix. This
fascinating connection has been greatly clarified in
recent work of O’Connell and Yor (2002).

From Johansson (2002), it follows for V Poisson that

P
Dðbxnc;nÞ � c1n

c2n1=3
< s

� �
! F2ðsÞ

as n!1 for some explicitly known constants c1

and c2 (depending upon x).

Superconductors

Vavilov et al. (2001) have conjectured (based upon
certain physical assumptions supported by numer-
ical work) that the fluctuation of the excitation gap
in a metal grain or quantum dot induced by the
proximity to a superconductor is described by F1 for
zero magnetic field and by F2 for nonzero magnetic
field. They conclude their paper with the remark:

The universality of our prediction should offer ample
opportunities for experimental observation.
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Introduction

This section introduces some elementary notions
and sets the (mathematically low brow) tone of this
presentation.

A dynamical system is characterized by an evolu-
tion equation the general structure of which reads

Qt ¼ F ½1�

Here Q � Qðx, tÞ is the dependent variable, and it
might be a scalar, a vector, a matrix, you name it.
The focus of interest is on its evolution as function
of the (real, scalar) ‘‘time’’ variable t. The a priori
unknown quantity Q might moreover depend on
another independent ‘‘space’’ variable (scalar or
vector) x, Q � Qðx, tÞ. The appended variable t in
the left-hand side of the above equation denotes
partial differentiation, and this notation will be used
throughout, although when t is the only independent
variable differentiation with respect to it might be
instead denoted by a superimposed dot:

Qt �
@Q x; tð Þ

@t
; Qx �

@Q x; tð Þ
@x

; _Q � dQ tð Þ
dt

The quantity in the right-hand side of the evolution
equation (1), which has of course the same (scalar,
vector, matrix) character as Q, is an assigned
function of t, x and Q, F � ðx, t, QÞ (more generally,
its dependence on Q might be functional, see
below). A typical example of the dynamical systems

we shall consider is the N-body problem character-
ized by the Newtonian equations of motion

€qn ¼� !2qn

þ 2g2
XN

m¼1;m6¼n

qn � qmð Þ�3; n ¼ 1; 2; . . . N ½2�

where the dependent variable is the N-vector ~q �
ðq1, . . . qNÞ, the components of which are the ‘‘particle
coordinates’’ qn � qnðtÞ. Note however that these
equations of motion are of second-order in time
(contrary to (1)); but they can of course be reformulated
as first-order ODEs indeed their Hamiltonian version,
derived in the standard manner from the Hamiltonian

H ¼ 1

2

XN
n¼1

p2
n þ !2q2

n

� �

þ g2

2

XN
m; n¼1;m 6¼n

qn � qmð Þ�2 ½3a�

reads

_qn ¼ pn ½3b�

_pn ¼�!2qn

þ 2g2
XN

m¼1;m 6¼n

qn � qmð Þ�3; n ¼ 1; 2; . . . N ½3c�

Other typical examples are the (‘‘Korteweg-de
Vries’’, ‘‘Burgers’’, ‘‘Nonlinear Schrödinger’’, ‘‘sine
Gordon’’) PDEs satisfied by the scalar dependent
variable q � qðx, tÞ,

qt ¼�qxxx þ 2qxq ¼ �qxx þ q2
� �

x
½4�

qt ¼�qxx þ 2qxq ¼ �qx þ q2
� �

x
½5�

qt ¼ i qxx þ s qj j2q
h i

; s ¼ � ½6�

qt � qx ¼ s; st þ sx ¼ sin q ½7�
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as well as the integrodifferential (‘‘Benjamin–Ono’’)
equation

qt ¼ P

Z 1
�1

dy
qyy yð Þ
x� y

þ qxq ½8�

and the (‘‘Kadomtsev–Petviashvili’’) PDE satisfied by
the scalar dependent variable q � qðx, y, tÞ,

qtx ¼ �qxxx þ qxqð Þxþ sqyy; s ¼ � ½9�

This last equation should of course be reformulated
as an integrodifferential equation to fit with (1).

These are all examples of integrable systems (see
below). In this presentation we restrict attention to
dynamical systems of these general types, without
considering evolutions in which the space variable,
and/or the time variable, and/or the dependent
variable, only take discrete values, forsaking thereby
the discussion of discrete evolution equations,
cellular automata and functional equations, see
other entries of this Encyclopedia. We shall consider
mainly the ‘‘initial-value problem’’ in which the
solution is assigned at the initial time, say at t = 0,

Qðx; 0Þ ¼ Q0ðxÞ

and the subsequent evolution of the dependent
variable, namely the values taken by Qðx, tÞ for t >
0, is the focus of attention. Note however that,
except when there is no dependence at all on the
space variable x (see for instance (2)), the functional
class to which Qðx, tÞ belongs as regards its
x-dependence should be specified (and the assigned
initial-value Q0ðxÞ should of course belong to this
functional class). A typical class of functions are
those vanishing (adequately fast) at (spatial) infinity;
another typical class are those characterized by
periodicity properties as functions of x; and still
another class are those restricted to a finite spatial
domain (for instance, the positive x-axis, x > 0, or a
finite interval, a � x � bÞ, in which cases the initial-
value problem must be supplemented by assigning
boundary conditions. These latter class of problems,
called initial/boundary-value problems, are generally
more difficult; even the identification of which
boundary conditions are adequate to identify
uniquely the solution may be a nontrivial task. In
the following we will always focus on the simpler
class of problems characterized by solutions defined
in the entire space region and vanishing (sufficiently
fast) asymptotically (far away).

Thus, in the spirit of the initial-value problem, a
dynamical system is generally characterized by
assigning its evolution equation, the functional
class to which its solutions are required to belong,
and possibly in addition some (additional) restric-
tion on the set of initial data.

Let us finally mention that, aside from considering
the initial-value problem, the study of dynamical
systems may focus on the identification of special
(classes of) solutions, for instance those obtained by
using symmetry properties of the evolution equation
under consideration (yielding, say, ‘‘similarity solu-
tions’’), and, in the integrable case, ‘‘solitonic’’ and
‘‘multisolitonic’’ solutions (see below).

Integrable dynamical systems

The solution of a dynamical system, however simple
the equation that defines its time evolution, see (1), may
be extremely complicated, indeed its time-dependence
might feature one or more of the characteristics of
deterministic chaos, such as a sensitive dependence on
the initial data. But there are ‘‘exceptional’’ dynamical
systems, the behavior of which is instead, in some
sense, simple. Such systems are termed – in the least
technical sense of the word – ‘‘integrable’’.

This characterization can be made precise for
Hamiltonian systems with a finite number N of degrees
of freedom, the equations of motion of which read

_qn ¼
@H ~p;~q
� �
@pn

; _pn ¼ �
@H ~p;~q
� �
@qn

; n ¼ 1;. . . N

Such a system is integrable if there exist, in addition
to the Hamiltonian H ~p,~q

� �
� Hð1Þ ~p,~q

� �
itself,

N � 1 other (nontrivial and functionally indepen-
dent) constants of motion HðmÞ ~p,~q

� �
in involution,

namely such that their Poisson brackets vanish:

HðnÞ;HðmÞ
n o

�
XN
‘¼1

@HðnÞ ~p;~q
� �

@q‘

@HðmÞ ~p;~q
� �

@p‘

"

�
@HðmÞ ~p;~q

� �
@q‘

@HðnÞ ~p;~q
� �

@p‘

#
¼ 0;

n;m ¼ 1; . . . ;N

Let us however emphasize the crucial role of the words
‘‘there exist’’, as used just above. For definiteness let us
require that the constants of motion HðnÞ ~p,~q

� �
be

analytic functions of their 2N arguments, and not
excessively multivalued: they might feature some
branch points, but not so many to vanify their
effectiveness in constraining the time evolution of the
dynamical variables qnðtÞ, pnðtÞ sufficiently to avoid
their behavior from being too complicated. On the
other hand it is of course not necessary that these
functions HðnÞ ~p,~q

� �
be explicitly known.

When these conditions hold it is in principle
possible (‘‘Liouville theorem’’) to identify a
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canonical transformation from the canonical coor-
dinates and momenta qn and pn to action-angle
variables �n and In such that

In ¼ HðnÞ ~p;~q
� �

½10�

Then these action variables evolve trivially,

InðtÞ ¼ Inð0Þ; �nðtÞ ¼ �nð0Þ þ Inð0Þt; n ¼ 1; . . . N

Note that, once these new canonical variables are
identified, the solution of the initial-value problem for
the original Hamiltonian problem is provided directly
by the expressions of the action-angle variables �n and
In in terms of the original variables qn and pn, as well
as the expressions of the latter in terms of the former.
The second step of this procedure requires inverting
the expressions (10), and the corresponding expres-
sions of the angle variables �n in terms of the original
variables qn and pn; a necessary condition in order that
this step allow to identify uniquely, at least in
principle, the original canonical variables qn and pn

in terms of the action-angle variables In and �n – hence
imply a simple time-evolution of these original vari-
ables – is the requirement, as mentioned above, that
the expressions of the constants of the motion
HðnÞ ~p,~q

� �
in terms of their arguments qn and pn not

be excessively multivalued.
The statements outlined above can be rigorously

formulated for finite-dimensional Hamiltonian sys-
tems, and they can be heuristically extended to all
analogous dynamical systems with a finite number of
degrees of freedom, even if they are not Hamiltonian.

A system with N degrees of freedom might possess
more than N constants of motion. Such a system
that possesses 2N � 1 (nontrivial and functionally
independent) constants of motion (the maximal
number, to avoid the evolution being frozen) is
called superintegrable, and its evolution is in some
sense analogous to that of a system with a single
degree of freedom, in particular all its confined and
nonsingular motions are then completely periodic,

qnðt þ TÞ ¼ qnðtÞ; pnðt þ TÞ ¼ pnðtÞ; n ¼ 1; . . . ;N

The period T depends generally on the initial data. If it
does not, at least for an open set of such data having
full dimensionality in phase space, the system is called
isochronous: all its motions in that phase space region
are then completely periodic with the same period.

A dynamical system might be integrable in a region
of its ‘‘natural’’ phase space, and nonintegrable in
another region. Sometimes such systems are referred to
as partially integrable. There even are systems which
are isochronous (hence superintegrable) in a region of
their phase space, and behave instead chaotically in
another region. These regions are generally separated
by boundaries where the evolution of the system runs

into singularities, and the constants of motion asso-
ciated with the integrable behavior become excessively
multivalued in the regions where the behavior is
chaotic. (see Isochronous Systems).

Dynamical systems featuring an additional space
variable x (see Section 1) can be interpreted as infinite-
dimensional dynamical systems (by considering the
variable x as a continuous label for the dependent
variable Q). Accordingly, a necessary condition in
order that such systems be considered integrable is the
requirement that they possess an infinite number of
constants of the motion. But – even for such systems
that allow a Hamiltonian formulation – this condition
cannot be considered sufficient (due to the inherent
ambiguities in the counting of infinities), and in fact a
completely cogent, universally accepted definition of
integrability for infinite-dimensional dynamical sys-
tems is still lacking (various definitions can of course
be given in special contexts). It is nevertheless rather
well understood by practitioners what is meant by
such a term at least for integrable equations such as
those indicated at the end of the previous section,
which generally give rise to the solitonic phenomenol-
ogy – as explained below.

The study of integrable systems has an illustrious
history, to which many eminent mathematicians and
mathematical physicists contributed after the
Newtonian revolution: Euler, Jacobi, Poincaré, Pain-
levé, Kowalewskaya, Kolmogorov, Moser . . . Below
we report – most tersely – on the bloom that this topic
has witnessed over the last 3–4 decades, without being
generally able, due to space constraints, to attribute
the appropriate credit to the many colleagues, most of
them still living, who contributed to this endeavor. For
more detailed treatments of the topics outlined below,
of related developments not mentioned here, and of
such credits, the interested reader is referred to the
bibliography given below, including the additional
references traceable from there.

Integrable many-body problems

An important class of integrable dynamical systems
is provided by N-body problems characterized by
Hamiltonians such as

H ~p;~q
� �

¼ 1

2

XN
n¼1

p2
n þ Vð~qÞ ½11�

with a potential energy Vð~qÞ that includes ‘‘exter-
nal’’ and ‘‘two-body’’ forces,

Vð~qÞ ¼
XN
n¼1

Vð1ÞðqnÞ þ
1

2

XN
m; n¼1;m6¼n

Vð2Þ qn � qmð Þ;

Vð2Þð�qÞ ¼ Vð2ÞðqÞ ½12�
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The corresponding Hamiltonian and Newtonian
equations of motion read

_qn ¼ pn; _pn ¼ �
@Vð1ÞðqnÞ
@qn

�
XN

m¼1;m 6¼n

@Vð2Þ qn � qmð Þ
@qn

;

€qn ¼ �
@Vð1ÞðqnÞ
@qn

�
XN

m¼1;m 6¼n

@Vð2Þ qn � qmð Þ
@ ¼ qn

½13�

The Lax pair and the constants of motion Suppose
that two N �N matrices L � L ~p,~q

� �
and M �

M ~p,~q
� �

could be found such that the matrix ‘‘Lax
equation’’

_L ¼ L;M½ � ½14�

be equivalent to the Hamiltonian equations of
motion (13). Here and throughout the notation
[A, B] denotes the commutator:

A;B½ � � A B� B A

Because this matrix equation clearly entails that
the N traces

Tn ¼ trace Ln½ �; n ¼ 1; . . . ;N

are constants of the motion,

_Tn ¼ 0; n ¼ 1; . . . ;N

the possibility to write the Hamiltonian equations
(13) in the Lax form (14) yields as a bonus N
constants of the motion, namely it entails that the
Hamiltonian system under consideration is integr-
able. (One must moreover show that these constants
of motion are in involution; this is usually the case).

Hence a route to identify integrable N-body pro-
blems is via the search of Lax pairs L, M of matrices
such that (14) correspond to (13), with an appropriate
assignment of the potential energy (12). For N > 2 this
is a nontrivial task, because (13) is a system of 2N
ODEs in 2N unknowns, while the matrix Lax
equation (14) amounts to a system of N2 ODEs.

Functional equations and the identification of
integrable many-body problems A convenient
ansatz to identify a Lax pair suitable for the purpose
outlined above reads as follows:

Lnm¼ pn for n¼m;Lnm¼� qn�qmð Þ for m 6¼ n;

Mnm¼
XN

‘¼1;‘6¼n

�ðqn�q‘Þ for n¼m;

Mnm¼ �ðqn�qmÞ; for m 6¼ n

where �ðqÞ,�ðqÞ and �ðqÞ are 3 functions to be
determined. It is then easily seen that these functions

may be assigned so that the corresponding Lax
equation (14) be equivalent to the Hamiltonian
equations (13) with

Vð1ÞðqÞ ¼ 0 ½15a�

Vð2ÞðqÞ ¼ �ðqÞ�ð�qÞ ½15b�

provided the function �ðxÞ satisfies the functional
equation

�ðxÞ�0ðyÞ � �ðyÞ�0ðxÞ
�ðxþ yÞ ¼ �ðxÞ � �ðyÞ; �ðxÞ ¼ �ð�xÞ

The general solution of this functional equation
yields via [15b] the two-body potential

Vð2ÞðqÞ ¼ g2 a2}ða q !; !0j Þ ½16�

where g and a are two arbitrary constants and
}ðx !,!0j Þ is the Weierstrass elliptic function (with
semiperiods ! and !0, as well arbitrary). One
concludes therefore that the N-body problem char-
acterized by the Hamiltonian (11) with (12), (15a)
and (16) is integrable.

This Hamiltonian system has played, since the mid-
seventies, a seminal role in the developments of finite-
dimensional integrable systems that occurred over the
last few decades. However, since the Weierstrass
function is doubly-periodic, from a ‘‘physical’’ point
of view this N–body problem is rather unrealistic, or
perhaps rather suited for the study of crystalline
configurations, including their statistical mechanics.
But there are two special cases, obtained by assigning
an infinite value to one or both of the semiperiods of
the Weierstrass function in (16), that qualify Vð2ÞðqÞ as
a physical two-body potential:

Vð2ÞðqÞ ¼ g2 a2

sinh2 a qð Þ
½17a�

Vð2ÞðqÞ ¼ g2

q2
½17b�

(Of course the second of these two-body potentials,
(17b), is merely the special case of the first, (17b),
corresponding to a = 0). These Hamiltonian models
are then naturally interpretable as one-dimensional
many-body problems with repulsive two-body forces
singular at zero separation and vanishing at large
distances. Actually the fact that these systems are
integrable is far from remarkable, since it is
generally true that any many-body problem char-
acterized by repulsive forces vanishing at large
distances (hence causing unconfined motions) is
integrable: indeed in such models the particles
eventually separate and move freely, so that their
trajectories cannot display the extreme complication
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characterizing a chaotic (i.e., nonintegrable) beha-
vior. But these models are in fact superintegrable
and they (as well as various integrable extensions of
them) feature many (physically and mathematically)
interesting properties. For instance the asymptotic
behavior of their trajectories,

qnðtÞ ¼ pð�Þn t þ qð�Þn þ oð1Þ; pnðtÞ ¼ pð�Þn þ oð1Þ
as t! �1; n ¼ 1; . . . ;N ½18�

is characterized by the simple rules

pðþÞn ¼ p
ð�Þ
Nþ1�n; n ¼ 1; . . . ;N;

qðþÞn ¼ qð�Þn þ
XN

m¼1;m6¼n

� pð�Þm � pð�Þn ; g; a
� �

n ¼ 1; . . . ;N

½19�

with

�ðp; g; aÞ ¼ signðpÞ
log 1þ ga=pð Þ2
h i

2a

The formula (19) indicates that the shift q
ðþÞ
n � q

ð�Þ
n

among the asymptotic positions of the particles (see
(18)) is merely a sum of two-body shifts � (which
incidentally vanish altogether if a = 0, namely in the
(17b) case), and it only depends on the velocities
p
ð�Þ
n of the particles in the remote past (not on the

corresponding asymptotic positions q
ð�Þ
n , in spite of

their relevance in determining the order in which the
different particles approach each other through the
motion).

A generalization of the above model in the (17b)
case – nontrivial inasmuch as it yields confined
motions – is characterized by the additional presence
in the potential (12) of the one-body potential

Vð1ÞðqÞ ¼ 1
2 !

2q2 ½20�

yielding the Hamiltonian (3a). This model is integr-
able, indeed superintegrable, indeed isochronous, all
its (real) solutions being completely periodic with
period

T ¼ 2�

!
½21�

A neat way to understand this result is by noting
that, if ~qðtÞ is a (possibly complex) solution of the
model discussed above (in this subsection, with the
two-body potential (17b) and no one-body poten-
tial, see (15a)), then

qnðtÞ ¼ exp�i!tð Þ~qnð�Þ; � ¼
expð2 i!tÞ � 1

2 i!

provides a (possibly real) solution of the Newtonian
equations of motion (2), namely of the same model

but with the additional one-body potential (20).
Remarkably this model was solved firstly in the
quantal case (at the beginning of the seventies), and
only a few years later in the classical case considered
here (by J. Moser, who, for the != 0 case,
introduced the special version of the Lax matrix
appropriate for this case).

Another class of many-body problems, introduced
in the mid-sixties by M. Toda, played a seminal role
in the study of integrable dynamical systems, indeed
the first application (independently by H. Flaschka
and S. Manakov) of the Lax approach to integrable
many-body problems occurred in that context. This
model is often referred to as the Toda lattice,
because its (two-body) interaction (of exponential
type) is only assumed to act among ‘‘nearest
neighbors’’.

A particularly interesting, and just as integrable,
generalization of this class of Hamiltonian many-
body problems features an extra parameter, say c,
which might be considered to play the role of ‘‘speed
of light’’. These models reduce to those considered
above for c =1, and for finite c they are invariant
under the Poincaré group of coordinate transforma-
tions (while of course the many-body problems
described above are invariant under the Galilei
group). They are sometimes termed RS models, to
recognize those who first introduced them
(S. Ruijsenaars and H. Schneider) as well as the
possibility to interpret them in some sense as
‘‘relativistic’’ generalizations of the ‘‘nonrelativistic’’
models described above.

Reduction of the solution to algebraic opera-
tions The solution of the models described above
can actually be reduced to purely algebraic opera-
tions. For instance for the model characterized by
the Newtonian equations of motion (2) such a
solution of the initial-value problem is provided by
the following prescription: the particle coordinates
qnðtÞ coincide with the N eigenvalues of the N �N
matrix:

~QnmðtÞ ¼ qnð0Þ cosð!tÞ þ _qnð0Þ
sinð!tÞ
!

for n ¼ m;

~QnmðtÞ ¼
ig sinð!tÞ

! qnð0Þ � qmð0Þ½ � for n 6¼ m

Many-body problems related to the motion of the
zeros of linear PDEs Another convenient approach
to manufacture and investigate integrable many-
body problems is by identifying the motion of the
particles with that of the zeros of (polynomial)
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solutions of linear (hence solvable) evolution PDEs.
Assume for instance that the monic polynomial

 ðz; tÞ ¼ xN þ
XN
m¼1

cmðtÞxN�m ¼
YN
n¼1

z� znðtÞ½ � ½22�

satisfies the (compatible) linear PDE

�
A0þA1 zþA2 z2þA3 z3

�
 zz

þ B0þB1 z�2 N�1ð ÞA3 z2
� �

 z

þC ttþ E� N�1ð ÞD2 z½ � t

þ D0þD1 zþD2 z2
� �

 zt

� N N�1ð Þ A2�A3 zð ÞþNB1½ � ¼ 0 ½23�

where the letters A0,A1,A2,A3,B0,B1,C,D0,D1,
D2,E denote 11 arbitrary constants. Then the zeros
znðtÞ evolve according to the system of ODEs

C€zn þ E _zn ¼B0 þ B1zn � 2 N � 1ð ÞA3z2
n

þ
XN

m¼1;m 6¼n

zn � zmð Þ�1

� 2C _zn _zm � _zn þ _zmð Þ D0 þD1znð Þ½
�D2zn _znzm þ _zmznð Þ
þ 2 A0 þ A1zn þ A2z2

n þ A3z3
n

� ��
½24�

interpretable as the Newtonian equations of motion
of an N-body problem with one- and two-body
(velocity-dependent) forces. This problem is integr-
able, indeed its solution can be reduced to the
algebraic problem of finding the zeros of the
polynomial  ðz, tÞ, see (22), whose time evolution
can be ascertained by solving the linear PDE (23),
itself a purely algebraic problem as it amounts to
solving the system of (constant coefficients, linear)
ODEs implied via (22) by this PDE (23) for the N
coefficients cmðtÞ.

This class of many-body problems is rather rich,
thanks to the arbitrariness of the 11 constants it
features. Several subcases, characterized by special
choices of these constants, are suitable to display a
gamut of different phenomenological behaviors:
confined and nonconfined motions, periodic and
nonperiodic evolutions, limit cycles, Hamiltonian
cases, . . . .

Solvable many-body problems in the plane The
many-body problems considered above were all
essentially one-dimensional. But via a simple trick
it is possible to obtain from some of them many-
body problems in the plane (which should of course
be rotation-invariant to be certified as such).
Consider for instance the special case of the above

model, (24), with C = 1 and with A0 = A1 = A3 =
B0 = D0 = D2 = 0 so that its equations of motion,

€zn þ E _zn ¼B1zn þ
XN

m¼1;m6¼n

zn � zmð Þ�1

� 2 _zn _zm �D1 _zn þ _zmð Þzn þ 2A2z2
n

� �
½25�

are invariant under rescaling of the dependent
variables ðzn¼) cznÞ. Let us then assume to work
in the complex rather than the real, and let us set

E ¼ � þ i!; A2 ¼ �þ i~�; B1 ¼ � þ i ~�;

D1 ¼ � þ i~�

where the Greek letter indicate now real constants,
and let us moreover relate the N complex coordi-
nates zn to N two-vectors~rn in the horizontal plane
via the self-evident positions

zn ¼ xn þ iyn;~rn ¼ xn; yn; 0ð Þ; k̂ ¼ 0; 0; 1ð Þ ½26�

It is then easily seen that the integrable equations of
motion (25) become the following rotation-invariant
Newtonian equations of motion identifying a (no
less integrable) N-body problem in the plane:

~r
		
n þ � þ !k̂^

� �
~r
	
n

¼ � þ ~�k̂^
� �

~rn þ
XN

m¼1;m 6¼n

r�2
nm

2 ~r
	
n ~r
	
m 	~rnm

� �
þ~r
	
m ~r
	
n 	~rnm

� �
�~rnm ~r

	
n 	~r
	
m

� �n oh

� � þ ~�k̂^
� �

~r
	
n þ~r

	
m

� �
r2
n � ~rn 	~rmð Þ

� �n

�~rn ~rm 	 ~r
	
n þ~r

	
m

� �h i
þ~rm ~rn 	 ~r

	
n þ~r

	
m

� �h io

þ 2 �þ ~�k̂^
� �

~rn r2
n � 2 ~rn 	~rmð Þ

� �
þ~rmr2

n

� 	i
½27�

Here and below we use the short-hand notation
~rnm =~rn �~rm entailing r2

nm = r2
n þ r2

m � 2~rn 	~rm, the
symbol ^ denotes the three-dimensional vector pro-
duct so that k̂ ^~rn = �yn, xn, 0ð Þ (see (26)), and the rest
of the notation is self-evident. Note that these rotation-
invariant Newtonian equations of motion are also
translation-invariant if �= ~�= �= ~�=�= ~�= 0.

The ‘‘goldfish’’ model The attribute of ‘‘goldfish’’
has been attributed to the special case of the above
model with all ‘‘coupling constants’’ vanishing,
thanks to the neatness of its equations of motion,
which in their complex version read

€zn ¼ 2
XN

m¼1;m6¼n

_zn _zm

zn � zm
; n ¼ 1; . . . ;N
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and in their real (‘‘physical’’) version as Newtonian
equations of motion of an N-body problem in the
horizontal plane read

~r
		
n¼2

XN
m¼1;m6¼n

~r
	
n

_~r	m 	~rnm

� �
þ _~r	m _~r	n 	~rnm

� �
�~rnm ~r

	
n 	~r
	
m

� �
r2
nm

n¼1; . . . ;N

(This name has also been attributed to some
extensions of this model, see the entry Isochronous
Systems in this Encyclopedia). This model is
invariant under time rescaling ðt) ctÞ, in its
physical version it is translation- and rotation-
invariant, it only features two-body forces and in
spite of their velocity-dependence it is Hamiltonian
(it is in fact a simple instance of the RS models
mentioned above). The solution of its initial-value
problem (in its complex version) is given by a
remarkably neat rule: the N coordinates znðtÞ are the
N roots of the following algebraic equations in z:

XN
n¼1

_znð0Þ
z� znð0Þ

¼ 1

t
½28�

The phenomenology of its generic solution is also
remarkable, corresponding to the ‘‘game of musical
chairs’’: in the remote past all particles but one are
almost at rest in N � 1 positions (‘‘sitting in N � 1
chairs’’) and one particle comes in from infinity,
moving initially as a free particle; as it approaches,
all the particles begin to move around (‘‘dancing’’);
in the remote future one particle goes away (moving
eventually with the same speed as the incoming
particle), and all the others settle down in the same
N � 1 positions (‘‘of the N � 1 chairs’’), but with
the possibility that the outgoing particle be different
from the incoming one, and that the other particles
have reshuffled their ‘‘seating’’.

Another remarkable version (also translation- and
rotation-invariant, as well as Hamiltonian) of the
N-body model in the plane (27) obtains if all the
‘‘coupling constants’’ vanish except !. Then all its
nonsingular solutions – which are given by the same
prescription indicated just above, except for the
replacement of 1

t with i!
expði!tÞ�1 in the right-hand side

of (28) – are completely periodic with periods which
are an integer multiple – no larger than a number
depending on N, generally (much) smaller than N! –
of T (see (21)), the domains of phase space that give
rise to solutions with different periodicity being
separated from each other by boundaries character-
ized by lower-dimensional sets of initial data
yielding trajectories that run into singularities
corresponding to particle collisions (note that when

two or more particles collide their individuality gets
lost, and their velocities diverge).

Integrable many-body problems in spaces with
arbitrary dimensions Integrable, or even solvable,
many-body problems in spaces with more than two
dimensions – with rotation-invariant equations of
motion of Newtonian type – can be manufactured
by starting from an appropriate integrable, or
solvable, second-order matrix evolution equation,
and by then parametrizing the evolving matrix in
terms of multidimensional vectors so as to transform
the matrix evolution equation into a covariant –
hence rotation-invariant – system of evolution
equations for these vectors, interpretable as New-
tonian equations of motion of a many-body problem
in multidimensional space.

For instance the matrix equation

_M ¼ AMþMAþM3

is integrable. Here M �MðtÞ is a square matrix of
arbitrary order and A is an arbitrary constant
matrix. By parametrizing appropriately these two
matrices one concludes that either one of the
following two Newtonian systems of ODEs is
integrable:

~r
		
nm ¼

XN
	¼1

�n	~r	m þ
XM

¼1

XN
	¼1

~rn
 ~r	
 	~r	m

� �

n ¼ 1; . . . ;N;m ¼ 1; . . . ;M;

~r
		
nm ¼

XN
	¼1

�n	~r	m þ
XM

¼1

XN
	¼1

~r	
 ~r	
 	~rnm

� �

n ¼ 1; . . . ;N;m ¼ 1; . . . ;M:

Here N and M are arbitrary positive integers, the
NM constants �nm are also arbitrary, the NM
‘‘particle coordinates’’ ~rnm �~rnmðtÞ are S-vectors,
with S an arbitrary positive integer, and the dots
sandwiched among these S-vectors denote the
standard scalar product in S-dimensional space.

Let us emphasize the physical relevance of this
class of many-body problems, characterized by
linear and cubic forces. This is reinforced by the
fact that these models are Hamiltonian.

Nonlinear harmonic oscillators Two classes of
integrable systems obtain from the classes written
above by first setting to zero all the constants �nm

and by then performing the change of variables

~wnmðtÞ ¼ expði!tÞ~rnmð�Þ; � ¼
expði!tÞ � 1

i!
½29�
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with ! > 0. The corresponding Newtonian equa-
tions of motion read

~w
		

nm � 3i!~w
	

nm � 2~wnm ¼
XM

¼1

XN
	¼1

~wn
 ~w	
 	 ~w	m

� �

n ¼ 1; . . . ;N;m ¼ 1; . . . ;M;

~w
		

nm � 3i!~w
	

nm � 2~wnm ¼
XM

¼1

XN
	¼1

~w	
 ~w	
 	 ~wnm

� �

n ¼ 1; . . . ;N;m ¼ 1; . . . ;M

These equations of motion cause the N M evolving
S-vectors ~wnm � ~wnmðtÞ to be complex (see the
second term in their left-hand sides), but a real
system (with double the number of dependent
variables) can be easily obtained by setting

~wnm ¼~unm þ i~vnm

Remarkably (but clearly suggested by (29)), all the
nonsingular solutions of each of these two many-
body problems are completely periodic, with a
period which is an integer multiple of the period T,
see (21). This justifies the title given to this
subsection. It also shows that these are isochronous
systems (see Isochronous Systems).
Integrable nonlinear PDEs

As indicated in Section 1 another class of integrable
systems are nonlinear evolution PDEs. In this
section we outline (some of) their properties,
focussing mainly on the Korteweg-de Vries PDE
(4), the solution of which by C. S. Gardner,
J. M. Greene, M. D. Kruskal and R. M. Miura in
the mid-sixties was the opening shot of a major
scientific development which is still blooming.
Other important early steps of this development
were, in the late sixties, the introduction by P. D.
Lax of what is now called the Lax pair technique,
and at the beginning of the seventies the solution by
V. E. Zakharov and A. B. Shabat of the Nonlinear
Schrödinger equation (6) – an evolution PDE of
great applicative importance. Subsequently many
researchers developed various techniques to iden-
tify, classify and investigate integrable nonlinear
PDEs, a continuing activity for an overall appraisal
of which the interested reader is referred to the
bibliography reported below.

Here we outline one of the approaches to
obtaining these results; other approaches are tersely
mentioned below.
Identification and investigation of integrable
PDEs via the inverse spectral transform
technique

The class of linear dispersive evolution PDEs reads

utðx; tÞ ¼ �i! �i
@

@x


 �
uðx; tÞ;�1 < x <1 ½30�

where the ‘‘dispersion function’’ !ðzÞ is, say, a (real)
polynomial (which must be odd to guarantee that
this PDE be real). The solution of this PDE is
achieved via the introduction of the Fourier trans-
form ûðk, tÞ,

uðx; tÞ ¼ ð2�Þ�1

Z 1
�1

dk expði kxÞ ûðk; tÞ ½31a�

ûðk; tÞ ¼
Z 1
�1

dx expð�i kxÞuðx; tÞ ½31b�

whose evolution corresponding to (30) is then given
by the simple linear ODE

ûtðk; tÞ ¼ �i!ðkÞûðk; tÞ;�1 < k <1 ½32a�

which can be immediately integrated:

ûðk; tÞ ¼ ûðk; 0Þ exp½�i!ðkÞt� ½32b�

Thus the solution of the initial-value problem of (30)
is achieved via three steps: (i) at the initial time one
obtains the initial value of the Fourier transform,
ûðk, 0Þ, from the initial datum uðx, 0Þ (via (31b)); (ii)
one then obtains ûðk, tÞ (via (32b)); (iii) one finally
obtains uðx, tÞ (via (31a)). From these formulas the
main features of the resulting phenomenology are
easily evinced (even when the above integrals cannot
be explicitly performed).

A class of integrable nonlinear evolution PDEs
reads

utðx; tÞ ¼ �ðRÞuxðx; tÞ ½33�

where the assigned function �ðzÞ is again, say, a
(real) polynomial, while R is now the integrodiffer-
ential ‘‘recursion operator’’ defined by the following
formula that specifies its action on a generic
function f ðx, tÞ (vanishing asymptotically so as to
allow all integrations to converge):

R f ðx; tÞ ¼ fxxðx; tÞ � 4uðx; tÞf ðx; tÞ

þ 2ux x; tð Þ
Z 1

x

dy f y; tð Þ ½34�

Note that the presence of the time variable t plays
no relevant role (it is merely parametric). A
remarkable property of this operator – which
depends on uðx, tÞ – is that any power of it acting
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on uxðx, tÞ yields a nonlinear combination of uðx, tÞ
and its x-derivatives – without any left-over integra-
tion, in fact yielding a result which is itself an exact
x-derivative, ready for exact integration in case of a
further application of R, see the last term in the
right-hand side of (34). For instance

Rux ¼ uxxx � 6ux u ¼ uxx � 3u2
� �

x
;

R2ux ¼ uxxxxx � 10uxxx u� 20uxx ux þ 30ux u2

¼ uxxxx � 10uxx u� 5u2
x þ 10u3

� �
x

and so on. Hence the simplest nonlinear evolution
equation contained in the class (33) is the Korteweg-
de Vries (KdV) equation

ut þ uxxx ¼ 6ux u ½35�

(corresponding to �ðzÞ=�z; and note the identity
with (4), via the trivial rescaling qðx,tÞ= 3 uðx, tÞ).
Note that, if one neglects all nonlinear contribu-
tions, the class (33) reduces to (30) with

!ðzÞ ¼ �z� �z2
� �

The solution of this class of nonlinear PDEs, (33),
is given by a somewhat analogous procedure to that
described above for the class of linear dispersive
PDEs (30).

Firstly, one introduces the spectral transform, a
nonlinear generalization of the Fourier transform
which indeed reduces to it if nonlinear effects are
altogether neglected. That relevant for the class of
PDEs (33) is based on the spectral problem
associated with the linear Schrödinger operator

L ¼ � @

@x


 �2

þ uðx; tÞ;�1 < x <1 ½36�

Via it, the spectral transform

S uðx; tÞ½ � ¼ Rðk; tÞ;�1 < k <1; pn; �nðtÞ;f
n ¼ 1; . . . ;Ng ½37�

is introduced. Here the function Rðk, tÞ is the
‘‘reflection coefficient’’ associated to the eigenvalue
k2 of the continuous spectrum of L, while the
nonnegative number N gives the number of discrete
eigenvalues of L, and the positive quantities pn and
�nðtÞ are associated to these discrete eigenvalues,
specifically �p2

n are the ‘‘binding energies’’, and
�nðtÞ the ‘‘normalization coefficients’’, associated to
the ‘‘bound states’’ possessed by the ‘‘potential’’
uðx, tÞ. (All this terminology comes from the inter-
pretation of the above spectral problem in quantum-
mechanical terms). And it can be shown not only
that there is a one-to-one correspondence among a
function uðx, tÞ and its spectral transform S[u(x, t)],
but moreover that both the direct spectral problem
to compute S[u(x, t)] from u(x, t) (arbitrarily
assigned within an appropriate class), and the
inverse spectral problem to compute u(x, t) from
S[u(x, t)] (arbitrarily assigned within an appropriate
class), only entail solving linear equations (an ODE
in the former case, a Fredholm integral equation in
the latter case).

Note that, in the above definition of the spectral
transform, the time variable t plays merely a
parametric role. But the usefulness of this spectral
transform to solve the PDE (33) resides in the fact
that, if u(x, t) evolves in time according to this PDE,
the corresponding evolution of the spectral trans-
form is quite simple: the number N and the positive
numbers pn are time-independent (as already
implied by our notation), while the time evolution
of the reflection coefficient R(k, t) and of the
normalization coefficients �nðtÞ is given by the
simple linear ODEs

Rtðk; tÞ ¼ 2ik� �4k2
� �

Rðk; tÞ;�1< k<1 ½38a�

_�nðtÞ ¼ �2pn�ð4p2
nÞ�nðtÞ; n ¼ 1; . . . ;N ½38b�

which can be readily integrated:

Rðk; tÞ ¼ Rðk; 0Þ exp 2ik� �4k2
� �

t
� �

½39a�

�n tð Þ ¼ �n 0ð Þ exp �2pn�ð4p2
nÞt

� �
½39b�

Hence the solution of the initial-value problem for
the class of nonlinear PDEs (33) can now be
achieved via the following three steps: (i) at the
initial time, via the solution of the direct spectral
problem, the spectral transform S[uðx, 0Þ] (see (37))
is obtained (from u(x, 0), arbitrarily assigned within
an appropriate class); (ii) the spectral transform at
time t is then obtained via (39); (iii) by solving the
inverse spectral problem, u(x, t) is obtained from
S[u(x, t)] (see (37)).

The analogy of this procedure to that outlined
above for the class of linear dispersive PDEs (30) is
clear, and the fact that in this manner the solution
of the initial-value problem for the nonlinear PDEs
(33) can be achieved via a sequence of steps
involving only the solution of linear problems is
an indication of the integrable character of this
class of nonlinear evolution PDEs. And it allows to
gain thereby a lot of insight on the behavior of
these solutions, and also to construct classes of
explicit solutions of these equations, as we now
indicate.
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Solitons

The integrable nonlinear PDE (33) possesses the
single-soliton solution

uðx; tÞ ¼ �2p2

cosh2 p x� �ðtÞ½ �f g
½40a�

�ðtÞ ¼ 2pð Þ�1log
�ðtÞ
2p

� 

¼ �ð0Þ þ vt;

v ¼ �� 4p2
� �

½40b�

to which corresponds the simple spectral transform

S u x; tð Þ½ � ¼ Rðk; tÞ ¼ 0;p1 ¼ p;f
�1ðtÞ ¼ �ðtÞ ¼ �ð0Þexp �2p�ð4p2Þt

� �
; N ¼ 1g ½41�

This solution, (40), describes a localized wave of
constant shape moving with the constant speed v:
the ‘‘soliton’’. It is characterized by two (real)
parameters, �ð0Þ and p. The first identifies the
initial location of the soliton; its arbitrariness
corresponds to the translation invariant character
of (33). The second, p, the spectral significance of
which is clear from (41), determines the shape of
the soliton (both its ‘‘height’’ 2p2 and its ‘‘width’’ 1

p)
as well as its speed v (see (40b)); note that the
shape is identical for all the nonlinear evolution
PDEs of the class (33), while the speed depends on
the function �ðzÞ, see (40b), namely it depends on
which specific equation of the class (33) one is
considering. For instance for the KdV equation
(35), corresponding to �ðzÞ=�z, the speed of the
soliton is

v ¼ 4p2 ½42�

thus all solitons of the KdV equation move from left
to right, and taller and thinner solitons move faster
than less tall and more fat ones.

More generally, every PDE of the class (33)
possesses the N-soliton solution

uðx; tÞ ¼ �2
@

@x


 �2

log det Iþ Cðx; tÞ½ � ½43a�

Here I is the N �N unit matrix and CðtÞ is the
N �N matrix

Cmnðx; tÞ¼ �mðtÞ�nðtÞ½ �1=2 exp �ðpmþpnÞx½ �
pmþpn

½43b�

where the time-evolution of the �nðtÞ’s is given by
(39b). Indeed the spectral transform of this solution
is given by (37) with Rðk, tÞ=0 and �nðtÞ given by
(39b). To discuss the multisolitonic phenomenology,
let us focus on the KdV equation, so that the speed
of each soliton is given by the simple formula (42)
and let us order the N positive numbers pn in
increasing order,

p1 < p2 < 	 	 	 < pN

so that the corresponding soliton velocities,
vn = 4p2

n, are as well ordered in increasing order:

v1 < v2 < 	 	 	 < vN

The N-soliton solution (43) is not so transparent,
especially if N is large, but it becomes quite simple
in the remote past and future:

uðx; tÞ 

XN
n¼1

�2p2
n

cosh2 pn x� �nðtÞ½ �f g
;

�nðtÞ ¼ �ð�Þn þ vnt; t! �1

with the 2N (real) constants �
ð�Þ
n related to one

another (see below). It is thus seen that, both in the
remote past and future, the N-soliton solution (43)
splits into the sum of N separated solitons. In the
remote past the solitons are ranged, from left to
right, in order of decreasing amplitude, and they
move to the right with speeds ordered in decreasing
magnitude; then the taller and faster solitons
gradually catch up and eventually ‘‘overtake’’ the
fatter and slower ones (the quotation marks under-
score the fact that whenever two, or possibly more,
solitons get together, their individuality is in fact
lost: for a while the solution might have just one
peak, or instead the ‘‘overtaking’’ of two solitons
may rather appear as an ‘‘exchange of identity’’,
with the taller soliton becoming fatter and the fatter
becoming taller as they get close together until they
separate again because the one in front, having
become taller, speeds up while the one behind,
having become fatter, slows down). The final out-
come is of course that the order of the solitons gets
altogether reversed, with the taller and faster head-
ing the escape to the right. The most remarkable
aspect of this phenomenology is that precisely the
same solitons that existed in the remote past are
found in the remote future, the only effect of their
‘‘interaction’’ having been to shift the position of the
n-th soliton, relative to what it would have been if it
had been moving in isolation, by the amount

�n ¼ �ðþÞn � �ð�Þn

These N shifts are moreover determined (while
either the N quantities �

ð�Þ
n or the N quantities �

ðþÞ
n

can be arbitrarily assigned), being given by the
simple rule

�n ¼
Xn�1

m¼1

�ðpn; pmÞ �
XN

m¼nþ1

�ðpn; pmÞ ½44a�
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�ðpn; pmÞ ¼
1

pn
log

pn þ pm

pn � pmj j


 �
½44b�

Of course in (44a) a sum vanishes if its lower limit
exceeds its upper limit.

This formula (44), has a simple phenomenological
significance. From the two-soliton case ðN = 2Þ it is
seen that in a two-body encounter the taller and
faster soliton gets advanced by the amount
�ðp2, p1Þ, while the slower and fatter one gets
delayed by the amount �ðp1, p2Þ. Hence the overall
shift (44) experienced by the n-th soliton in the
N-soliton case is the sum of the n� 1 positive shifts
derived from its ‘‘overtaking’’ n� 1 slower solitons
and the N � n negative shifts derived from its being
‘‘overtaken’’ by N � n faster solitons. This outcome
is obvious when each two-soliton encounter occurs
separately, but is quite nontrivial in the general case
when, at some intermediate time, several solitons
might all encounter simultaneously.

This soliton phenomenology strongly suggest
ascribing to each soliton an individuality, even
though in configuration space it only shows up as
a separate entity in the remote past and future. The
separated identity of each soliton is instead quite
clear in the spectral transform context, since each of
them corresponds to a (time-independent) discrete
eigenvalue of the spectral problem. Indeed in the
spectral context this identity is clear also for the
generic solution of the class of integrable nonlinear
PDEs (33) which, in contrast to the purely solitonic
solution (43), is not characterized by a vanishing
reflection coefficient Rðk, tÞ. And indeed, even in
configuration space, the soliton phenomenology
described above is still featured by a generic solution
(each of which is characterized, via its spectral
transform (37), by the number N of its solitons), up
to the additional presence of a ‘‘background’’
component of this solution (corresponding to the
nonvanishing reflection coefficient Rðk, tÞÞ, which
however behaves in a manner analogous to the
solution of the linear, dispersive part of the PDE
under consideration, becoming eventually locally
small due to its dispersive character.

Kinks, breathers, boomerons and trappons,
dromions The solitonic phenomenology described
above for the class of integrable PDEs (33), and in
particular for the KdV equation (35), is more or less
common to all integrable nonlinear evolution PDEs –
of which many other classes exist besides (33). But
there also are some significant differences, some of
which we now review tersely.

For certain integrable PDEs the typical shape of
the soliton is not localized, but it rather has the form
of a ‘‘kink’’. Some integrable PDEs also feature
additional kinds of localized ‘‘solitons’’ which, in
isolation, move overall with constant speed as
ordinary solitons, but feature in addition a time-
dependent amplitude modulation and are therefore
called ‘‘breathers’’. For integrable matrix nonlinear
evolution PDEs – or, equivalently, for integrable
systems of coupled PDEs – the new phenomenology
may emerge of solitons that, even in isolation, move
with a variable speed, the change of which over
time is correlated with the variable interplay of
the amplitudes of the different components of the
solution: typically such solitons come in from one
side in the remote past and boomerang back to that
side in the remote future (‘‘boomerons’’), or they
may be trapped to oscillate around some fixed
position (‘‘trappons’’); and there are integrable
evolution equations in which both these types of
solitons are simultaneously present in a generic
solution. All these phenomenologies refer to the
simpler class of integrable evolution PDEs in 1þ 1
(one space and one time) variables, with asympto-
tically vanishing boundary conditions (at large space
distances; or perhaps asymptotically constant, as in
the case of kinks). There also exist integrable
evolution PDEs in 2þ 1 dimensions (such as the
KP equation (9)) the generic solution of which may
feature localized soliton-like components, although
in this case appropriate boundary conditions play a
crucial role (for this reason such solitons have been
called ‘‘dromions’’, hinting at their being to some
extent driven by the boundary conditions, as objects
moving in a stadium).

While there are quite many (classes of) integrable
PDEs in 1þ 1 dimensions, there are only a few in
2þ 1 dimensions, and there is a widespread belief
that no integrable PDEs exist in Dþ 1 dimensions
with D > 2. But already in the early days of soliton
theory it was pointed out that there do exist quite
many (classes of) integrable PDEs in 1þD dimen-
sions (namely, one space and D time variables) and
that it is quite possible via a different formulation of
the initial-value problem to interpret such equations
as (no less integrable) PDEs in Dþ 1 dimensions (D
space and one time variables); and integrable PDEs
in Dþ 1 dimensions have also been identified and
investigated in the context of (the simpler class of)
C-integrable PDEs (see below).
Other properties of integrable PDEs

For the linear evolution equations (30) the main
message implied by their solvability via the Fourier
transform is, that the time-evolution is much simpler
in Fourier space (see (32)) than in configuration
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space. This has a profound impact on the under-
standing of all phenomena describable by such
equations, to the extent of determining the kind of
experimental tools better suited to understand the
underlining physics (for instance, the use of mono-
chromatic beams of light, the use of high-energy
particle accelerators, and so on). The same kind of
message is as well relevant for the class of integrable
nonlinear PDEs solvable via the spectral transform
technique – even more so inasmuch as the time-
evolution is in this case so much simpler in the
spectral space (being actually linear there, see (38)
and (39)) than in configuration space (where the
evolution is nonlinear, see (33)). It is indeed the
basis for the possession by the class of integrable
nonlinear PDEs (33) of several other remarkable
properties as outlined tersely in the following
subsections.
Bäcklund transformations A Bäcklund transforma-
tion is a formula relating two functions, say uð0Þðx, tÞ
and uð1Þðx, tÞ, so that, if one of them satisfies a
(generally nonlinear) PDE, the other one satisfies the
same PDE. In the context of the class (33) of
integrable PDEs, such a (class of) Bäcklund trans-
formations is provided by the formula

gðLÞ uð0Þðx; tÞ � uð1Þðx; tÞ
h i

þ hðLÞG 1 ¼ 0 ½45�

where gðzÞ and hðzÞ are two (a priori arbitrary)
entire functions (say, two polynomials), while L and
G are two integrodifferential operators the effect of
which on a function f ðx, tÞ (such that all relevant
integrations are convergent) reads

Gf ðx; tÞ ¼ uð0Þx ðx; tÞþuð1Þx ðx; tÞ
h i

f ðx; tÞ

þ uð0Þðx; tÞ�uð1Þðx; tÞ
h i

�
Z 1

x

dy uð0Þðy; tÞ�uð1Þðy; tÞ
h i

f ðy; tÞ ½46a�

Lf ðx; tÞ ¼ fxxðx; tÞ � 2 uð0Þðx; tÞ þ uð1Þðx; tÞ
h i

f ðx; tÞ

þ G
Z 1

x

dyf ðy; tÞ ½46b�

Note that here the variable t plays no relevant role
(its presence is merely parametric), and that G and L
depend (in a symmetrical way) on uð0Þðx, tÞ and
uð1Þðx, tÞ, whose presence causes the Bäcklund
transformation (45) to be nonlinear in these
functions. Also important is the observation that,
for uð0Þðx,tÞ= uð1Þðx,tÞ= uðx, tÞ, the operator L
becomes the recursion operator R, see (34).
The reason why the formulas (45) constitute a
class of Bäcklund transformations is because – as a
property of the spectral transform based on the
linear Schrödinger operator L, see (36) – if two
‘‘potentials’’ uð0Þðx, tÞ and uð1Þðx, tÞ are related by
(45), the corresponding ‘‘reflection coefficients’’
Rð0Þðk, tÞ and Rð1Þðk, tÞ are related algebraically, as
follows:

gð�4k2Þ Rð0Þðk; tÞ � Rð1Þðk; tÞ
h i

þ 2ikhð�4k2Þ Rð0Þðk; tÞ þ Rð1Þðk; tÞ
h i

¼ 0 ½47a�

entailing

Rð1Þðk; tÞ ¼ Rð0Þðk; tÞgð�4k2Þ þ 2ikhð�4k2Þ
gð�4k2Þ � 2ikhð�4k2Þ ½47b�

Clearly this formula entails that, if Rð0Þðk, tÞ satisfies
(38a), so does Rð1Þðk, tÞ. Hence, as the fact that
Rð0Þðk, tÞ satisfies (38a) is a consequence of the fact
that uð0Þðx, tÞ satisfies (33), likewise the fact that
Rð1Þðk, tÞ satisfies (38a) provides the basis for
concluding that uð1Þðx, tÞ also satisfies (33).

The simpler version of the Bäcklund transforma-
tion (45) obtains by setting gðzÞ=�2phðzÞ with p
an arbitrary constant, hence it reads

wð0Þx ðx; tÞ þwð1Þx ðx; tÞ

¼ 2p wð0Þðx; tÞ �wð1Þðx; tÞ
h i

� 1

2
wð0Þðx; tÞ �wð1Þðx; tÞ
h i2

½48�

Here and below we use for convenience the
functions wðjÞðx, tÞ related to uðjÞðx, tÞ as follows:

wðjÞðx; tÞ ¼
Z 1

x

dy uðjÞðy; tÞ;

wðjÞx ðx; tÞ ¼ � uðjÞðx; tÞ
½49�

A convenient application of Bäcklund transfor-
mations is to yield new solutions of (33) from
known solutions; for instance from the trivial
solution uð0Þðx,tÞ= wð0Þðx, tÞ= 0 the single-soliton
solution (40) can be readily obtained via (48) and
(49) (of course an appropriate time-dependence
must be attributed to the x-independent ‘‘integra-
tion constant’’ that obtains from the integration
of (48), which is an ODE in the independent
variable x).

Another important property of Bäcklund trans-
formations is their commutativity. Consider two sets
of two polynomials, gðmÞðzÞ and hðmÞðzÞ, m = 1, 2, and
the two Bäcklund transformations (45) they gener-
ate, say BT1 and BT2. Take as starting point some
function uð0ÞðxÞ and associate to it two functions,
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uð1ÞðxÞ respectively uð2ÞðxÞ, obtained from uð0ÞðxÞ via
these two Bäcklund transformations, BT1 respec-
tively BT2. Then obtain a new function, say uð12ÞðxÞ,
from uð1ÞðxÞ via BT2; and likewise obtain uð21ÞðxÞ
from uð2ÞðxÞ via BT1. The property of commutativ-
ity entails that, provided an appropriate choice is
made of integration constants (see (45)),

uð12ÞðxÞ¼ uð21ÞðxÞ ½50�

This property is highly nontrivial when viewed, as
we just did, in configuration space; it is instead
rather obvious in the spectral space, indeed the
corresponding property for the ‘‘reflection coeffi-
cients’’ reads (in self-evident notation, see (47b))

Rð12ÞðkÞ ¼ Rð21ÞðkÞ ¼ Rð0ÞðkÞBð1ÞðkÞBð2ÞðkÞ ½51a�

BðmÞðkÞ ¼ gðmÞð�4 k2Þ þ 2ikhðmÞð�4 k2Þ
gðmÞð�4 k2Þ � 2ikhðmÞð�4 k2Þ ;

m ¼ 1; 2 ½51b�

hence it corresponds simply to the commutativity of
the ordinary product.

Nonlinear superposition principle Another
remarkable property of the class of evolution
equations (33) is a straightforward consequence of
the commutativity property, (50), of Bäcklund
transformations. It reads (hereafter with a slight
abuse of language we refer to ‘‘solutions’’ wðjÞ even
though the actual solutions are the functions uðjÞ

related to the wðjÞ by (49))

wð12Þ¼wð21Þ¼wð0Þ �
2 p1þp2ð Þ wð1Þ �wð2Þ

� �
2 p1�p2ð Þþwð1Þ �wð2Þ

½52�

where wð0Þ�wð0Þðx, tÞ is an arbitrary solution of
(33), wð1Þ�wð1Þðx, tÞ respectively wð2Þ�wð2Þðx, tÞ
are likewise the solutions of the same PDE related
to wð0Þ by the Bäcklund transformation (48) with
p=p1 respectively p=p2, and wð12Þðx, tÞ=wð21Þðx, tÞ
is another solution of the same PDE. Note that this
formula, for which the title of this subsection seems
appropriate, provides a completely explicit, rational
expression of a new solution of (33) in terms of
three other solutions of the same equation: an
arbitrary solution wð0Þ, and the two solutions wð1Þ

and wð2Þ related to it by a simple Bäcklund
transformation, see (48).

Soliton ladder A simple application of the preced-
ing formula is to start from the trivial solution

wð0Þ ¼ 0 ½53�
so that (see (48))

wðjÞðx; tÞ ¼ �2pj 1� tan pj x� x
ðjÞ
0 þ �ð4p2Þt

h in oh i
;

j ¼ 1; 2 ½54a�

where, in order that this function be real, either

Im x
ðjÞ
0

h i
¼ 0 ½54b�

or

Im x
ðjÞ
0

h i
¼ �

2pj
½54c�

Via (49), the expression (54a) with (54b) yields, for
each value of j, a version of the single-soliton
solution (40). Insertion of (53) and (54a) in (52)
yields, via (49), the two-soliton solution of (33),
provided 0 < p1 < p2 and x

ð1Þ
0 satisfies (54b) while

x
ð2Þ
0 satisfies (54c) (otherwise the solution produced

by (52) is complex or singular).
Having thus obtained the two-soliton solution,

one can apply the nonlinear superposition formula
(52) to get the three-soliton solutions, by inserting in
place of wð0Þ the single-soliton expression (54a)
(with parameter, say, p1) and in place of wð1Þ and
wð2Þ the two-soliton expression (with parameters p1

and p2 respectively p1 and p3); and the process can
be continued, as suggested by the title of this
subsection. In this manner the multisolitonic solu-
tion can be constructed by a sequence of purely
algebraic operations: and simple rules can be given,
detailing the restrictions on the soliton parameter pn

and the reality properties of the constants x
ðnÞ
0 ((54b)

or (54c)) to insure that the solution so arrived at be
real and nonsingular, and thus coincide with (43).
Conservation laws As mentioned above, integrable
evolution PDEs are interpretable as infinite-
dimensional dynamical systems. It is therefore
natural that they possess an infinite number of
conserved quantities. For instance every PDE of the
class [33] possesses the following infinite sequence
of conserved quantities:

Cn ¼
�1ð Þn

2nþ 1

Z 1
�1

dx Rn xuxðx; tÞ þ 2uðx; tÞ½ �;

n ¼ 0; 1; 2; . . . ; ½55a�

where R is the recursion operator (34). An alter-
native definition for this sequence is

Cn ¼
�1ð Þn

2nþ 1

Z 1
�1

dx~R
n
uðx; tÞ;

n ¼ 0; 1; 2; . . . ; ½55b�
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where the integrodifferential operator ~R is in some
sense the adjoint of R, being defined by the
formula

~Rf ðx; tÞ ¼ fxxðx; tÞ � 4uðx; tÞf ðx; tÞ

þ 2

Z 1
x

dy uðy; tÞfyðy; tÞ ½55c�

that specifies its action on a generic function f ðx, tÞ
(such that the integration converge). The first 3 of
these conserved quantities read as follows:

C0 ¼
Z 1
�1

dx uðx; tÞ;

C1 ¼
Z 1
�1

dx u2ðx; tÞ;

C2 ¼
Z 1
�1

dx 2 u3ðx; tÞ þ u2
xðx; tÞ

� �

These constants of the motion (55) are functionally
independent and, in the context of a Hamiltonian
formulation characterized by the Poisson bracket

A;Bf g ¼
Z 1
�1

dx
�A

� uðxÞ
@

@ x

�B

� uðxÞ

(where A and B are functionals of uðxÞ and �=� uðxÞ
denotes the functional derivative), they are in
involution,

Cn;Cmf g ¼ 0

Note that, in this context, the KdV PDE (35)
coincides with the Hamiltonian equation

utðx; tÞ ¼ uðx; tÞ;Hf g ¼ @

@ x


 �
�H

� uðx; tÞ

with

H ¼ 1

2
C2 ¼

1

2

Z 1
�1

dx 2 u3ðx; tÞ þ u2
xðx; tÞ

� �

Several alternative sequences of constants of
motion also exist. For instance another infinite
sequence is provided by the two equivalent formulas

cn ¼ �1ð Þn
Z 1
�1

dx R̂
2n 	 1 ½56a�

cn ¼ �1ð Þn
Z 1
�1

dx Ln
0 uðx; tÞ ½56b�

with the integrodifferential operators R̂ and L0

defined by the formulas
R̂f ðx; tÞ ¼ fxðx; tÞ �
Z x

�1
dy uðy; tÞ f ðy; tÞ;

L 0 f ðx; tÞ ¼ fxxðx; tÞ � 2 uðx; tÞ f ðx; tÞ

þ uxðx; tÞ
Z 1

x

dy f ðy; tÞ

þ uðx; tÞ
Z 1

x

dy uðy; tÞ
Z 1

y

dz f ðz; tÞ

Note that the integrodifferential operator L0 is just
L, see (46), with uð0Þðx, tÞ= 0 and uð1Þðx, tÞ= uðx, tÞ.

The constants cn are also all independent of each
other, but there is a relationship between the
constants of the two sequences, (55) and (56),

X
n¼0

cn z2nþ1 ¼ sin
X
n¼0

Cn z2nþ1

" #

which is to be understood by expanding the right-
hand side in powers of z and then equating the
coefficients of equal powers of z:

c0 ¼ C0;

c1 ¼ C1 � 1
6 C3

0;

c2 ¼ C2� 1
2 C2

0C1 þ 1
120 C5

0

and so on.
Of course all these conservation laws are applic-

able to the class of solutions of (33) defined for all
(real) values of x and vanishing asymptotically (as
x! �1). But they can also be reformulated as local
‘‘continuity equations’’. And – rather remarkably –
all these results hold as well for the explicitly time-
dependent class of PDEs that obtains if one allows
the polynomial �ðzÞ in the right-hand side of (33) to
feature an arbitrary time-dependence, say

�ðz; tÞ ¼
XM
m¼0

�mðtÞzm ½57�

Finally let us note that there is an additional
conserved quantity for this (generalized) class of
PDEs,

C ¼
Z 1
�1

dx xuðx; tÞ þ
Z t

0

dt0�ð~R; t0Þuðx; tÞ
� 


with ~R defined by (55c). This implies that, for the
generic solution of this (generalized) class of PDEs
the center of mass

XðtÞ ¼
R1
�1 dx x uðx; tÞR1
�1 dx uðx; tÞ
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moves according to the formula

XðtÞ ¼X0 þ
XM
m¼0

�1ð Þmþ1ð2 mþ 1Þ Cm

C0


 �

�
Z t

0

dt0�mðt0Þ;X0 ¼
C

C0

Hence for all the autonomous evolution PDEs of the
class (33) (with �ðz, tÞ=�ðzÞ,�mðtÞ=�m, see (57))
the center of mass of the generic solution moves
uniformly,

XðtÞ ¼ X0 þ Vt

with the (constant) speed

V ¼
XM
m¼0

�1ð Þmþ1ð2 mþ 1Þ Cm

C0


 �
�m
Other techniques to identify, classify
and investigate integrable PDEs

The spectral transform approach on which we
focussed above is just one of the various techniques
used to identify and investigate integrable nonlinear
evolution PDEs. (Incidentally; because the less
standard aspect of this approach is the inverse
transformation to reconstruct, in the framework of
the spectral problem, the ‘‘potential’’ u(x) from its
spectral transform, this approach is often called the
Inverse Spectral, or Scattering, Transform method –
abbreviated as IST). In this subsection we tersely
mention some other approaches, referring to the
literature indicated below for more adequate
treatments.

An approach starts from a trivially integrable
PDE – say, linear and autonomous, see for instance
(30) – and performs a nonlinear change of
dependent, and possibly as well of independent,
variables. The PDE thus obtained is generally
integrable, indeed the term C-integrable is used to
denote such equations (to distinguish them from
the S-integrable equations solvable via IST: the
letter C refers to the Change of variables, the letter
S to the Spectral, or Scattering, transform). A
simple instance of C-integrable equations is the
Burgers equation (5), which is linearized via the
change of dependent variable

~qðx; tÞ ¼ qðx; tÞ exp �
Z x

�1
dyq y; tð Þ

� 


qðx; tÞ ¼
~qðx; tÞ

1�
R x
�1 dy ~q y; tð Þ
entailing the linear PDE

~qt þ ~qxx ¼ 0

A second example is the ‘‘Liouville equation’’

uxt ¼ expðuÞ ½58a�

or equivalently, in ‘‘light-cone coordinates’’ ð�= xþ t,
� =�xþ tÞ

u�� � u�� ¼ expðuÞ ½58b�

the general solution of which reads

uðx; tÞ ¼ f ðxÞ � gðtÞ � 2 log

�
a

Z x

x0

dx0 exp f ðx0Þ½ �

þ 2að Þ�1

Z t

t0

dt0 exp �g t0ð Þ½ �
�

with f(x) and g(t) arbitrary functions and x0, t0, a
arbitrary constants. And a third example is the
Eckhaus equation

qt ¼ i qxx þ 2 qj j2
� �

x
þ qj j4

h i
q

n o
½59�

which is linearized by the transformation

q̂ðx; tÞ ¼ qðx; tÞ exp

Z x

�1
dy qðy; tÞj j2

� 


qðx; tÞ ¼ q̂ðx; tÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2

R x
�1 dy q̂ y; tð Þj j2

q

entailing the linear PDE

q̂t ¼ iq̂xx

Thanks to the simplicity of the technique to
solve them, C-integrable PDEs provide a conveni-
ent tool to investigate the phenomenology asso-
ciated with nonlinear PDEs. For instance the
Burgers equation (5), which possesses kink-like
solitons, is a simple nonlinear generalization of the
heat equation; and the ‘‘relativistic invariance’’ of
the Liouville equation, see (58b), makes it a
convenient ‘‘toy model’’ in the context of relati-
vistic field theory. The Eckhaus equation, (59),
provides an interesting theoretical tool because of
its similarity with the phenomenologically impor-
tant NLS equation (6), as well as the fact that,
thanks to its C-integrability, the structure of its
solutions – which feature a remarkable solitonic
zoology, including the possibility of ‘‘anelastic’’
solitonic reactions – can be studied in considerable
detail, entailing an understanding of why such
anelastic reactions are unlikely to be featured by
solutions obtained in the context of the initial-
value problem.
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C-integrable PDEs are generally as well S-integrable,
being generally associable with a spectral problem that
can be explicitly solved; the converse, instead, is not
generally true. Hence C-integrability represents a
higher level of integrability than S-integrability; a
ranking that is quite useful in spite of its lack of strict
cogency caused by the possibility to consider also the
transformation from a function to its spectral trans-
form as a change of (dependent) variable.

The Lax approach, described in some detail above
in the context of finite-dimensional integrable
dynamical systems, was in fact originally invented
in the context of integrable PDEs. For instance the
KdV equation (35) corresponds to the (operator)
Lax equation (to be compared with the matrix Lax
equation (14))

Lt ¼ L;M½ �

where now the Schrödinger operator L is defined by
(36) (so that Lt = utðx, tÞÞ and the operator M is
defined as follows:

M ¼ �4
@

@x


 �3

þ 6uðx; tÞ @
@x
þ 3uxðx; tÞ

Closely connected with this approach is the AKNS
method (due to M. J. Ablowitz, D. J. Kaup, A. C.
Newell and H. Segur), based on the observation that
the KdV equation (35) coincides with the integr-
ability condition

 xxt ¼  txx ½60�

for the following pair of linear PDEs (the first of
which is just the eigenvalue equation for the
Schrödinger operator L, see (36)) satisfied by the
function  ðx, k, tÞ :

 xx ¼ uðx; tÞ � k2
� �

 ½61a�

 t ¼ �uxðx; tÞ þ 4ik3
� �

 

þ 2 uðx; tÞ þ 2 k2
� �

 x ½61b�

and, more generally, that every equation of the
class (33) coincides with the integrability condition
(60) for the eigenvalue equation (61a) and the
equation

 t ¼ aðx; k; tÞ þ bðx; k; tÞ x ½61c�

with an appropriate choice of the two functions
aðx, k, tÞ and bðx, k, tÞ. Indeed this ansatz, (61c),
with aðx, k, tÞ and bðx, k, tÞ low-order polynomials
in k, provides a quite straightforward technique to
identify the simpler equations of the class (33); ditto
for the extension of this approach based on more
general eigenvalue problems than (61a).

Another powerful approach suitable to identify
and investigate integrable PDEs is the so-called
‘‘dressing method’’ (introduced by V. E. Zakharov
and A. B. Shabat and pursued by many others), in
which one starts again (as in the approach leading to
C-integrable equations) from an easily solvable
evolution equation and then performs transforma-
tions (less elementary than just a change of
variables) that modify (‘‘dress’’) the original equa-
tion, obtaining thereby new (nontrivial and interest-
ing) evolution equations, the integrability of which
hinges on the control one has on the (dressing)
transformation relating (both ways) the solutions of
the new equations with those of the original
equation. Of course many specific techniques are
accommodated within this (admittedly vague)
description; we must confine our remarks here to
noting the crucial role that the Riemann-Hilbert
problem generally plays in this context (indeed the
Riemann-Hilbert problem also lies at the core of the
solvability of the inverse spectral problem, although
techniques not explicitly relying on it are also
available).

Algorithmic approaches, particularly suitable to
manufacture multisolitonic solutions and to identify
nonlinear PDEs that are integrable inasmuch as they
feature such solutions, were developed already at the
beginning of the 70’s. The pioneer of this approach
was R. Hirota; less than a decade later a
more sophisticated and general development – the
so-called ‘‘tau-function’’ method – was invented
by M. Sato and his pupils/collaborators.

Finally let us mention that many remarkable
connections exist among integrable PDEs and
integrable finite-dimensional dynamical systems
such as those discussed above; for instance the
time-evolution (taking generally place in the com-
plex plane) of the poles of rational solutions of
certain integrable PDEs obey the equations of
motion of integrable dynamical systems interpreta-
ble as many-body problems.
Why are certain nonlinear PDEs both integrable
and widely applicable?

Several integrable PDEs play a key role in various
applicative contexts, justifying the question figuring
as title of this subsection. A metamathematical but
enlightening, and heuristically quite useful, reply to
this question reads as follows.

Consider as starting point a large class of non-
linear PDEs, and associate to it via some kind of
asymptotic limit procedure a single nonlinear
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PDE – to which it is then justified to attribute a
certain universal character. If this procedure corre-
sponds to a physically (or, more generally, applica-
tively) significant limit, it stands to reason that this
universal PDE play a role in several applicative
contexts (because the original class of PDEs, being
large, certainly contains several equations of appli-
cative relevance). And if the limit procedure is in
some sense asymptotically exact, and it therefore
preserves the property of integrability, it is also
likely that this universal PDE be integrable, because
for this it is sufficient that the original, large class of
PDEs contain just one integrable PDE.

For instance most phenomena characterized by a
dominant dispersive plane wave in a weakly non-
linear context can be shown, via an asymptotically
exact multiscale expansion, to be modeled by the
Nonlinear Schroedinger equation (6), the solution of
which provides then the evolution, in appropriately
rescaled ‘‘slow’’ and ‘‘coarse-grained’’ time and
space variables, of the amplitude modulation of the
dominant dispersive wave. This explains why this
nonlinear PDE plays a key role in so many, disparate
applicative contexts, and it also implies, in the light
of the above argument, its integrability.

The reasoning outlined above is quite robust,
and it allows to infer that, if instead the universal
limit equation is not integrable, then the large class
of PDEs from which it originates cannot contain
any integrable equation, providing thereby the
point of departure to obtain (quite useful) neces-
sary conditions for integrability. Indeed these
conditions are adequate to distinguish among
different levels of integrability, for instance among
C-integrability and S-integrability; with the
Eckhaus equation (59) playing in this context a
somewhat analogous role for C-integrable PDEs to
that played by the Nonlinear Schrödinger equation
(6) for S-integrable PDEs.
Outlook

Many more important developments than could be
covered in this overview have occurred in the last
few decades; for these we refer to the books listed
below (and there are many more), and to the
literature cited there.

Let us end this entry by emphasizing that both the
study of integrable systems, and its application to
phenomenologically interesting situation – including
technological innovations, for instance in nonlinear
optics and telecommunications – are still in the
forefront of current research; although perhaps the
‘‘heroic era’’ of this field of study is over.
See also: Abelian Higgs Vortices; Bäcklund
Transformations; Bethe Ansatz; Bifurcations of Periodic
Orbits; Bi-Hamiltonian Methods in Soliton Theory;
Billiards in Bounded Convex Domains; Boundary-Value
Problems for Integrable Equations; Breaking Water
Waves; Calogero–Moser–Sutherland Systems of
Nonrelativistic and Relativistic Type; Cauchy Problem for
Burgers-type Equations; Cellular Automata; Classical
r-Matrices, Lie Bialgebras, and Poisson Lie Groups;
�@-Approach to Integrable Systems; Einstein Equations:
Exact Solutions; Functional Equations and Integrable
Systems; Ginzburg–Landau Equation; Hamiltonian
Systems: Obstructions to Integrability; Holonomic
Quantum Fields; Instantons: Topological Aspects;
Integrability and Quantum Field theory; Integrable
Discrete Systems; Integrable Systems and Algebraic
Geometry; Integrable Systems and Discrete Geometry;
Integrable Systems and the Inverse Scattering Method;
Integrable Systems in Random Matrix Theory; Inverse
Problem in Classical Mechanics; Isochronous Systems;
Isomonodromic Deformations; Integrable Systems and
Recursion Operators on Symplectic and Jacobi
Manifolds; Korteweg–de Vries Equation and Other
Modulation Equations; Multi-Hamiltonian Systems;
Nonlinear Schrödinger Equations; Ordinary Special
Functions; Painlevé Equations; Peakons; q-Special
Functions; Quantum Calogero–Moser Systems;
Quantum n-Body Problem; Random Matrix Theory in
Physics; Recursion Operators in Classical Mechanics;
Riemann–Hilbert Methods in Integrable Systems;
Riemann–Hilbert Problem; Separation of Variables for
Differential Equations; Sine-Gordon Equation; Solitons
and Kac–Moody Lie Algebras; Solitons and Other
Extended Field Configurations; Twistors; Toda Lattices;
Vortex Dynamics; WDVV Equations and Frobenius
Manifolds; Yang–Baxter Equations.
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Introduction

We present the theory of hydrodynamic behavior of
interacting particle systems in the context of exclu-
sion processes, in which no more than one particle
per site is allowed.

Denote by TN = Z=NZ the discrete torus with N
points and let Td

N = (TN)d. The state space EN =
{0, 1}Td

N consists of all configurations obtained by
distributing particles on the discrete torus Td

N respect-
ing the exclusion rule which prevents more than one
particle per site. The configurations are denoted by the
Greek letter 
 so that 
(x) is equal to 0 or 1 if site
x 2 Td

N is vacant or occupied for the configuration 
.
Denote by {�x : x 2 Zd} the group of translations

in EN: (�x
)(z) = 
(xþ z) for each x, z in Zd. Here
and below summations are performed modulo N. A
function f : {0, 1}Zd

! R with finite support is called
a cylinder function.

Fix a family of non-negative cylinder functions
cj, 1 � j � d. Let cx, xþej

(
) = cj(�x
) and consider the
Markov process {
t : t � 0} on EN with generator LN

given by

ðLNf Þð
Þ¼
Xd

j¼1

X
x2Td

N

cx;xþejð
Þ½f ð�x;xþej
Þ�f ð
Þ� ½1�

Here, {e1, . . . ,ed} stands for the canonical basis of Rd

and �x,y
 for the configuration obtained from 
 by
exchanging the occupation variables 
(x) and 
(y):

ð�x; y
ÞðzÞ ¼

ðzÞ if z 6¼ x; y

ðyÞ if z ¼ x

ðxÞ if z ¼ y

8<
: ½2�

In this dynamics at each bond {x, xþ ej} the
occupation variables 
(x), 
(xþ ej) are exchanged
at rate cx, xþej

(
). This happens simultaneously and
independently at each bond.
Notice that the total number of particles is
conserved by the dynamics since only exchanges are
allowed. Denote by �N, K(0 � K � jTd

Nj) the hyper-
plane of all configurations 
 of EN with K particles.
Assume that the rates cj are nondegenerate for 
t to
be an irreducible Markov process on each �N, K.

For 0 � � � 1, denote by 	N
� the Bernoulli

product measure of parameter � on EN. Under 	N
� ,

the variables {
(x), x 2 Td
N} are independent, with

marginals given by

	N
� f
ðxÞ ¼ 1g ¼ � ¼ 1� 	N

� f
ðxÞ ¼ 0g

Assume that the measures 	N
� , 0 � � � 1 are station-

ary for the Markov process 
t. An elementary
computation shows that this is the case if each function
cj does not depend on 
(0), 
(ej), in which case the
process is in fact reversible with respect to 	N

� .
Let Mþ(Td) be the space of finite positive

measures on the torus Td endowed with the
weak topology. For each configuration 
, let
�N = �N(
, du) be the positive measure on Td

obtained by assigning mass N�d to each particle:

�N :¼ N�d
X

x2Td
N


ðxÞ�x=NðduÞ ½3�

where �u stands for the Dirac measure on u. The
measure �N is called the empirical measure asso-
ciated to the configuration 
. The integral of a
continuous function G : Td ! R with respect to �N

is denoted by

h�N;Gi ¼ N�d
X

x2Td
N

Gðx=NÞ
ðxÞ

Fix a density profile �0 : Td ! [0, 1]. A sequence
of probability measures 
N on EN is said to be
associated to �0 if �N converges in probability to
�0(u)du under 
N:

lim
N!1


N

(
h�N;Gi �

Z
Td

GðuÞ�0ðuÞ du

����
���� > �

)
¼ 0



for all continuous functions G : Td ! R and all � > 0.
For a continuous profile 	0 consider, for instance, the
product measure �N

	0(�) on EN whose marginals are
given by

�N
	0ð�Þf�ðxÞ ¼ 1g ¼ 	0ðx=NÞ

It is easy to check that the sequence of probability
measures �N

	0(�) is associated to 	0.
Denote by Wx, xþej

the instantaneous current of
particles from x to xþ ej. This is the rate at which a
particle jumps from x to xþ ej minus the rate at
which a particle jumps from xþ ej to x:

Wx; xþej
¼ f�ðxÞ � �ðxþ ejÞgcx;xþej

ð�Þ

Suppose that the mean value of the current vanishes
under all stationary states �N

� . This denotes that the
average displacement of each particle vanishes in the
mean. In particular, in view of the central limit
theorem, to observe an evolution of the density in
the macroscopic scale, a diffusive rescaling of time is
needed. On the other hand, if there is a net flux of
particles, the evolution has to be examined in the
Euler scale tN.

Denote by �(N) the time rescaling: N2 if the mean
displacement of particles vanishes and N otherwise.
For each probability measure 
N on EN, let P
N be
the probability measure on the path space
D(Rþ, EN) induced by 
N and the Markov process
�t speeded up by �(N). Expectation with respect to
P
N is denoted by E
N .

Denote by �N
t (du) = �N(�t�(N), du) the empirical

measure at time t. Fix a density profile 	0 : Td ! [0, 1]
and a sequence of probability measures 
N on
EN associated to 	0. The goal of the theory of
hydrodynamic limit of interacting particle systems is to
show that for each t > 0, �N

t converges, as N " 1, to
a deterministic path �(t, du) = 	(t, u)du whose density
	 is the solution of some partial differential equation,
called the hydrodynamic equation.

The main tools available are entropy production
and Dirichlet forms. Denote by HN(
Nj�N) the
entropy of a probability measure 
N on EN with
respect to a reference probability measure �N:

HNð
Nj�NÞ¼ sup
f

(Z
EN

f d
N � log

Z
EN

ef d�N

)

where the supremum is carried over all functions
f : EN ! R.

It follows from the general theory of Markov
processes that the entropy of the state of the process
with respect to an invariant state decreases in time.
The rate at which the entropy production decreases
can be estimated by the Dirichlet form: let SN

t be the

semigroup associated to the generator LN defined in
[1] speeded up by �(N). An elementary computation
gives that

HN 
NSN
t j�N

�

� �
þ 2�ðNÞ

Z t

0

ds IN
� 
NSN

s

� �
� HN 
Nj�N

�

� �
Here, IN

� (
N) is the convex and lower semiconti-
nuous functional given by

IN
� ð
NÞ ¼ �hf 1=2;LNf 1=2i�N

�

where f stands for the Radon–Nikodym derivative
d
N=d�N

� and h� , �i�N
�

for the scalar product in
L2(�N

� ).
Therefore, if the initial state 
N has entropy with

respect to a reference measure �N
� bounded by C0Nd,

by convexity of IN
� ,

N�dHN 
NSN
t j�N

�

� �

þ 2t�ðNÞN�dIN
� t�1

Z t

0

ds
NSN
s

� �
� C0 ½4�

for all t � 0. This elementary estimate plays a
fundamental role in the following sections.

The Entropy Method

Consider an exclusion process with generator given
by [1]. Fix T > 0, a density profile 	0 : Td ! [0, 1]
and a sequence of probability measures 
N asso-
ciated to 	0. Let Q
N be the measure on the path
space D([0, T],Mþ(Td)) induced by the process �N

t

and the initial state 
N.
To prove that �N

t converges to 	(t, u)du in
probability, we first show that the sequence Q
N

converges to the probability measure Q� concen-
trated on the deterministic trajectory 	(t, u)du,
whose density is the solution of some partial
differential equation with initial condition 	0. It
follows from this result and general arguments that
�N

t converges to 	(t, u)du for each 0 � t � T.
To prove that Q
N converges to Q�, assume that

we are able to prove tightness of the sequence Q
N .
Since there is at most one particle per site, all limit
points Q� of the sequence Q
N are concentrated on
trajectories �(t, du) = 	(t, u)du, which are absolutely
continuous with respect to Lebesgue.

To characterize the limit points Q�, fix a smooth
function G : Td ! R and consider the martingale

MG;N
t ¼ �N

t ;G
� �

� �N
0 ;G

� �

�
Z t

0

�ðNÞLN �N
s ;G

� �
ds ½5�
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An elementary computation of its quadratic variation
shows that MG, N

t vanishes in L2(P
N ) as N " 1.
Denote by C0 the space of cylinder functions

which have zero mean with respect to all invariant
states �N

� . Assume that the currents W0, ej
, 1 � j � d,

belong to C0 so that a diffusive scaling �(N) = N2 is
in force. Notice that

LN�ðxÞ ¼
Xd

j¼1

Wx�ej; x �Wx; xþej

In particular, after a summation by parts, the
integral term on the right-hand side of [5] can be
written as

Z t

0

N1�d
Xd

j¼1

X
x2Td

N

ðrN
uj

HÞðx=NÞWx; xþejðsÞ ds ½6�

where (rN
uj

H)(x=N) = N{H(xþ ej=N)�H(x=N)}.
Notice that this sum is in principle of order N.

To illustrate the entropy method, consider the
symmetric simple exclusion process obtained by
taking cj = 1=2 in [1] and observe that the current
W0, ej

= (1=2){�(0)� �(ej)}. A second summation by
parts permits to rewrite the martingale [5] as

�N
t ;G

� �
� �N

0 ;G
� �

� 1

2

Z t

0

�N
s ;�NG

� �
ds

where �N is the discrete Laplacian.
Since the martingale MG, N

t vanishes in L2(P
N ),
as N " 1, all limit points Q� are concentrated on
weak solutions of the linear heat equation. It remains
to recall that there is a unique weak solution of the
Cauchy problem for the heat equation to conclude
that the sequence Q
N converges to Q�, the
measure concentrated on the deterministic path
�t(du) = 	(t, u)du whose density 	 is the solution of
the heat equation with initial condition 	0.

The symmetric simple exclusion process has the
very special property that the martingale MG, N

t can
be written as a function of the empirical measure.
This is not the case for all the other models, for
which a further argument is needed to close eqn [5]
in terms of the empirical measure.

To present the additional arguments needed,
assume that cj(�) = 1þ [�(�ej)þ �(2ej)]. In this
case, the current W0, ej is equal to

f�ð0Þ � �ðejÞg þ f�ð0Þ�ð�ejÞ � �ðejÞ�ð2ejÞg
þ f�ð0Þ�ð2ejÞ � �ð�ejÞ�ðejÞg

A second summation by parts in [6] permits to
rewrite it as

Z t

0

N�d
Xd

j¼1

X
x2Td

N

ð@2
uj

HÞðx=NÞ�xhð�sN2ÞdsþoNð1Þ ½7�

where h(�) = �(0)þ 2�(0)�(�ej)� �(0)�(2ej). The
remainder oN(1) appears because we replaced dis-
crete space derivatives by continuous ones.

In contrast with the symmetric simple exclusion
process, the martingale MG, N

t defined in [5] is not a
function of the empirical measure and an argument
is needed to close the equation.

For each positive integer ‘ and d-dimensional
integer x, denote by �‘(x) the empirical density of
particles in a box of length 2‘þ 1 centered at x:

�‘ðxÞ¼ 1

ð2‘þ 1Þd
X
jy�xj�‘

�ðyÞ

For a cylinder function h : EN ! R, let ~h(�) be the
expected value of h with respect to the invariant
state �N

� : ~h(�) = E�N
�

[h(�)]. For ‘ � 1 and a cylinder
function h, let

V‘ð�Þ ¼
���� 1

ð2‘þ 1Þd
X
jyj�‘
ð�yhÞð�Þ � ~hð�‘ð0ÞÞ

����
Theorem 1 Consider a sequence of probability
measures mN on EN such that IN

� (mN) � C0Nd�2 for
some 0 < � < 1 and some finite constant C0. Then,

lim sup
"!0

lim sup
N!1

E
N N�d
X

x2Td
N

�xV"Nð�Þ

2
4

3
5 ¼ 0

This statement, due to Guo et al. (1988), permits
the replacement of a local function h by a function
of the density of particles over a macroscopic cube.
It is the main step in the proof of the hydrodynamic
behavior of gradient systems, defined below, and its
proof can be found in Kipnis and Landim (1999,
chapter 5).

Assume that the sequence 
N has entropy with
respect to a reference invariant state �N

� bounded by
C0Nd for some finite constant C0. It follows from
[4] that the sequence of measures T�1

R T
0 ds
NSN

s

satisfies the assumptions of Theorem 1. Therefore,
due to the presence of the time integral, we may
replace the cylinder function h in [7] by ~h(�"N(x)).
Since �"N(0) can be written as h�N, �"i, where
�" = (2")�d1{[�", "]d}, we now have expressed the
martingale [5] in terms of the empirical measure.

Repeating the arguments presented for the sym-
metric simple exclusion process, we may conclude
that all limit points Q� of the sequence Q
N are
concentrated on paths �t(du) = 	(t, u)du, whose
density 	 is a weak solution of the parabolic
equation

@t	 ¼�ð	þ 	2Þ
	ð0; �Þ ¼ 	0ð�Þ

(
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because ~h(�) =�þ �2 for h(�) = �(0)þ 2�(0)�(�ej)�
�(0)�(2ej). It remains to show the uniqueness of
weak solutions of this differential equation to
conclude.

The second integration by parts in [6] was possible
because the currents could be written as the difference
of local functions and their translations, a very special
property not shared by most interacting particle
systems. Processes with this attribute are called
gradient systems.

Nongradient Models

Consider an exclusion process with rates cj(�) = 1þ
�(�ej), in which case the current is given by

W0; ej
¼ f�ð0Þ � �ðejÞg þ f�ð0Þ � �ðejÞg�ð�ejÞ

a cylinder function in C0.
Fix T > 0, a density profile 	0 : Td ! [0, 1] and a

sequence of probability measures 
N associated to
	0 and having entropy with respect to a reference
invariant state �N

� bounded by C0Nd for some finite
constant C0. Recall the definition of the sequence of
measures Q
N , assumed to be tight.

To characterize the limit points of Q
N , fix a
smooth function G : Td ! R and examine the
martingale MG, N

t introduced in [5]. After an
integration by parts, the integral term of the
martingale becomes [6]. While a second integration
by parts is possible for the first part of the current
�(0)� �(ej), the second piece remains

Z t

0

N1�d
Xd

j¼1

X
x2Td

N

�
rN

uj
H
�
ðx=NÞ�xwjð�sN2Þ ds ½8�

where wj = {�(0)� �(ej)}�(�ej). Notice the extra
factor N multiplying the sum and that wj belongs
to C0. The next result and Theorem 4 are due to
Varadhan (1994).

Theorem 2 Consider a sequence of probability
measures mN on EN such that HN(mNj�N

� ) � C0Nd

for some 0 < � < 1 and some finite constant C0. Fix a
smooth function G : Td ! R and a cylinder function
� in C0. There exists a seminorm k�k� such that

limsup
N!1

(
EmN

	����
Z T

0

dsN1�d
X

x2Td
N

Gðx=NÞ�x�ð�sN2Þ
����

)2

�C0 TkGk2
2 sup

0���1
k�k2

� ½9�

The explicit form of the seminorm k�k� can be
found in Kipnis and Landim (1999, chapter 7). The
proof of Theorem 2 requires a sharp estimate on the
spectral gap of the generator LN. Denote by �‘

the cube {�‘, . . . , ‘}d and by L�‘
the restriction of

the generator LN to the cube �‘, obtained by
suppressing all jumps from �‘ (resp. �c

‘) to �c
‘

(resp. �‘). For 0 � K � j�‘j, let ��‘, K be the uniform
measure on the configurations of {0, 1}�‘ with K
particles. The following estimate is needed in the
proof of Theorem 2:

Theorem 3 There exists a finite constant C0 such
that

hf ; f i��‘;K
� C0‘

2hf ; ð�L�‘
Þf i��‘;K

for all ‘ � 1, 0 � K � j�‘j and zero-mean function f
in L2(��‘, K).

This result is due to Quastel (1992) for symmetric
simple exclusion processes. Yau developed a general
method to prove sharp estimates for the spectral gap
of the generator for conservative dynamics (see Lu
and Yau (1993) and Yau (1997)).

Since the parallelogram identity is easy to check,
by polarization we can define a semi-inner product
�� , �	� from the seminorm k�k�. Denote by H� the
Hilbert space induced by C0 and the semi-inner
product �� , �	� .

Denote by L the generator [1] extended to Zd.
Notice that Lf belongs to C0 for any cylinder
function f, and that the gradients �(ej)� �(0), and
the currents wj, 1 � j � d, also belong to C0. The
next result states that all functions in H� can be
written as a linear combination of gradients and
cylinder functions in the image of the generator.

Theorem 4 Denote by LC0 the space {Lg : g 2 C0}.
For each 0 � � � 1,

H� ¼ LC0 
 f�ðejÞ � �ð0Þ : 1 � j � dg

In particular, there exists a matrix {Di, j(�) : 1 �
i, j � d} and a sequence of functions {fi, k(�,�) 2
C0 : k � 1}, 1 � i � d, for which

wi þ
Xd

j¼1

Di; jð�Þf�ðejÞ � �ð0Þg � Lfi; kð�; �Þ

vanishes in H� as k " 1. For reversible systems (and
more generally for generators satisfying a sector
condition), it can be shown that the sequence of
local functions fi, k(�, �) can be taken independent of
� : fi, k(�, �) = fi, k(�). Moreover, with a little extra
effort, one obtains a bound uniform in �:

inf
f2C0

sup
0���1

wiþ
Xd

j¼1

Di; jð�Þf�ðejÞ��ð0Þg�Lf

�����
�����
�

¼ 0 ½10�

This estimate together with some algebraic relations
in H� give a variational formula for the matrix Di, j:
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for every vector v in Rd,

v �Dð�Þv ¼ 1

�ð1� �Þ inf
f2C0

Xd

i¼1

viwi � Lf

�����
�����

2

�

½11�

It can also be shown that the matrix D is continuous
and strictly elliptic.

We may now complete the proof of the hydro-
dynamic behavior. Recall that the main difficulty
was to express formula [8] in terms of the empirical
measure. Fix 1 � i � d and consider a sequence of
cylinder functions {fi, k : k � 1} satisfying [10] asymp-
totically as k " 1. Adding and subtracting the
expression

P
1�k�d Dj, k(�"N(0)){�"N(ej)� �"N(0)}�

Lfj, k, [8] becomes the sum of three terms.
The first one is just the expression which appears

inside the expectation in [9] with G = (rN
uj

H) and �
given by

wj þ
Xd

k¼1

Dj; kð�"Nð0ÞÞf�"NðejÞ � �"Nð0Þg � Lfj; k

Since the sequence of measure 
N satisfies the
assumptions of Theorem 2, a modification of the
proof of this theorem, to take into account
the dependence of � on N and ", shows that the limit
of the expectation of the absolute value of the first
term in the decomposition, as N " 1 and then " # 0,
is bounded by

C0 Tk@ujHk
2
2 sup

0���1
k�j; �k2

�

where

�j; �¼ wj þ
Xd

k¼1

Dj; kð�Þf�ðejÞ � �ð0Þg � Lfj; k

By [10], the penultimate expression vanishes as k " 1.
The second term in the decomposition is

Z t

0

dsN1�d
Xd

j; k¼1

X
x2Td

N

�
rN

uj
H
�
ðx=NÞ�xLfj; kð�sN2Þ

The presence of the generator L and the diffusive
rescaling of time permit to show that the expecta-
tion of the absolute value of this expression is of
order N�1 for each fixed k.

Finally, the third term is equal to

�
Z t

0

dsN1�d
Xd

j; k¼1

X
x2Td

N

�
rN

uj
H
�
ðx=NÞDj; k

� �"NsN2ðxÞ
� �

�"NsN2ðxþ ekÞ � �"NsN2ðxÞ
� 


A second integration by parts is now possible and
one obtains that the previous expression is equal to

Z t

0

dsN�d
Xd

j; k¼1

X
x2Td

N

�
@2

uj; uk
H
�
ðx=NÞ dj; k �"NsN2ðxÞ

� �

þ oNð1Þ

where d0j, k = Dj, k. We have already seen in the
derivation of the hydrodynamic equation for gradi-
ent systems that this sum can be expressed as a
function of the empirical measure. Since all limit
points are concentrated on paths �t(du) which are
absolutely continuous, this integral converges to

Xd

j; k¼1

Z t

0

ds

Z
Td

du
�
@2

uj; uk
H
�
ðuÞ dj; kð	ðs; uÞÞ

Since the martingale [5] vanishes, all limit points
are concentrated on trajectories �t(du) = 	(t, u)du
which are weak solutions of

@t	 ¼
Xd

j; k¼1

@uj
�j; k þDj; kð	Þ
� �

@uk
	

� 


where D is the strictly elliptic and continuous matrix
given by the variational formula [11]. Here, the
identity matrix �j, k comes from the first piece of the
current which permitted a second integration by
parts. A uniqueness result of weak solutions of the
Cauchy problem with initial condition 	0 concludes
the proof of the hydrodynamic behavior of this
nongradient system.

Hyperbolic Equations

Consider the asymmetric simple exclusion process
obtained by setting cj(�) = �(0)[1� �(ej)] in formula
[1]. Notice that the current W0, ej

= �(0)[1� �(ej)]
has mean �(1� �) with respect to the invariant state
�N
� , suggesting the Euler rescaling of time �(N) = N.
Let � be the partial order on EN defined by � � 


if �(x) � 
(x) for every x in Td
N. The asymmetric

exclusion process is attractive: there exists a
stochastic evolution on EN � EN with the following
two properties: (1) it preserves the order, in the
sense that �t � 
t for all t � 0 if �0 � 
0 and (2) each
coordinate evolves according to the original asym-
metric exclusion dynamics. This coupling, which
may be constructed by letting particles jump
together as much as possible, is the main tool in
the derivation of the hydrodynamic equation of
asymmetric processes.

Fix a smooth function G : Td ! R and recall
definition [5] of the martingale MG, N

t . An elemen-
tary computation shows that the quadratic variation
of this martingale vanishes as N " 1. On the other
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hand, after an integration by parts, the integral term
of the martingale becomes

Z t

0

N�d
Xd

j¼1

X
x2Td

N

�
rN

uj
H
�
ðx=NÞ�sNðxÞ

� ½1� �sNðxþ ejÞ� ds

Assume that the state of the process at any
macroscopic time s is close to a product measure
associated to some profile 	(s,�). Since the martin-
gale vanishes asymptotically, taking expectations in
[5], we obtain that the density profile should be a
weak solution of the quasilinear hyperbolic
equation

@t	 þ
Xd

j¼1

@uj
Fð	Þ ¼ 0 ½12�

where F(a) = a(1� a).
It is well known that solutions of this equation

may develop shocks even if the initial profile 	0( � ) is
smooth and that there is no uniqueness of weak
solutions. Several criteria have been introduced to
select the relevant solution among the weak solu-
tions. Kružkov (1970), for instance, in the case
where density profile 	0 : Td ! R is bounded,
proved that there exists a unique measurable
function 	 which satisfies the entropy condition

@t 	� cj j þ
Xd

i¼1

@ui
Fð	Þ � FðcÞj j � 0 ½13�

in the sense of distributions on (0,1)� Td, for
every c 2 R, and which converges to the initial
condition in L1(Td) as t#0: limt! 0 k	t � 	0k1 = 0.

Fix T > 0 and a density profile 	0 : Td! [0, 1].
To couple the original process with another one
starting from a different initial sate, we need to
impose the initial distribution to be of product form.
Consider, therefore, a sequence of ‘‘product’’ prob-
ability measures 
N associated to 	0 and recall the
definition of the sequence of measures Q
N given in
the section ‘‘The entropy method,’’ assumed to be
tight.

We have to prove that all limit points are
concentrated on entropy solutions of [12]. Coupling
the original process �t with another one, denoted by

t, starting from the Bernoulli product measure with
density �, and examining the time evolution ofP

x2Td
N
j�tN(x)� 
tN(x)j, we derive an entropy

inequality at the microscopic level: let �
N be a
sequence of probability measures on the product
space EN � EN whose first coordinate is 
N.
Denote by PN

�
N the measure on the path space
D([0, T], EN � EN) induced by �
N and the coupling

informally described at the beginning of this section.
Rezakhanlou (1991) proved the following theorem:

Theorem 5 For every smooth positive function H
with compact support in (0,1)� Td and every
" > 0,

lim
‘!1

lim
N!1

PN
�
N

"Z 1
0

dt N�d
X

x2Td
N

@tHðt;x=NÞ �‘t ðxÞ� 
‘t ðxÞ
�� ���

þ
Xd

i¼1

ð@ui
HÞðt;x=NÞ F �‘t ðxÞ

� �
�F 
‘t ðxÞ
� ��� ��

)
��"

#
¼ 1

If we now assume that the second coordinate 
t is
initially distributed according to the stationary state
�N
� , it is not difficult to replace 
‘t in the above

formula by �, obtaining a microscopic version of the
entropy inequality.

In the one-dimensional nearest-neighbor case, by
coupling arguments, we may replace the average
�‘(0) over a large microscopic box by an average
�"N(0) over a small macroscopic box, deriving the
entropy inequality [13]. To conclude the proof it
remains to show, by means of coupling argument
again, that the density profile at time t converges in
L1(Td) to the initial condition as t # 0.

In higher dimensions or in the one-dimensional
non-nearest-neighbor case, it has not been proved
that replacement of �‘(0) by �"N(0) is allowed. One
is thus forced to consider measure-valued solutions
of eqn [12]. Details can be found in Kipnis and
Landim (1999, chapter 8).

Relative Entropy Method

The relative entropy method, due to Yau (1991), is
based on the analysis of the time evolution of the
entropy of the state of the process with respect to
the product measure associated to the solution of the
hydrodynamic equation.

While the entropy method requires uniqueness of
weak solutions and proves the existence of weak
solutions, the relative entropy method requires the
existence of a smooth solution and proves the
uniqueness of such smooth solutions.

Consider the exclusion process with rates cj(�) =
1þ [�(�ej)þ �(2ej)]. We have seen that the hydro-
dynamic equation of this model is given by the
nonlinear parabolic equation

@t	 ¼ �f	þ 	2g ½14�

Fix a profile 	0 : Td ! [0, 1] bounded away from
0 and 1: 0 < � � 	0(u) � 1� �. Let 	(t, u) be the
solution of the hydrodynamic equation [14] with
initial condition 	0 and denote by �N

	(t, �) the product
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measure with slowly varying parameter associated
to the profile 	(t, �):

�N
	ðt;�Þf�; �ðxÞ ¼ 1g ¼ 	ðt; x=NÞ; for x 2 Td

N

Theorem 6 Let {
N : N � 1} be a sequence of
probability measures on EN whose entropy with
respect to �N

	0(�) is of order o(Nd):

HN

�

Nj�N

	0ð�Þ

�
¼ oðNdÞ

Then, the relative entropy of the state of the process
at the macroscopic time t with respect to �N

	(t, �) is
also of order o(Nd):

HN

�

NSN

t j�N
	ðt;�Þ

�
¼ oðNdÞ for every t � 0

It is not difficult to deduce from this result a
strong version of the hydrodynamic limit behavior
of the interacting particle system:

Corollary 1 Under the assumptions of the theorem,
for every cylinder function � and every continuous
function H : Td!R,

lim
N!1

E
NSN
�

	����N�d
X

x2Td
N

Hðx=NÞ�x�ð�Þ

�
Z

Td
HðuÞ~�ð	ðt; uÞÞ du

����


¼ 0

The relative entropy method can be extended to
nongradient systems and to asymmetric processes,
whose macroscopic evolution is described by quasi-
linear hyperbolic equations, up to the first shock.

The hydrodynamic behavior of an interacting
particle system corresponds to a law of large
numbers for the empirical measure. The central
limit theorem is well understood in equilibrium, but
remains to this date an important open question in
nonequilibrium. The large deviations for diffusive
systems have also been investigated, as well as the
hydrodynamic behavior of systems in contact with
reservoirs. The Navier–Stokes equations have been
derived as a correction of the hydrodynamic
equation of asymmetric particle systems. We refer
to Kipnis and Landim (1999) for further details.

See also: Boltzmann Equation (Classical and Quantum);
Bose–Einstein Condensates; Breaking Water Waves;
Fourier Law; Interacting Stochastic Particle Systems;
Macroscopic Fluctuations and Thermodynamic
Functionals; Multi-Scale Approaches.
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Introduction

According to the basic principles of mechanics, the
motion of atoms and molecules is governed, in the
semiclassical approximation, by the deterministic
Hamiltonian equations of motion. While all evi-
dence points in this direction, for many problems
this Hamiltonian approach is so complicated that it
hardly yields any useful results. A simple example
are many (109) polystyrene balls (size 1 mm)
immersed in water. The Hamiltonian description
would have to deal with the degrees of freedom of
all the fluid molecules and all the polystyrene balls.
Clearly, a more useful approach is to collect the
incessant bombardment of a polystyrene ball by
water molecules into a stochastic force acting on the
ball with postulated statistical properties. For
example, following Einstein, one could regard
successive collisions as independent and occurring
after an exponentially distributed waiting time. In
addition to such stochastic forces, the polystyrene
balls are charged and interact with each other
through the screened Coulomb force.

On the one-particle level, stochastic models have a
long tradition within statistical physics. Considerable
part of the classical theory of Markov processes is the
mathematical response to such type of description.
The aspect of interaction is more recent. Its origin can
be traced back to the Metropolis algorithm in early
computer simulations (ffi1953). It was recognized
that the Hamiltonian dynamics is a rather slow tool
to statistically sample the Gibbs equilibrium distribu-
tion Z�1 exp [�H=kBT]. A more efficient route is to
devise a stochastic algorithm which has as its unique
stationary measure the Gibbs distribution. Such
schemes are now known as Markov Chain Monte
Carlo and of extremely wide use, not only in
statistical physics but also in quantum chromody-
namics (QCD) and other quantum field theories. The
time appearing in the stochastic algorithm has no
physical significance; it merely counts how often a
certain operation is performed.

The second clearly identifiable push toward the
use of interacting stochastic particle systems came
from the study of critical dynamics. Close to a point
of second-order phase transition, the equilibrium
properties are very effectively handled by means of
statistical field theories. Thus, it was natural to

search for an extension into the time domain, which
then led to time-dependent Ginzburg–Landau the-
ories, where now time refers to physical time. These
are interacting stochastic models, where one keeps
only a few basic fields, together with their behavior
under time reversal, their vector character, and
whether they are dynamically conserved or not.

In probability theory, interacting stochastic particle
systems date back to the seminal papers by M Kac in
1956 and independently by R L Dobrushin and by
F Spitzer in 1970. Spitzer was motivated by spin-flip
and spin-exchange dynamics, while Dobrushin had
the vision of many locally interacting components. In
the early days, one of the prime goals was the
construction of the stochastic process in infinite
volume, an enterprise which had important mathe-
matical spin-off, for example, the theory of Dirichlet
forms on function spaces. Physical models offer a rich
menu to the probabilist, but there is also considerable
input from other areas. To give just one example: in
queueing theory one considers queues in series, that
is, a customer served at one counter immediately
moves on to the next one. If one regards as field the
number of customers at each counter, one has an
interacting stochastic particle system, the interaction
being mediated through the servers.

This article is split into two sections. In the first
one, we list and explain a few prototypical interact-
ing stochastic particle systems. Of course, the list is
hardly exhaustive and we restrict ourselves from the
outset to models from statistical physics. In the
second part, we summarize prominent lines of recent
research. Again the wealth of material is over-
whelming and we draw the line according to the
rules of mathematical physics.

Model Systems

Our list is determined by the intrinsic mathematical
properties of the stochastic particle system. Alter-
natively, a classification is possible according to the
physical system, which would, however, be less
transparent for our purposes. We restrict ourselves
to models with only position-like degrees of free-
dom, but if needed velocity-like fields may be
included. The most basic distinction is the behavior
under time reversal. A model is called (statistically)
‘‘time reversible’’ if a particular history and its time-
reversed image have the same probability. Techni-
cally, one imposes this through the condition of
detailed balance. Nonreversible systems are much
less explored, but currently a very active area of
research.
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Reversible Models

1. Spin-flip, Glauber dynamics. One considers
spins attached to the sites of a regular lattice,
which for symplicity we take as the hypercubic
lattice Zd. The spin at site x 2 Zd is denoted by
�x =�1 and the whole spin configuration is
denoted by �. Thus, the state space of the Markov
processs is {�1, 1}Zd

= �. Spin configurations
evolve in time through random spin flips, that is,
through a change from �x to ��x according to
configuration-dependent rates cx(�). cx(�) is local,
in the sense that it depends only on the spins close
to x, and is translation invariant, that is, if �y is
the shift by y, then cxþy(�y�) = cx(�). If the current
spin configuration is �(t), then after a short
time dt

�xðtþdtÞ¼ �xðtÞ with probability 1�cxð�ðtÞÞdt
��xðtÞ with probability cxð�ðtÞÞdt

�

The update is performed independently at each
lattice site. Technically, it is more concise to specify
the generator, L, of the Markov process. It acts on
local functions f :�!R and is given by

Lf ð�Þ ¼
X
x2Zd

cxð�Þ f ð�xÞ � f ð�Þð Þ ½1�

where � x denotes the configuration � with the spin
at site x reversed. The transition probability from
the configuration � to the configuration �0 in time
t � 0 is given by the matrix element (eLt)�,�0 of the
Markov semigroup eLt.

To impose time reversibility, one needs an energy
function H(�) constructed according to the rules of
equilibrium statistical mechanics. The condition of
detailed balance then reads

cxð�Þ ¼ cxð�xÞe��ðHð�xÞ�Hð�ÞÞ ½2�

with �= 1=kBT the inverse temperature. Note that
on the right only energy differences appear, which
are always well defined. In finite volume the
unique invariant measure is the Gibbs measure
Z�1e��H.

2. Spin-exchange, Kawasaki dynamics, stochastic
lattice gases. We model particles hopping on the
lattice Zd and switch to the occupation variables �x,
where �x = 0 stands for site x empty and �x = 1
stands for site x occupied. The state space is
� = {0, 1}Zd

. Since the number of particles is con-
served, the basic dynamical process is a random
jump of a particle from x to a nearby site y,
provided �y = 0. Therefore, we specify the exchange

rates cxy(�) between x and y. They are local,
translation invariant and symmetric, that is,
cxy(�) = cyx(�). The generator now reads

Lf ð�Þ ¼ 1

2

X
x;y2Zd

cxyð�Þ f ð�xyÞ � f ð�Þð Þ ½3�

where �xy is the configuration � with the occupan-
cies at sites x and y exchanged.

The condition of detailed balance refers to the
exchange and reads

cxyð�Þ ¼ cxyð�xyÞe��ðHð�xyÞ�Hð�ÞÞ ½4�

In [4] we can freely add to H the chemical potential
��
P

x �x. Thus for stochastic lattice gases there is a
one-parameter family of invariant measures, labeled
by the chemical potential �.

3. Interacting Brownian motions. These motions
model, for example, suspensions as mentioned in the
‘‘Introduction’’. One considers a box � � Rd con-
taining N Brownian particles. The jth Brownian
particle has position xj 2 �. Thus, the state space of
the Markov process is �N. We assume that the
Brownian particles interact through a (sufficiently
local) even pair potential U. Then the total potential
energy is

HðxÞ ¼ 1

2

XN
i;j¼1

Uðxi � xjÞ; x ¼ ðx1; . . . ; xNÞ ½5�

The dynamics of the Brownian particles is given
through the stochastic differential equations

dxjðtÞ ¼ �
XN

i¼1;i6¼j

rUðxjðtÞ � xiðtÞÞ dt

þ
ffiffiffiffiffiffiffiffiffi
2D0

p
dWjðtÞ; j ¼ 1; . . . ;N ½6�

Wj(t), j = 1, . . . , N, are a collection of independent
Brownian motions and D0 is the diffusion coeffi-
cient of a single Brownian particle. Equation [6] has
to be supplemented with suitable boundary condi-
tions at the surface @�. Since the forces in [6] are the
gradient of a potential, time reversibility is auto-
matically satisfied with the invariant measure being
Z�1

N exp(�H(x)=D0) dx1 � � � dxN.
4. Ginzburg–Landau models. Ginzburg–Landau

models should be viewed as discretized versions of
stochastic partial differential equations. At every
lattice site x 2 Zd, there is a real-valued field
�x 2 R, a field configuration being denoted by �.
Formally, the state space is RZd

. Since the single-site
space is noncompact, some growth condition at
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infinity must be imposed. Next we give ourselves an
energy, H(�), one standard example being

Hð�Þ ¼
X

x;y2Zd ;jx�yj¼1

ð�x � �yÞ2 þ
X
x2Zd

Vð�xÞ ½7�

The on-site potential increases sufficiently rapidly, so as
to make large field values unlikely. The �-field evolves
according to the set of stochastic differential equations

d�xðtÞ ¼ �
@H

@�x
ð�ðtÞÞdtþ

ffiffiffiffiffiffiffiffi
2=�

p
dWxðtÞ;

x 2 Zd

½8�

where {Wx(t), x 2 Zd} is a collection of independent
Brownian motions. If V(�x) =�2

x, then �(t) is
a Gaussian field theory. To have an Ising-type phase
transition, one would have to choose V(�x) =��2

x þ �4
x.

It is rather simple to modify [8] as to incorporate
a conservation law. To each directed bond (x, y),
jx� yj= 1, one associates the current jxy =�jyx. If
e is a unit vector, jej= 1, then

d�xðtÞ þ
X

e;jej¼1

jxxþeðtÞdt ¼ 0; x 2 Zd ½9�

The current has both a deterministic part, given
through the gradient of a chemical potential, and a
random part:

jxyðtÞdt ¼ � @H

@�x
� @H

@�y

� �
ð�ðtÞÞdt þ dWxyðtÞ;

jx� yj ¼ 1

½10�

where Wxy(t) = �Wyx(t) is a collection of indepen-
dent Brownian motions labeled by nearest-neighbor
bonds. The conserved quantity is

P
x �x. Again, the

dynamics has a one-parameter family of stationary
measures labeled by the ‘‘magnetic field’’. Since in
[8] and [10] the drift is the gradient of a potential,
Ginzburg–Landau models are reversible.

5. Interface dynamics. The scalar field � describes
the location of an interface. The energy of an
interface does not depend on its absolute displace-
ments. Thus, interface models are special Ginzburg–
Landau models, which have an energy H(�)
invariant under the global shift �x ! �x þ a for all
x 2 Zd. An example is

Hð�Þ ¼
X

x;y2Zd ;jx�yj¼1

Vð�x � �yÞ ½11�

with even V. Note that in order to have a normal-
izable equilibrium measure, the interface must be
pinned somewhere.

6. Several components. For lattice gases, there may
be several components. In a Ginzburg–Landau theory

instead of a scalar, Ising-like field, one could consider a
vector-valued, Heisenberg-like, field and require the
energy to be invariant under global rotations of the field
variables. The construction is as before and we do not
have to repeat it.

7. Constrained, glassy dynamics. The constraint is
enforced by setting some of the rates equal to zero.
For example, in the case of standard Glauber
dynamics, one could allow for a spin-flip only if at
least two neighboring spins have the opposite sign.
The Gibbs measure is still invariant, but the approach
to equilibrium will be slowed down due to the
constraint. It may even happen that the configuration
space splits into several invariant subsets.

After this long and still incomplete list, let us turn
to the nonreversible models.

Nonreversible Models

Mathematically, one merely has to drop the condition
of detailed balance. To have a more concrete example,
let Li be the generator for the Glauber dynamics
satisfying detailed balance with inverse temperature
�i, i = 1, 2. Then L = L1 þ L2 generates a nonreversible
dynamics provided �1 6¼ �2. Physically, it corresponds
to coupling the spins to two bulk thermal reservoirs of
different temperatures. Our example leads to a general
point which should be noted: While reversible models
have a wide range of physical applicability, for
nonreversible models nonequilibrium conditions have
to be maintained over sufficiently long time spans,
which poses considerable difficulties experimentally.
Thus on a theoretical level, the efforts go into exploring
properties of, say, semirealistic models.

Very roughly there are two broad classes of
nonreversible models.

Boundary-driven models We consider a finite
volume �. Inside � the dynamics is reversible as
explained before. At the boundary @� the system is
coupled to particle, resp. energy, reservoirs. In case the
boundary chemical potential, resp. temperature, is not
uniform, the dynamics is nonreversible. To be more
concrete let us reconsider the lattice gas discussed in
item (2) (see the discussion following eqn [2]). Inside
� the generator L� is given by [3] and satisfies
detailed balance [4]. The boundary generator is

L@�f ð�Þ ¼
X
x2@�

cxð�Þðf ð�xÞ � f ð�ÞÞ ½12�

where the notation is as in [1] with {�1, 1}
substituted by {0, 1} . cx(�) satisfies [2] with the
same � as in the bulk, but a chemical potential �x

depending on x 2 @�. �x controls the injection/
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absorption of particles at x. The generator for the
nonreversible dynamics is then

L ¼ L� þ L@� ½13�

Bulk-driven models A prototype is the two-
temperature model mentioned above. More widely
studied is a nonconservative force acting globally.
Here the standard example are particles moving in �
with periodic boundary conditions and subject to an
additional uniform force field of strength F, which
clearly cannot be written as the gradient of a
potential. In the case of Brownian particles, by
changing to a comoving frame of reference, one
would be back to the reversible case F = 0. For
lattice gases the lattice provides a fixed frame and
the driven model has properties very different from
the undriven one. This leads us to:

8. Driven lattice gases. The generator L is still
given by [3]. Formally, we insert in [4] instead of H
the Hamiltonian H(�)�

P
x (F � x)�x. The exchange

rates then satisfy the condition of ‘‘local’’ detailed
balance as

cxyð�Þ ¼ cxyð�xyÞ e��ðHð�xyÞ�Hð�ÞÞ

	 e��ðF�ðx�yÞÞð�x��yÞ ½14�

This means, particles preferentially jump in the
direction of F. On the infinite lattice the dynamics
admits two classes of stationary measures. First,
there is the Gibbs measure with particles piling up
along F and formally given by

Z�1 e
��ðHð�Þ�

P
x

ðF�xÞ�xÞ
½15�

With respect to this measure the dynamics is
reversible. Second, there are translation invariant
measures with nonzero steady-state current. This
cannot happen for reversible models. A very widely
studied particular case is the asymmetric simple
exclusion process for which d = 1, H(�) = 0, and
jumps are only to nearest-neighbor sites.

Items of Interest

As there are thousands of research papers in
mathematical physics alone, it is literally impossible
to provide any sort of summary. On the other hand,
the type of questions investigated are generic. Thus,
we just explain what one would like to understand
without paying much attention to the fractal
boundary between ‘‘proven’’ and ‘‘unproven.’’ For
the construction of the stochastic processes listed
above, there is a well-developed probabilistic theory
available. Thus, the main focus is on ‘‘qualitative
properties’’ of the stochastic particle system. As in

the previous section, we distinguish between rever-
sible and nonreversible models.

Reversible Models

1. Equilibrium state. The most basic question
concerns the classification of invariant measures in
infinite volume. By construction, they are the Gibbs
measures for the Hamiltonian appearing in the condi-
tion of detailed balance. In principle there could be
more, which so far has been excluded only in dimension
1 or 2. Properties of the invariant measure belong to the
domain of equilibrium statistical mechanics.

Thus we can turn directly to:
2. Spectral analysis of the generator L. We fix

some extreme Gibbs measure stationary for L.
By detailed balance, eLt is a symmetric Markov
semigroup in L2(�,�). Hence, L is self-adjoint and
L 
 0. Furthermore, it has a nondegenerate eigen-
value 0. The rate of approach to equilibrium is
determined by the spectral gap of L. Related are log-
Sobolev inequalities which serve as a stronger
notion. For models with a conservation law, there
is no spectral gap. Thus, the more appropriate
question is to study how fast the gap vanishes as
the volume � increases. In the case of independent
components, the spectral subspaces for L are
organized as single excitation, double excitation
etc. Such a structure persists as the interaction is
turned on which, on a mathematical level, is similar
to the particle spectrum of a quantum field theory.

Physically more directly relevant are:
3. Spacetime correlations. To be concrete, let us

consider a Ginzburg–Landau field theory �x(t)
starting with a translation invariant Gibbs measure
�. Then �x(t) is a spacetime stationary process. The
two-point correlation function is the covariance

h�xðtÞ�0ð0Þi � h�0ð0Þi2 ½16�

Its Fourier transform is directly linked to energy–
momentum resolved scattering intensity from a probe
which is modeled by the respective Ginzburg–Landau
theory. For t = 0, the expression [16] is the static
correlation, again belonging to the domain of equili-
brium statistical mechanics. The time decay depends
on whether the field is dynamically conserved or not.

Correlation functions do not always capture the
physics of the system well. This is certainly true for:

4. Dynamics at low temperatures. Let us consider
the Glauber dynamics for the ferromagnetic Ising
model in the finite but large volume �. Then there is
a very high free energy barrier between configura-
tions typical for theþ phase and those typical for the�
phase. If one starts the spin system in the þ phase, one
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may study through which configurations the system
moves to the � phase and how much time such a
process will take. If the two phases are symmetric with
the external magnetic field h = 0, the spin system
tunnels, while for h < 0 and small the þ phase is
metastable. Another widely studied situation, also
experimentally, is the quenching from high to low
temperatures. In our context this means that the initial
measure is Bernoulli, while the Glauber dynamics runs
at low temperatures. Then spin clusters coarsen as time
proceeds developing well-defined interfaces which are
governed through motion by mean curvature.

Close to a point of second-order phase transition,
one has to deal with:

5. Critical dynamics. The usual Glauber dynamics
becomes very slow at the critical point and reliable
equilibrium is hard to achieve. It is thus a challenge
to design faster algorithms. One proposal is the
Swendsen–Wang algorithm which is based on the
Fortuin–Kasteleyn representation and flips a whole
cluster of spins simultaneously.

So far we concentrated on statistical properties.
Researchers have been fascinated by the observation
that for stochastic particle systems, the transition to a
deterministic macroscopic evolution can be handled
with full rigor. Such a program has been baptized:

6. Hydrodynamic limit, which is meaningful only
for particle systems with one or several conservation
laws. Let us discuss then a reversible lattice gas with
Hamiltonian H. We start the dynamics with a state
of local equlibrium which is Gibbs with a slowly
varying chemical potential, that is,

Z�1 exp �� Hð�Þ �
X

x

�ð"xÞ�x

 !" #
; "� 1 ½17�

Such a measure is almost time invariant. For small ",
at least approximately, such a structure should
persist in the course of time at the expense of
properly regulating the chemical potential. For our
example, the correct timescale is "�2t in microscopic
units, and the evolution equation for the density,
related thermodynamically to the chemical poten-
tial, is a nonlinear diffusion equation of the form

@

@t
	t ¼ r �Dð	tÞr	t ½18�

We turn to the nonreversible models.

Nonreversible Models

While for reversible models the study of the
stationary Gibbs measure is its own field of inquiry,
here the first entry must be:

7. Nonequilibrium steady state. This steady state is
determined through the dynamics, since the stationary
measure � has to satisfy �(Lf ) = 0 for a sufficiently
large class of functions f. As in equilibrium, phase
transitions may occur. In the nonconservative case it
would mean that the infinitely extended system has
several extreme stationary measures. In the conserva-
tive case, say with the density as locally conserved field,
it would mean that there is an interval of densities for
which there is no extreme stationary measure. Given
the nonequilibrium steady state, one may wonder
about its typical fluctuations and large deviations. In
contrast to thermal equilibrium, weak long-range
correlations are the rule.

8. Spacetime correlations in the steady state.
Through the bulk drive the power-law decay of time
correlations may change. For example for the sym-
metric and asymmetric exclusion process, the steady
states are Bernoulli with density 	, denoted by h�i	. For
the on-site density–density correlation, one finds, for
large t,

h�0ðtÞ�0ð0Þi1=2 �
1

4
ffi t�1=2 for F ¼ 0

t�2=3 for F 6¼ 0

�
½19�

9. Hydrodynamic limit. The concept of slowly
varying conserved fields remains valid; only local
equilibrium must be replaced by local stationarity.
Generically, there are nonzero currents in the steady
state. Therefore, the macroscopic fields change on
the timescale "�1t (cf. item (5)) and are governed by
a hyperbolic conservation law of the form

@

@t
	t þ div jð	tÞ ¼ 0 ½20�

in the case of a single conservation law. Here, j(	) is
the average steady state in the stationary measure at
density 	. Several conservation laws have an intri-
guing rich variety of solutions. Even on the level of
continuum partial differential equations, such sys-
tems of hyperbolic conservation laws still pose
unresolved basic problems.

See also: Ginzburg–Landau Equation; Glassy Disordered
Systems: Dynamical Evolution; Interacting Particle
Systems and Hydrodynamic Equations; Macroscopic
Fluctuations and Thermodynamic Functionals; Stochastic
Differential Equations.
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Introduction

Many important industrial problems involve flows
with multiple constitutive components. Examples
include extractors, separators, reactors, sprays, poly-
mer blends, and microfluidic applications such as DNA
analysis, and protein crystallization. Due to inherent
nonlinearities, topological changes, and the complexity
of dealing with unknown, active, and moving surfaces,
multiphase flows are challenging. Much effort has been
put into studying such flows through analysis, asymp-
totics, and numerical simulation. Here, we focus on
review on studies of multicomponent fluids using
continuum numerical methods.

There are many ways to characterize moving
interfaces. The two main approaches to simulating
multiphase and multicomponent flows are interface
tracking and interface capturing. In interface-tracking
methods (examples include boundary-integral,
volume-of-fluid, front-tracking, immersed-boundary,
and immersed-interface methods), Lagrangian (or
semi-Lagrangian) particles are used to track the
interfaces. In (BIMs), the flow equations are mapped
from the immiscible fluid domains to the sharp
interfaces separating them thus reducing the dimen-
sionality of the problem (the computational mesh
discretizes only the interface). In interface-capturing
methods such as level-set and phase-field methods,
the interface is implicitly captured by a contour of a
particular scalar function.

The equations governing the motion of an
unsteady, viscous, incompressible, immiscible two-
fluid system are the Navier–Stokes equations (the
subscript i denotes the ith flow component):

	i
@ui

@t
þ ui � rui

� �
¼ r � �i þ 	ig; i ¼ 1; 2 ½1�

�i ¼ �piI þ 2�iDi ½2�

where 	i is the density, ui is the fluid velocity, pi is
the pressure, �i is the viscosity, and g is the
gravitational acceleration vector. In eqn [2], �i is
the stress tensor, I is the identity matrix, and Di is
the rate of deformation tensor and defined as
Di = (1=2)(rui þruT

i ). The velocity field is subject
to the incompressibility constraint,

r � ui ¼ 0 ½3�

We let � denote the fluid interface. The effect of
surface tension is to balance the jump of the normal
stress along the fluid interface. This gives rise to a
Laplace–Young condition for the discontinuity of
the normal stress across �:

½�n�� ¼ �
n ½4�

where [�]� denotes the jump �2 � �1 across �,
 is
the curvature of � (positive for a spherical interface),
� is the surface tension coefficient which is assumed
to be constant, and n is the unit normal vector along
� directed toward fluid 2. The fluid velocity is
continuous across �.

In order to circumvent the problems associated
with implementing the Laplace–Young calculation
at the exact interface boundary, Brackbill and
collaborators developed a method referred to as
the continuum surface force (CSF) method. See the
review by Scardovelli and Zaleski (1999). In this
method, the surface tension jump condition is
converted into an equivalent singular volume force
that is added to the Navier–Stokes equations.
Typically, the singular force is smoothed and acts
only in a finite transition region across the interface.
The system of equations [1]–[2] and the boundary
condition, eqn [4] can be combined into the
following distribution formulation that holds in
both phases:

	 ut þ u � ruð Þ¼ � rpþr � ð2�DÞ þ 	g þ Fsing;

r � u ¼ 0 ½5�

where the subscript i is dropped (i.e., it is under-
stood that u = ui in fluid i, etc.,) and Fsing is singular
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surface tension force that is given by Fsing =�����n,
where �� is the surface delta-function.

Numerical Methods for Multicomponent
Fluid Flows

Interface-Tracking Methods

Boundary-integral methods (BIMs) BIMs can be
highly accurate for modeling free surface flows
with relatively regular interface topologies. The
BIM was apparently first used by Rosenhead in
1932 to study vortex sheet roll-up. In this
approach, the interface is explicitly tracked, but
the flow solution in the entire domain is deduced
solely from information possessed by discrete
points along the interface.

BIMs have been used for both inviscid and Stokes
flows. For a review of Stokes flow computations, see
Pozrikidis (2001), and for a review of computations
of inviscid flows, see Hou et al. (2001). For flows
with both inertia and viscosity, volume integrals
must be incorporated into the formulation.

When inertial forces are negligible (left-hand side
term of eqn [1] is dropped), the velocity u(x0) at a
given point x0 on the interface can be obtained by
means of the boundary-integral formulation,

ð�þ 1Þuðx0Þ ¼ 2u1ðx0Þ �
1

4	

Z
�

f ðxÞGðx0; xÞ

� nðxÞ dsðxÞ ½6�

��� 1

4	

Z
�

uðxÞ � Tðx0; xÞ � nðxÞ dsðxÞ ½7�

where � is the viscosity ratio, u1 is an imposed
velocity prevailing in the absence of the interfaces, and
f (x) is the capillary force function f = ��. The tensors
G and T are the Stokeslet and stresslet, respectively:

Gðx0; xÞ ¼
I

r
þ x̂x̂

r3

Tðx0; xÞ ¼ �
6x̂x̂x̂

r5

½8�

where x̂ ¼ x� x0; r ¼ jx̂j ½9�

The boundary conditions at the interface, that is, the
stress balance equation [4] and continuity of the
velocity across the interface, are automatically
satisfied by the boundary-integral formulation.

The normal velocity of the interface �(x, t) is
given by

dx

dt
� nðxÞ ¼ uðx; tÞ � nðxÞ ½10�

The shape of the interface does not depend on the
tangential velocity and there are many possible
choices that can be taken, see Hou et al. (2001).

The principal advantages gained by using BIMs
are the reduction of the flow problem by one
dimension since the formulation involves quantities
defined on the interface only and the potential for
highly accurate solutions if the flow has topologi-
cally regular interfaces. In addition, highly efficient
adaptive surface mesh refinement algorithms have
recently been developed to improve the performance
and accuracy of the methods (Cristini et al. 2001).
The main disadvantages are the development of
accurate quadratures of integrals with singular
kernels (particularly in 3D) and the need for local
surgery of the interface in the event of topological
changes.

BIMs have been successfully used for simulations
of complex multiphase flows: drop deformation and
breakup; jets; capillary waves; mixing; drop-to-drop
interaction; suspension of liquid drops in viscous
flow (e.g., see Cristini et al. (2001), Hou et al.
(2001), and Pozrikidis (2001) and the references
therein).

Volume-of-fluid (VOF) method In the VOF
method (see Scardovelli and Zaleski (1999) for a
recent review), the location of the interface is
determined by the volume fraction cij of fluid 1 in
the computational cell, �ij. In cells containing the
interface 0 < cij < 1, cij = 1 in cells containing fluid 1,
and cij = 0 in cells containing fluid 2 as shown in
Figure 1b.

A VOF algorithm is divided into two parts: a
reconstruction step and a propagation step. A
typical interface reconstruction is shown in
Figure 1c. In the piecewise linear interface construc-
tion (PLIC) method, the true interface, as shown in
Figure 1a, is approximated by a straight line
perpendicular to an interface normal vector nij in
each cell �ij. The normal vector nij is determined
from the volume fraction gradient using data from
neighboring cells. With given a volume fraction cij

Fluid 1

Fluid 2

cij

nij

cij

nij

0 0 0

0.1 0.5 0.4

0.9 1 1

(a) (b) (c)

Figure 1 VOF representation of an interface: (a) actual

interface, (b) volume fraction, and (c) an approximation to the

interface is produced using an interface reconstruction method

such as piecewise linear approximation as shown.
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and a normal vector nij, the interface is given by the
straight line with normal nij such that area beneath
the line in cell �ij is equal to cij. More recently,
parabolic reconstructions of the interface have been
used to gain higher-order accuracy for the surface
tension force (e.g., the ‘‘parabolic reconstruction of
surface tension’’ or PROST algorithm).

Once the interface has been reconstructed, its
motion by the underlying flow field must be
modeled by a suitable advection algorithm. The
key here is that the explicit interface reconstruction
enables fluxes to be developed that exactly conserve
mass and do not diffuse the interface.

Capillary effects may be represented by the
continuous surface stress (Scardovelli and Zaleski
1999),

T ¼ ��ðI � n� nÞjr~cj; Fsing ¼ �r � T ½11�

where ~c is a smoothed version of the volume
fraction. For the flows in which the capillary force
is the dominant physical mechanism, the PROST
algorithm discussed above can be used to signifi-
cantly reduce spurious currents due to inaccurate
representation of surface tension terms and asso-
ciated pressure jump in normal stress.

The distribution form of the fluid equations [5] is
typically solved using a variant of the projection
method for incompressible single phase flows.

VOF methods are popular and have been used in
commercial multiphase flow codes, in models of
inkjet printers, flows with surfactants and in many
other applications (e.g., see Scardovelli and Zaleski
(1999) and James and Lowengrub (2004) and the
references therein). The principal advantage of VOF
methods is their inherent volume-conserving prop-
erty. Nevertheless, spurious bubbles and drops may
be created. The reconstruction of the interface from
the volume fractions and the computation of
geometric quantities such as curvature are typically
less accurate than other methods discussed here

since the curvature and normal vectors are obtained
by differentiating a nearly discontinuous function
(volume fraction).

Front-tracking methods The basic idea behind the
original front-tracking method is the use of two
grids as illustrated in Figure 2. One is a standard,
Eulerian finite difference mesh that is used to solve
the fluid equations. The other is a discretized
interface mesh that is used to explicitly track the
interface and compute surface tension force which is
then transferred to the finite difference mesh via a
discrete delta-function. Front tracking was first
proposed by Richtmyer and Morton and further
developed by Glimm and co-workers.

A similar approach was taken by Unverdi and
Tryggvason (see Tryggvason et al. (2001) and Peskin
(2002) for recent reviews), who combined a moving
grid description of the interface with flow computa-
tions on a fixed grid. In this immersed-boundary
approach, all the fluid phases are treated together by
solving a single set of governing equations. This
method has its roots in the original marker-and-cell
(MAC) method, where marker particles are used to
identify each fluid and the immersed-boundary
method of Peskin and McQueen, that was designed
to track moving elastic boundaries in homogeneous
fluids.

The interface is represented discretely by Lagran-
gian markers that are connected to form a front
which lies within and moves through a stationary
Eulerian mesh.

In Tryggvason’s original implementation, the
basic structural unit is a line segment. Since the
interface moves and deforms during the computa-
tion, interface elements must occasionally be added
or deleted to maintain regularity and stability. In the
event of merging/breakup, elements must be relinked
to effect a change in topology.

The interface is represented using an ordered list
of marker particles xk = ((x1)k, (x2)

k
), 1 � k � N.

Fluid 1

Fluid 2

nf

AB

(a)

A

B

tA

tB

Xf,k

(b)

ui – 1/2, j + 1

ui – 1/2, j 

vi, j  – 1/2

ui – 1/2, j 

ui + 1/2, j + 1

vi , j +  1/2

pij

(c)

Figure 2 (a) The basic idea in the front-tracking method is to use two grids – a stationary finite difference mesh and a moving

Lagrangian mesh, which is used to track the interface. (b). Blow-up of the subgrid control volume in (a). (c) Control volume for the

Eulerian mesh, �i , jþ(1=2).
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The first step in this algorithm is the advection of the
marker particles. A simple bilinear interpolation is
used to find the velocity inside each grid cell (indicated
in Figure 2c). The marker particles are then advected in
a Lagrangian manner. Once the points have been
advected, a list of connected polynomials (px

i (s), py
i (s))

is constructed using the marker particles. This gives a
parametric representation of the interface, with s
typically an approximation of the arclength. Both
lists are ordered and thus identify the topology of the
interface. In later works, higher-order polynomials
have been used (e.g., cubic splines) and semi-Lagran-
gian evolutions have been implemented where other
tangential velocities have been used.

As the interface evolves, the markers drift along
the interface following tangential velocities and
more markers may be needed if the interface is
stretched by the flow. Typically, the markers are
redistributed along the interface to maintain an
accurate interface representation.

Next, we compute the surface tension force,

Fsingðx; tÞ ¼
Z

�ðtÞ
��f �ðx� xf ðsÞÞnf ds ½12�

where the subscript f means values evaluated at the
interface �(t) and s is arclength. The discrete
numerical implementation of this distribution onto
the fixed grid is in the form of a sum over interface
elements, xf , k:

FijðxÞ ¼
X

k

f k�ðx� xf ;kÞ�sk ½13�

where �sk is the average of the straight line
distances from the point xf , k to the two neighboring
points xf , kþ1 and xf , k�1 as indicated by the subgrid
control volume shown in Figures 2a and 2b. The
delta-function is typically taken to be Peskin’s
discrete Dirac delta-function:

�ðx�xf ;kÞ

¼
Q2
i¼1

1

4h
1þcos

	½xi�ðxf ;iÞk�
2h

� �
if jx�xf ;kj � 2h

0 otherwise [14]

8<
:

Other higher-order alternative forms of the regular-
ized delta-function using the product formula have
recently been proposed.

Using the Frenet relation, the surface tension force
on a short segment of the front is given by

f k ¼
Z B

A

��f nf ds ¼
Z B

A

�
@tf

@s
ds ¼ �ðtB � tAÞ ½15�

where A and B are the segment endpoints that lie
on the boundary of the subgrid control volume
(Figures 2a and 2b), and tf is a tangent vector
computed by fitting a polynomial to the endpoints
of each element.

In the case of flows with varying density and/or
viscosity between the fluid components, there is a
need to calculate the phase indicator function I(x, t)
(defined by interface geometry and position), which
has the value 0 in fluid 1 and 1 in fluid 2. The
indication function can be determined via the
solution of the equation

�Iðx; tÞ ¼ r �
Z

�ðtÞ
nf �ðx� xf ðs; tÞÞds ½16�

This equation is discretized on the Eulerian mesh
and a discrete delta-function (e.g., eqn [14]) is used.
The fluid properties such as density and viscosity are
determined via the indicator function, that is,
�(x, t) = �1 þ (�2 � �1)I(x, t), etc.

As in the volume of fluid algorithm, the distribu-
tion form of the Navier–Stokes equations [5] are
typically solved using a version of Chorin’s projec-
tion method.

An alternative flow solver that can be used to
integrate the flow equations in the presence of an
interface is the immersed-interface method (IIM).
The IIM was developed by Leveque and Li (see the
review Li 2003), and can be used together with
front-tracking as well as level-set methods.

The IIM directly incorporates jump conditions for
the normal stress into the finite difference stencil. The
key idea of this method is to use the jump conditions
in Taylor series expansions of pressure and velocity
near interfaces to derive difference equations that
achieve pointwise second-order accuracy.

The principal advantage of front-tracking algo-
rithms is their inherent accuracy, due in part to the
ability to use a large number of grid points on the
interface. Front-tracking methods can be compli-
cated to implement, particularly in 3D, but give the
precise location and geometry of the interface. In
addition, explicit front tracking permits more than
one interface to be present in a single computational
cell without coalescence, which can be important in
dense bubbly flows, emulsions, etc. One of major
handicaps of front-tracking methods is the difficulty
in modeling topological changes of the interface
such as breakup and coalescence without ad hoc cut-
and-connect and reconnecting parameterized inter-
face (particularly, difficulties in 3D).
Interface-Capturing Methods

Level-set method Level-set methods, introduced by
Osher and Sethian (see the recent review papers
(Osher and Fedkiw 2001, Sethian and Smereka
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2003) and the recent texts (Osher and Fedkiw
2002, Sethian 1999)), are popular computational
techniques for tracking moving interfaces. These
methods rely on an implicit representation of the
interface as the zero set of an auxiliary function
(level-set function). The application of these meth-
ods to incompressible, multiphase flows started with
the work of Osher, Merriman, Sussman, Smereka,
Hou, and their collaborators.

In the level-set method, the level-set function

(x, t) is defined as follows (see Figure 3):


ðx; tÞ
> 0 if x 2 fluid 1
¼ 0 if x 2 � ðthe interface between fluidsÞ
< 0 if x 2 fluid 2

(

and the evolution of 
 is given by


t þ u � r
 ¼ 0 ½17�

which means that the interface moves with fluid.
To keep the interface geometry well resolved, the

level-set function 
 should be a distance function near
the interface. However, under the evolution [17] it
will not necessarily remain as such. We note that
special velocity extensions v off the interface (i.e.,
v = u at the interface, v 6¼ u away from interface)
have been recently developed to better maintain 
 as
a distance function (e.g., Sethian and Smereka (2003)
and Macklin and Lowengrub (2005)). Typically, a
reinitialization step (solving a Hamilton–Jacobi type
equation, eqn [18]) below, is performed to keep 
 as
a distance function near the interface while keeping
original zero-level set unchanged. More specifically,
given a level-set function, 
, at time t, the contours
are redistributed according to the steady-state solu-
tion of the equation

@d

@�
¼ S�ð
Þð1� jrdjÞ; dðx; 0Þ ¼ 
ðxÞ ½18�

where S� is the smoothed sign function defined as

S�ð
Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi


2 þ �2
p ½19�
where � is usually is one or two grid lengths. After
solving eqn [18] to steady state 
(x, t) is then
replaced by d(x, �steady). Note that d(x, �steady) is
typically a good approximation of the signed
distance function.

The density and viscosity are defined as

�ð
Þ ¼ �2 þ ð�1 � �2ÞH�ð
Þ

and

�ð
Þ ¼ �2 þ ð�1 � �2ÞH�ð
Þ ½20�

where H�(
) is the smoothed Heaviside function
given by

H�ð
Þ ¼

0 if 
 <��
1
2 1þ 


� þ 1
	 sinð	
=�Þ

� �
if j
j ��

1
if 
> �

8>><
>>:

The mollified delta-function is ��(
) = dH�=d
. The
surface tension force is given as

Fsing ¼ ��r �
r

jr
j

� �
��ð
Þ

r

jr
j ½21�

The fluid equations [5] are solved using projection
methods, the IIM or the ghost-fluid (GF) method
(e.g., Osher and Fedkiw (2001, 2002) and Fedkiw
et al. (2003)). The GF method is similar to the IIM
in that jump discontinuities are incorporated in the
finite difference stencil. In the GF algorithm, subcell
resolution is used to mark the interface position and
the values of discontinuous quantities are artificially
extended to grid points neighboring the interface via
extrapolation. A fully second order accurate GF
method for moving interfaces has recently been
developed (Macklin and Lowengrub 2005).

Applications of the level-set method include
multiphase flows, viscoelastic fluid flows and fluid–
structure interactions (e.g., see the reviews Osher and
Fedkiw (2001, 2002), Sethian (1999), and Sethian
and Smereka (2003)).

Advantages of the level-set algorithm include the
simplicity with which it can be implemented, the
ability to capture merging and breakup of interfaces
automatically, and the ease with which the interface
geometry can be described using the level-set
function. A disadvantage of the level-set method is
that mass is not conserved.

Accurate numerical simulations of multiphase
flow and topology transitions require the computa-
tional mesh to resolve both the macroscales (e.g.,
droplet size, flow geometry) and the microscales to
accurately capture local interface geometries near
contact region, van der Waals forces, surfactant
distribution, and Marangoni stresses. Adaptive mesh
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algorithms have recently been used greatly to
increase accuracy and computational efficiency in
level-set methods. Typically, the methods involve
Cartesian adaptive mesh refinement. Problems
tackled using this approach include droplet forma-
tion in inkjet printers and wake development behind
a ship. Another approach, recently developed, is to
use adaptive unstructured mesh refinement (Zheng
et al. 2005), as shown in Figure 4, in which the
impact of a drop onto a fluid interface is captured.
Hybrid Methods

More recently, a number of hybrid methods, which
combine good features of each algorithm, have been
developed. These include coupled level-set volume-
of-fluid (CLSVOF) algorithms, particle level-set
methods, marker-VOF methods and level-contour
front-tracking methods.

Level-set and VOF methods have recently been
combined. The volume fraction is used to maintain
volume conservation, while the level-set function is
used to describe the interface geometry. After every
time step, the volume-fraction function and level-set
function are made compatible. The coupling
between the level-set function 
 and the VOF
function c occurs through the normal of the
reconstructed interface and through the fact that
the level-set function is reset to the exact signed
normal distance to the reconstructed interface
(where the area below the reconstructed interface is
given by the volume-fraction function).

In the particle level-set method, Lagrangian
disconnected marker particles are randomly posi-
tioned near the interface and are passively advected
by the flow in order to rebuild the level-set function
in under-resolved zones, such as high-curvature
regions and near filaments. In these regions, the
standard nonadaptive level-set method regularizes
excessively the interface structure and mass is lost.
The use of marker particles significantly ameliorates
these difficulties.
Recently, a hybrid method has been developed,
which uses both marker particles, to reconstruct and
move the interface, and the volume-fraction function
to conserve volume. In this approach, a smooth
motion of the interface, typical of marker methods is
obtained together with volume conservation, as in
standard VOF methods. This work improves both
the accuracy of interface tracking, when compared
to standard VOF methods, and the conservation of
mass, with respect to the original marker method.

Finally, a hybrid method that combines a level
contour reconstruction technique with front-tracking
methods has recently been developed to auto-
matically model the merging and breakup of inter-
faces in three-dimensional flows.
Phase-Field Method

Phase-field, or diffuse-interface, models are an
increasingly popular choice for modeling the motion
of multiphase fluids (see Anderson et al. (1998) for a
recent review). In the phase-field model, sharp fluid
interfaces are replaced by thin but nonzero thickness
transition regions where the interfacial forces are
smoothly distributed. The basic idea is to introduce
a conserved order parameter (e.g., mass concentra-
tion) that varies continuously over thin interfacial
layers and is mostly uniform in the bulk phases (see
Figure 5).

For density-matched binary liquids (let �= 1
for simplicity), the coupling of the convective
Cahn–Hilliard equation for the mass concentration
with a modified momentum equation that includes a
phase-field-dependent surface force is known as
Model H (Hohenberg and Halperin 1977). In the
case of fluids with different densities a phase-field
model has been proposed by Lowengrub and
Truskinovsky. Complex flow morphologies and
topological transitions such as coalescence and
interface breakup can be captured naturally and in
a mass-conservative and energy-dissipative fashion
since there is an associated free energy functional.
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The phase field is governed by the following
advective Cahn–Hilliard equation:

@c

@t
þ u � rc ¼ r � ðMðcÞr�Þ ½22�

� ¼ F0ðcÞ � �2�c ½23�

where M(c) = c(1� c) is the mobility, F(c) =
(1=4)c2(1� c)2 is a Helmholtz free energy that
describe the coexistence of immiscible phases, and
� is a measure of interface thickness and � � 
 (see
Figure 5). It can be shown that in the sharp interface
limit �! 0, the classical Navier–Stokes system
equations and jump conditions are recovered.

The singular surface tension force is Fsing =
�6

ffiffiffi
2
p

��r � (rc�rc), where � is the surface ten-
sion coefficient. An alternative surface tension force
formulation based on the CSF is Fsing = �6

ffiffiffi
2
p

��r�
(rc=jrcj)jrcjrc.

Recently, very efficient nonlinear multigrid meth-
ods have been developed to solve implicit discretiza-
tions of the Cahn–Hilliard equation (e.g., Kim et al.
(2004)). These schemes have been combined with
projection methods to solve the Navier–Stokes
equations to perform simulations of multiphase
flows.

An example of simulation of liquid thread breakup
using a phase-field method is shown in Figure 6.
A long cylindrical thread of a viscous fluid 1 is in an
infinite mass of another viscous fluid 2. If the thread
becomes varicose with wavelength �, the equilibrium
of the column is unstable, provided � exceeds the
circumference of the cylinder. This is the Rayleigh
capillary instability that results in surface-tension-
driven breakup of the thread.

An advantage of the phase-field approach is that it
is straightforward to include more complex physical
effects. For example, the binary model can be
straightforwardly extended to describe three-
component flows as follows.

Consider a ternary mixture and denote the
composition of components 1, 2, and 3, expressed
as mass fractions, by c1, c2, and c3, respectively.
Therefore,

X3

i¼1

ci ¼ 1; 0 � ci � 1 ½24�

The composition of a ternary mixture (A, B, and C)
can be mapped onto an equilateral triangle (the
Gibbs triangle (Porter and Easterling 1993)) whose
corners represent 100% concentration of A, B, or C
as shown in Figure 7a. Mixtures with components
lying on lines parallel to BC contain the same
percentage of A, those with lines parallel to AC have
the same percentage of B concentration, and
analogously for the C concentration. In Figure 7a,
the mixture at the position marked ‘	’ contains 60% A,
10% B, and 30% C. Because the concentrations sum
to unity, only two of them need to be determined,
say c1, c2.

The evolution of c1 and c2 is governed by the
following advective ternary Cahn–Hilliard equation:

@c1

@t
þ u � rc1 ¼ r � ðMðc1; c2Þr�1Þ ½25�
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@c2

@t
þ u � rc2 ¼ r � ðMðc1; c2Þr�2Þ ½26�

�1 ¼
@Fðc1; c2Þ

@c1
� �2�c1 � 0:5�2�c2 ½27�

�2 ¼
@Fðc1; c2Þ

@c2
� 0:5�2�c1 � �2�c2 ½28�

where M(c1, c2) =
P3

i<j cicj is the mobility and
F(c1, c2) is the Helmholtz free energy that can be
used to model the miscibility of the components. An
example of a free energy (used in the simulation
shown in Figure 8 below) for which fluids 1 and 3
are immiscible and fluid 2 is preferentially miscible
with fluid 3 is:

Fðc1; c2Þ¼ 2c2
1 1� c1 � c2ð Þ2þ c1 þ 0:2ð Þ c2 � 0:2ð Þ2

þ 1:2� c1 � c2ð Þ c2 � 0:4ð Þ2

The contours of F on the Gibbs triangle are shown
in Figure 7b.

The singular surface tension force is Fsing =
�6

ffiffiffi
2
p

�
P3

i = 1 �ir � (rci �rci), where the physical
surface tension coefficients �ij between two fluids i
and j are decomposed into the phase-specific surface
tensions �i such that �ij = �i þ �j.
Figure 8 Evolution of concentration of fluid 1 (top row), 2 (middl

visualized in gray-scale where darker regions denote larger values o
As a demonstration of the evolution possible in
partially miscible liquid systems, we present an
example in which there is a gravity-driven
(Rayleigh–Taylor) instability that enhances the
transfer of a preferentially miscible contaminant
from one immiscible fluid to another in 2D. In this
system, the ternary Cahn–Hilliard system is solved
using nonlinear multigrid methods and a projection
method (Kim and Lowengrub (in press)) is used to
solve the flow equations [5].

In Figure 8 (first column), the top half of the domain
initially consists of a mixture of fluids 1 and 2,
and the bottom half consists of fluid 3, which is
immiscible with fluid 1. The contours of c1, c2, and c3

are visualized in gray-scale where darker regions
denote larger values of c1, c2, and c3, respectively.
In the top row, the contours of fluid 1 are shown, the
middle and bottom rows correspond to fluids 2 and 3,
respectively.

Fluid 2 is preferentially miscible with fluid 3.
Fluid 1 is assumed to be the lightest and fluid 2 the
heaviest. The density of the 1/2 mixture is heavier
than that of fluid 3, so the density gradient induces
the Rayleigh–Taylor instability.

The evolution of the three phases is shown in
Figure 8. As the simulation begins, the 1/2 mixture
falls and fluid 2 diffuses into fluid 3. A characteristic
Rayleigh–Taylor (inverted) mushroom forms, the
e row), and 3 (bottom row). The contours of c1, c2, and c3 are

f c1, c2, and c3, respectively.
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surface area of the 1/3 interface increases, and
vorticity is generated and shed into the bulk.
As fluid 2 is diffused from fluid 1, the pure fluid
1 rises to the top as shown in Figure 8. Imagining
that fluid 2 is a contaminant in fluid 1, this
configuration provides an efficient means of cleans-
ing fluid 1 since the buoyancy-driven flow enhances
the diffusional transfer of fluid 2 from fluid 1 to
fluid 3.

The advantages of the phase-field method are:
(1) topology changes are automatically described;
(2) the composition field c has a physical meaning
not only near interface but also in the bulk phases;
(3) complex physics can easily be incorporated into
the framework, the methods can be straightforwardly
extended to multicomponent systems, and miscible,
immiscible, partially miscible, and lamellar phases
can be modeled.

Associated with diffuse interfaces is a small scale
�, proportional to the width of the interface. In real
physical systems describing immiscible fluids, � can
be vanishingly small. However, for numerical
accuracy � must be at least a few grid lengths in
size. This can make computations expensive. One
way of ameliorating this problem is to adaptively
refine the grid only near the transition layer. Such
methods are under development by various research
groups.

Phase-field methods have been used to model
viscoelastic flow, thermocapillary flow, spinodal
decomposition, the mixing and interfacial stretch-
ing, in a shear flow, droplet breakup process,
wave-breaking and sloshing, the fluid motion near
a moving contact line, and the nucleation and
annihilation of an equilibrium droplet (see the
references in the review paper Anderson et al.
(1998)).
Conclusions and Future Directions

In this paper we have reviewed the basic ideas of
interface-tracking and interface-capturing methods
that are critical in simulating the motion of inter-
faces in multicomponent fluid flows. The differences
between these various formulations lie in the
representation and the reconstruction of interfaces.
The advantages and disadvantages of the algorithms
have been discussed. While there has been much
progress on the development of robust multifluid
solvers, there is much more work to be done.
Promising future directions for research include the
incorporation of adaptive mesh refinement into the
algorithms and the development of efficient hybrid
schemes that combine the best features of individual
methods.
See also: Breaking Water Waves; Capillary Surfaces;
Fluid Mechanics: Numerical Methods; Incompressible
Euler Equations: Mathematical Theory; Inviscid
Flows; Non-Newtonian Fluids; Partial Differential
Equations: Some Examples; Viscous Incompressible
Fluids: Mathematical Theory; Vortex Dynamics.
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Introduction

Intermittency has several meanings in turbulence.
The oldest one, now most often labeled ‘‘external’’
or ‘‘large-scale’’ intermittency, refers to the coex-
istence of turbulent and laminar regions in inho-
mogeneous turbulent flows, such as in boundary
layers or in free shear layers. In those cases, the
interface between laminar irrotational flow and
turbulent vortical fluid is typically sharp and
corrugated. An observer sitting near the edge of
the layer is immersed in turbulent fluid only part of
the time.

The intermittency coefficient � measures the
fraction of turbulent fluid over the sampling
universe over which the statistics are taken. For
example, in a boundary layer such as that in
Figure 1, the intermittency coefficient as a function
of wall distance measures the fraction of turbulent
fluid at a given distance from the wall. External
intermittency is important in any attempt to model
realistic turbulent flows, which are almost always
inhomogeneous. Consider, for example, the classical
homogeneous relation in eqn [1] between the mean
kinetic energy K of the turbulent fluctuations and
the energy dissipation rate " :

" ¼ C
K3=2

L
½1�
where L is the length scale of the largest eddies, and
C 
 0.1 is an experimentally determined constant.
Such relations are often implicit in turbulent models,
and they have to be modified to account for
intermittency. Equation [1] only holds within the
turbulent regions where the energy and the dissipa-
tion rates are KT and "T, while the overall mean
values used in the modeling conservation equations
are K = �KT and "= �"T. The true overall relation
should therefore be

" ¼ C��1=2 K3=2

L
½2�

which may differ substantially from eqn [1],
especially near the edge of the layer. Experimental
values and rough theoretical estimates for the
distribution of the intermittency coefficient are
available for most practical turbulent flows.
Internal Intermittency

While the external intermittency just described is
probably the most important one from the point of
view of applications, it is not the most interesting
from the theoretical point of view. Turbulence is a
multiscale phenomenon which is inhomogeneous
at all length scales, from the largest ones to the
inner viscous cutoff (see Turbulence Theories).
Moreover, this inhomogeneity goes beyond what
could be expected just from the statistics of a
random process. Consider, for example, the velo-
city difference �u between two points separated
by a distance r. The original Kolmogorov formula-
tion of the energy cascade assumes that the
probability density function (PDF), p(�u), is a
universal function in the inertial range of scales,
whose only parameter is a velocity scale depending
on r. It then follows from Kolmogorov’s analysis
that

pð�uÞ ¼ F �u=ð�"rÞ1=3
h i

½3�

where �" is the average energy transfer rate across
scales per unit mass, and the average ( ) is taken
either over the whole flow or over a suitably designed
ensemble of experiments. In an equilibrium system,



global energy conservation implies that �" is equal to
the average viscous dissipation per unit mass:

�" ¼ �jruj2 ½4�

In eqn [4], the kinematic viscosity of the fluid is �, and
jruj is the L2-norm of the velocity gradient tensor.
Equation [3] is valid as long as the separation r is
much larger than the Kolmogorov viscous cutoff
�= (�3=�")1=4, and much smaller than the integral
scale of the largest eddies L" = u03=�", where u0 is the
root-mean-square value of the fluctuations of one
velocity component. The extent of this inertial range
is a function of the Reynolds number ReL = u0L"=� :

L"=� ¼ Re
3=4
L ½5�

The strict similarity hypothesis in eqn [3] is not well
satisfied by experiments. While the velocity distribu-
tion at a given point is approximately Gaussian,
Figure 2a shows that the velocity increments become
increasingly non-Gaussian as the spatial separation
is made much smaller than L". It was also soon
noted that the dependence of eqn [3] on a single
parameter such as �" was theoretically suspect, since
it is difficult to see how the PDFs of a whole set of
local properties, such as the �u for different
intervals, could depend only on a single global
property. Kolmogorov himself sought to bypass that
difficulty by substituting eqn [3] by a ‘‘refined
similarity’’ hypothesis,

pð�uÞ ¼ F �u=ð"rrÞ1=3
h i

½6�

where "r is no longer a global average, but the mean
value of the dissipation over a ball of radius of order
r centered at the midpoint of the interval. This
refined similarity is better satisfied by experiments

(see Figure 2b), although, from the practical point of
view, it just transfers the problem of characterizing
�u to that of characterizing the statistics of "r.

It has become customary to measure the behavior
of p(�u) in terms of its structure functions,

SðnÞ¼
Z 1
�1

�unpð�uÞd�u ½7�

which can be normalized as generalized flatness
factors,

�ðnÞ¼SðnÞ=Sð2Þn=2 ½8�

It follows from the strict similarity hypothesis [3] that

SðnÞ� rn=3 ½9�

and that all the �(n) should be independent of the
separation.

For example, the fourth-order flatness of a
Gaussian distribution is �(4) = 3. Figure 3 shows
that this is not true. The flatness increases as the
separation decreases, and it only levels off at lengths
of the order of the Kolmogorov viscous scale. For
separations in that viscous range the flow is smooth,
�u � (@xu)r, and

�ðnÞ � ð@xuÞn=ð@xuÞ2
n=2

½10�

It follows from eqn [10] and from Figure 3 that the
velocity gradients become increasingly non-Gaussian
as L" and � separate at high Reynolds numbers. The
velocity differences across intervals which are large
with respect to � also become very non-Gaussian
when r� L".

Because the velocity difference between two
points which are not too close to each other can be
expressed as the sum of velocity differences over
subintervals, a loose application of the central limit
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Figure 2 PDFs of the differences of the velocity component in the direction of the separation (for separations in the inertial range of

scales). r=L" = 0:02�0:36, increasing by factors of 2; equivalent to r=�= 180�3000: Nominally isotropic turbulence at Reynolds

number ReL = 105.. (a) �u is normalized with the global energy dissipation rate �"; distributions are wider as the separation decreases.

(b) �u is scaled with the locally averaged dissipation over the separation interval. Data courtesy of H Willaime and P Tabeling.

Intermittency in Turbulence 145



theorem would suggest that its PDF should be
roughly Gaussian. The key conditions for that to
happen are that the summands should be mutually
independent, that their magnitudes should be com-
parable, and that each of them has a probability
distribution with a finite variance. The first of those
three conditions is probably a good approximation
if the separation is much longer than the viscous
cutoff, but the second one depends on the structure
of the flow. The experimental non-Gaussian beha-
vior suggests the existence of occasional very strong
velocity jumps. In the viscous range of scales, those
structures have been identified both experimentally
and numerically as very strong linear vortices, in
whose neighborhoods the strongest gradients are
generated. An example of a tangle of such structures
is shown in Figure 4.

In another example, the vorticity in decaying
two-dimensional turbulence concentrates very
quickly into relatively few strong compact vortices,
which are stable except when they interact with
each other. The velocity field is dominated by them,
and the flatness of the velocity increments reaches
values of the order of �(4)�50–100, even at
moderate Reynolds numbers. That case is interest-
ing because something can be said about the
probability distribution of the velocity gradients.
We have noted that the PDF of a sum of mutually
comparable independent random variables with
finite variances tends to Gaussian when the number
of summands is large. This well-known theorem is a
particular case of a more general result about sums
of random variables whose incomplete second
moments diverge as

�2ðsÞ¼
Z s

�s

x2pðxÞdx � s2�� when s!1 ½11�

When 0 < � � 2, the sums of such variables tend
to a family of ‘‘stable’’ distributions parametrized by
�. The Gaussian case is the limit of that family when
�= 2. In the case of two-dimensional vortices with
very small cores, the velocity gradients at a distance
R from the center of the vortex behave as 1=R2. If
we take s in eqn [11] to be one of those velocity
derivatives, its probability distribution is propor-
tional to the area covered by gradients with a given
magnitude, and

�2ðsÞ�
Z s1=2

0

R�42�R dR � s�1 ½12�

The velocity derivatives at any point, which are
the sums of the velocity derivatives induced by all
the randomly distributed neighboring vortices,
should therefore be distributed according to the
stable distribution with �= 1, which is Cauchy’s

pðsÞ¼ c

�ðc2 þ s2Þ ½13�

This distribution has no moments for n >1. Its
tails decay as s�2, and the distribution of the
gradients essentially reflects the properties of the
closest vortex. In real two-dimensional turbulent
flows, the distribution [13] is followed fairly well,
but its extreme tails only reach to the maximum
values of the velocity gradient found within the
viscous vortex cores, which are not exactly point
vortices.
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Figure 3 Fourth-order flatness of the differences of the

velocity component in the direction of the separation, for

separations in the inertial range of scales, r=L " = 0:5 to

r=�= 2.. The Reynolds numbers of the different flows range

from ReL = 1800 to 106.. Data in part courtesy of H Willaime,

P Tabeling, and R A Antonia.

Figure 4 Intense vortex tangle in the logarithmic layer of a

turbulent channel. The vortex diameters are of the order of 10�,

and the size of the bounding box is of the order of the channel

width. Reproduced with permission of J C del Álamo.
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Other similar general results can be derived that
link the behavior of the structure functions with the
properties of the stable distributions corresponding
to the type of flow singularities expected in the limit
of infinite Reynolds number.

The common feature of the two cases just
described is the presence of strong structures that
live for long times because viscosity stabilizes
them. They are therefore more common than
what could be expected on purely statistical
grounds. They are responsible for the tails of the
probability distributions of the velocity derivatives,
but they are not the only intermittent features of
turbulent flows. The increase of the flatness in
Figure 3 below r �50� is clearly connected with
the presence of the coherent vortices, but even for
larger separations there is a smooth evolution of
�(4) that suggests that the formation of intense
structures is a gradual process that takes place
across the inertial range. Much less is known
about those hypothetical inertial structures than
about the viscous ones.

We can now recast the problem of intermittency
in Navier–Stokes turbulence into geometric terms.
The defining empirical observation for that system is
that the energy dissipation given by eqn [4] does not
vanish even in the infinite Reynolds number limit in
which � !0. This means that the flow has to
become singular as jrujL	=u

0 � Re
1=2
L . The strict

similarity approximation assumes that those singu-
larities are uniformly distributed across the flow, but
the experimental evidence just discussed shows that
this is not true. The singularities are distributed
inhomogeneously, and the inhomogeneity develops
across the inertial cascade. The problem of inter-
mittency is to characterize the geometry of the
support of the flow singularities in the limit of
infinite Reynolds number.

In the absence of detailed physical mechanisms
for the dynamics of the inertial range, most
intermittency models are based on plausible pro-
cesses compatible with the invariances of the
inviscid Euler equations. The precise power law
given in eqn [9] for the structure functions depends
on the strict similarity hypothesis [3], but the fact
that it is a power law only depends on the scaling
invariances of the equations of motion. The
energies and sizes of the eddies in the inertial
range are too small for the integral scales of the
flow to be relevant, and too large for the viscosity
to be important. They therefore have no intrinsic
velocity or length scales. Under those conditions,
any function of the velocity which depends on
a length has to be a power. Consider a quantity
with dimensions of velocity, such as u(r) = S(n)1=n,

which is a function of a distance such as r.
On dimensional grounds we should be able to
write it as

uðrÞ ¼ UFð
Þ ½14�

where 
= r=L, and L and U(L) are arbitrary length
and velocity scales. The value of u(r) should not
depend on the choice of units, and we can
differentiate eqn [14] with respect to L to give

@Lu ¼ðdU=dLÞFð
Þ �U
L�1ðdF=d
Þ¼0 ½15�

which can only be satisfied if

dF

d

¼ �F)F � 
� ½16�

and �= L(dU=dL)=U is constant. This suggests
generalizing eqn [9] to

SðnÞ�r �ðnÞ ½17�

where the exponents are empirically adjusted. Only
�(3) = 1 can be derived directly from the Navier–
Stokes equations. Equation [17] implies that �(n)
satisfies a power law with exponent �(n)� n�(2)=2.
In Figure 3, for example, the flatness follows a
reasonably good power law outside the viscous
range, consistent with �(4)� 2�(2)� �0.12. The
anomalous behavior near the viscous limit, and
similar limitations at the largest scales, mean that
only very high Reynolds number flows can be used
to measure the scaling exponents, and that the range
over which they are measured is never very large.
Moreover, the integrand of the higher-order struc-
ture functions peaks at the extreme tails of the
probability distributions of the velocity differences,
which implies that very long experimental samples
have to be used to accumulate enough statistics to
measure the high-order exponents. For these and for
other reasons, the scaling exponents above n & 8�10
are poorly known. This is unfortunate because we
will see later that some of the most interesting
intermittency properties of the velocity field, such as
the nature of the flow singularities in the infinite
Reynolds number limit, depend on the behavior of
the �(n) for large n.

Experimental values for the scaling exponents are
given in Table 1. They are generally smaller than the
ones predicted by the strict similarity approxima-
tion, implying that the moments of the velocity
differences decrease with the separation more slowly
than they would if they were self-similar, and
suggesting that new stronger structures become
important as the scale decreases.

Note that we have included in the table values for
odd-order powers. Up to now we have not specified
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which velocity component is being analyzed, but
most experiments refer to the one in the direction
of the separation. That is the easiest case to
measure, specially if time is used as a surrogate
for distance, and those PDFs are not symmetric
even in isotropic turbulence. Negative increments
are more common than positive ones because of the
extra energy required to stretch a vortex, and the
effect is clearly visible in the distributions in
Figure 2. Those longitudinal odd-order structure
functions do not vanish, and their scaling expo-
nents are the ones given in the table. The transverse
structure functions are those in which the velocity
component is normal to the separation, and their
odd-order moments vanish by symmetry in iso-
tropic turbulence. There has been a lot of discus-
sion about whether the longitudinal scaling
exponents of even orders differ from the transverse
ones. Early results suggested that the latter are
lower than the former, undermining the case for
intermittency theories based on similarity argu-
ments, and suggesting that a more mechanistic
approach was needed. The present consensus
seems to be that both sets of exponents are
equal, but that there are residual effects of low
Reynolds numbers and of flow anisotropy that are
difficult to avoid experimentally. The question is
still open.

Multiplicative Models

The most successful phenomenological models for
the geometry of intermittency are based on the
concept of a multiplicative cascade. Consider some
flow property v, such as the locally averaged
energy transfer rate by eddies of size rk, which
cascades into smaller eddies of size rkþ1 which is
some fraction of rk. Denote by pk(vk) the

probability distribution of the value of v at the
step k of the cascade.

Assume that the cascade is Markovian in the sense
that the probability distribution of vk depends only
on its value in the previous step,

pkþ1ðvkþ1Þ¼
Z

pTðvkþ1jvk; kÞpkðvkÞ dvk ½18�

This is in contrast to some more complicated
functional dependence, such as on the values of vk

in some extended spatial neighborhood, or on
several previous cascade stages. This assumption
intuitively implies that vkþ1 evolves faster, or on a
smaller scale, than vk, and that it is in some kind of
equilibrium with its precursor. If the cascade is
deterministic in that sense, vk can be represented as
a product

vk=v0 ¼ qkqk�1. . . q1 ½19�

in which the factors qk = vk=vk�1 are statistically
independent of each other.

If the underlying process is invariant to scaling
transformations, the transition probability density
function has to have the form

pTðvkþ1jvkÞ¼ v�1
k wðqkþ1; kÞ ½20�

The multiplicative model works most naturally
for positive variables, and we will assume that
to be the case in the following, but most results
can be generalized to arbitrary distributions. We
will also assume for simplicity that all the
cascade steps are equivalent, so that the distribu-
tion w(q) of the multiplicative factors is indepen-
dent of k, and depends only on our choice for
rkþ1=rk.

Local deterministic self-similar cascades lead
naturally to intermittent distributions, in the sense
that the high-order flatness factors for vk become
arbitrarily large as k increases. It follows from eqns
[18]–[20] that the nth order moment for pk can be
written as

SkðnÞ¼
Z
�npkð�Þ d�¼S0ðnÞSwðnÞk ½21�

where Sw(n) is the nth order moment of the
multiplicative factor q, and n is any real number
for which the integral exists. If we define flatness
factors as in eqn [7], we can rewrite eqn [21] as

�kðnÞ¼�0ðnÞ�wðnÞk ½22�

It follows from Chebichev’s inequality that

SðnÞ� Sðn� 2ÞSð2Þ� Sðn� 4ÞSð2Þ2 . . . ½23�

Table 1 Longitudinal scaling exponents

Order Experimental Strict similarity

2 0:.70	 .:01 0.667

3 1.00 1

4 1:.30	 .:03 1.333

5 1:.56	 .:04 1.667

6 1:.79	 .:03 2.000

7 1:.99	 .:10 2.333

8 2:.22	 .:05 2.667

The values on the second column are averages from different

experiments, and the standard deviations reflect scatter among

experiments. The third column is the value from the strict

similarity equation [9].
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from where

1 � �ð4Þ � �ð6Þ . . . ½24�

which is true for any distribution of positive
numbers. Equality only holds for trivial distributions
concentrated on a single value. The product in eqn
[22] therefore increases without bound with the
number of cascade steps, and the flatness factors
diverge.

It is tempting to substitute k in [21] by a
continuous variable, in which case the PDFs form
a continuous semigroup generated by infinitesimal
scaling steps. This leads to beautiful theoretical
developments, but it is not necessarily a good idea
from the physical point of view. For example, while
it might be reasonable to assume that the properties
of an eddy of size r depend only on those of the
eddy of size 2r from which it derives, the same
argument is weaker when applied to eddies of
almost equal sizes. We will restrict ourselves here
to the discrete case.

Limiting Distributions

The multiplicative process just described can be
summarized as a family of distributions pk(vk) such
that the probability density for the product of two
variables is

pðvk1
vk2
Þ¼pk1þk2

ðvk1þk2
Þ ½25�

and it is natural to ask whether there is a limiting
distribution for large k. We know that, in the case of
sums, rather than products, such distributions tend
to be Gaussian under fairly general conditions, and
the first attempt to analyze [25] was to reduce it to a
sum by defining

z ¼ k�1 logðvk=v0Þ ½26�

The argument was that z would tend to a Gaussian
distribution, and that the limiting distribution for vk

would be lognormal. This was soon shown to be
incorrect. The central part of the distribution
approaches lognormality, but the tails do not,
because the central limit theorem says nothing
about their behavior. The family of lognormal
distributions is a fixed point of eqn [25], but it is
unstable, and it is only attained if the individual
generating distributions are themselves lognormal.

The lognormal distribution has moments

SwðnÞ ¼ expðanþ bn2Þ ½27�

which are conserved under [21], so that the product
of lognormally distributed variables stays lognormal.
The moments in eqn [27] are generated by the
recursive relation
QwðnÞ¼
Swðnþ 3ÞS3

wðnþ 1Þ
SwðnÞS3

wðnþ 2Þ ¼ 1 ½28�

with suitable conditions for n < 2. Under [21],
Qk(n) = Qk

w(n), and it is clear that only when all
the Qw(n) are exactly equal to 1 do they continue to
be so under multiplication. Otherwise, any Qw

initially larger than 1 tends to infinity after enough
cascade steps, while any one initially smaller than 1
tends to 0. Only an exactly lognormal distribution
of the generating factors results in a lognormal
limiting distribution, and even small errors lead to
very different patterns of moments. This contrasts
with the situation for sums of random variables, in
which the Gaussian distribution is not only a fixed
point, but also has a very large basin of attraction.
Multifractals

The problem with using the transformation [26] to
find the limiting distribution of a multiplicative
process is not so much the technique of analyzing
the statistics of products in terms of those of sums,
but the inappropriate use of the central limit
theorem. It can be bypassed by using instead the
theory of large deviations of sums of random
variables. The key result is obtained by expanding
the characteristic function of pk when k
 1, and
states that

pkðvkÞ�
�
000
2�k

� �1=2
ek½
ðzÞ�z� ½29�

where z is defined as in [26] and 
, which plays the
role of an entropy, is a smooth function of z. Primes
stand for derivatives with respect to z. Let us define
zn as the point where


0n � 
0ðznÞ¼ �n ½30�

which corresponds to the location of the maximum
of 
þ nz. The entropy 
 can be computed from the
moments of the transition probability density. Using
Laplace’s method to expand the nth moment of pk,
we obtain

SkðnÞ ¼
Z 1
�1

kekðnþ1ÞzpkðvkÞ dz

� 
000

00n

� �1=2
ekð
nþnznÞ ½31�

from where, using [21],

�n � log SwðnÞ ¼ 
ðznÞ þ nzn ½32�

The essence of Laplace’s approximation is that, for
k
 1, most of the contribution to the integral in
eqn [31] comes from the neighborhood of zn, so that
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it makes sense to consider each such neighborhood
as a separate ‘‘component’’ of the cascade.

The geometric interpretation of this classification
into components as a multifractal was developed in
the context of three-dimensional homogeneous
turbulence. We have up to now assumed very little
about the nature of each cascade step, but it is
natural in turbulence to interpret it as the process in
which eddies decay to a smaller geometric scale. The
argument works for any variable for which scale
similarity can be invoked, but we have seen that
most experiments are done for the magnitude of the
velocity increments across a distance r. If we
assume for simplicity that rk=rkþ1 = e, so that
rk=r0 = exp(�k), eqns [26] and [29] can be written as

vk=v0 ¼ ðrk=r0Þ�zn ; pkðznÞ � ðrk=r0Þ�
n ½33�

The multifractal interpretation is that the ‘‘compo-
nent’’ indexed by n, whose velocity increments are
‘‘singular’’ in terms of r with exponent zn, lies on a
fractal whose volume is proportional to its prob-
ability, and which therefore has a dimension
D(zn) = 3þ 
n.

Note that eqn [32] implies that the scaling
exponents in eqn [17] can now be expressed as

�ðnÞ ¼ � log SwðnÞ ¼ ��n ½34�

There was an enumeration there of several things
which are equivalent: the exponents, the spectra, the
distribution, and the limiting distribution p1(v) –
univocally determine each other. Note however that
different quantities have different scaling exponents.
For example, it follows from eqn [6] that, if the
scaling exponents for the local dissipation are
�"(n), the exponents for �u would be
��u(n) = n=3þ �"(n=3).

Some properties can be easily derived from the
previous discussion. If we assume, for example, that
the multiplicative factor q is bounded above by qb,
which is reasonable for many physical systems, eqn
[26] implies that zn � log qb. In fact, if the transition
probability behaves near qb as w(q)� (qb � q)�, the
scaling exponents tend to

�n ¼ n log qb � ð� þ 1Þ log nþOð1Þ ½35�

for n
 1. In the case in which w(q) has a
concentrated component at q = qb, the log n is
missing in eqn [35]. In all cases, the singularity
exponent of the set associated with n!1 is
z1= log qb, because the very high moments are
dominated by the largest possible multiplier. In the
case of a concentrated distribution the dimension of
this set approaches a finite limit, but otherwise

DðnÞ��ð� þ 1Þ log n ½36�
which becomes infinitely negative. This should not
be considered a flaw. The set of events which only
happen at isolated points and at isolated instants has
dimension D = �1 in three-dimensional space, and
those which only happen at isolated instants, and
only under certain circumstances, have still lower
negative dimensions. Sets with very negative dimen-
sions are however extremely sparse, and are difficult
to characterize experimentally.

The multifractal spectrum of the velocity differ-
ences in three-dimensional Navier–Stokes turbulence
has been measured for several flows in terms of the
scaling exponents, and appears to be universal. The
probability distribution w(q) of the multipliers has
also been measured directly, and agrees well with
the values implied by the exponents. It is also
approximately independent of r, although not
completely, perhaps due to the same experimental
problems of anisotropy and limited Reynolds
number which plague the measurement of the
scaling exponents. There has been extensive theore-
tical work on the consequences of imposing various
physical constraints on the multipliers, specially the
conservation requirement that the average value of
the dissipation has to be conserved across each
cascade step. Several simple models have been
proposed for the transition distribution which
approximate the experimental exponents well, but
the relation lacks specificity. Models that are very
different give very similar results, and it is impos-
sible to choose among them using the available data.

Multiplicative cascades and the resulting inter-
mittency are not limited to Navier–Stokes turbu-
lence. The equations of motion have only entered
the discussion in this section through the assumption
of scaling invariance. Multifractal models have in
fact been proposed for many chaotic systems, from
social sciences to economics, although the geometric
interpretation is hard to justify in most of them. It is
also important to realize that the fact that a given
process can in principle be described as a cascade
does not necessarily mean that such a description is
a good one. Neither does a cascade imply a
multiplicative process. For each particular case, we
need to provide a dynamical mechanism that
implements both the cascade and the transition
multipliers. In three-dimensional Navier–Stokes
turbulence, the basic transport of energy to smaller
scales and to higher gradients is vortex stretching.
The differential strengthening and weakening of the
vorticity under axial stretching and compression
also provide a natural way of introducing the self-
similar transition probabilities of the local dissipation.

Examples of nonintermittent cascades abound.
We have already mentioned that the vorticity in
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decaying two-dimensional turbulence gets concen-
trated into stable vortex cores which eventually
block the decay. The resulting enstrophy distribu-
tion is highly intermittent, but it is not well
described by a multifractal. Conversely, forced
two-dimensional turbulence is dominated by an
inverse energy cascade to larger scales, which is not
intermittent.

In addition, the intermittency of some systems is
not a small-scale effect. Turbulent mixing of a
passive scalar, which is the key process in
turbulent heat transfer and in the atmospheric
dispersion of pollutants, is an extremely intermit-
tent phenomenon. The gradients of the scalar tend
to be very localized, but they concentrate in sheets,
narrow in thickness but otherwise extended. Some
progress has recently been made on a simplified
model due to Kraichnan for this problem, which is
the linear stirring of a passive scalar by a random
noise with delta correlation. Its statistics have been
computed analytically, but the constraints of
linearity and of uncorrelated forcing are strong,
and the same methods do not appear to be
extensible to mixing by real turbulence (see
Lagrangian Dispersion (Passive Scalar)). Another
problem in which intermittency is confined to
large-scale surfaces is the motion of a three-
dimensional pressureless gas, which has been used
as a model for hypersonic turbulence and for the
large-scale evolution of dark matter in the early
universe.

In summary, intermittency is a fascinating property
of many random systems, including three-dimensional
Navier–Stokes turbulence, which interferes, sometimes
strongly, with their description by simple cascade
models. Significant advances have been made in its
quantitative kinematic analysis. In some cases we also
have a qualitative understanding of its roots. But in very
few cases do we understand it well enough to make
quantitative predictions.

See also: Ergodic Theory; Incompressible Euler
Equations: Mathematical Theory; Lagrangian Dispersion
(Passive Scalar); Turbulence Theories; Vortex Dynamics;
Wavelets: Applications.
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Introduction

Intersection theory is the theory that governs the
rigorous definition of intersections of cycles. This
can take place in a variety of mathematical contexts,
for instance, the intersections of two cycles on an
oriented manifold in algebraic topology, of two
currents on a differentiable manifold in differential
geometry, or of two subvarieties on a nonsingular
algebraic variety in algebraic geometry.
In algebraic geometry the theory is especially well
developed (Fulton 1998). A cycle on an algebraic
variety (or scheme) is a formal linear combination of
irreducible closed subvarieties. These are subject to
an equivalence relation called rational equivalence.
For every rational function on every subvariety, its
zero set is deemed rationally equivalent to its poles
(with appropriate multiplicities).

As an example, in the complex projective plane
CP2, any two lines are rationally equivalent since
the ratio of two linear forms will vanish on one line
and have a pole along the other. Similarly, a curve
of degree d is rationally equivalent to d lines. Any
two points in CP2 can be joined by a line (a copy of



CP1), and a rational function on CP1 can be chosen
to vanish at one point and have a pole at the other.
The groups of cycles modulo rational equivalence,
known as Chow groups, are

CH2ðCP2Þ ffi Z; generated by the fundamental

class ½CP2�
CH1ðCP2Þ ffi Z; generated by the class of a line

CH0ðCP2Þ ffi Z; generated by the class of a point

Two distinct lines ‘1 and ‘2 meeting at a point p have
this point as their intersection-theoretic product:

½‘1� � ½‘2� ¼ ½p� ½1�

Intersection theory must also provide a self-intersection
[‘1] � [‘1]. Because ‘1 and ‘2 are rationally equivalent,
this must also be the class of a point, but symmetry
precludes the choice of a distinguished point on ‘1.
Instead, [‘1] � [‘1] is declared to be the rational
equivalence class of a point on ‘1, an element of
CH0(‘1) rather than a specific cycle. This example
illustrates that intersections cannot generally be defined
on the level of cycles.

Algebraic Intersection Products

Refined Intersections

For a general nonsingular variety X, say of dimen-
sion m, if U and V are subvarieties of X of respective
dimensions c and d, then there is a refined
intersection product

½U� � ½V� 2 CHcþd�mðU \ VÞ ½2�

The traditional definition of the intersection
product is based on two ideas. First, given two
cycles that intersect properly, which by definition
means that no component of their intersection has
codimension less than the sum of the codimensions
of the given cycles, the intersection product should
be a formal sum of these components, each with a
multiplicity that correctly reflects the geometry of
the intersection. Second, given two arbitrary cycles,
it should be possible to replace one of them by a
rationally equivalent cycle which intersects the other
properly.

While these ideas are simple, it took several
decades for them to be carried out successfully.
The case of curves on a surface meeting at a point
was understood in the nineteenth century. General-
izing the classically understood canonical divisor
class on a variety, work in the 1930s by Severi,
Todd, and others showed that there are groups of
equivalence classes of cycles in which canonical

invariants of higher degrees can be defined (in
modern language, higher Chern classes of the
tangent bundle). Weil’s foundations for algebraic
geometry of the 1940s included a study of intersec-
tions of cycles. It was not until the 1950s that the
notion of Chow groups was formalized and inter-
section theory was properly developed in this
context. Chevalley, Chow, Samuel, Severi, and
others contributed essential components of the
theory. In an interesting parallel development, an
intersection theory based on intersection multipli-
cities in algebraic topology was put forth by
Alexander and Lefschetz in the 1920s, a decade
before the introduction of the cup product in
cohomology.

Deformation to the Normal Cone

In the 1970s, Fulton and MacPherson established a
construction of the intersection product in algebraic
intersection theory that does not require moving
cycles into general position. To accomplish this, they
used an elegant geometric construction known as
deformation to the normal cone.

Let i : X! Y be an embedding of codimension d
of nonsingular varieties. Let V be a subvariety of Y
of dimension k whose intersection with X is of
interest. We may view X as the zero set of a section s
of some algebraic vector bundle E on Y. By

ðy; �Þ 7! ð��1sðyÞ; �Þ

we have a map of the product of Y with the
punctured affine line, Y � (A1 n {0}), into E�A1.
We denote the closure of the image by M�

XY. An
alternative, more intrinsic description is in terms of
the blowup construction of algebraic geometry:

M�
XY ¼ BlX�f0gðY �A1Þ

Geometrically, M�XY has a copy of Y over each � 6¼ 0
and a copy of the normal bundle NXY over �= 0. This
is the key construction that Fulton and MacPherson
make use of. The same construction applied to V, that
is, the closure of V � (A1 n {0}) in M�

XY, has over 0 a
sort of singular normal bundle known as the normal
cone

CX\VV � NXYjX\V

One of the properties of Chow groups is that they
are unchanged upon pullback to the total space of a
vector bundle (apart from the obvious dimension
shift). The refined intersection of V with X, denoted
i![V], is defined to be the unique element of
CHk�d(X \ V) whose pullback to NXY is equal to
[CX\VV].
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This single construction encompasses and inter-
polates between two extreme cases of intersections:

i!½V� ¼ ½X \ V� when X and V

meet transversely
½3�

i!½V� ¼ cdðNXYÞ \ ½V� when V � X ½4�

Equation [3] makes reference to transverse inter-
section, a notion that is stronger than proper
intersection. In situations when it applies, for
example, in eqn [1], it signifies that intersection
operations behave as one might expect. Equation
[4] includes the self-intersection formula which says
that [X] � [X] is equal to the top Chern class of
NXY.

With this construction, which is well documented
in Fulton (1998), the general refined intersection in
eqn [2] is obtained by reduction to the diagonal. Let
�X denote the diagonal inclusion X! X�X of the
nonsingular variety X. For subvarieties U and V of
X, we define

½U� � ½V� ¼ �!
X½U � V� ½5�

Equation [5] makes the Chow groups of X into a
ring, the Chow ring CH	(X), which is graded by
codimension by setting

CHkðXÞ ¼ CHm�kðXÞ

Links with Topology

Cycle Map to Homology

For algebraic varieties over the complex numbers,
there is a cycle map which links the Chow groups
with a topological homology group. If X is an
algebraic variety over C, then let H	(X) denote the
Borel–Moore homology of X, that is, the homology
of locally finite singular chains on X (viewed as a
topological space with the classical topology). If X is
embedded as a closed subset of an oriented
differentiable manifold M, then there are
identifications

HiðXÞ ffi Hn�iðM; M nXÞ ½6�

where n is the dimension of M. There is a cycle class
map

CHkðXÞ ! H2kðXÞ

which sends the class of each irreducible subvariety
Z of dimension k in X to its fundamental class
[Z] 2 H2k(X).

Let M be an oriented differentiable manifold of
dimension n and let X and Y be closed subsets of M.

Then the cup product Hi(M, MnX)
Hj(M, MnY)
! Hiþj(M, Mn(X \ Y)) induces, via eqn [6], an
intersection product

HiðXÞ 
HjðYÞ ! Hiþj�nðX \ YÞ

which is the topological analog of the refined
intersection product of eqn [5]. The products are
compatible via the cycle class map. The topology of
complex algebraic varieties and the compatibilities
between algebraic and topological intersections are
discussed in Fulton (1998). An interesting applica-
tion of this interplay of intersection theories is the
convolution product in Borel–Moore homology,
which is important in geometric representation
theory (see Chriss and Ginzburg (1997)).

Riemann–Roch Theorems

The classical Riemann–Roch theorem relates the
dimensions of linear systems on an algebraic curve
(algebraic quantities) with their degrees and
the curve’s genus (topological quantities). The
Hirzebruch–Riemann–Roch theorem states that on
a nonsingular projective variety X, if E is an
algebraic vector bundle on X and �(E) denotes its
Euler characteristic (the alternating sum of the ranks
of the sheaf-theoretic cohomology groups), then

�ðEÞ ¼
Z

X

chðEÞ � tdðTXÞ ½7�

where
R

X denotes the degree of the zero-dimensional
component of the quantity that follows, and the Chern
character ch(E) and Todd class td(TX) are certain
standard universal polynomials of Chern classes.

Grothendieck had the inspired idea that eqn [7]
could be generalized to a covariance property for the
Chern character times the Todd class. If X and Y are
nonsingular varieties and f : X! Y is a projective
morphism (or, more generally, a proper morphism),
then there is a well-defined push-forward f	 on
Chow groups. There is also a kind of push-forward
for vector bundles. The Grothendieck group of
vector bundles on X, denoted K0(X), is the group
of formal linear combinations of vector bundles,
modulo the relations [E] = [E0]þ [E00] whenever E0 is
a sub-bundle of E with quotient bundle E00. Every
coherent sheaf F has a well-defined class in K0(X),
namely, the alternating sum of [Ei] where E� is any
finite resolution of F by vector bundles (locally free
sheaves). The push-forward f	[E] is defined as the
alternating sum of the classes in K0(Y) of the higher
direct images Rif	E. The Grothendieck–Riemann–
Roch theorem states that

chðf	½E�Þ � tdðTYÞ ¼ f	ðchðEÞ � tdðTXÞÞ ½8�
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in CH	(Y)
Q. Notice that eqn [7] represents the
case that Y is a point.

There is an even more general formulation valid
for singular varieties. It is necessary to work with a
homology version of the Grothendieck group,
namely, the Grothendieck group K0(X) of coherent
sheaves on X. The Baum–Fulton–MacPherson ver-
sion of the Grothendieck–Riemann–Roch theorem
prescribes transformations

�X : K0ðXÞ ! CH	ðXÞ 
Q ½9�

which are covariant for proper morphisms. When
X is nonsingular, �X is given by the ‘‘Chern
character’’ times the ‘‘Todd class’’, and covariance
becomes eqn [8].

In the case of varieties over the complex numbers,
there is also a transformation from the algebraic
Grothendieck group K0(X) to a topological analog,
satisfying various compatibilities. The composition
with the homology Chern character gives Riemann–
Roch transformations K0(X)! H	(X; Q) satisfying
properties akin to those of eqn [9].

The Analytic Setting

The Atiyah–Singer index theorem stands as
an important generalization of the Hirzebruch–
Riemann–Roch theorem. The index of an elliptic
differential operator on a differentiable manifold
plays the role of the Euler characteristic, and is
equated with a topological quantity. One of the
consequences of the index theorem is the validity of
eqn [7] for general compact complex manifolds.

More in the domain of pure analysis is the
question of intersecting two currents on a differenti-
able manifold. Currents arise naturally out of
Chern–Weil theory. To each current is associated a
wave front, a subset of the cotangent bundle that
reflects the geometry of the singular set of the
current. A current can be pulled back to an
embedded submanifold whenever the embedding is
transverse to the wave front. By reduction to the
diagonal, this gives an intersection of two currents
with transverse wave fronts which reduces to the
usual wedge product in the case of smooth differ-
ential forms (see Hörmander (1990)).

Applications of Intersection Theory

Enumerative Geometry

Intersection theory has proved to be a useful tool in
diverse areas such as enumerative geometry, singular-
ity theory, and moduli problems. Enumerative pro-
blems have intrigued generations of geometers.
Chasles, Maillard, Schubert, and Zeuthen are among
the geometers of the second half of the nineteenth

century who solved an impressive array of problems,
including, as a notable example, Steiner’s five conics
problem to determine the number of plane conics
tangent to five given conics in general position.

In modern terms, the successful solution to an
enumerative problem involves setting up a space which
parametrizes the geometric objects being counted,
suitably compactified, and carrying out an intersec-
tion-theoretic computation on this space. Steiner’s
problem illustrates how ‘‘excess intersection’’ can
occur and cause difficulty. Inside the CP5 of plane
conics, including degenerate conics, those tangent to a
given conic constitute a sextic hypersurface. So
65 = 7776 would appear plausible; this was, in fact,
the originally proposed solution. However, the most
degenerate conics, the double lines, all appear as limits
of families of conics tangent to any given conic. The
refined intersection of five of these sextics has a cycle
class of degree 4512 supported on the Veronese
surface of double lines. This leaves 3264, the correct
answer given by Chasles in 1864. The issue of
providing rigorous foundations for these kinds of
calculations was recognized by Hilbert, who set it as
the 15th of his 23 major mathematical problems
outlined in 1900. A good survey of early and modern
efforts in enumerative geometry can be found in
Kleiman and Thorup (1987).

Singularity Theory and Degeneracy Loci

In any situation where a geometric object is
described by parameters, there will be values of the
parameter at which the geometry changes qualita-
tively. The significance of this is evident in the space
of conics above. Singularity theory is concerned with
the loci in parameter spaces on which these
transitions can occur. Let � : Y ! P be a map of
differential manifolds, or of nonsingular algebraic
varieties, which is generally (but not everywhere)
submersive, so that there are singular fibers. Let d
denote the dimension of P, which can be considered
as a parameter space, and let c be the dimension of
Y. Consider the loci

�Skð�Þ ¼ fy 2 Y j rkðTy;Y ! T�ðyÞ;PÞ � d � kg

of singularity theory. Thom made an influential
study of these in the 1950s, and Porteous in 1971
gave the following formula, now called the Thom–
Porteous formula:

½�Skð�Þ� ¼ sððkþc�dÞkÞð�
	TP � TYÞ ½10�

The symbol on the right is shorthand for
s(kþc�d,..., kþc�d), the case a1 = � � � = ak = kþ c� d of
the Schur determinant s(a1,..., ak) = det (saiþj�i)1�i, j�k,
and for vector bundles E and F the si(F � E) are
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defined by the formula s(F � E) =
P

i (�1)ici(E)=P
i (�1)ici(F). In algebraic intersection theory, eqn

[10] has the precise meaning that when �Sk(�) has the
expected codimension k(kþ c� d) in Y (or is empty),
its cycle class is equal to the given polynomial in
Chern classes. The Thom–Porteous formula applies
to the degeneracy loci of arbitrary maps of vector
bundles E! F. Degeneracy loci constitute an active
area of research in intersection theory, and there are
generalizations, for example, to cases where there
are more bundles or bundle maps with symmetry
(see Fulton and Pragacz (1998)).

Moduli Spaces

The parameter spaces that have appeared often admit
interpretations as moduli spaces. Moduli problems
start with geometric objects to be classified, and ask for
families of these objects over an arbitrary base space to
be represented as faithfully as possible by maps from
the base space to some space called a moduli space. For
enumerative applications it is most useful for the
moduli space to be compact. One of the principal
examples is the moduli of algebraic curves of given
genus g: for g 
 2, the moduli space of smooth curves
Mg has a compactification �Mg by stable curves, as
defined and studied by Deligne and Mumford. While
the Mg are singular, the singularities are mild enough
to permit the definition of an intersection theory for
Mg and �Mg, as was done by Mumford in the 1980s.
More generally, if X is a complex projective variety,
Kontsevich’s spaces of stable maps �Mg, n(X, �) com-
pactify the moduli of genus g curves with n marked
points together with algebraic maps to X having image
in homology class � 2 H2(X). These spaces, and some
high-powered intersection theory that takes place on
them, are vitally important in Gromov–Witten theory.
K-theory also provides an alternative approach to
intersection products in algebraic geometry.

Extensions and Related Theories

Motives and Higher Chow Groups

Intersection theory has evolved into a mature theory
with numerous extensions and offshoots. Many of
these are a result of endeavors to forge links with
other branches of mathematics. One of the exten-
sions, higher Chow groups, has its roots in a basic
property of intersection theory, the excision prop-
erty, which states that if X is a variety and U � X an
open subvariety, with Z = XnU, then the inclusion
and restriction maps fit into a right exact sequence

CH	Z! CH	X! CH	U! 0

This is reminiscent of the long exact homology
sequence of a pair in algebraic topology. Indeed,

there is a corresponding long exact sequence of
Borel–Moore homology groups, but the elementary
algebraic theory lacks such a long exact sequence.
Bloch introduced higher Chow groups in the 1980s
to fill this gap. The theory, which is quite
complicated, provides groups CH	(X, j), with
CH	(X, 0) = CH	X, such that there is a long exact
sequence

� � � ! CH	ðU; jþ 1Þ ! CH	ðZ; jÞ ! CH	ðX; jÞ
! CH	ðU; jÞ ! � � �

These groups are closely connected to algebraic K-
theory and also to a related theory called motivic
cohomology.

Motives, a sort of universal cohomology theory
envisaged by Grothendieck, conjecturally form a
category which can be extended to a bigger category
of mixed motives that reflects mixed structures in
cohomology, such as mixed Hodge structures.
Recently, Voevodsky et al. (2000) have introduced
motivic cohomology groups which form an integral
part of a homotopy theory for algebraic varieties.
Voevodsky’s work, including a proof of the Milnor
conjecture of K-theory, earned him a Fields Medal
in 2002.

Arithmetic Intersection Theory

There is an arithmetic version of intersection theory
which applies to an arithmetic scheme X, which is,
informally, a scheme defined over every prime field
(all finite fields Fp and also Q) in a consistent way.
This means that X can be base-extended to any
field. In situations where the complex variety X(C)
is nonsingular, there is an arithmetic Chow ringdCH	(X), introduced by Gillet and Soulé in 1990.
Elements of dCH	(X) are equivalence classes of pairs
(Z, g) where Z is an algebraic cycle on X and g is
known as a Green current for Z, a current on X(C)
satisfying the relation

i

2�
@ �@gþ �ZðCÞ ¼ ! ½11�

for some smooth differential form ! satisfying some
conditions. Here, �Z(C) denotes the current of
integration along Z(C). The point to notice is that
eqn [11] relates analysis (the Green current) and
algebra (the cycle) on X on one side with topology
on the other, as ! will be a closed form whose class
in de Rham cohomology is Poincaré dual to [Z(C)].

Arithmetic intersection theory is used to define
arithmetic height functions. Height functions have
important applications to Diophantine problems, and
were an essential component of the proof by Faltings of
the Mordell conjecture, which earned him a Fields
Medal in 1986. Arithmetic intersection theory grew
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out of an earlier theory of Arakelov, in which X(C) is
endowed with a Kähler metric, and the form ! in eqn
[11] is required to be harmonic. The Arakelov Chow
group is only a ring when harmonic forms are closed
under wedge product, which is not the case generally
but which is true in some interesting cases, for example,
for Grassmannian varieties. Arakelov treated the case
of arithmetic surfaces, that is, the case when X(C) is an
algebraic curve (‘‘surface’’ refers to a second dimension
in the arithmetic direction), and introduced a pairing of
arithmetic divisors, in analogy with the usual pairing of
divisors on an algebraic surface. Arakelov’s work, its
subsequent generalizations, and more recent develop-
ments are covered in Faltings (1992).

Equivariant Theories and Stacks

Moduli problems such as those mentioned previously
are often best represented not by traditional varieties,
but by a more sophisticated sort of object called a
stack. Taking inspiration from Mumford’s intersec-
tion theory on Mg, intersection theory on algebraic
stacks has grown into a mature theory in its own
right. Examples of stacks include orbifolds, for which
there is the Chen–Ruan (orbifold) cohomology theory
as well as an algebraic analog due to Abramovich,
Graber, and Vistoli (see Abramovich, et al. (2002)).
Another class of examples are quotient stacks of a
variety by the action of an algebraic group. In these
cases the Chow groups of the stack are equivariant
Chow groups, part of a rich theory modeled on
equivariant cohomology in algebraic topology.
Behrend (2002) provides a nice survey of stacks,
equivariant intersection theory, and their uses in
Gromov–Witten theory. The Bott residue formula is
an important tool in equivariant intersection theory

which is particularly well suited to making concrete
calculations, for example, in enumerative geometry.
A description with nice examples can be found in
Ellingsrud and Strømme (1996).

See also: Cohomology Theories; Hamiltonian Group
Actions; Index Theorems; K-Theory; Moduli Spaces:
An Introduction.
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Formulation of the Problem

Consider the Newton equation

€x ¼ FðxÞ; FðxÞ ¼ �rvðxÞ; x 2 Rd ½1�

where

v 2 C2ðRd;RÞ
j@j

xvðxÞj � cjjjð1þ jxjÞ���jjj

for x 2 Rd; jjj � 2; and some � > 1; cjjj 
 0

½2�

(where j is the multi-index j 2 (N [ {0})d, jjj=Pd
n=1 jn). In classical mechanics, eqn [1] describes

the dynamics of a particle with the mass m = 1 in the
force field F with the potential v. For eqn [1] the
energy E = (1/2)(ẋ(t))2 þ v(x(t)) is an integral of
motion.

Under the assumptions [2], it follows that (Reed
and Simon 1979): for any (p�, x�) 2 R2d, p� 6¼ 0,
eqn [1] has a unique solution x 2 C2(R, R2) such
that

xðtÞ ¼ p�t þ x� þ y�ðtÞ
y�ðtÞ ! 0; _y�ðtÞ ! 0; as t! �1

½3�

in addition, for almost any (p�, x�)
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xðtÞ ¼ aðp�;x�Þt þ bðp�; x�Þ þ yþðtÞ
aðp�; x�Þ 6¼ 0; yþðtÞ ! 0; _yþðtÞ ! 0

as t! þ1
½4�

furthermore, the set D of all (p�, x�) 2 R2d, p� 6¼ 0,
for which [4] holds for fixed v, is an open subset of
R2d and Mes(R2dnD) = 0.

We say that a, b arising in [4] (and defined on D) are
the scattering data for eqn [1]. In addition, the scattering
data a, b at fixed energy E > 0 means a, b on {(p�, x�) 2
D j p2

�=2 = E}. Roughly speaking, for a particle moving
according to [1], the functions a, b relate the free motion
at time t! �1 with the free motion at time t! þ1.

Note that

aðp�; x� þ t0p�Þ ¼ aðp�; x�Þ
bðp�; x� þ t0p�Þ ¼ bðp�; x�Þ þ t0aðp�; x�Þ
ðp�; x�Þ 2 D; t0 2 R

½5�

Formula [5] imply that a, b on D are uniquely
determined by a, b on {(p�, x�) 2 D j p�x�= 0},
where p�x� is the scalar product of p� and x�.

If v(x) � 0, then a(p�, x�) = p�, b(p�, x�) =
x�, (p�, x�) 2 Rd, p� 6¼ 0. Therefore, it is convenient
to use for a, b the following representation:

aðp�; x�Þ ¼ p� þ ascðp�; x�Þ
bðp�; x�Þ ¼ x� þ bscðp�; x�Þ; ðp�; x�Þ 2 D ½6�

where the subscript sc is an abbreviation of the word
‘‘scattering.’’

The direct scattering problem for eqn [1], under
the assumptions [2], consists in the following: given
v, find a, b.

The inverse-scattering problem for eqn [1], under
the assumptions [2], consists in the following: given
a, b (or some partial information about a, b), find v.

In the present article, we discuss, mainly, the
aforementioned inverse-scattering problem.

Abel’s Result of 1826

Consider the Newton equation [1] in dimension
d = 1 for x 2 ]�1, x1], x1 > 0, where

v 2 C2ð� �1; x1�;RÞ
vðxÞ ¼ 0 for x < 0

dvðxÞ
dx

> 0 for 0 < x < x1

½7�

Under the assumptions [7], for any p� > 0, where
E = p2

�=2 < v(x1), eqn [1] has a unique solution
x 2 C2(R,]�1, x1]) such that

xðtÞ ¼ p�t for t � 0 ½8�

in addition,

xðtÞ ¼ �p�t þ bðp�Þ as t! þ1 ½9�

Let

TðEÞ ¼ bð
ffiffiffiffiffiffi
2E
p

Þffiffiffiffiffiffi
2E
p ; 0 < E < vðx1Þ;

ffiffiffiffiffiffi
2E
p

> 0 ½10�

(T(E) is the time during which a particle starting
at x = 0 with the impulse p�=

ffiffiffiffiffiffi
2E
p

returns to
x = 0).

Let x(v), v 2 [0, v(x1)], be the inverse function to
v(x), x 2 [0, x1]. Then (under the assumptions [7]),

TðEÞ ¼
ffiffiffi
2
p Z E

0

ðE� vÞ�1=2 dxðvÞ
dv

dv

0 < E < vðx1Þ ½11�

xðvÞ ¼ 1ffiffiffi
2
p

�

Z v

0

ðv� EÞ�1=2TðEÞdE

0 < v < vðx1Þ ½12�

Actually, the formulas [11], [12] relating the travel
time T and the potential v are the results from
Abel (1826) (see also Keller (1976) for a discus-
sion of this result). Formula [11] is a result on
direct scattering, whereas [12] is a result on
inverse scattering. In addition, if T(E), 0 < E <
v(x1), is given, then [11] is the Abel integral
equation for x(v), 0 < v < v(x1), and [12] solves
this equation.

Concerning further results on inverse scattering
for the one-dimensional Newton equation, see Keller
(1976) and Astaburuaga et al. (1991). Note that for
the one-dimensional case the scattering data a, b do
not in general determine v uniquely.

The Abel integral equation and the Abel
formula solving this equation were used also, in
particular, by Firsov (1953) and Keller et al.
(1956), where inverse scattering was considered
for the three-dimensional Newton equation at
fixed energy for the case of spherically symmetric
monotonous decreasing potential in jxj.

Note also that the Abel method for solving the
integral equation [11] was used by Radon (1917)
for finding the inversion formula for the Radon
transformation. In the next section, we reduce the
inverse-scattering problem for the Newton equa-
tion [1] in dimension d � 2, under the assumptions
[2], to the inversion problem for the X-ray
transformation (i.e., the Radon transformation
along straight lines).
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Inverse Scattering for the
Multidimensional Newton Equation

Consider

TSd�1 ¼ fð�; xÞ 2 Sd�1 � Rd j �x ¼ 0g ½13�

Consider the X-ray transformation P defined by the
formula

Pf ð�; xÞ ¼
Z

R

f ðt�þ xÞdt; ð�; xÞ 2 TSd�1 ½14�

where

f 2 CðRd;RmÞ
f ðxÞ ¼ Oðjxj��Þ as jxj ! 1 for some � > 1 ½15�

Consider the functions asc, bsc of [6]

Theorem 1 (Novikov 1999). For the Newton
equation [1], under the assumptions [2], the follow-
ing formulas hold:

PFð�; xÞ ¼ lim
s!þ1

sascðs�; xÞ; ð�; xÞ 2 TSd�1 ½16�

Pvð�;xÞ ¼ lim
s!þ1

s2�bscðs�;xÞ; ð�;xÞ 2TSd�1 ½17�

in addition,

jPFð�; xÞ � sascðs�; xÞj

� d3c222�þ4

�ð�� 1Þð1þ jxj=
ffiffiffi
2
p
Þ2��1

s3

ðs=
ffiffiffi
2
p
� 1Þ4

½18�

jPvð�; xÞ � s2�bscðs�; xÞj

� d3c222�þ4

�ð�� 1Þ2ð1þ jxj=
ffiffiffi
2
p
Þ2��2

s4

ðs=
ffiffiffi
2
p
� 1Þ5

½19�

for (�, x) 2 TSd�1, s � z(d, c,�, jxj), where �bsc is the
scalar product of � and bsc, z is the root of the equation

d2c2�þ2

ð�� 1Þð1þ jxj=
ffiffiffi
2
p
Þ��1

z2

ðz=
ffiffiffi
2
p
� 1Þ3

¼ 1

z 2�
ffiffiffi
2
p

;þ1½ ½20�

c = max (c1, c2) (and �, c1, c2 are the constants of [2]).

Theorem 1 gives a method for finding PF and Pv
from asc and bsc at high energies. It has been proved in
Novikov (1999) by means of analysis of the following
nonlinear integral equation for the function y� of [3]:

y�ðtÞ ¼ Ap�; x�ðy�ÞðtÞ

where

Ap�; x�ðuÞðtÞ ¼
Z t

�1

Z �

�1
Fðp�sþ x� þ uðsÞÞds d�

p� 6¼ 0

In dimension d � 2, Theorem 1 and methods for
the reconstruction of f from Pf (Gelfand et al. 1980,
Natterer 1986, Novikov 1999) give a method for the
reconstruction of F and v from the scattering data a,
b at high energies. Note that for d = 1 Theorem 1
is valid but f cannot be uniquely reconstructed
from Pf.

Theorem 1 is an analog of the Born formula for
the Schrödinger equation at high energies (see, e.g.,
Faddeev (1956), Enss and Weber (1995), and
Novikov (1998) as regards this Born formula and
its variations). On the other hand, Theorem 1 was
preceded by a result of Gerver and Nadirashvili
(1983) on the high-energy asymptotics for the travel
time between boundary points for the Newton
equation in a bounded strictly convex domain with
smooth boundary. There is a considerable similarity
between this result and Theorem 1.

We continue our review on inverse scattering for
the multidimensional Newton equation, and make
the following well-known observation.

Observation 1 Suppose that v(x) > E > 0 for x 2 U,
where U is a compact subset of Rd. Then the scattering
data a, b for energies smaller than or equal to E contain
no information about v(x) for x 2 U.

In addition to Theorem 1 and Observation 1, one
has the following conjecture.

Conjecture 1 (Novikov 1999). Suppose that v
satisfies [2], d � 2, and the energy E is sufficiently
large, E > E(v). Then the scattering data a, b at
fixed energy E uniquely determine v.

Gerver and Nadirashvili (1983) proved a result
similar to Conjecture 1 for the case of the Newton
equation in a bounded strictly convex domain G
with smooth boundary. Their proof of this result
contains no reconstruction method but does contain
a stability estimate. It is based on the Maupertuis
principle and the results of Muhometov and Roma-
nov (1978), Beylkin (1979), and Bernstein and
Gerver (1980). For the case v 2 C2(Rd, R), supp v �
G (where G has the properties mentioned above),
in Novikov (1999) a connection between the
boundary-value data of Gerver and Nadirashvili
(1983) and the scattering data a, b is given and it is
shown that for d � 2 the scattering data a, b and the
domain G uniquely determine v at fixed sufficiently
large energy E > E(v, G).

For more information concerning results men-
tioned above, see Novikov (1999) and Gerver and
Nadirashvili (1983). One can see from the review
of this section that very few results on inverse
scattering for the multidimensional Newton equa-
tion are given in the literature, at present. It should
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be remarked that the inverse-scattering theory in
multidimensions is much more developed for the
Schrödinger equation than for the Newton
equation.

Inverse Scattering for the Schrödinger
Equation in Multidimensions

The inverse-scattering theory for the multidimen-
sional Schrödinger equation has been developed by
many authors (see, e.g., surveys given in Grinevich
(2000) and Novikov (2001)).

Quantum-mechanical analogs of Theorem 1
appear, for example, in Faddeev (1956), Enss
and Weder (1995), Novikov (1998) (see also
references therein). Similarly, the quantum-mechan-
ical analogs of Conjecture 1 have been proved, for
example, in Novikov (1992, 1994) and Grinevich
and Novikov (1995) (see also references therein). On
the other hand, as a rule, classical-mechanical analogs
of results of the works on inverse Schrödinger
scattering in multidimensions are unknown. This
leads to many open problems. For the one-dimen-
sional case some results on finding classical limits of
results on inverse Schrödinger scattering are given in
Lax and Levermore (1983) and Bogdanov (1985).
Note that inverse scattering for the two-dimensional
Schrödinger equation at fixed energy (see Novikov
(1992), Grinevich and Novikov (1995), and
Grinevich (2000) and references therein) has con-
siderable similarity with inverse scattering for the
one-dimensional Schrödinger equation. Therefore,
an interesting open problem consists in extending
the aforementioned study of Lax and Levermore
(1983) and Bogdanov (1985) to the case of inverse
scattering for the two-dimensional Schrödinger
equation at fixed energy. Perhaps, in this way one
can find proper two-dimensional analogs of the Abel
formulas [11] and [12].

Further Reading

Abel NH (1826) Auflösung einer mechanis chen Aufgabe. J. Reine
Angew. Math. 1: 153–157 (German) (French translation:
Résolution d’un problème de mécanique. In: Sylow L and
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Sächs. Akad. Wiss. Leipzig, Math.-Nat. K1 69: 262–267.

Reed M and Simon B (1979) Methods of Modern Mathematical
Physics. III. Scattering Theory. New York: Academic Press.

Inverse Problems in Wave Propagation see Boundary Control Method and Inverse Problems of Wave Propagation

Inviscid Flows
R Robert, Université Joseph Fourier,
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Introduction

The equations governing the motion of an ideal
(inviscid) fluid were derived by Euler in 1755. They
were, together with the equation of vibrating strings,
the first partial differential equations introduced in the
field of mathematical physics. While several partial
differential equations, coming from the modeling of
physical phenomena, have had a satisfactory mathe-
matical solution, it is piquant to note that the old Euler
equations remain essentially unsolved. Together with
the Navier–Stokes equations of viscous fluids, the
Euler equations play a central role in the modern
analysis of partial differential equations.

The mathematical difficulties encountered in the
study of Euler equations seem to be deeply linked with
the understanding of turbulence, which remains one of
the great open problems in the field of macroscopic
physics.

The relevance of Euler equations as a model of
fluid flow is rather subtle, and the discussion is far
from closed. On the one hand, Euler equations have
disturbing aspects, which, in their most visible form,
yield paradoxes. On the other hand, the systematic
recourse to some viscosity seems to put a serious
obstacle to a proper understanding of turbulence. In
this article we will try to give some insight into this
issue.

To be rigorous, every fluid has some compressi-
bility, that is to say the density varies with the
pressure. Compressibility gives rise to pressure
waves, which propagate in the fluid with some finite
speed. When the velocity of the fluid particles is
slow relative to the speed of the pressure waves, it is
legitimate to make the approximation that the flow
is incompressible; it is the case for meteorological

flows, for example. Then, there are no more
pressure waves; nevertheless the motion can be
very unstable and intricate (turbulent). Although
very often in physical flows these two features
coexist, following the tradition, we clearly separate
the compressible and incompressible cases.

The Equations of the Perfect Fluid

Until now a rigorous derivation of the fluid
equations from a system of interacting particles
governed by Newton’s laws is not known. Thus,
the mathematical models of fluid motion result
from heuristic considerations.

Let us specify some notations.
The fluid motion is supposed to take place in

some domain (not necessarily bounded) � of the
physical space <3.

We shall use the so-called Eulerian description of
the fluid motion: �(t, x) denotes the local density of
the fluid at time t and position x, and u(t, x) the
velocity of the fluid particle located at x at time t.

The first equation (conservation equation) expresses
the conservation of mass:

@�

@t
þ divð�uÞ ¼ 0 ½1�

The second equation (momentum equation)
expresses Newton’s law (in the absence of internal
friction):

�
@u

@t
þ ðu 	 rÞu

� �
¼ �rp ½2�

where the scalar function p(t, x) is the pressure
inside the fluid, and

ðu 	 rÞu ¼
X

i

ui@i u

With [1] and [2], we have five scalar unknown
functions (�, ui, p) and only four equations. To get a
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closed set of equations, we need to add a supple-
mentary relationship:

divðuÞ ¼ 0; for the incompressible flows ½3�

In the case of compressible flows, eqns [1] and [2] must
be completed by a thermodynamical description of the
fluid, which yields a relationship between �, p, the
internal energy, the specific entropy, etc. We will only
consider here the simple case of an isentropic gas
which is modeled by the relationship

p ¼ pð�Þ ½4�

with p(�) = c p� for a perfect gas (c > 0, � > 1).

Condition at the Boundary @W of the Domain

In the case of a perfect fluid, we simply have to
write that the velocities of the fluid particles at the
boundary are tangent to the boundary, that is,

u � n ¼ 0 on @� ½5�

where n denotes the unit normal vector to the
boundary (pointing outward).

The Incompressible Perfect Fluid: Main
Properties of Smooth Flows

We shall suppose �= 1. Equations [1]–[3] and [5]
then yield the classical Euler system:

@u

@t
þ ðu � rÞu ¼ �rp on �

div u ¼ 0; u � n ¼ 0 on @�

½6�

The Constants of the Motion

Let us examine the constants of the motion of the
dynamical system defined by [6], that is, the functionals
which are conserved by the motion of the fluid.

First we have the classical constants of motion
associated with the natural symmetries by Noether’s
theorem.

The time translational invariance of the system
implies that the kinetic energy is conserved:

Ec ¼
1

2

Z
�

u2 dx

In the case � =<3, the homogeneity of space implies
the conservation of the impulsion:Z

�

u dx

The space isotropy, on the other hand, yields the
conservation of the angular momentum:Z

�

x ^ u dx

There is a more hidden constant of the motion,
called helicity, which was discovered in 1961 by
J J Moreau (1961) (see, e.g., Serre (1979)).

Let us define the vorticity of the flow:

! ¼ curl u

then the helicity is

Z
�

! � u dx

Of course, here, we suppose u to be vanishing at
infinity in such a manner that the above integrals
make sense.

One may wonder about the existence of other
constants of the motion of the form (first-order
functionals):

Z
Fðx;uðxÞ;ruðxÞÞdx

The answer, due to Serre (1979), is that any
functional of the above form which is conserved by
the flow is a linear function of the energy, the
impulsion, the angular momentum, the helicity plus
a trivial term (i.e., taking the same value for any
field u such that div u = 0).

Beltrami Equation and Kelvin’s Theorem

Another important issue is to know how the vorticity
field evolves in a regular flow. If we apply the operator
curl to the equation [6] in order to eliminate the
pressure term, we get:

@!

@t
þ ðu � rÞ!� ð! � rÞu ¼ 0 ½7�

which is the Beltrami equation.
To exploit the Beltrami equation, we need the

Lagrangian flow ’(t, x), associated with the field u,
which is defined by the differential equation:

@’

@t
ðt; xÞ ¼ uðt; ’ðt; xÞÞ; ’ð0; xÞ ¼ x

Then we can state the following proposition.

Proposition During the smooth motion of an
incompressible perfect fluid, we have:

!ðt; ’ðt; xÞÞ ¼ D’ðt; xÞ½!ð0; xÞ�; for all t; x

where D’(t, x) denotes the derivative at the point x
(t fixed) of the mapping x!’(t, x).

The first consequence of this result is to point
out the class of irrotational flows, for which
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!(t, x) = 0. Indeed, if the vorticity vanishes initi-
ally, it follows from the proposition that it will
vanish for ever.

Another consequence is the behavior of vortex
lines. By definition, a vortex line is any integral
curve of the vorticity field. More precisely, a
vorticity line at time t, C(s) is defined by the
differential equation

dC

ds
ðsÞ ¼ !ðt;CðsÞÞ

Now we can check that vortex lines are merely
transported by the flow: if C(s) is a vortex line at
time t = 0,’(t, C(s)) is a vortex line at time t.

We end this section with the famous Kelvin’s
circulation theorem (1869) (see, e.g., Marchioro and
Pulvirenti (1994)).

Theorem Let L be a closed (oriented) contour drawn
inside the fluid. We suppose that L is transported by
the flow; ’t(L) denotes the contour at time t. Then the
circulation of the velocity field u(t, x) along ’t(L) is
independent of t.

Stationary Solutions: D’Alembert’s Paradox

Let us focus now on the flow around a bounded
body �, whose complement �

c
will be supposed to

be simply connected.
A stationary solution u(x), p(x) satisfies:

ðu � rÞu ¼ �rp

div u ¼ 0; u �n ¼ 0 on @�

But since (u � r)u =r( 1
2 u2)þ (curl u) ^ u, any

stationary field u(x) satisfying curl u = 0, div u = 0,
u � n = 0 on @�, defines a stationary solution with
associated pressure p =� 1

2 u2.
We also need to specify a condition at infinity

for the field u. We impose that the velocity is equal
(at infinity) to some constant value U. Since �

c
is

simply connected, the condition curl u = 0 implies
that the flow is potential, that is, there is a scalar
function F(x) such that u = U þrF.

Thus, the determination of an irrotational flow
around an obstacle amounts to solving the following
exterior Neuman problem.

Find F satisfying:

�F ¼ 0 in �
c

@F

@n
¼ �U � n on @�

rF ¼ 0 at infinity

This problem is well known and has a unique
solution, which satisfies, at infinity:

FðxÞ ¼ Oð1=jxj2Þ rFðxÞ ¼ Oð1=jxj3Þ

Then a classical calculation (integration by parts) gives
the resulting force exerted by the flow on the body:

R ¼ �
Z
@�

pn d� ¼
Z
@�

1

2
u2n d� ¼ 0

This property of inviscid potential flows was first
noticed by Jean Le Rond d’Alembert (1717–1783).
Furthermore, d’Alembert performed a series of
experiments to measure the drag on a sphere in a
flowing fluid and he expected that the force would
go to zero as the viscosity of the fluid approached
zero. But this was not the case: the drag seemed
to converge toward a nonzero value. Hence, this
property was called d’Alembert’s paradox.

Of course, d’Alembert’s paradox tells us that some-
thing is going wrong: this model of flow around a body
is not physically relevant. But it is not obvious to
identify precisely what is going wrong.

Physics tells us that in a flow around a flying
airplane, the viscous term (as measured by an
dimensionless number called Reynolds number) is
very small. The main effect of the viscosity is then
to alter the limit condition at the boundary of the
body. The relevant boundary condition is no longer
u � n = 0, but the purely viscous condition u = 0,
or more realistically a condition of friction type
(turbulent boundary condition).

A common approach is to disqualify the perfect-
fluid model in arguing that this modification of the
boundary condition has important consequences on
the flow near the body (giving rise to a turbulent
boundary layer, for example).

It seems to us that such a disqualification of the
perfect-fluid model discards prematurely interesting
issues. Indeed, we must notice first that the
stationary solution on which d’Alembert’s reasoning
is based is highly unstable and not acceptable
physically. Thus, a realistic solution would necessa-
rily be either nonstationary or with some vorticity.
On this basis, we can imagine other scenarios to
explain the existence of a resulting force exerted
on the body. For example, we may imagine a
stationary solution with a discontinuous velocity
field (i.e., with a vortex sheet). The process
conducive to such a stationary solution is called
Prandtl’s scenario (Batchelor 1967). The mathema-
tical proof that Prandtl’s scenario does exist is a
difficult (open) issue, which seems closely related to
the (probable) nonuniqueness of weak solutions of
the Cauchy problem.
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The Cauchy Problem for the
Incompressible Perfect Fluid

The Case W � R
3

In the Cauchy problem, given an initial velocity field
u0(x), we want to determine the corresponding
solution u(t, x) of [6] at each time t.

The first significant result on the Cauchy problem
for three-dimensional Euler equations was given by
Kato (1975).

Theorem For u0 in the Sobolev space Hs(<3), for
s > 5=2, there is T > 0 and a unique classical solution
(of the Cauchy problem) u(t, x) on [0, T]�<3 . u
depends continuously on t in the space Hs.

By a classical solution we mean that the field
u(t, x) is derivable in terms of the variables t, x and
satisfies the equations in the usual sense.

Here HS (<3) denotes the Sobolev space of the
fields u, which are square integrable and with spatial
derivatives of order s (in the case where s is an
integer) also square integrable.

Remark These results have been generalized to some
extent during the last few decades, but the following
issues are still open:

1. Do singularities occur at a finite time for such
regular solutions?

2. For a less regular initial datum, do weak solutions
exist (in the sense of distributions)?

The Case W � R
2

This case is better understood, the first mathematical
results trace back to Lichtenstein (1925) and Wolibner
(1933); they take a plain form with the famous theorem
of Youdovitch 1963 (see, e.g., Chemin (1995)).

In two dimensions, the vorticity != curl u identifies
with a scalar function, and the Beltrami equation
becomes

@!

@t
þ divð!uÞ ¼ 0 ½8a�

curl u ¼ ! ½8b�

div u ¼ 0; u � n ¼ 0 on @� ½8c�

This formulation, which appears as a transport
equation [8a] for !, coupled with the elliptic system
[8b]–[8c], which determines u from !, is particularly
convenient.

The constants of motion associated with the usual
symmetries, of course, persist; notice, however, that
the helicity degenerates since, in two dimensions,
! �u = 0. But now from [8a] we see that ! is merely
convected by the incompressible velocity field u. We

deduce that, for any continuous function f, the
functional Z

�

f ð!ðt;xÞÞdx

is a constant of motion.
Thus, a specific feature of the two-dimensional case

is to introduce an infinite set of constants of motion.
By a skilful exploitation of this fact, Youdovitch
succeeded in proving the following result.

Theorem For a given !0 in the space L1(�), there
is a unique weak solution !(t, x) of [8], such that
!(t, x) is in L1(�) for all t, and ! depends
continuously on t in the space Lp, 1 � p <1.

Lp denotes, in a standard way, the Lebesgue space
of the functions f such that jf jp is integrable over
� and L1(�), the space of measurable bounded
functions on �.

Thus, if we limit ourselves to initial data with
bounded scalar vorticity, the Cauchy problem for
the two-dimensional incompressible perfect fluid is
satisfactorily solved. The situation is much more
intricate if we consider a less regular initial datum
(e.g., if !0 is a measure supported by a curve (vortex
sheet)).

Arnol’d’s Work on Two-Dimensional Inviscid Flows

Youdovitch’s theorem implies that the incompressible
Euler equations, with !0 in L1(�), is a satisfactory
model of two-dimensional flows – an important issue
to study further the properties of this model.

A famous result due to Arnol’d (see Arnol’d and
Khesin (1998) and Marchioro and Pulvirenti (1994))
deals with the nonlinear stability of the stationary
solutions.

Let us determine the smooth stationary solutions
of the two-dimensional Euler equations in a bounded
domain � of the plane. We have to solve:

ðu � rÞ! ¼ 0 ½9a�

curl u ¼ ! ½9b�

div u ¼ 0; u � n ¼ 0 on @� ½9c�

Since we have div u = 0, we may introduce the stream
function of u,  , which is given by the Dirichlet’s
problem:

�� ¼ !;  ¼ 0 on @�

so that u = curl .
The system [9] becomes:

r ^ r! ¼ 0; �� ¼ !;  ¼ 0 on @�
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Let us focus on solutions which are characterized by a
relationship != f ( ), where f is a smooth function.
Such solutions are given by the resolution of the
following nonlinear elliptic problem:

�� ¼ f ð Þ;  ¼ 0 on @� ½10�

This problem has always at least a solution, for
example, if f is a bounded function of  .

Let  � be a solution of [10], and !�= f ( �)
the corresponding vorticity function. We shall say that
the stationary solution !� is stable in the L2-norm if:

For all " > 0, there is a � > 0, such that for all initial
datum !0 in L1(�) satisfying

Z
�

ð!� �!0Þ2dx � �; we have :

Z
�

ð!� �!ðtÞÞ2 dx � "; for all t

where !(t) denotes the solution of the Cauchy problem
associated with the initial datum !0 by Youdovitch’s
theorem.

Now we can state the following result.

Theorem (Arnol’d) Let ! be a stationary solution
given by [10]. We assume that one of the following
assumptions holds:

(C1) There are positive constants c1, c2, such that

c1 � f 0 � c2

(C2) There are positive constants c1, c2, with c2 < �1

(first eigenvalue of the Dirichlet problem on the
domain �) such that:

c1 � �f 0 � c2

Then ! is stable in the L2-norm.

Remarks

(i) This result was the first nonlinear stability result
for stationary flows.

(ii) The proof makes use of the conservation of the
functionals of the vorticity field.

Another significant contribution of Arnol’d to
hydrodynamics was to reveal the geometrical aspect
of the instability of the perfect-fluid motion. We give
a brief insight into this issue.

Let us come back to the Lagrangian description
of motion. We want to determine the function
’(t, x). Each mapping ’t(x) =’(t, x) is, for t fixed,
a diffeomorphism of � preserving the Lebesgue
measure and the orientation (equivalently stated, it
is an element of SDiff(��)).

In other words, a fluid motion is a curve t! ’t

drawn on the ‘‘manifold’’ M = SDiff(��) (the config-
uration space of the system).

At time t, the relationship

@’

@t
ðt; xÞ ¼ uðt; ’ðt; xÞÞ

states that the velocity field u(t,’t(x)) belongs to the
space tangent to M at ’t. The tangent space at ’
to M is the space of vector fields v(’(x)), where v(x)
is an incompressible vector field on �� satisfying
v �n = 0 on @�. This space is naturally endowed
with a norm given by the kinetic energy

1

2

Z
�

vðxÞ2dx

and thus M is endowed with a Riemannian
structure.

It is easy to check that the perfect-fluid motions
correspond to the curves ’t drawn on M which are
the critical points of the action integral:

1

2

Z t2

t1

dt

Z
�

@’

@t
ðt; xÞ

����
����
2

dx; for all t1 < t2

ðwith the constraints ’ðt1; :Þ ¼ ’1; ’ðt2; :Þ ¼ ’2Þ

That is to say, the perfect-fluid motions are the
geodesics of the Riemannian manifold M.

The main interest of this geometric framework is
to bring back, at least formally, the perfect-fluid
motions to well-known objects. Indeed, we know
that the Riemannian curvature of a manifold has a
profound impact on the behavior of geodesics on it.
If the Riemannian curvature is positive, then nearby
geodesics oscillate about one another, and if the
curvature is negative, geodesics rapidly diverge from
one another. More precisely, the stability of geode-
sics is expressed in terms of the curvature by means
of Jacobi’s equation [1]. If ’t is a geodesic curve
starting from ’0, with velocity field v(t) (whose
norm is supposed equal to 1), if the sectional
curvature of the manifold in all the 2-planes
containing v(t) is less than �c(<0), a perturbation
of the initial datum will increase at least as exp(ct):

dð’t; ~’tÞ 	 dð’0; ~’0Þ expðctÞ

where ~’0 denotes the perturbed initial datum and d
the geodesic distance on the manifold. Moreover, if
the curvature at every point and for all the sections
is less than �c, and if M is compact, then the geodesic
flow, that is, the one-parameter group of transfor-
mations (’0, v(0))! (’t, v(t)), is mixing (in the usual
meaning of ergodic theory). Arnol’d succeeded in
calculating the sectional curvature for flows on the
two-dimensional torus; he showed that the
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curvature is negative for ‘‘most’’ of the sections. This
gives an enlightening geometrical picture of the
instability of Lagrangian flows.

It was tempting to connect the above considera-
tions on the instability of two-dimensional flows
with the problem of weather forecast. In 1963
EN Lorenz stated that a two-week forecast would be
a theoretical bound for predicting the atmospheric
motion. Lorenz’s assertion was based on numerical
simulations. He took as model for the large-scale
atmospheric motion the two-dimensional Euler
equations on the torus, which he truncated to a
small number of Fourier modes (about 20). This
model is highly unstable and displays exponential
sensitivity with respect to the initial datum. How-
ever, the parallel between the behavior of this
system and the instability of the Lagrangian flow is
misleading. On the one hand, if we again do the
Lorenz computations on Euler equations, taking
into account a large number of Fourier modes, we
note a striking phenomenon: the flow has a tendency
to self-organize into large vortices, called coherent
structures, and simultaneously the exponential
sensitivity, as measured in terms of the energy
norm of the velocity field, disappears. On the other
hand, the problem of predicting the Lagrangian flow
is very different, the Lagrangian flow can be
exponentially unstable, while the corresponding
velocity field quietly converges, in the energy norm,
towards some equilibrium. We must keep in mind
that the meteorologist aims to predict the values of
the velocity field at some future time and not the
trajectories of the fluid particles. In fact, it appears
that Lorenz has ignored phenomena of a statistical
nature which occur when a large number of degrees
of freedom are considered; thus, his theoretical
bound for the prediction of the atmospheric motion
has no definite basis. More detailed reflections on
this issue can be found in Robert and Rosier (2001).

The Cauchy Problem for the Euler
Equations for Compressible Inviscid
Fluids

As remarked in the introduction, compressible flows
yield pressure waves. The equations of motion being
nonlinear, these waves interact in an intricate
manner giving rise to shocks. This is the main
feature of compressible fluid flows. Compressible
flows are situated in the more general domain of
nonlinear hyperbolic systems, which were inten-
sively studied during the last decades. We only give
here an example of the kind of result which can be
obtained.

The following theorem, which states that for a set
of regular initial data, shocks do not occur till some
finite time, is a consequence of a more general result
on hyperbolic systems due to Majda (1984).

We consider � =<3 and the system [1], [2], [4].

Theorem Assume p0, u0 2 HS \ L1(<3), with
s> 5=2 and p0(x) > 0. Then there is a finite time
T > 0, depending on the Hs and L1 norms of the
initial data, such that the Cauchy problem for [1],
[2], [4] has a unique bounded smooth solution p,
u 2 C1([0, T]�<3), with p(t, x) > 0 for all t, x.

Inviscid Flows and Turbulence

Loosely speaking, turbulence is the intricate motion
of a slightly viscous flow. Going back to the first
half of the last century, there are two main
approaches to turbulence. The first is due to Leray.
The dissipation of energy is a characteristic feature
of three-dimensional turbulence, and Leray thought
that, even if very small, the viscosity of the fluid
plays an important role, so that to understand
turbulence the first step is to study the Navier–
Stokes equations. A radically different approach is
due to Onsager. Onsager (1949) started with the
fundamental remark that the 4/5 law of turbulence,
which relates the dissipation of energy to the
increments of the velocity field, does not involve
viscosity. Furthermore, he observed that the proof of
the conservation of energy for the solutions of Euler
equations uses an integration by parts which
supposes some regularity of the velocity field. He
then imagined that an inviscid dissipation mechan-
ism, due to a lack of regularity of the solutions, was
at work in Euler equations. In modern terminology,
he suggested to model turbulent flows by nonregular
(weak) solutions satisfying the Euler equations in the
sense of distributions. He also conjectured that if a
solution satisfies a Hölder regularity condition of
order >1=3, then the energy would be conserved.

Onsager’s views were revolutionary and forgotten
for a long time. Recent works, such as the proof of
Onsager’s conjecture, the construction of weak
solutions with energy dissipation, and the discovery
of the explicit local form of the energy dissipation
for weak solutions, show a renewed interest in these
views (see, e.g., Constantin and Titi (1994), Eyink
(1994), Robert (2003), and Shnirelman (2003)).

See also: Compressible flows: Mathematical Theory;
Dissipative Dynamical Systems of Infinite Dimension;
Hyperbolic Dynamical Systems; Incompressible Euler
Equations: Mathematical Theory; Non-Newtonian Fluids;
Partial Differential Equations: Some Examples; Chaos
and Attractors; Turbulence Theories.
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Introduction

This paper reviews recent developments, following
closely (sometimes verbatim) the review paper
Calogero F (2004c) (see the Bibliography below);
for more traditional investigations of isochronous
systems see other entries of this Encyclopedia (and
for the mathematical investigation of isochronous
centers in the plane, related to the 16th Hilbert
problem, see for instance the survey paper referred
to at the end of this entry).

The isochronous systems treated herein are char-
acterized by the property to possess an open domain
having full dimensionality in their phase space such
that all the motions evolving from a set of initial
data in it are completely periodic with the same
fixed period. The natural measure of this open
domain might, or it might not, be infinite when the
measure of the entire phase space is itself infinite:
for instance, if the entire phase space is the two-
dimensional Euclidian plane, such a domain might

be the exterior, or the interior, of a circle of finite
radius.

It is justified to call such systems superintegrable,
or perhaps partially superintegrable inasmuch as the
property of isochronicity of all their motions holds
only in a subregion of the entire phase space. This
terminology is justified by the observation that,
roughly speaking, all confined motions of a super-
integrable system – in which all but one of the
degrees of freedom are constrained by the existence
of the maximal possible number of constants of
motion – are completely periodic, although not
necessarily all with a fixed period – entailing that
isochronicity entails superintegrability, while the
converse is not the case (see the entry Integrable
systems in this Encyclopedia).

A simple trick – amounting essentially to a
change of independent, and possible as well of
dependent, variables, allows to deform a largely
arbitrary dynamical system so that the deformed
system obtained from it be isochronous. This
‘‘trick’’, which is now explained, entails therefore
that isochronous systems are not rare. Below we
provide several examples; others can be found in
the further reading suggested at the end of this
entry, and/or can be manufactured ad libitum using
the trick.
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The Trick

We now show that, given a largely arbitrary
dynamical system, it is possible to introduce a
deformed version of it featuring a real constant !,
that has the following properties: for != 0, it
coincides with the original, undeformed system; for
! > 0, it possesses an open region having full
dimensionality in its phase space such that all
solutions evolving from an initial datum in it are
completely periodic with a period ~T which is a finite
integer multiple, or perhaps a simple fraction, of the
basic period

T ¼ 2�

!
½1�

Let us indeed, consider a quite general dynamical
system which we write as follows:

�0 ¼ F �; �ð Þ ½2�

Here � � �(�) is the dependent variable, which
might be a scalar, a vector, a tensor, a matrix, you
name it. The independent variable is � , and the main
limitation on the dynamical system [2] is that it be
permissible to treat this variable as complex; this
requires that the derivative with respect to this
complex variable � that appears in the left-hand side
of the evolution equation [2] make sense, namely
that this dynamical system be analytic, entailing that
the dependent variable � be an analytic function of
the complex variable � (but this does not require
�(�) to be a holomorphic nor a meromorphic
function of � ; �(�) might feature all sorts of
singularities, including branch points, in the com-
plex �-plane, indeed this will generally happen since
we generally assume the evolution equation (??) to
be nonlinear). The quantity F in the right-hand side
of [2] – which has of course the same scalar, vector,
matrix. . . character as � – might depend (arbitrarily
but analytically) on � as well as on � . (Let us also
emphasize that this approach is as well applicable to
more general dynamical systems that also feature
other, ‘‘spacelike’’, independent variables, for
instance are a system of PDEs rather than ODEs;
the interested reader is referred to the literature cited
below).

In spite of the generality of this dynamical system,
[2], there generally holds a result (‘‘Theorem of
existence, uniqueness and analyticity’’) that charac-
terizes the solution �(�) of its initial-value problem
determined by the assignment

�ð0Þ¼ �0

Here, for notational simplicity, we assign the initial
datum �0 at � = 0; and we assume of course that the

right-hand side of [2] is not singular for � = 0 and
�= �0. The relevant result guarantees, not only for
the initial datum �0, but for a (sufficiently small but
open) set of initial data in its neighborhood, the
existence of a circular disk in the complex �-plane,
centered at � = 0 (where the initial data are assigned)
and having a nonvanishing radius �, such that the
solutions �(�) corresponding to these initial data are
holomorphic in it, namely for �j j < � (and note that
if �(�) is a multicomponent object, the property to
be holomorphic is featured by each and everyone of
its components).

Let us now introduce the following changes of
dependent and independent variables:

zðtÞ ¼ exp i�!tð Þ� �ð Þ ½3a�

� � � tð Þ ¼ exp i!tð Þ � 1

i!
½3b�

This transformation is called ‘‘the trick’’. The
essential part of it is the change of independent
variable [3b]: and let us re-emphasize that, here and
hereafter, the new independent variable t is con-
sidered as the real, ‘‘physical time’’ variable. Note
that [3b] entails

� 0ð Þ ¼ 0; _� 0ð Þ ¼ 1

and, most importantly, that �(t) is a periodic
function of t with period T, see [1]. More specifi-
cally, as the time t increases from zero onwards, the
complex variable � travels counterclockwise round
and round on the circle C the diameter of which, of
length 2/!, lies on the imaginary axis in the complex
�-plane, with one extreme at the origin, � = 0, and
the other at the point � = 2i/!, making a full circle in
the time interval T. As for the prefactor exp(i�!t)
that multiplies �(�) in the right-hand side of [3a], its
purpose is to allow, via an appropriate choice of the
parameter �, the deformed system, see below, to
have a neater look; however this choice is hereafter
restricted by the condition that � be real and
rational, say

� ¼ p

q

with p and q two coprime integers and q > 0. This
restriction is essential to guarantee, via [3], that if
�(�) is holomorphic in � in the (closed) disk
encircled by the circle C, then z(t) is completely
periodic (namely, each and everyone of its compo-
nents is periodic) with the period

~T ¼ qT ½4�
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The deformed dynamical system is the one that
obtains from [2] via the trick [3]. It clearly reads as
follows:

_z ¼ i�!zþ exp i �þ 1ð Þ!t½ �

� F exp �i�!tð Þz;
exp i!tð Þ � 1

i!

� �
½5�

And it is plain, on the basis of the arguments we just
gave, that this system is isochronous, a sufficient
condition for the complete periodicity with period
~T, see [4], of its solutions being provided by the
inequality

2

!
< �

which can clearly be satisfied by initial data situated
inside an open domain of such data, at least
provided ! is sufficiently large (actually, in all the
examples reported below no restriction on the value
of ! is required, namely such an open domain exists
for any arbitrary value of ! > 0).

Examples

In this subsection we report tersely several examples
of isochronous dynamical systems; in each case we
also provide the reference where more information
can be found. Except when explicitly otherwise
mentioned, these dynamical systems are to be
considered in the complex context.

The first example we report is a Hamiltonian
N-body problem which is a generalization of a well-
known integrable (indeed, superintegrable) system
(see Integrable Systems: Overview). It is characterized
by the (normal) Hamiltonian

Hðz; pÞ ¼ 1

2

XN
n¼1

p2
n þ !2z2

n

� �

þ 1

4

XN
m;n¼1;m 6¼n

XK

k¼1

f
ðkÞ
nm

k zn � zmð Þ2k
½6a�

and correspondingly by the Newtonian equations of
motion

€zn þ !2zn ¼
XN

m¼1;m6¼n

XK

k¼1

f
ðkÞ
nm

zn � zmð Þ1þ2k
½6b�

Here the 1
2 N(N � 1)K ‘‘coupling constants’’ f (k)

nm are
arbitrary, except for the symmetry restriction
f (k)
nm = f (k)

mn (see [6a]).
The next example we report is a real N-body

problem in the horizontal plane, characterized by
the Newtonian equations of motions

~r
��
n ¼!k̂ ^~r

�
n þ 2

XN
m¼1;m 6¼n

�nm þ �nmk̂^
� �

;

�
~r
�
n ~r
�
m �~rnm

� �
þ~r
�
m ~r
�
n �~rnm

� �
�~rnm ~r

�
n �~r
�
m

� �h i
r2
nm

½7�

Here ~rn � (xn, yn, 0) is a real two-vector in the
horizontal plane, k̂ � (0, 0, 1) is the unit vector
orthogonal to the horizontal plane, the symbol ^
denotes the (three-dimensional) vector product so
that k̂ ^~rn = (�yn, xn, 0), and we use the short-hand
notation~rnm =~rn �~rm entailing r2

nm = r2
n þ r2

m � 2~rn �
~rm. Note that these equations are translation- and
rotation-invariant; and they are Hamiltonian,
although the corresponding Hamiltonian function
is not of normal type (kinetic plus potential
energy).

The N(N � 1) ‘‘coupling constants’’ �nm and �nm

are of course real, but they are otherwise arbitrary
except for the symmetry restrictions �nm =�mn,
�nm = �mn which are required in order that this
system be Hamiltonian. If all these coupling
constants vanish, this dynamical system has a
clear physical interpretation: it describes the
motion of N equal, electrically charged, point
particles, moving in the horizontal plane under
the effect of a magnetic field orthogonal to that
plane (in the approximation in which the electro-
static interparticle interaction is neglected). In that
case each particle moves on a circle, the center and
radius of which depend on the initial data, while
the time taken to go round it is, in all cases, T, see
[1]. If the 1

2 N(N � 1) coupling constants �nm

vanish, �nm = 0, and the 1
2 N(N � 1) coupling con-

stants �nm all equal unity, �nm = 1, the system is a
well-known integrable (indeed solvable) system;
and this is as well the case if the 1

2 N(N � 1)
coupling constants �nm vanish, �nm = 0, and the
1
2 N(N � 1) coupling constants �nm equal minus one
half, and only act among ‘‘nearest neighbors’’,
�nm =�1

2 (	m, nþ1 þ 	m, n�1) (see the entry Integrable
systems in this Encyclopedia).

Because of its many interesting features as well as
the neatness of its equations of motion (especially in
their complex version, see below) the honorary title
of ‘‘goldfish’’ has been attributed to this model,
characterized by the Newtonian equations of motion
in the plane [7]. A more detailed discussion of it – in
particular of its behavior for initial data outside of
the region yielding isochronous motions – is made in
the next section.

Several interesting classes of isochronous dyna-
mical systems are reported in Calogero F. (2004b).
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We only mention here a remarkably general
example, characterized by the Newtonian equa-
tions of motion

€zþ i! _z ¼
XK

k¼1

f ð�kÞ z; _zþ i!zð Þ

where z � (z1, . . . , zN) is the N-vector whose com-
plex components zn � zn(t) are the dependent vari-
ables, while the ‘‘forces’’ f (�k)(z, ~z) are required to be
analytic in all their arguments and to satisfy the
scaling properties

f ð�kÞð�z;~zÞ ¼ ��kf ð�kÞðz;~zÞ

which however entail no restriction on the velocity-
dependence of these forces, namely on the depen-
dence of f (�k)(z, ~z) on the (components of the)
second, ~z, of its two N-vector arguments.

The next example we report is characterized by
the Newtonian equations of motion

~r
��
n þ i!~r

�
n þ 2!2~rn ¼

XN
m¼1;m 6¼n

Mm~rmn

r3
mn

where we assume the N dependent variables ~rn �
~rn(t) to be three-vectors (although the property of
isochronicity of this deformed system would hold no
less if these were S-vectors, with S an arbitrary
positive integer) and we use the short-hand notation
~rmn =~rm �~rn. This system is (perhaps) remarkable
inasmuch as it represents a (complex) deformation
of the classical N-body gravitational problem, to
which it clearly reduces for != 0.

The next example we report is characterized by
the following (first-order) equations of motion of
oscillator type:

_xn � ipn!xn ¼ fnðx; yÞ; n ¼ 1; . . . ;N

_ym þ iqm!ym ¼ gmðx; yÞ; m ¼ 1; . . . ;M
½8�

Here the N-vector x, respectively the M-vector y,
have as components the N þM complex dependent
variables xn � xn(t), ym � ym(t); the N þM para-
meters pn, qm are all nonnegative integers (or they
could be nonnegative rational numbers); and the
N þM complex functions fn, gm are restricted by
the following conditions (which are sufficient to
guarantee the isochronicity of this dynamical
system):

(1) fn(x, y) and gm(x, y) are holomorphic at
x = 0, y = 0;

(2) lim" ! 0["�1f ("x, "y)] = 0, lim" ! 0["�1g("x, "y)]
= 0;

(3) f (x, y) and g(x, y) are polynomial in the ym;

(4a) lim"! 0["�1�pnfn("px, "�qy)] = nondivergent, n =
1, . . . , N;

(4b) lim"!0["�1þqmgm("px,"�qy)]=nondivergent,m=
1,...,M.

In the conditions (4a) and (4b) the notation "px indicates
of course the N-vector of components "pnxn, and
likewise "�qy is the M-vector of components "�qmym.

Note that this dynamical system, [8], includes the
Hamiltonian case characterized by the restrictions

N ¼M; pn ¼ qn; fnðx; yÞ ¼
@Vðx; yÞ
@yn

; gnðx; yÞ

¼ �
@Vðx; yÞ
@xn

which imply that the equations of motion [8] are
just the Hamiltonian equations entailed by the
Hamiltonian function

Hðx; yÞ ¼ i!
XN
n¼1

pnxnyn þ Vðx; yÞ

isochronicity being now guaranteed by the following
conditions on the function V(x, y):

(1) V(x, y) is holomorphic at x = 0, y = 0;
(2) lim"! 0 ["�2V("x, "y)] = 0;
(3) V(x, y) is polynomial in the yn;
(4) lim"! 0["�1V("px, "�py)] = nondivergent.

The last two examples we report can be char-
acterized as assemblies of non-linear harmonic
oscillators, inasmuch as these two dynamical sys-
tems (which are actually special cases of more
general systems) have the remarkable property that
their generic solutions (namely, all their solutions,
except for a lower-dimensional set of singular
solutions in which one or more of the ‘‘moving
particles’’ shoot off to infinity at a finite time) are
completely periodic with the fixed period T, see [1].
Their Newtonian equations of motion read

~z
��

nm � 3i!~z
�
nm � 2!2~znm ¼ c

XN

¼1

XM
�¼1

~zn� ~z
� �~z
m

� �

~z
��

nm � 3i!~z
�
nm � 2!2~znm ¼ c

XN

¼1

XM
�¼1

~z
� ~z
� �~znm

� �

These are two (different) systems of NM Newtonian
equations of motion satisfied by the NM complex
S-vectors ~znm (with S an arbitrary positive integer);
hence here the index n runs from 1 to N, and the
index m runs from 1 to M, with N and M two
arbitrary positive integers, while c is of course an
arbitrary complex constant (which might actually be
rescaled away). The dot sandwiched between two
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S-vectors denotes the standard (Euclidian) scalar
product, entailing the rotation-invariant character,
in S-dimensional space, of these equations of
motion. Since these systems only feature linear and
cubic forces, these models are remarkably close to
physics; and they become even more applicable if
they are written in their real versions, that obtain in
an obvious manner by setting

~znm ¼~xnm þ i~ynm; c ¼ aþ ib

In contrast to what we did for the previous examples,
let us outline here the derivation of these results.
Actually the two systems of Newtonian equations
written above are merely special subcases, corres-
ponding to appropriate parametrizations of a square
matrix M (of appropriate rank) in terms of S-vectors, of
the following nonlinear matrix evolution equation:

€M� 3i! _M� 2!2M ¼ cM3 ½9�

Hence the findings reported above are merely special
cases of the more general result according to which
the generic solution of this nonlinear matrix evolu-
tion equation – with M �M(t) a square matrix of
arbitrary rank – is periodic with period T, see [1]:

Mðt þ TÞ ¼MðtÞ

And this result is an immediate consequence, via the
following matrix version of the trick

MðtÞ ¼ expði!tÞ�ð�Þ; � ¼ expði!tÞ � 1

i!
½10�

of a previous result due to V. I. Inozemtsev,
according to which the matrix evolution equation

�00 ¼ c�3

which clearly corresponds to [9] via [10], is
integrable and all its solutions �(�) are mero-
morphic functions of the independent variable � .

The Transition to Deterministic Chaos

In this section we illustrate, using the real N-body
problem in the plane characterized by the New-
tonian equations of motion [7], the behavior of an
isochronous system of the kind described above
when the initial data fall outside of the region
yielding isochronous motions.

To do this it is convenient to use the complex
version of the equations of motion [7], that obtain
from [7] by setting

zn ¼ xn þ iyn;~rn ¼ xn; yn; 0ð Þ;
k̂ ¼ ð0; 0; 1Þ; anm ¼ �nm þ i�nm

½11�

and read as follows:

€zn ¼ i! _zn þ 2
XN

m¼1;m 6¼n

anm _zn _zm

zn � zm
½12�

The main tool of our analysis is the (particularly
simple) version of the trick appropriate to this
model,

znðtÞ ¼ �nð�Þ; � ¼
expði!tÞ � 1

i!
½13a�

entailing

znð0 ¼ �nð0Þ; _znð0Þ ¼ �0nð0Þ ½13b�

that relates our equations of motion [12] to the
equations of motion

�00n ¼ 2
XN

m¼1;m 6¼n

anm�
0
n�
0
m

�n � �m
½14�

These equations of motion, together with the initial
data �n(0), �0n(0) (see [13b]) define the solutions �n �
�n(�) in the complex �-plane. The ‘‘physical’’
evolution of the points zn � zn(t) as functions of
the real time variable t is then given by the evolution
of the corresponding coordinates �n(�), see [13a], as
the complex variable � travels round and round on
the circle C in the complex �-plane, the diameter of
which of length 2/!, has one extreme at the origin
� = 0 and the other on the positive imaginary axis at
� = 2i/!. It is therefore clear that the behavior of
zn(t) as a function of the real, ‘‘physical time’’
variable t depends on the analytic structure of �n(�)
as function of the complex variable � , in particular
of the singularities, if any, of this function �n(�) that
fall in the disk D encircled by the circle C in the
complex �-plane.

Let us tersely review the relevant analysis. We
recall first of all that (it can be proven that) there
exists in phase space an open region of initial data
zn(0), żn(0), characterized by large values of the
moduli jzn(0)� zm(0)j of the initial interparticle
distances and by small values of the moduli of the
initial particle velocities jżn(0)j (see [14] and [13b]),
that guarantees (all components �n(�) of) the
corresponding solution �(�) of [14] to be holo-
morphic in (a disk of radius � centered at the origin
� = 0 of the complex �-plane that includes) the circle
C, hence the corresponding solution z(t) to be
completely periodic with period T, see [13a] and
[1]. This result guarantees the isochronous character
of this model, [12], for any arbitrarily given assign-
ment of the coupling constants anm.
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Next, let us restrict, for simplicity, our considera-
tion to models [12] in which the coupling constants
anm are real and nonnegative,

anm � 0 ½15�

Then the singularities of the generic solution �(�) of
[14] – which occur at values �b of � where two
coordinates �n(�) coincide, say ��(�b) = �
(�b) = b
(see the right-hand side of [14]) – are branch points
characterized by the exponent, say,

� ¼ ��
 ¼
1

1þ a�

½16�

so that in their neighborhood, namely for � � �b,

�sð�Þ ¼ b	 c � � �bð Þ�þv � � �bð Þ

þ
X1
k¼1

X1
‘;m¼0‘þm�1

’
ðsÞ
k‘m � � �bð Þkþ‘�þmð1��Þ

s ¼ �; 
 ½17a�

�nð�Þ ¼ bn þ vn � � �bð Þ

þ
X1
k¼1

X1
‘¼	k1

X1
m¼0

’
ðnÞ
k‘m � � �bð Þkþ‘�þmð1��Þ

n 6¼ �; 
 ½17b�

The 	 sign in front of c in the right- hand side of the
first, [17a], of these formulas indicates that one sign
must be chosen for s =�, the opposite for s = 
.
Note that here the 4þ 2(N � 2) = 2N constants
�b, b, c, v, bn, vn are a priori arbitrary – except for
the obvious restrictions bn 6¼ b, bn 6¼ bm – while the
coefficients ’(s)

k‘m,’(n)
k‘m can be computed from these

constants, recursively, by inserting this ansatz, [17],
in the equations of motion [14]. The fact that the
number, 2N, of a priori undetermined coupling
constants equals the number of arbitrary initial data
for this system of ODEs, [14], indicates that this
kind of branch points, characterized by the expo-
nents �nm, see [16], is the typical singularity featured
by the generic solution �(�) of [14]. (Branch points
with different exponents may appear, but only in
nongeneric solutions �(�) which, at some value �b of
� , feature the coincidence of more than two
components, say ��(�b) = �
(�b) = ��(�b)).

We conclude therefore that the generic solution �(�)
of [14] features a, generally infinite, number of branch
points, that generally affect each of its components
�n(�), and which are characterized, for the class of
models to which we are restricting attention here, see
[15]) by (real) exponents �nm, see [16], which are then
clearly characterized by the inequalities

0 < �nm 
 1

What does this tell us about the generic solution z(t)
of the equations of motions of primary interest to
us, [12], in particular about its evolution as function
of the real ‘‘time’’ variable t?

To the solution �(�) is associated a Riemann
surface the structure of which is determined by the
character and distribution of the branch points of
�(�) in the complex �-plane (each of which is
generally featured by each component �n(�) of �(�),
although generally not in the same way: see [17]),
and we know from [13a] that the values taken by
z(t) as t evolves from t = 0 towards t =1 coincide
with the values taken by �(�) as the independent
variable � travels, on that Riemann surface asso-
ciated with �(�), counterclockwise round and round
on the circle C defined above (the diameter of which
lies on the imaginary axis in the complex �-plane,
with one end at � = 0 and the other at � = 2i/!),
employing a period T, see [1], to make each full
round. Hence the behavior of the solution z(t) of
[12] depends on the structure of the Riemann
surface associated with the corresponding solution
�(�) of [14], and specifically on the number of
different sheets of that surface that are visited as one
travels on it before returning, if ever, to the main
sheet from which the travel started at t = � = 0.

If no other sheet is visited besides the main one,
the corresponding solution z(t) is of course periodic
with period T, see [1] and [13a],

z t þ Tð Þ ¼ z tð Þ ½18�
This happens provided no branch point is featured
by �(�) on its main sheet inside the circle C; and, as
already indicated above, it has been proven (even in
the more general case with arbitrary coupling
constants anm) that there is an open region having
full dimensionality in the phase space of initial data,
see [13b], that yields such an outcome, implying the
isochronicity of the model characterized by the
Newtonian equations of motion [12]. This region
R of initial data has a boundary – a lower-
dimensional domain in the phase space of initial
data – out of which emerge motions leading, at a
time tb smaller than T, to a ‘‘particle collision’’, say
z
(tb) = z�(tb).

The character of the solution z(t) yielded by initial
data outside of the region R depends on the
structure of the Riemann surface associated with
the corresponding solution �(�). This is mainly
determined by the values of the branch point
exponents �nm, which are themselves determined by
the values of the coupling constants anm, see [17]
and [16]. Let us focus on the (more interesting) case
in which these constants anm are rational numbers,
entailing that the coefficients �nm determining the
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character of the branch points are as well rational,
see [16], so that each of the cuts associated with
them opens the way, in the Riemann surface, to a
finite number of sheets. There are then two
possibilities, each generally characterized by open
regions of initial data having full dimensionality in
phase space, the boundaries of which always are
(lower-dimensional) domains out of which emerge
motions leading, in a time tb smaller than T, to a
‘‘particle collision’’.

One possibility is that the number B of sheets
visited before returning to the main sheet be finite,
B <1; the corresponding solutions z(t) are then
completely periodic with period ~T = (Bþ 1)T,
z(t þ ~T) = z(t).

Another possibility is that the number of new
sheets visited be unlimited, namely that the structure
of the Riemann surface be such that, by traveling
round and round on it along the circle C one never
returns back to the main sheet. This can happen,
even if the exponents �nm are all rational so that via
the cuts associated to each of them access is gained
to only a finite number of new sheets, because of the
possibility that an infinity of branch points be
located inside the circle C on the infinite sheets
associated to these branch points, via a never ending
mechanism of branch points nesting. Whenever this
happens the corresponding solution z(t) is aperiodic;
and it is moreover likely that it then be chaotic, in
the sense of displaying a sensitive dependence on its
initial data. Indeed this will happen whenever some
ones out of this infinity of branch points fall
arbitrarily close to the contour C, because then a
minute change in the initial data, to which there will
correspond a minute change in the pattern of these
branch points of �(�) in the complex �-plane, will
cause some relevant branch point to cross over from
outside the circle C to inside it, or viceversa, and this
will eventually affect quite significantly the time
evolution of z(t), by causing a change in the
sequence of sheets that get visited by traveling
along the circle C on the Riemann surface associated
to the corresponding �(�).

This phenomenology has a clear ‘‘physical inter-
pretation’’, which can be qualitatively understood
as follows. The N-body problem characterized by
the Newtonian equations of motion [12] generally
yields confined motions, the trajectory of each
particle tending to wind round and round – it
would indeed reduce to a circle were it not for the
interaction with the other particles. A possibility, as
we know, is that this N-body motion be completely
periodic, with the same period T that characterizes
the circular motion of each particle when the two-
body interparticle interaction is altogether missing

(anm = 0). Another possibility, in the case discussed
above with rational coupling constants, is that there
exist other motions which are as well completely
periodic, but with periods which are integer multi-
ples of T. A third possibility, which cannot a priori
be excluded, is that there also exist motions which
are aperiodic but in some way overall ordered,
perhaps featuring trajectories that eventually wind
up around limit cycles. And still another possibility
is that the motions described by the solution z(t) be
aperiodic and disordered. In this case the physical
mechanism causing a sensitive dependence on the
initial data can be understood as follows. Such
disordered motions necessarily feature near misses,
in which, typically, two particles pass quite close to
each other (while the probability that an actual
collision occur among point particles moving in a
plane is of course a priori nil). Such a near miss in
the motion described by z(t) corresponds – see the
discussion above – to a branch point of the
corresponding solution �(�) occurring quite close
to the circle C in the complex �-plane (which is the
one-dimensional region of the two-dimensional
complex �-plane in which the values of �(�)
correspond to the values z(t) describing the motion
of physical particles moving as functions of the
time t); and in the generic case of a two-body near
miss, there is a correspondence between the fact
that such a branch point occur just inside, or just
outside, the circle C, and the way the particles pass,
on one or the other side, by each other. Likewise,
the tiny change in the initial data that causes, in the
context of the solutions �(�) – see the discussion
above – a branch point of �(�) to pass from inside
to outside the circle C, or viceversa, corresponds, in
the context of the ‘‘physical’’ solutions z(t), to a
change occurring in the corresponding near miss,
from the case in which the two particles involved in
it slide by each other on one side to the case in
which they instead slide by each other on the other
side – entailing a significant change in the sub-
sequent motion (indeed, the closer a near miss, the
more it affects the motion, due to the singularity
of the two-body interaction at zero separation,
see [12]).

The phenomenology outlined here does indeed
occur in this goldfish model. It also occurs – rather
similarly if more simply, since in this case only
square-root branch points occur, irrespective of the
values of the coupling constants – in the model [6]
with K = 1. Indeed, it is clear that this phenomen-
ology provides a paradigm of rather general applic-
ability for the transition from isochronicity to
deterministic chaos, indeed perhaps for the generic
onset of deterministic chaos.
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See also: Bifurcations of Periodic Orbits;
Calogero–Moser–Sutherland Systems of Nonrelativistic
and Relativistic Type; Integrable Systems: Overview;
Quantum Calogero–Moser Systems; Synchronization of
Chaos.
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Introduction

In this article we consider families of linear
differential equations whose monodromy data do
not depend on the parameters. Such families are
called isomonodromic deformations of any of the
equations of the family (for the definitions of a
regular and Fuchsian linear system and of
their monodromy groups, see Riemann–Hilbert
Problem).

Schlesinger’s Equation

The best-studied example of an isomonodromic
deformation is the Fuchsian system on Riemann’s
sphere CP1 = C [1 considered by L Schlesinger:

dX

dt
¼

Xpþ1

j¼1

Aj

t � aj

 !
X ½1�

Here the poles aj 2 C are free parameters and the
matrices-residua Aj depend analytically on
a := (a1, . . . , apþ1); therefore, system [1] is in fact a
family of linear systems which is an analytic
deformation of the system obtained for aj = a0

j .

One can think of system [1] as defined by the
Pfaffian system

dX ¼ !sX; !s ¼
Xpþ1

j¼1

Aj

t � aj
dðt � ajÞ ½2�

Suppose first that the poles aj vary within
small nonintersecting disks of the points a0

j , so
small that the standard system of generators of
the monodromy group could be defined by one
and the same contours for all values of the
parameters aj (see Figure 1 from Riemann–Hilbert
Problem). Suppose also that one chooses 1 as
base point and that one has

Xjt¼1 ¼ I ½3�

(where I is the identity matrix) for all values of the
parameters aj. Finally, suppose that all matrices Aj

are nonresonant, that is, without two eigenvalues
differing by a nonzero integer. Then the following
conditions are necessary and sufficient for system [1]
to be isomonodromic:

dAiðaÞ ¼ �
Xpþ1

j¼1;j 6¼i

½AiðaÞ;AjðaÞ�
ai � aj

dðai � ajÞ

i ¼ 1; . . . ; pþ 1 ½4�

This system (called Schlesinger’s equations) results
from the Frobenius integrability condition
d!s =!s ^ !s of system [2].
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Remarks 1

(i) To find the matrices-residua Aj as functions of a
and given their values Ajja=a0 is a Cauchy
problem. It is solvable for a close to a0 and
the matrices Aj are analytic in a.

(ii) The differential of Ai being a commutator
[Ai, .], the matrix Ai remains within its con-
jugacy class throughout the deformation.

(iii) Schlesinger’s equations are the necessary and
sufficient conditions for isomonodromy also in
the case when system [1] has a logarithmic
pole at 1 whose matrix-residuum does not
change throughout the deformation. In this
case the solution to system [1] in its Levelt’s
decomposition at 1 (see Riemann–Hilbert
Problem) equals U1(1=t)t�D1t�E1G, where
D1 is a diagonal matrix with integer entries,
E1 is an upper-triangular constant matrix, and
U1 is holomorphic at 1 and such that
U1(0) = I.

Definition 2 The deformation satisfying condition
[4] with initial condition [3] for the solution to
system [1] is called the normalized Schlesinger
deformation.

Remark 3 When the matrices-residua Aj are
nonresonant, then every isomonodromic deforma-
tion of system [1] with aj = a0

j is either the normal-
ized Schlesinger deformation or is a nonnormalized
Schlesinger deformation, that is, obtained from
the normalized one by a change of variables
X 7!C(a)X, C(a) 2 GL(n, C). In this way, one has
Xjt=1= C(a) instead of [3] and the deformation is
described by a Pfaffian system with a form of the
kind !n =!s þ

Ppþ1
j=1 �j(a)daj.

Example 4 The following one-parameter Fuchsian
family is an isomonodromic Schlesinger deformation:

dX

dt
¼

Xpþ1

j¼1

Aj

t � ba0
j

 !
X

Here the matrices Aj are constant and the parameter
b takes nonzero values. Indeed, one either checks
directly that there holds condition [4] or one makes
the change of time (which does not change
monodromy) t 7! bt after which the parameter
b disappears.

A A Bolibrukh has shown that in the resonant
case every isomonodromic deformation of a Fuch-
sian system is described by an integrable Pfaffian
system with 1-form !=!n þ !m, where the mero-
morphic 1-form !m vanishes at 1 and has poles of

orders �rj along the hyperplanes {x� aj = 0}; here rj

is the largest nonzero integer difference between two
eigenvalues of the matrix Aj.

Consider now Schlesinger’s equation in the global
situation, that is, when the poles aj belong to the
universal covering Z of the space Cnn�, where � is
the ‘‘diagonal,’’ that is, the union of all sets
{ai = aj}, i 6¼ j. Suppose that the matrices Aj are
nonresonant. There are values of a (their set is
denoted by �) for which some entries of some of the
matrices-residua Aj tend to 1. Typically, at such
points the matrices Aj have poles of second order;
this is a result due to Bolibrukh. Indeed, set
Aj = Q�1

j JjQj, where Jj is the Jordan normal form
of Aj; hence, this is a constant matrix; we assume
that Qj 2 SL(n, C). Typically, at points of � the
matrices Qj and Q�1

j have simple poles, which
makes a pole of second order for Aj.

B Malgrange and, independently, T Miwa have
proved that system [4] is completely integrable and
that it has the Painlevé property: ‘‘The only
movable singularities of its solutions are poles.’’
(The fixed singularities of the solutions are, by
definition, along the points of Z which are over �.
The positions of the movable singularities depend
on the initial condition, that is, on the values of the
matrices Aj for a = a0.) In other words, the
solutions to Schlesinger’s equation are matrices
meromorphic on Z.

Theorem 5 The set � of movable singular points
of the Schlesinger equation is the set of zeros of a
function � (the Miwa �-function) holomorphic on Z
and such that

1

2

X
i;j;i 6¼j

trðAiðaÞAjðaÞÞdðai � ajÞ
ai � aj

¼ d logð�ðaÞÞ

Some improvements of this result are due to
Malgrange and Bolibrukh.

Isomonodromy and Confluence

The idea to consider a linear system of ordinary
differential equations with a pole of order higher than
1 as embedded into a family of Fuchsian systems with
confluence of the poles has been proposed by V I
Arnol’d in 1984 and independently by J-P Ramis in
1988. The idea has been used by A Duval, B Khesin,
A A Glutsyuk, and other authors. In particular, it is
interesting to relate the Stokes multipliers (defined in
the next section) of the system obtained as a result of
a confluence to the monodromy groups of the
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Fuchsian systems obtained for values of the para-
meters before the confluence occurs.

Example 6 Consider the one-parameter family of
linear systems:

ðt2 � �ÞdX=dt ¼ ðAð�Þt þ Bð�ÞÞX ½5�

Here the matrices A, B, and X are n� n.
Suppose that t 2 C (i.e., we do not consider
singularity at 1), � 2 (C, 0). Then for � 6¼ 0 the
system is Fuchsian – it has two logarithmic poles at
��1=2 whose confluence for �= 0 gives as a result a
pole at 0 which might be of order 2 if B(0) 6¼ 0 or 1
if B(0) = 0.

In this section we consider only the situation
when the family producing the confluence is
isomonodromic for values of the parameters before
the confluence.

Example 7 This is the case of family [5] with B � 0
and A being a constant nonresonant n� n matrix.
Indeed, the change of time t 7!�1=2t(�) transforms the
family into the family (t2 � 1)dX=dt = tAX
(independent of �) which is a Fuchsian system (at 1
as well).

Suppose now that t 2 CP1 (i.e., we consider the
singularity at 1 as well). Hence, the monodromy
operator M1 around 1 is independent of � up to
conjugacy (it is conjugate to exp(�2�iA)). On the
other hand, consider the monodromy operator M0

defined by a contour circumventing counterclock-
wise both poles at ��1=2 (one can choose as such
a contour a circumference centered at the origin
and of sufficiently large radius). It equals M�1

1 ,
and it is well defined for �= 0 as well. (This is
not the case of the monodromy operators defined
by contours circumventing only one of the poles
at ��1=2.) Hence, up to conjugacy M0 is indepen-
dent of �. As M0 is in a sense the only
monodromy operator that can be defined by
a contour depending continuously on � for all
� 2 (C, 0) and not passing through a pole of the
system, one can say that the family is strongly
isomonodromic.

Example 8 Consider now family [5] with n = 2,

A ¼ d 0
0 d

� �
; B ¼ 0 �

0 0

� �

where d 2 C. For � 6¼ 0 the family is isomonodromic –
the change of time (�) followed by the change of
variables

X 7! �1=2 0
0 1

� �
Xð��Þ

brings the family to the form

ðt2 � 1Þ dX

dt
¼ d 0

0 d

� �
t þ 0 1

0 0

� �� �
X

which is independent of �, hence, isomonodromic.
However, the change of variables (��) is not defined
for �= 0. The monodromy operator M0 (defined as
above) is scalar for �= 0 and conjugate to a Jordan
block of size 2 for � 6¼ 0. Hence, the family is not
strongly isomonodromic.

The following example is closely connected
to singularity theory. It has been suggested by
F Pham.

Example 9 Consider the Abelian integrals

I1 ¼
Z

dx=ðx3 þ sxþ tÞ and

I2 ¼
Z

x dx=ðx3 þ sxþ tÞ

taken over a closed contour � belonging to a
nonsingular fiber of the function f (x) = x3 þ sxþ t.
Suppose that x3 þ sxþ t 6¼ 0 on �. Obviously, I1

and I2 depend only on [�], the class of homotopy
equivalence of �. Set

x3 þ sxþ t ¼ ðx� x1Þðx� x2Þðx� x3Þ;
xj ¼ xjðs; tÞ

Then one has

Ik ¼ 2�i
X3

j¼1

�k;jx
k�1
j = 3x2

j þ s
� �

; k ¼ 1; 2

where the integers �k, j depend only on [�] (the
contour � is homotopy equivalent to a linear
combination with integer coefficients of small
loops around the roots of f; the integral along such
a loop is computed using residua). Note that

_xj :¼ dxj=dt ¼ �1= 3x2
j þ s

� �

An easy computation shows that the integrals I1, I2

satisfy the following Picard–Fuchs system of differ-
ential equations:

�t _I1 � 2s_I2=3 ¼ 2I1=3

2s2 _I1=9� t _I2 ¼ I2=3

The system admits also a presentation of the form

t2 þ 4s3

27

� �
_I1
_I2

� �
¼ �2t=3 2s=9
�4s2=27 �t=3

� �
I1

I2

� �

Here the unknown variables form a vector column
of length 2; to obtain a 2� 2 matrix, one has to
choose another contour �0 (linearly independent
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with � as a linear combination of the loops around
the roots xi) which gives the second column of the
matrix. The system is strongly isomonodromic – its
matrix-residuum at 1 equals diag(2=3, 1=3); hence,
the monodromy operator M0 up to conjugacy equals
diag(exp(�4�i=3), exp(�2�i=3)).

A A Bolibrukh has considered the possibility of
confluence of poles in Schlesinger’s equation
(i.e., the possibility to have equalities of the form
ai = aj in system [1]). He has considered the so-called
normalized isomonodromic confluences, that
is, isomonodromic confluences defined by Pfaffian
systems with coefficient forms !=!s þ !m alone
(see the previous section). He has shown that
a normalized isomonodromic confluence of singular
points of Fuchsian systems of linear differential
equations on Riemann’s sphere can only lead to
a system with regular singular points. This is a
partial answer to a problem stated by V I Arnol’d:
how to express a system with regular singular
points as a limit of Fuchsian systems?

Other Results

In the case of a linear system with irregular singular
point, isomonodromy means that the formal mono-
dromy and the Stokes multipliers do not change
throughout the deformation. The formal mono-
dromy can be computed from the formal normal
form (the latter can be found algorithmically; this is
due to H Turrittin). Consider, for simplicity, the
nonresonant case, that is, the case when the leading
matrix in the Laurent series of the system at the
singular point has distinct eigenvalues (this defini-
tion differs from the one in the case of a Fuchsian
singular point). The Stokes multipliers are linear
operators acting on the solution space. They are
defined as follows: there exist sectors of maximal
opening centered at the singular point on each of
which the solution is uniquely defined by its
asymptotic development. Two solutions X1, X2

having one and the same asymptotic development
in two overlapping sectors are related by X1 = X2C,
where C is a Stokes multiplier. The monodromy
operator is expressed as a product of the operator
of formal monodromy and the Stokes multipliers.
Isomonodromic deformations of systems with irregu-
lar singular points have been constructed by B
Malgrange. Isomonodromic deformations have been
used by Y Sibuya and C H Lin and by Y Sibuya and
T J Tabara to investigate Stokes multipliers.

At the beginning of the twentieth century,
P Painlevé and B Gambier have classified the
differential equations of second order,

uxx ¼ Rðx; u; uxÞ ½6�

(where R is analytic in x and rational in u and ux)
whose solutions do not have branch-type movable
singularities. From the 50 equations (up to local
transformation) discovered by them only six are not
reduced to linear ones. These are the so-called
Painlevé equations. They appear often as isomo-
nodromy conditions for families of linear differen-
tial equations and this has given the idea to
develop the isomonodromic deformation method. It
consists in associating with eqn [6] a linear system

d�=d� ¼ Að�; x; u; uxÞ� ½7�

with matrix-valued coefficients rational in �.
The deformation of the coefficients in x is described
by eqn [6] in such a way that the monodromy data of
system [7] remain the same. Thus, the monodromy
data of system [7] are first integrals of eqn [6].

Example 10 The Painlevé II equation

uxx � xu� 2u3 ¼ �

is associated with the system

d�

d�
¼

�4i�2 � ix� 2iu2 4i�u� 2ux �
i�

�

�4i�u� 2ux þ
i�

�
4i�2 þ ixþ 2iu2

0
B@

1
CA�

The idea to present the Painlevé equations as
isomonodromy conditions originate from the works
of Fuchs (1907) and Garnier (1912). It has been
used, for example, in the papers of Flaschka and
Newell (1980), Jimbo and Miwa (1981), and Its and
Novokshenov (1986).

See also: Holonomic Quantum Fields; Integrable
Systems: Overview; Painlevé Equations;
Riemann–Hilbert Problem; WDVV Equations and
Frobenius Manifolds.
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Introduction

A ‘‘link’’ is a finite family of disjoint, smooth,
oriented or unoriented, closed curves in R3 or
equivalently S3. A ‘‘knot’’ is a link with one
component. The ‘‘Jones polynomial’’ VL(t) is a
Laurent polynomial in the variable

ffiffi
t
p

which is
defined for every oriented link L but depends on
that link only up to orientation-preserving diffeo-
morphism, or equivalently isotopy, of R3. Links can
be represented by diagrams in the plane and the
Jones polynomials of the simplest links are given
below.

V
= 1

V
= –      +    

1
√t

√t

= t + t 
3

 – t 
4V

V
= –  (1 + t 

2)√t

V
= 1

t 
2

1
t 

 –  + 1– t + t 
2

The Jones polynomial of a knot (and generally a
link with an odd number of components) is a
Laurent polynomial in t.

The most elementary ways to calculate VL(t)
use the ‘‘linear skein theory’’ ideas of Conway
(1970). Indeed, it is not hard to see by induction
that VL(t) is defined by its invariance under
isotopy, the normalization V (t) = 1 and the skein
formula

1

t
VLþ � tVL� ¼

ffiffi
t
p
� 1ffiffi

t
p

� �
VL0

which holds for any three oriented links having
diagrams which are identical except near one crossing
where they differ as below.

L0L+ L–

As such the Jones polynomial resembles the
Alexander (1928) polynomial �L(t) which can be
calculated in exactly the same manner as VL(t)
except that the skein relation becomes

�Lþ��L� ¼
ffiffi
t
p
� 1ffiffi

t
p

� �
�L0

A two-variable generalization PL of both �L and
VL, sometimes called the HOMFLYPT polynomial,
was found in Freyd et al. (1985) and Przytycki and
Traczyk (1988). It satisfies the most general skein
relation

xPLþ þ yPL� þ zPL0
¼ 0

for homogeneous variables x, y, and z.
The other skein-like definition of VL was found in

Kauffman (1987). Begin with unoriented link dia-
grams up to planar istotopy. The Kauffman bracket
hLi of such a diagram is calculated using

〈 〉 〉 = A 〈 〉 + A–1〈

where the h�i notation means that the relation may
be applied to that part of the link diagrams inside
the bracket, the rest of the diagrams being identical.
If hLi were to be an invariant of three-dimensional
isotopy it is easy to see that

〈 〉 = – A2
 – A–2

which further implies

〈 〉 = A–3 〈 〉

Thus, hLi cannot be a three-dimensional isotopy
invariant as such. However, if L is given an



orientation (then called ~L), a simple renormalization
solves the problem and it is true that

ð�Þ VLðA4Þ ¼ A�3 writhe ð~LÞhLi

where writhe (~L) is the sum over the crossings of L
of þ1 for a positive crossing and �1 for a
negative crossing .

The formula (�) is readily proved by induction but
a more structural proof will be discussed later on,
connected with physics. If the crossings in a link
alternate between over and under as one follows the
string around, the highest and lowest degree terms in
the Kauffman bracket can readily be located. This
led to the proof of some old conjectures about
alternating knots in Murasugi (1987), Kauffman
(1987), and Thistlethwaite (1987).

The Kauffman two-variable polynomial FL(a, x) is
defined in Kauffman (1990) by considering the
linear skein relation involving all four possibilities
at a crossing:

L+ L– L0 L∞

This polynomial contains VL(T) as a specializa-
tion but not the Alexander polynomial.

The above polynomials are quite powerful at
distinguishing links one from another, including
links from their mirror images, which corresponds
for the Jones polynomial to replacing t by t�1. More
power can be added to the polynomials if simple
geometric operations are allowed. ‘‘Cabling’’ entails
replacing a single strand with several parallel copies
and the polynomials of cables of a link are also
isotopy invariants if attention is paid to the writhe
of a diagram.

The following problem, however, is open at the
time of writing this article: ‘‘Does there exist a knot
in R3, different from the unknot , whose Jones
polynomial is equal to 1?’’

For links with more than one component, it is
known (Thistlethwaite 2001, Eliahou et al. 2003)
that the answer to the corresponding question is yes,
the simplest example being:

One of the reasons that the question above has
not been answered is presumably that, unlike with
the Alexander polynomial, we have little intuitive
understanding of the meaning of the ‘‘t’’ in VL(t).
Perhaps, the most promising theory in this context is
in Khovanov (2000) where a complex is constructed
whose Euler characteristic, in an appropriately
graded sense, is the Jones polynomial. The homol-
ogy of the complex is a finer invariant of links
known as ‘‘Khovanov homology.’’

Braids

A braid (see Birman (1974)) on n strings is a
collection of curves in R3 joining n points in a
horizontal plane to the n points directly below
them on another horizontal plane. If the end-
points of the braid are on a straight line, the
braid can be drawn as in the example below
(where n = 4).

The crucial property of a braid is that the tangent
vector to the curves can never be horizontal. Braids
are considered up to isotopies which are supported
between the top and bottom planes.

Braids on n strings form a group, called Bn, under
concatenation (plus some isotopy) as below:

α =

β =

αβ =

Let �1, �2, . . . ,�n�1 be the braids below:

σ1 = σ2 =, ,

σn–1 =,

. . . . . .

. . .. . .
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Artin’s presentation (Birman 1974) of the braid
group is on the generators �1,�2, . . . ,�n�1 with the
relations

�i�iþ1�i ¼ �iþ1�i�iþ1 for 1 � i � n� 2

�i�j ¼ �j�i if ji� jj � 2

Thus, to find linear representations of Bn, it suffices
to find matrices �1, �2, . . . , �n�1 satisfying the above
relations (with � replaced by �). One such representa-
tion (of dimension n) called the (nonreduced) Burau
representation is given by the row-stochastic matrices

�1 ¼

1� t t 0 0 . . .

1 0 0 0 . . .

0 0 1 0 . . .

..

. ..
. ..

. ..
. . .

.

0 0 0 . . . 1

0
BBBBBB@

1
CCCCCCA

�2 ¼

1 0 0 0 . . .

0 1� t t 0 . . .

0 1 0 0 . . .

0 0 0 1 . . .

..

. ..
. ..

. ..
. . .

.

0 0 0 . . . 1

0
BBBBBBBBB@

1
CCCCCCCCCA
; . . .

. . . ; �n�1 ¼

1 0 . . . 0

0 1 . . . 0

..

. ..
. . .

. ..
.

0 . . . 1� t t

0 . . . 1 0

0
BBBBBB@

1
CCCCCCA

This representation is known not to be faithful for
n � 5 but faithful for n � 3. The case n = 4 remains
open. (See Moody (1991), Long and Paton (1993),
and Bigelow (1999)).

Braids can be viewed in several ways, which lead to
several generalizations. For instance, identifying the
vertical axis for a braid with time and taking the
intersection of horizontal planes with the braids shows
that elements of Bn can be thought of as motions of n
distinct points in the plane. Thus, it is natural that

Bn ffi �1ðfCnn�g=SnÞ

when � is the set {(z1, . . . , zn)jzi = zj for some i 6¼ j}
and the symmetric group Sn acts freely on Cnn� by
permuting coordinates. But � is the zero-set of the
frequently encountered functionY

i<j

ðzi � zjÞ

so the braid group may naturally be generalized as
the fundamental group of Cn minus the singular

set of some algebraic function (Birman 1974). Or,
motions of points can be extended to motions of the
whole plane and a braid defines a diffeomorphism of
the plane minus n points. Thus, the braid group may
be generalized as the ‘‘mapping class group’’ of a
surface with marked points (Birman 1974).

The Temperley–Lieb Algebra

If � 2 C one may define the algebra TL(n, �) with
identity 1 and generators e1, e2, . . . , en�1 subject to
the following relations:

e2
i ¼ ei

eiei�1ei ¼ �ei

eiej ¼ ejei if ji� jj � 2

Counting reduced words on the ei’s shows that

dimfTLðn; �Þg � 1

nþ 1

2n
n

� �

and in Jones (1983) it is shown that these numbers,
the Catalan numbers, are indeed the dimensions of
the Temperley–Lieb algebras. In the obvious way,
TL(n, �) 	 TL(nþ 1, �). If ��1 is not in the set
{4 cos2 q�; q 2 Q}, TL(n, �) is semisimple and its
structure is given by the following Bratteli diagram:

3

2

5

1

1

1

1

95 1

1

1

1

2

5 4

where the integers on each row are the dimensions
of the irreducible representations of TL(n, �) and the
diagonal lines give the restriction of representations
of TL(n, �) to TL(n� 1, �). These representations
are naturally indexed by Young diagrams with n
boxes and at most two rows: with the
diagonal lines in the Bratteli diagram corresponding
to removal/addition of a box. The dimension of the
representation corresponding to the diagram whose
second row has r boxes (r � n) is

n
r

� �
� n

r� 1

� �
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One may attempt to make TL(n, �) into a
C�-algebra and look for Hilbert space represen-
tations (with ei 6¼ 0), by imposing e�i = ei. From
(Wenzl 1987), this is only possible (for all n) when

1. � 2 R, 0 < � � 1=4, or
2. ��1 2 {4 cos2 �=m, m = 3, 4, 5, . . . }.

The proof uses the fact that fn, inductively defined by

fnþ1 ¼ fn �
½2
q½nþ 1
q
½nþ 2
q

fnenþ1fn

must be an orthogonal projection with eifn = fnei = 0
for i � n. These fn are sometimes called Jones–Wenzl
idempotents. (Here ��1 = 2þ q2 þ q�2 and for this
and later formulas we define the quantum integer
[n]q = (qn � q�n)=(q� q�1)).

When ��1 = 4 cos2 (�=m), the Hilbert space repre-
sentations decompose according to Bratteli diagrams
obtained by truncating – eliminating the 1 on the
mth row, and all representations below and to the
right of it, so that for m = 7 we would obtain

4

1

5

1

1

1

1

1

1

95

51414

2

2 3

5

In terms of Young diagrams, this corresponds to
only taking those diagrams whose row lengths differ
by at most m� 2. The existence of these Hilbert
space representations is from Jones (1983).

The Temperley–Lieb algebras arose in Jones (1983)
as orthogonal projections onto subfactors of II1 factors.
As such the Hilbert space structure was manifest. The
trace on a II1 factor also yielded a trace on the TL(n, �).

To be precise, there is for each m a unique linear
map tr : TL(n, �)!C with:

1. tr(1) = 1
2. tr(ab) = tr(ba)
3. tr(xenþ1) = �tr(x) for x 2 TL(nþ 1, �).

This trace may be calculated either from (1), (2),
and (3), or using the representations, as a weighted
sum of ordinary matrix traces. The weight for the

representation of TL(n, �), the second row of whose
Young diagram has r boxes, is

½n� rþ 1
q
ð½2
qÞ

n

Thus, if x 2 TL(n, �) and �r is the n
r

� �
� n

r�1

� �
dimensional irreducible representation, then

trðxÞ ¼ 1

ðqþ q�1Þn
X½n=2

r¼0

½n� rþ 1
q trace ð�rðxÞÞ

One also has

trðfnÞ ¼
½nþ 2
q
ð½2
qÞ

nþ1

so that the disappearance of the ‘‘1’’ from the
Bratteli diagram is mirrored by the vanishing of the
trace of the corresponding projection.

Positivity of tr, tr(a�a) � 0, is responsible for all the
Hilbert space structures. To explicitly construct the
Hilbert space representations, one may use the GNS
construction: take the quotient of the �-algebra by the
kernel of the form ha, bi= tr(b�a) which makes this
quotient a Hilbert space on which TL(n, �) will act
with the ei’s as orthogonal projections. Explicit bases
can be obtained easily if desired, using paths on the
Bratteli diagram, or Young tableaux.

A useful diagrammatic presentation of TL(n, �)
was discovered in Kauffman (1987). A (Kauffman)
TL diagram (for non-negative integers m and n) is a
rectangle with n marked points on the top and m on
the bottom with nonintersecting smooth curves
inside the rectangle connecting the boundary points
as illustrated below.

A (5, 7)-diagram

Two Kauffman TL diagrams are considered the same
if they connect the same pairs of boundary points.

The vector space TL(m, n, �) with basis the set of
(m, n) diagrams, and � 2 C, becomes a category with
this concatenation together with the rule that closed
curves may be removed, each one counting a
(multiplicative) factor of �. We illustrate their
product in TL(m, n, �) below:

× = δ 
2=
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Of special interest is the algebra TL(n, n, �). If we
define Ei to be the diagram below:

1 2 i i + 1

1 2 i i + 1

then E2
i = �Ei, EiEi�1Ei = Ei, and EiEj = EjEi for

ji� jj � 2. Thus, provided � 6¼ 0, we have an
isomorphism between TL(n, ��2) and TL(n, n, �) by
mapping ei to (1=�)Ei.

One of the nicest features of the Kauffman
diagrams is that they yield simple explicit bases for
the irreducible representations. To see this, call a
curve in a diagram a ‘‘through-string’’ if it connects
the top of the rectangle to the bottom. Then all
(m, n) diagrams are filtered by the number of
through-strings and if we let TL(m, n, k, �) be
the span of (m, n) diagrams with at most k
through-strings, we have TL(k, n, �)TL(n, m, k, �) 	
TL(k, m, k, �). Thus, Vn, m = TL(n, m, m, �)=TL(n, m,
m� 1, �) is a TL(n, ��2)-module, a basis of which is
given by (m, n)-diagrams with m through-strings
(m � n). The number of such diagrams is n

m

� �
�

n
m�1

� �
and it follows from Jones (1983) that all these

representations are irreducible for ‘‘generic’’ � (i.e.,
� 62 {2 cos Q�}) and that they may be identified with
those indexed by Young diagrams as below:

Vn, m

m

n – m

The invariant inner product on Vn, m is defined by
hv, wi= w�v for the natural identification of Vm, m

with C (� is the obvious involution from (m, n)
diagrams to (n, m) diagrams.).

The Original Definition of VL(t)

Given a braid � 2 Bn one may form an oriented link
�̂ called the closure of � by tying the top of the braid
to the bottom as illustrated below:

β = β =ˆ

All oriented links occur in this way (Birman 1974)
but if � 2 Bn, ����1 and ���1

n (in Bnþ1) have the
same closure.

Theorem 1 (Markov) (Birman 1974). Let � be the
equivalence relation on

‘1
n = 1 Bn (all braids on any

number of strings) generated by the two ‘‘moves’’
� � ���1

n and � � ����1. Then �1 � �2 if and only
if the links �̂1 and �̂2 are the same.

It is easily checked that, if 1, e1, e2, e3, . . . satisfy
the TL rel ations of the sect ion ‘‘The Temper ley–Lieb
algeb ra,’’ then send ing �i to (t þ 1)ei�1 (with ��1 =
2þ t þ t�1) defines a representation �n of Bn inside
TL(n, �) for each n. The representation is unitary for
the C�-algebra structure when ��1 = 4 cos2 �=n,
n = 3, 4, 5, . . . (and t = e�2�i=n). It is an open question
whether �n is faithful for all n. It contains the Burau
representation as a direct summand.

Combining the properties of the trace tr defined
on TL with Markov’s theorem, one obtains imme-
diately that, for � 2 Bn, the following function of t
depends only on �̂:

�
ffiffi
t
p
� 1ffiffi

t
p

� �n�1 ffiffi
t
p �e

trð�nð�ÞÞ

(here e 2 Z is the ‘‘exponent sum’’ of � as a word on
�1, �2, . . . ,�n�1).

A simple check using the (oriented) skein-theoretic
definition of the Jones polynomial shows that this
function of t is precisely V�̂(t). This is how VL(t)
was first discovered in Jones (1985).

Although less elementary, this approach to VL(t)
does have some advantages. Let us mention a few.

1. One may use representation theory to do calcula-
tions. For instance, using the weighted sum of
ordinary traces to calculate tr as in the section
‘‘The Temperley–Lieb algebra,’’ one obtains read-
ily the Jones polynomial of a torus knot (i.e., �̂
where �= (�1�2 � � ��p�1)q 2 Bp if p and q are
relatively prime). It is

tðp�1Þðq�1Þ=2

1� t2
ð1� tpþ1 � tqþ1 � tpþqÞ

2. If one restricts attention to links realizable as �̂ for
� 2 Bn for fixed n, the computation of V�̂(t) can be
performed in polynomial time as a function of the
number of crossings in �̂. Thus, one has computa-
tional access to rather complicated families of links.

3. Unitarity of the representation when t = e�
2�i
n can

be used to bound the size of jVL(t)j. For instance,
if � 2 Bk and V�̂(t) = (�

ffiffi
t
p
� (1=

ffiffi
t
p

))k�1, then �
is in the kernel of �n, and jV

�̂
(e�2�i=n)j �

(2 cos �=n)k�1 for any other � 2 Bk.
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The representation of the braid group inside the TL
algebra should be thought of as an extension of the
Jones polynomial to ‘‘special knots with boundary.’’
The coefficients of the words in the ei’s (or equivalently
the Kauffman TL diagrams) are all invariants of the
braid. We can further remove the braid restriction and
consider arbitrary knots and links with boundary,
known as ‘‘tangles’’ (Conway 1970).

A 3-tangle

Tangles may be oriented or not and their
invariants may be evaluated either by reduction to
a system of elementary tangles using skein relations
or by organizing the tangle and representing it in an
algebra. See Turaev (1994).

A similar algebraic approach is available for the
HOMFLYPT and Kauffman two-variable polyno-
mials. The algebra playing the role of the TL algebra
is the Hecke algebra for HOMFLYPT (Freyd et al.
1985, Jones 1987) and the BMW algebra (Birman and
Wenzl 1989, Murakami 1990) for the Kauffman
polynomial. The BMW algebra was discovered after
the Kauffman polynomial in order to provide an
analog of the TL and Hecke algebras. For detailed
analysis of the Hilbert space and other structures for
both Hecke and BMW algebras, see Wenzl (1988) and
Wenzl (1990).

Connections with Statistical Mechanics

One might say that turning a knot into a braid
organizes the knot by ‘‘putting it on a lattice,’’
thereby creating a physical model with the crossings
of the knot as interactions. Taking the trace of the
braid is evaluating the partition function with
periodic (vertical) boundary conditions.

This is more than wishful thinking. The Temperley–
Lieb algebra arose from transfer matrices in both
the Potts and ice-type models in two dimensions
(Temperley and Lieb 1971) and each ‘‘ei’’ implements
the addition of one more interaction to the system.
(The same ei’s as in the ice-type models were
rediscovered in the subfactor context in Pimsner and
Popa (1986)). Thus, the Jones polynomial of a closed
braid is the partition function for a statistical mecha-
nical model on the braid. In Jones (1983), it is observed

that knowledge of the Jones polynomial for a family of
links called French sinnets would constitute a solution
of the Potts model in two dimensions.

In Temperley and Lieb (1971), the TL relations
are used to establish the mathematical equivalence
of the Potts and ice-type (six-vertex) models. In
Baxter (1982, chapter 12), this equivalence is shown
for Potts models on an arbitrary planar graph. In
view of this, it is not surprising that statistical
mechanical models can be defined directly on link
diagrams to give explicit formulas for VL(t) (and
other invariants) as partition functions. This works
most easily for the Q-state Potts model.

Given an unoriented link diagram D, shade the
regions of the plane black and white and form the
planar graph � whose vertices are the black regions
and whose edges are the crossings as below:

D
Γ

Assign þ and � to each edge according to the
following scheme:

+

–

Fix Q 2 N and two symmetric matrices w�(a, b)
for 1 � a, b � Q. The partition function of the
diagram is then

ZD ¼
X
states

Y
edges of �

w�ð�; �0Þ

where a ‘‘state’’ is a function from the vertices of �
to {1, 2, . . . , Q} and, given an edge of � and a state,
� and �0 denote the values of the state at the ends of
that edge (wþ and w� are used according to the sign
of the edge).

The ‘‘Potts model’’ is defined by the property that
the ‘‘Boltzmann weights’’ w�(�, �0) depend only on
whether �= �0 or not. It is a miracle that the choice
(with Q = 2þ t þ t�1)

w�ð�; �0Þ ¼ t�1 if � ¼ �0
�1 otherwise

�
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gives the Jones polynomial of the link defined by D
as its partition function (up to a simple normal-
ization). See Jones (1989) for details.

It is natural to look for other choices of w� which
give knot invariants. The Fateev–Zamolodchikov
(1982) model gives a classical knot invariant but
besides that (and some variants on the Jones
polynomial) there is only one other known choice of
any interest, discovered in Jaeger (1992). In this case,
Q = 100 and the Boltzmann weights are symmetric
under the action of the Higman–Sims group on the
Higman–Sims graph with 100 vertices. The knot
invariant is a special value of the Kauffman two-
variable polynomial.

The other side of Temperley–Lieb equivalence is
the ‘‘ice-type’’ model which is a ‘‘vertex model.’’
That is to say the ‘‘spins’’ reside on the edges of a
graph and the interactions occur at the vertices. To
use vertex models in knot theory, the knot projec-
tion D itself is the (4-valent) graph. The ice-type
model has two spin states per edge so that a state of
the system is a function from the edges of the graph
to the set {�}; the Boltzmann weights are given by
two 4� 4 matrices w�(�1, �2, �3, �4) where the �’s
are �1 and wþ and w� are the contributions of

σ2

σ1

σ4

σ3

σ2

σ1

σ4

σ3

and

to the partition function, respectively. Furthermore,
we may think of a state as a locally constant
function � on D so for any f : {�1}!R we may
form the term

R
D f (�)d	 corresponding to interac-

tion with an external field (d	 is the curvature or
change of angle form on D). Then the partition
function is

ZD ¼
X
states

Y
crossings of D

w�ð�1; �2; �3; �4Þ

0
@

1
Ae
R

D
f ð�Þd	

A (nonphysical) specialization of the six-vertex
model yields values of f and w� for which ZD is a
link invariant equal to VL(t). See Jones (1989).

As with the Potts model, one may try to generalize
to more general w� and f. This is much more
successful for these ‘‘vertex’’ models than it was for
models like the Potts model. The theory of quantum
groups (Jimbo 1986, Drinfeld 1987, Rosso 1988)
allows one to obtain link invariants (as partition
functions for vertex models) for each simple finite-
dimensional Lie algebra A and each assignment of an
irreducible representation of A to the components of
the link. The images of the braid generators �i in the

corresponding braid group representations are called
‘‘R-matrices.’’ It is the Yang–Baxter equation that
gives isotopy invariance of the partition function. In
this way, one obtains (by an infinite family of one-
variable specializations) the HOMFLYPT polynomial
(sln) and the Kauffman polynomial (orthogonal and
symplectic algebras) and more polynomials. The
geometric operation of cabling corresponds to the
tensor product of representations.

Connections with Quantum Field Theory

Conformal Field Theory

If ’ is a (multicomponent) field in one chiral half of
a two-dimensional conformal field theory (CFT), the
correlation functions

h’ðz1Þ’ðz2Þ � � �’ðznÞi

(where zi 2 C) are expected to be singular if zi = zj

for some i 6¼ j, holomorphic otherwise and satisfy a
linear differential equation. Thus, analytic continua-
tion should determine a unitary monodromy repre-
sentation of �1(Cnn{(z1, z2, . . . , zn)jzi = zj for some
i 6¼ j}) on the vector space of solutions to the
differential equation near a point. In Tsuchiya and
Kanie (1988), these representations were calculated
for the SU(2) WZW (Wess–Zumino–Witten) model,
where the differential equation is known as the
Khniznik–Zamolodchikov equation. The corre-
sponding braid group representations were shown
to be those obtained in the section ‘‘The original
definition of VL(t)’’ and cablings thereof.

Topological Quantum Field Theory

In Witten (1989), the following formula appears:

VLðe2�i=ðkþ2ÞÞ

¼
Z

A

exp
i

�h

Z
S3

trðA ^ dAþ 2=3 A ^ A ^ AÞ
� �

�
Y

j

tr Pexp

I
j

A

 !
½DA


where A ranges over all functions from S3 to the Lie
algebra su(2), modulo the action of the gauge group
SU(2). Also �h = �=k and j runs over the components
of the link L, to each of which is assigned an
irreducible representation of SU(2). Parallel trans-
port around a component j using A yields the linear
map Pexp

H
i A whose trace is constant modulo gauge

transformations. And [DA] is a fictitious diffeo-
morphism invariant measure on all A’s modulo
gauge transformation.
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There are at least two ways to interpret this
formula.

1. As a solvable topological quantum field theory
(TQFT) in 2þ 1 dimensions, according to Witten
(1988) and Atiyah (1988, 1989). One is then
obliged to expand the context and conclude that
VL(e2�i=n) is defined for (possibly empty) links in
an arbitrary 3-manifold. The TQFT axioms then
provide an explicit formula for the invariant if the
3-manifold is obtained from surgery on a link. In
particular, the invariant of a 3-manifold without a
link is a statistical mechanics type sum over
assignments of irreducible representations of
SU(2) to the components of the surgery link. The
key condition making this sum finite is that only
representations up to a certain dimension (deter-
mined by n) are allowed. This is the vanishing of
the Jones–Wenzl idempotent of the section ‘‘The
Temperley–Lieb algebra.’’ This explicit formula
was rigourously shown to be a manifold invariant
in Reshetikhin and Turaev (1991). For a more
simple treatment, see Lickorish (1997) and for the
whole TQFT treatment, see Blanchet et al. (1995).

2. As a perturbative QFT. The stationary-phase
Feynman diagram technique may be applied to
obtain the coefficients of the expansion of Witten’s
formula in powers of �h or equivalently 1=n. These
coefficients are known to be ‘‘finite type’’ or
Vassiliev invariants and have expressions as
integrals over configurations of points on the link,
see Vassiliev (1990) and Bar-Natan (1995).

Algebraic Quantum Field Theory

In the Haag–Kastler operator algebraic framework
of quantum field theory (Haag 1996), statistics of
quantum systems were interpreted in Doplicher
et al. (1971, 1974) (DHR) in terms of certain
representations of the symmetric group correspond-
ing to permuting regions of spacetime. To obtain the
symmetric group, the dimension of spacetime needs
to be sufficiently large. It was proposed in
Fredenhagen et al. (1989) that the DHR theory
should also work in low dimensions with the braid
group replacing the symmetric group, and that
unitary braid group representations defined above
should be the ones occurring in quantum field
theory. The ‘‘statistical dimension’’ of the DHR
theory turns up as the square root of the index of a
subfactor (this connection was clearly established in
Longo (1989, 1980)). The mathematical issue of the
existence of quantum fields with braid statistics was
established in Wassermann (1998) using the language
of loop group representations. Actual physical systems
with nonabelian braid statistics have not yet been

found but have been proposed in Freedman (2003)
as a mechanism for quantum computing.
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Introduction

Kolmogorov–Arnol’d–Moser (KAM) theory deals
with the construction of quasiperiodic trajectories
in nearly integrable Hamiltonian systems and it was
motivated by classical problems in celestial
mechanics such as the n-body problem. Notwith-
standing the formidable bulk of results, ideas and
techniques produced by the founders of the modern
theory of dynamical systems, most notably by
H Poincaré and G D Birkhoff, the fundamental
question about the persistence under small perturba-
tions of invariant tori of an integrable Hamiltonian
system remained completely open until 1954. In that
year, A N Kolmogorov stated what is now usually
referred to as the KAM theorem (in the real-analytic
setting) and gave a precise outline of its proof,
presenting a strikingly new and powerful method to
overcome the so-called small-divisor problem (reso-
nances in Hamiltonian dynamics produce, in the
perturbation series, divisors which may become
arbitrarily small, making convergence argument
extremely delicate). Subsequently, KAM theory has
been extended and applied to a large variety of
different problems, including infinite-dimensional
dynamical systems and partial differential equations
with Hamiltonian structure. However, establishing
the existence of quasiperiodic motions in the n-body
problem turned out to be a longer story, which only
very recently has reached a satisfactory level; the
point being that the n-body problems present strong
degeneracies, which violate the main hypotheses of
the KAM theorem.

This article gives an account of the ideas and
results concerning the construction of quasiperiodic

solutions in the planetary n-body problem. The
synopsis of the article is the following.

The next section gives the analytical description of
the planet ary (1 þ n)-body proble m.

In the sub section ‘‘Kolmogo rov’s theore m and the
RPC3 BP (1954 ),’’ original version of the KAM
theorem is recalled, giving an outline of its proof
and showing its implications for the simplest many-
body case, namely, the restricted, planar, and
circular three-body problem.

In the section ‘‘Arn ol’d’s theorem, ’’ the existenc e
of a positive measure set of initial data in phase
space giving rise to quasiperiodic motions near
coplanar and nearly circular unperturbed Keplerian
trajectories is presented. The rest of the section is
devoted to the proof of Arnol’d’s theorem following
the historical developments: Arnol’d’s proof (1963a)
for the planar three-body case is presented, the
extension to the spatial three-body case due to
Laskar and Robutel (1995) is discussed, and Her-
man’s proof – in the form given by Féjoz in 2004 –
of the genera l spatial (1 þ n)-case is prese nted.

In the sect ion ‘‘Low er dimensio nal tori,’’ a brief
discussion of the construction of lower-dimensional
elliptic tori bifurcating from the Keplerian unper-
turbed motions is given (these results have been
e
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stablished in the early 2000s).
Finally, the problem of taking into account real

stronomical parameter values is considered and a
ecent result on an application of (computer-
ssisted) KAM techniques to the solar subsystem
ormed by Sun, Jupiter, and the asteroid Victoria is
riefly mentioned.

he Planetary (1þ n)-Body Problem

he evolution of (1þ n)-body systems (assimilated
o point masses) interacting only through gravita-
ional attraction is governed by Newton’s equations.



If u(i) 2 R3 denotes the position of the ith body in a
given reference frame and if mi denotes its mass,
then Newton’s equations read

d2uðiÞ

dt2
¼ �

X
0�j�n

j 6¼i

mj
uðiÞ � uðjÞ

juðiÞ � uðjÞj3
; i ¼ 0; 1; . . . ; n ½1�

Here the gravitational constant is taken to be equal
to 1 (which amounts to rescale the time t).
Equations [1] are equivalent to the standard
Hamilton’s equations corresponding to the Hamil-
tonian function

HNew :¼
Xn

i¼0

jUðiÞj2

2mi
�

X
0�i<j�n

mimj

juðiÞ � uðjÞj ½2�

where (U(i), u(i)) are standard symplectic variables
and the phase space is the ‘‘collisionless domain’’cM := {U(i), u(i) 2 R3: u(i) 6¼ u(j), 0 � i 6¼ j � n}; the
symplectic form is the standard one:

P
i dU(i) ^

du(i) :=
P

i, k dU(i)
k ^ du(i)

k ; j�j denotes the standard
Euclidean norm. Introducing the symplectic coordi-
nate change (U, u) =�hel(R, r),

�hel :

uð0Þ ¼ rð0Þ; uðiÞ ¼ rð0Þ þ rðiÞ ði¼ 1; . . . ;nÞ
Uð0Þ ¼Rð0Þ �

Xn

i¼1
RðiÞ; UðiÞ ¼RðiÞ

ði¼ 1; . . . ;nÞ

8>><
>>:

½3�

one sees that the Hamiltonian Hhel :=HNew ��hel

does not depend upon r(0) (recall that a local
diffeomorphism is called symplectic if it preserves
the symplectic form). This means that R(0) (� total
linear momentum) is a global integral of motion.
Without loss of generality, one can restrict attention
to the invariant manifold M0 := {R(0) =0} (invar-
iance of eqn [1] by changes of inertial reference
frames).

In the ‘‘planetary’’ case, one assumes that one of
the bodies, say i = 0 (the Sun), has mass much larger
than that of the other bodies (this accounts for the
index ‘‘hel,’’ which stands for ‘‘heliocentric’’). To
make the perturbative character of the problem
transparent, one may introduce the following rescal-
ings. Let

mi ¼ " �mi; XðiÞ ¼ RðiÞ

"m
5=3
0

; xðiÞ ¼ rðiÞ

m
2=3
0

ði ¼1; . . . ; nÞ ½4�

and rescale time by a factor "m
7=3
0 (which amounts

to dividing the new Hamiltonian by such a
factor); then, the flow of the Hamiltonian Hhel on
M0 is equivalent to the flow of the Hamiltonian

Hplt :¼
Xn

i¼1

jXðiÞj2

2�i
� �iMi

jxðiÞj

 !

þ "
X

1�i<j�n

XðiÞ �XðjÞ � �mi �mj=m
2
0

jxðiÞ � xðjÞj

� �
½5�

on the phase space M := {X(i), x(i) 2 R3: 1 � i � n
and 0 6¼ x(i) 6¼ x(j)} with respect to the standard
symplectic form

Pn
i = 1 dX(i) ^ dx(i); the mass para-

meters are defined as

Mi :¼ 1þ " �mi

m0
; �i :¼ �mi

m0 þ " �mi
¼ �mi

m0

1

Mi
½6�

The following observations can be made:

1. The Hamiltonian

Hð0Þplt :¼
Xn

i¼1

jXðiÞj2

2�i
� �iMi

jxðiÞj

 !

is integrable and represents the sum of n two-
body systems formed by the Sun and the ith
planet (disregarding the interaction with the
other planets).

2. The transformation �hel in eqn [3] preserves
the total angular momentum bC :=

Pn
i = 0 U(i)�

u(i), which is a vector-valued integral for
HNew. Thus, the three components, Ck, of
C :=

Pn
i = 1 X(i) � x(i) (which is proportional tobC and is termed the ‘‘total angular momen-

tum’’), are integrals for Hplt. The integrals Ck

do not commute: if {�,�} denotes the standard
Poisson bracket, then {C1, C2} = C3 (and, cycli-
cally, {C2, C3} = C1, {C3,C1} = C2). Nevertheless,
one can form two (independent) commuting
integrals, for example, jCj2 and C3. This shows
that the (spatial) (1þ n)-body problem has
(3n� 2) degrees of freedom.

3. An important special case is the planar (1þ n)-
body problem. In such a case, one assumes that
all the ‘‘single’’ angular momenta C(i) := X(i) � x(i)

are parallel. In this case, the motion takes place
on a fixed plane orthogonal to C and (up to a
rotation of the reference frame) one can take, as
symplectic variables, X(i), x(i) 2 R2. The Hamilto-
nian Hpln governing the dynamics of the planar
(1þ n)-body problem is, then, given on the right-
hand side of eqn [5] with X(i), x(i) 2 R2. Notice
that the planar (1þ n)-body problem has 2n
degrees of freedom.

4. For a deeper understanding of the perturbation
theory of the planetary many-body problem, it is
necessary to find ‘‘good’’ sets of symplectic
coordinates, which the founders of celestial
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mechanics (most notably, Jacobi, Delaunay, and
Poincaré) have done. In particular, Delaunay
introduced an analytic set of symplectic ‘‘action-
angle’’ variables. Recall the Delaunay variables
for the two-body ‘‘reduced Hamiltonian’’

HKep ¼
jXj2

2�
� �M

jxj

Let {k1, k2, k3} be a standard orthonormal basis
in the x-configuration space; let the angular
momentum C = X� x be nonparallel to k3 and
let the energy E =HKep < 0. In such a case, x(t)
describes an ellipse lying in the plane orthogonal
to C, with focus in the origin and fixed symmetry
axes. Let a be the semimajor axis of the ellipse
spanned by x; { (the inclination) be the angle
between k3 and C; G = jCj; � = G cos {= C � k3;
L = m

ffiffiffiffiffiffiffi
Ma
p

; ‘ be the mean anomaly of x (:= 2�
times the normalized area spanned by x mea-
sured from the perihelion P, which is the point
of the ellipse closest to the origin); � be the
angle between k1 and N := k3 � C (:= oriented
‘‘node’’); and g be the argument of the perihelion
(:= the angle between N and (O, P)). Then
(letting T := R=(2�Z))

ðL;G;�Þ 2 fL > 0g � fG > � > 0g
ð‘; g; �Þ 2 T3

½7�

are conjugate symplectic coordinates and if �Del

is the corresponding symplectic map, then
HKep � �Del = �(�3M2)=(2L2).

Note that the Delaunay variables become
singular when C is vertical (the node is no more
defined) and in the circular limit (the perihelion
is not unique). In these cases different variables
have to be used.

5. Let (X(i), x(i)) =�Del((Li, Gi, �i), (‘i, gi, �i)). Then
Hplt expressed in the Delaunay variables
{(Li, Gi, �i), (‘i, gi, �i): 1 � i � n} becomes

HDel ¼Hð0ÞDelþ "H
ð1Þ
Del; H

ð0Þ
Del :¼�

Xn

i¼1

�3
i M2

i

2L2
i

½8�

Note that the number of action variables on
which the integrable Hamiltonian H(0)

Del depends
is strictly less than the number of degrees of
freedom. This ‘‘proper degeneracy,’’ as we shall
see in next sections, brings in an essential
difficulty one has to face in the perturbative
approach to the many-body problem. In fact, this
feature of the many-body problem is common to
several other problems of celestial mechanics.

Maximal KAM Tori

Kolmogorov’s Theorem and the RPC3BP (1954)

Kolmogorov’s invariant tori theorem deals with
the persistence, in nearly integrable Hamiltonian
systems, of Lagrangian (maximal) tori, which, in
general, foliate the integrable limit. Kolmogorov
(1954) stated his theorem and gave a precise
outline of the proof. Let us briefly recall this
milestone of the modern theory of dynamical
systems.

Let M := Bd � Td (Bd being a d-dimensional ball
in Rd centered at the origin) be endowed with the
standard symplectic form dy ^ dx :=

P
dyi ^ dxi

(y 2 Bd, x 2 Td). A Hamiltonian function N on M
having a Lagrangian invariant d-torus of energy E
on which the N-flow is conjugated to the linear
dense translation x ! xþ !t, ! 2 RdnQd can be
put in the form

N :¼ Eþ ! � yþQðy; xÞ
@ �

y Qð0; xÞ ¼ 0; 8� 2 Nd; j�j � 1
½9�

(as usual, j�j=�1 þ � � � þ �d, !�y :=
Pd

i = 1 !iyi,
and @�y = @�1

y1
� � � @�d

yd
); in such a case, the Hamiltonian

N is said to be in Kolmogorov normal form. The
vector ! is called the ‘‘frequency vector’’ of the
invariant torus {y = 0}� Td. The Hamiltonian N is
said to be nondegenerate if

deth@2
y Qð0; �Þi 6¼ 0 ½10�

where the brackets denote average over Td and @2
y

the Hessian with respect to the y-variables.
We recall that a vector ! 2 Rd is said to be

‘‘Diophantine’’ if there exist � > 0 and � 	 d � 1
such that

j! � kj 	 �

jkj� ; 8k 2 Zdnf0g ½11�

The set Dd of all Diophantine vectors in Rd is a set of
full Lebesgue measure. We also recall that Hamilto-
nian trajectory is called quasiperiodic with (rationally
independent) frequency ! 2 Rd if it is conjugate to
the linear translation � 2 Td!�þ !t 2 Td.

Theorem (Kolmogorov 1954) Consider a one-
parameter family of real-analytic Hamiltonian func-
tions H" := N þ "P where N is in Kolmogorov normal
form (as in eqn [9]) and " 2 R. Assume that ! is
Diophantine and that N is nondegenerate. Then,
there exists "0 > 0 and for any j"j � "0, a real-analytic
symplectic transformation �" :M!M putting H" in
Kolmogorov normal form, H" � �" = N", with
N" := E" þ ! � y0 þQ"(y

0, x0). Furthermore, jE" � Ej,
k�" � idkC2 , and kQ" �QkC2 are small with ".
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In other words, the Lagrangian unperturbed torus
T 0 := {y = 0}� Td persists under small perturbation
and is smoothly deformed into the H"-invariant
torus T " := �"({y

0= 0}� Td); the dynamics on such
torus, for all j"j � "0, consists of dense quasiperiodic
trajectories. Note that the H"-flow on T "
is analytically conjugated by �" to the translation
x0 ! x0 þ !t with the same frequency vector of N,
while the energy of T ", namely E", is in general
different from the energy E of T 0.

Kolmogorov’s proof is based on an iterative
(Newton) scheme. The map �" is obtained
as limk!1 �

(1) � � � � � �(k), where the �(j)’s are
("-dependent) symplectic transformations of M
successively closer to the identity. It is enough
to describe the construction of �(1); �(2) is
then obtained by replacing H" with H" � �(1),
and so on. The map �(1) is "-close to the identity
and it is generated by g(y0, x) := y0 �xþ
"(b�x þ s(x)þ y0 �a(x)), where s and a are (resp.
scalar- and vector-valued) real-analytic functions
on Td with zero average and b 2 Rd; this means
that the symplectic map �(1) : (y0, x0)! (y, x) is
implicitly given by the relations y = @xg and
x0= @y0g. It is easy to see that there exists a unique
g of the above form such that for a suitable "0 > 0,

H" � �ð1Þ ¼ E1 þ ! � y0 þQ1ðy0; x0Þ þ "2P1

8 j"j � "0 ½12�

with @�y Q1(0, x0) = 0, for any� 2 Nd and j�j � 1; here,
E1, Q1, and P1 depend on " and, for a suitable c1 > 0
and for j"j � "0, jE� E1j � c1j"j, kQ�Q1kC2 � c1j"j,
and kP1kC2 � c1.

Notice that the symplectic transformation �(1) is
actually the composition of two ‘‘elementary’’ transfo-
mations: �(1) =�(1)

1 � �
(1)
2 where �(1)

2 : (y0, x0)! (	, 
)
is the symplectic lift of the Td-diffeomorphism given
by x = 
 þ "a(
) (i.e., �(1)

2 is the symplectic map
generated by y0 � 
 þ "y0 � a(
)), while �(1)

1 : (	, 
)!
(y, x) is the angle-dependent action translation gener-
ated by 	 � xþ "(b � xþ s(x));�(1)

2 acts in the ‘‘angle
direction’’ and straightens out the flow up to order
O("2), while �(1)

1 acts in the ‘‘action direction’’ and is
needed to keep the frequency of the torus fixed.

Since H" � �1 =: N1 þ "2P1 is again a perturbation
of a nondegenerate Kolmogorov normal form (with
same frequency vector !), one can repeat the
construction by obtaining a new Hamiltonian of
the form N2 þ "4P2. Iterating, after k steps, one gets
a Hamiltonian Nk þ "2k

Pk. Carrying out the
(straightforward but lengthy) estimates, one can
check that kPkkC2 � ck � c2k

, for a suitable constant
c > 1 independent of k (the fast growth of the
constant ck is due to the presence of the small

divisors appearing in the explicit construction of the
symplectic transformations �(j)). Thus, it is clear that
taking "0 small enough the iterative procedure
converges (superexponentially fast) yielding the
thesis of the above theorem.

6. While the statement of the invariant tori theorem
and the outline of the proof are very clearly
explained in Kolmogorov (1954), Kolmogorov
did not fill out the details nor gave any estimates.
Some years later, Arnol’d (1963a) published a
detailed proof, which, however, did not follow
Kolmogorov’s idea. In the same year, J K Moser
published his invariant curve theorem (for area-
preserving twist diffeomorphisms of the annulus)
in smooth setting. The bulk of techniques and
theorems stemmed out from these works is
normally referred to as KAM theory; for reviews,
see Arnol’d (1988) or Bost (1984–85). A very
complete version of the ‘‘KAM theorem’’ both in
the real-analytic and in the smooth case (with
optimal smoothness assumptions) is given in
Salamon (2004); the proof of the real-analytic
part is based on Kolmogorov’s scheme. The
KAM theory of M Herman, used in his approach
to the planetary problem, is based on the abstract
functional theoretical approach of R Hamilton
(which, in turn, is a development of Nash–Moser
implicit function theorem; see Bost (1984–85) for
references); it is interesting, however, to note that
the heart of Herman’s KAM method is based on
the above-mentioned Kolmogorov’s transforma-
tion �(1) (compare Féjoz (2002)).

7. In the nearly integrable case, one considers a one-
parameter family of Hamiltonians H0(I)þ "H1(I, x)
with (I, x) 2 M := U � Td standard symplectic
action-angle variables, U being an open subset of
Rd. When "= 0, the phase space M is foliated
by H0-invariant tori {I0}� Td, on which the flow
is given by x ! xþ @yH0(I0)t. If I0 is
such that ! := @yH0(I0) is Diophantine and if
det @2

y H0(I0) 6¼ 0, then from Kolmogorov’s theorem
it follows that the torus {I0}� Td persists under
perturbation. In fact, introduce the symplectic
variables (y, x) with y = I � I0 and let N(y):=
H0(I0 þ y), which by Taylor’s formula can be
written as H0(I0)þ ! � yþQ(y) with Q(y) quad-
ratic in y and @2

y Q(0) = @2
y H0(I0) invertible. One can

then apply Kolmogorov’s theorem with P1(y, x) :=
H1(I0 þ y, x).

Notice that Kolmogorov’s nondegeneracy con-
dition det @2

y H0(I0) 6¼ 0 simply means that the
frequency map

I 2 Bd 
 U! !ðIÞ :¼ @yH0ðIÞ ½13�
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is a local diffeomorphism (Bd being a ball
around I0).

8. The symplectic structure implies that if n denotes
the number of degrees of freedom (i.e., half of the
dimension of the phase space) and d is the
number of independent frequencies of a quasi-
periodic motion, then d � n; if d = n, the quasi-
periodic motion is called maximal. Kolmogorov’s
theorem gives sufficient conditions in order to get
maximal quasiperiodic solutions. In fact, Kolmo-
gorov’s nondegeneracy condition is an open
condition and the set of Diophantine vectors is
a set of full Lebesgue measure. Thus, in general,
Kolmogorov’s theorem yields a positive invariant
measure set spanned by maximal quasiperiodic
trajectories.

As mentioned above, the planetary many-body
models are properly degenerate and violate
Kolmogorov’s nondegeneracy conditions and,
hence, Kolmogorov’s theorem – clearly motivated
by celestial mechanics – cannot be applied.

There is, however, an important case to which a
slight variation of Kolmogorov’s theorem can be
applied (Kolmogorov did not mention this in 1954).
The case referred to here is the simplest nontrivial
three-body problem, namely, the restricted, planar,
and circular three-body problem (RPC3BP for short).
This model, largely investigated by Poincaré, deals
with an asteroid of ‘‘zero mass’’ moving on the plane
containing the trajectory of two unperturbed major
bodies (say, Sun and Jupiter) revolving on a Keplerian
circle. The mathematical model for the restricted
three-body problem is obtained by taking n = 2 and
setting m2 = 0 in eqn [1]: the equations for the two
major bodies (i = 0, 1) decouple from the equation
for the asteroid (i = 2) and form an integrable two-
body system; the problem then consists in studying
the evolution of the asteroid u(2)(t) in the given
gravitational field of the primaries. In the circular
and planar cases, the motion of the two primaries is
assumed to be circular and the motion of the
asteroid is assumed to take place on the plane
containing the motion of the two primaries; in fact
(to avoid collisions), one considers either inner or
outer (with respect to the circle described by the
relative motion of the primaries) asteroid motions.
To describe the Hamiltonian Hrcp governing the
motion of the RCP3BP problem, introduce planar
Delaunay variables ((L, G), (‘, ĝ)) for the asteroid
(better, for the reduced heliocentric Sun–asteroid
system). Such variables, which are closely related to
the above (spatial) Delaunay variables, have the
following physical interpretation: G is proportional
to the absolute value of the angular momentum of

the asteroid, L is proportional to the square root of
the semimajor axis of the instantaneous Sun–
asteroid ellipse, ‘ is the mean anomaly of the
asteroid, while ĝ the argument of the perihelion.
Then, in suitably normalized units, the Hamiltonian
governing the RPC3BP is given by

HrcpðL;G; ‘; g; "Þ :¼� 1

2L2
�G

þ "H1ðL; G; ‘; g; "Þ ½14�

where g := ĝ� � , � 2 T being the longitude of Jupi-
ter; the variables ((L, G), (‘, g)) are symplectic coordi-
nates (with respect to the standard symplectic form);
the normalizations have been chosen so that the
relative motion of the primary bodies is 2� periodic
and their distance is 1; the parameter " is (essentially)
the ratio between the masses of the primaries; the
perturbation H1 is the function x(2)�x(1) � 1=jx(2) �
x(1)j expressed in the above variables, x(2) being the
heliocentric coordinate of the asteroid and x(1) that of
the planet (Jupiter): such a function is real-analytic on
{0 < G < L}� T2 and for small " (for complete
details, see, e.g., Celletti and Chierchia (2003)).

The integrable limit

Hð0Þrcp :=Hrcpj"= 0 =�1=ð2L2Þ �G

has vanishing Hessian and, hence, violates
Kolmogorov’s nondegeneracy condition (as
described in item (7) above). However, there is
another nondegeneracy condition which leads to a
simple variation of Kolmogorov’s theorem, as
explained briefly below.

Kolmogorov’s nondegeneracy condition det2
y H0

(I0) 6¼ 0 allows one to fix d-parameters, namely, the
d-components of the (Diophantine) frequency vector
!= @yH0(I0). Instead of fixing such parameters, one
may fix the energy E = H0(I0) together with the
direction {s! : s 2 R} of the frequency vector: for
example, in a neighborhood where !d 6¼ 0, one can
fix E and !i=!d for 1 � i � d � 1. Notice also that if
! is Diophantine, then so is s! for any s 6¼ 0 (with
same � and rescaled �). Now, it is easy to check that
the map I 2 H�1

0 (E)! (!1=!d, . . . ,!d�1=!d) is (at
fixed energy E) a local diffeomorphism if and only if
the (d þ 1)� (d þ 1) matrix

@2
y H0 @yH0

@yH0 0

 !

evaluated at I0 is invertible (here the vector @yH0 in
the upper right corner has to be interpreted as a
column while the vector @yH0 in the lower left
corner has to be interpreted as a row). Such
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‘‘iso-energetic nondegeneracy’’ condition, rephrased
in terms of Kolmogorov’s normal forms, becomes

det
h@2

y Qð0; �Þi !
! 0

� �
6¼ 0 ½15�

Kolmogorov’s theorem can be easily adapted to the
fixed energy case. Assuming that ! is Diophantine
and that N is isoenergetically nondegenerate, the
same conclusion as in Kolmogorov’s theorem holds
with N" := Eþ !" � y0 þQ"(y

0, x0), where !" =�"!
and j�" � 1j is small with ".

In the RCP3BP case, the isoenergetic nondegene-
racy is met, since

det
@2
ðL;GÞH

ð0Þ
rcp @ðL;GÞHð0Þrcp

@ðL;GÞHð0Þrcp 0

 !
¼ 3

L4

Therefore, one can conclude that on each negative
energy level, the RCP3BP admits a positive measure
set of phase points, whose time evolution lies on two-
dimensional invariant tori (on which the flow is
analytically conjugate to linear translation by a
Diophantine vector), provided the mass ratio of the
primary bodies is small enough; such persistent tori
are a slight deformation of the unperturbed ‘‘Kepler-
ian’’ tori corresponding to the asteroid and the Sun
revolving on a Keplerian ellipse on the plane where
the Sun and the major planet describe a circular orbit.

In fact, one can say more. The phase space for the
RCP3BP is four dimensional, the energy levels are
three dimensional, and Kolmogorov’s invariant tori
are two dimensional. Thus, a Kolmogorov torus
separates the energy level, on which it lies, into two
invariant components, and two Kolmogorov’s tori
form the boundary of a compact invariant region so
that any motion starting in such region will never
leave it. Thus, the RCP3BP is ‘‘totally stable’’: in a
neighborhood of any phase point of negative energy, if
the mass ratio of the primary bodies is small enough,
the asteroid stays forever on a nearly Keplerian ellipse
with nearly fixed orbital elements L and G.

Arnol’d’s Theorem

Consider again the planetary (1þ n)-body problem
governed by the Hamiltonian Hplt in eqn [5]. In the
integrable approximation, governed by the Hamil-
tonian H(0)

plt , the n planets describe Keplerian ellipses
focused on the Sun. Arnol’d (1963b) has stated the
following theorem.

Theorem (Arnol’d 1963b) Let " > 0 be small
enough. Then, there exists a bounded, Hplt-invariant
set F (") 
M of positive Lebesgue measure corre-
sponding to planetary motions with bounded
relative distances; F (0) corresponds to Keplerian

ellipses with small eccentricities and small relative
inclinations.

This theorem represents a major achievement in
celestial mechanics solving more than tri-ćentennial
mathematical problem. Arnol’d (1963b) gave a
complete proof of this result only in the planar
three-body case and gave some indications of how to
extend his approach to the general situation.
However, to give a full proof of Arnol’d’s theorem
in the general case turned out to be more than a
technical problem and new ideas were needed: the
complete proof (due, essentially, to M Herman) has
been given only in 2004.

In the following subsections, we briefly review
the history and the ideas related to the proof of
Arnol’d’s theorem. As for credits: the proof of Arnol’d’s
theorem in the planar 3BP case is due to Arnol’d himself
(Arnol’d 1963b); the spatial 3BP case is due to Laskar
and Robutel (1995) and Robutel (1995); the general
case is due to Herman (1998) and Féjoz (2004). The
exposition we have given does not always follow the
original references.

The planar three-body problem Recall the Hamil-
tonian Hpln of the planar (1 þ n )-body pro blem
given in item (3) of the sect ion ‘‘The planetary
(1 þ n)-body proble m.’’ A co nvenient set of sym-
plectic variables for nearly circular motions are the
‘‘planar Poincaré variables.’’ To describe such vari-
ables, consider a single, planar two-body system
with Hamiltonian

jXj2

2�
� �M

jxj ; X 2 R2; 0 6¼ x 2 R2

ðwith respect to dX ^ dxÞ ½16�

and introduce – as done before formula [14] for
H(0)

rcp – planar Delaunay variables ((L, G), (‘, g))
(here, g = ĝ = argument of the perihelion). To remove
the singularity of the Delaunay variables near zero
eccentricities, Poincaré introduced variables
((�, 	), (�, 
)) defined by the following formulas:

� ¼ L; H ¼ L�G

� ¼ ‘þ g; h ¼ �gffiffiffiffiffiffiffi
2H
p

cos h ¼ 	ffiffiffiffiffiffiffi
2H
p

sin h ¼ 


½17�

As Poincaré showed, such variables are symplectic and
analytic in a neighborhood of (0,1)� T� {0, 0};
notice that the symplectic map ((�, 	), (�, 
))! (X, x)
depends on the parameters �, M, and ". In Poincaré
variables, the two-body Hamiltonian in eqn [16]
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becomes ��=(2�2), with � := (�=m0)3=M. Now,
re-insert the index i, let �i : ((�i, 	i), (�i, 
i))! (X(i),
x(i)) and �(�, 	,�, 
) = (�1(�1, 	1,�1, 
1), . . . , �n(�n,
	n,�n, 
n)). Then, the Hamiltonian for the planar
(1þ n)-body problem takes the form

Hpln � � ¼ H0ð�Þ þ "H1ð�; �; 	; 
Þ

H0 :¼ � 1

2

Xn

i¼1

�i

�2
i

; �i :¼ �i

m0

� �3 1

Mi

H1 :¼ Hcompl
1 þHprinc

1

½18�

where the so-called ‘‘complementary part’’ Hcompl
1

and the ‘‘principal part’’ Hprinc
1 of the perturbation

are, respectively, the functions

X
1�i<j�n

XðiÞ �XðjÞ and
X

1�i<j�n

�i�j

m2
0

1

jxðiÞ � xðjÞj ½19�

expressed in Poincaré variables.
The scheme of proof of Arnol’d’s theorem in the

planar, three-body case (one star, n = 2 planets) is as
follows. The Hamiltonian is given by eqn [13] with
n = 2; the phase space is eight dimensional (four
degrees of freedom). This system, as mentioned several
times, is properly degenerate and Kolmogorov’s
theorem cannot be applied directly; furthermore, a
full (four-dimensional) set of action variables needs
to be identified.

A first observation is that, in the planetary model,
there are ‘‘fast variables’’ (the �i’s describing the
revolutions of the planets) and ‘‘secular variables’’
(the 	i’s and 
i’s describing the variations of position
and shape of the instantaneuous Keplerian ellipses).
By averaging theory (see, e.g., Arnol’d (1998)), one
can ‘‘neglect,’’ in nonresonant regions, the fast-angle
dependence up to high order in " obtaining an
effective Hamiltonian, which, up to O("2), is given
by the ‘‘secular’’ Hamiltonian

Hsec :¼ H0ð�Þ þ " �H1ð�; 	; 
Þ

�H1ð�; 	; 
Þ :¼
Z
H1

d�

ð2�Þ2
½20�

‘‘Nonresonant region’’ means, here, an open �-set
where @�H0 � k 6¼ 0 for k 2 Z2, jk1j þ jk2j � K and
for a suitable K 	 1.

In order to analyze the secular Hamiltonian, we
shall beriefly consider �H1 as a function of the
symplectic variables 	 and 
, regarding the ‘‘slow
actions’’ �i as parameters.

For symmetry reasons, �H1 is even in (	, 
) and the
point (	, 
) = (0, 0) is an elliptic equilibrium for �H1:
the eigenvalues of the matrix S@2

(	, 
)
�H1(�, 0, 0),

S being the standard symplectic matrix, are purely

imaginary numbers {�i�1, �i�2}. The real numbers
{�i} are symplectic invariants of the secular Hamil-
tonian and are usually called first (or linear) Birkh-
off invariants. In a neighborhood of an elliptic
equilibrium, one can use Birkhoff’s normal form
theory (see, e.g., Siegel (1971)): if the linear
invariants (�1, �2) are nonresonant up to order r
(i.e., if � � k := �1k1 þ �2k2 6¼ 0 for any k 2 Z2

such that jk1j þ jk2j � r), then one can find a
symplectic transformation �Bir so that

�H1 � �Bir ¼ FðJ1; J2; �Þ þ or; Jj ¼
	2

j þ 
2
j

2
½21�

where F is a polynomial of degree [r=2] of the form
�1J1 þ �2J2 þ (1=2)MJ � J þ � � � ,M=M(�) being a
(2� 2) matrix (and or=jJjr=2! 0 as jJj! 0). Arnol’d,
using computations performed by Le Verrier,
checked the nonresonance condition up to order
r = 6 in the asymptotic regime a1=a2! 0 (where ai

denote the semimajor axes of approximate Kepler-
ian ellipses of the two planets); these computations
represent one of the most delicate parts of the paper.

Thus, combining averaging theory and Birkhoff
normal form theory, one can construct a symplec-
tic change of variables defined on an open
subset of the phase space (avoiding some linear
resonances) (�,�, 	, 
)! (�0,�0, J,’), where 	j þ
i
j =

ffiffiffiffiffiffi
2Jj

p
exp (i’j), casting the three-body Hamil-

tonian into the form

H0ð�0Þ þ " �ð�0Þ � J þ 1
2Mð�

0ÞJ � J
� �

þ "2F 1ð�0; JÞ þ "pF 2ð�0; �0; J; ’Þ
:¼ eH0ð�0; J; "Þ þ "pF 2ð�0; �0; J; ’Þ ½22�

for a suitable prefixed order p 	 3; notice that the
nonresonance condition needed to apply averaging
theory is not particularly hard to check since it
involves the unperturbed and completely explicit
Kepler Hamiltonian H0. The idea is now to consider
"pF 2 as a perturbation of the completely integrable
Hamiltonian eH0 and to apply Kolmogorov’s theo-
rem. Finally, one can check the Kolmogorov’s
nondegenearcy condition, which since

det @2
ð�0;JÞ

eH0ð�0; J0; "Þ ¼ "2 ðdet H000Þ det MþOð"Þ
� �

amounts to check the invertibility of the matrix M.
Such a condition is also checked in Arnol’d (1963b)
with the aid of Le Verrier’s tables and in the
asymptotic regime a1=a2! 0.

The spatial three-body problem In order to extend
the previous argument to the spatial case, Arnol’d
suggested connecting the planar and spatial case
through a limiting procedure. Such strategy presents
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analytical problems (the symplectic variables for the
spatial case become singular in the planar limit),
which have not been overcome. However, the
particular structure of the three-body case allows
one to derive a four-degree-of-freedom Hamiltonian,
to which the proof of the planar case can be easily
adapted. The procedure described below is based on
the classical Jacobi’s reduction of the nodes.

First, we inroduce a convenient set of symplectic
variables. Let, for i = 1, 2, ((Li, Gi, �i), (‘i, gi, �i))
denote the Delaunay variables introduced in items
(5) and (6) above: these are the Delaunay variables
associated to the two-body system, Sun–ith planet.
Then, as Poincaré showed, the variables ((��i ,��i ),
(	�i , 
�i ), (�i, �i)), where

��i ¼ Li

��i ¼ ‘i þ gi

	�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðLi �GiÞ

p
cos gi


�i ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðLi �GiÞ

p
sin gi

½23�

are symplectic and analytic near circular, non-
coplanar motions; for a detailed discussion of these
and other sets of interesting classical variables, see,
for example, Biasco et al. (2003) and references
therein; the asterisk is introduced to avoid confusion
with a closely related but different set of Poincaré
variables (see below). Let us denote by

H3bp :¼ Hð0Þð��Þ þ "Hð1Þð��; ��; 	�; 
�;�; �Þ

the Hamiltonian equation [8] (with n = 2) expressed
in terms of the symplectic variables
((��,��), (	�, 
�), (�, �)), ��= (��1, ��2), etc. Recalling
the physical meaning of the Delaunay variables, one
realizes that �1 þ�2 is the vertical component,
C3 = C � k3, of the total argument C = C(1) þ C(2),
where C(i) denotes the angular momentum of the ith
planet with respect to the origin of an inertial
heliocentric frame {k1, k2, k3}. This suggests that the
symplectic variables can be introduced:

ð��; ��; 	�; 
�;�;  Þ ¼ �ð��; ��; 	�; 
�;�; �Þ

with (�1, �2, 1, 2) := (�1, �1 þ�2, �1 � �2, �2).
Let

H�3bp :¼ H3bp � ��1

denote the Hamiltonian of the spatial three-body
problem in these symplectic variables. Since the
Poisson bracket of �2 = �1 þ�2 and H�3bp vanishes
(C3 being an integral for the H3bp-flow), the
conjugate angle  2 is cyclic for H�3bp, that is,

H�3bp ¼ H�3bpð��; ��; 	�; 
�;�1;�2;  1Þ

Now (because the total angular momentum C
is preserved), one may restrict attention to the
ten-dimensional invariant (and symplectic) submani-
fold Mver defined by fixing the total angular
momentum to be vertical. Such submanifold is
easily described in terms of Delaunay variables; in
fact, C � k1 = 0 = C � k2 is equivalent to

�1 � �2 ¼ � and G2
1 ��2

1 ¼ G2
2 ��2

2 ½24�

Thus, M�
ver := �(Mver) is given by

M�
ver ¼  1 ¼ �; �1 ¼ b�1ð��; 	�; 
�; �2Þ

n o

with

b�1 :¼ �2

2
þ ð�

�
1 �H�1Þ

2 � ð��2 �H�2Þ
2

2�2

H�i :¼ 	
�
i

2 þ 
�i 2

2

Since M�
ver is invariant for the flow �t

� of
H�3bp, 1(t) � � and _ 1 � 0 for motions starting on
M�

ver, which implies that (@�1
H�3bp)jM�

ver
= 0. This

fact allows one to introduce, for fixed values of the
vertical angular momentum �2 = c 6¼ 0, the follow-
ing reduced Hamiltonian

Hc
redð��; ��; 	�; 
�Þ
:¼ H�3bpð��; ��; 	�; 
�; b�1ð��; 	�; 
�; cÞ; c; �Þ

on the eight-dimensional phase spaceMred := {��i > 0,
� 2 T2, (	�, 
�) 2 B4} endowed with the standard
symplectic form d�� ^ d�� þ d	� ^ d
� (B4 being a
ball around the origin in R4). In fact, the (standard)
Hamilton’s equations for Hc

red are immediately recog-
nized to be a subsystem of the full (standard)
Hamilton’s equations for H3bp when the initial data
are restricted onM�

ver and the constant value of �2 is
chosen to be c. More precisely, if the Hamiltonian flow
of Hc

red onMred is denoted by �t
c, then

�t
� z�; b�1ð��; 	�; 
�; cÞ; c; �;  2

� �
¼ �t

cðz�Þ; b�1ðtÞ; c; �;  2ðtÞ
� �

½25�

where we have used the shorthand notations:
z�= (��,��,	�, 
�)2Mred; b�1(t)= b�1 ��t

c(z
�);  2(t)=

 2þ
R t

0 @�2
H�3bp(�s

c(z
�), b�1(s),c,�)ds. At this point,

the scheme used for the planar case may be easily
adapted to the present situation. The nondegeneracy
conditions have been checked in Robutel (1995) where
indications, based on a computer program, have been
given for the validity of the theorem in a wider set of
initial data.

Notice that the dimension of the reduced phase
space of the spatial case is 8, which is also the
dimension of the phase space of the planar case.
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Therefore, also the Lagrangian tori obtained with
this procedure have the same dimension of the tori
obtained in the planar case (i.e., four).

The general case Consider the general case follow-
ing the strategy of M Herman as presented by Féjoz
(2004), to which the reader is referred for complete
proofs and further references.

The symplectic variables used in Féjoz (2004), to
cope with the spatial planetary (1þ n)-body prob-
lem (Sun and n planets), are closely related to the
variables defined in eqn [23]. For 1 � i � n, let
((Li, Gi, �i), (‘i, gi, �i)) denote the Delaunay variables
associated with the two-body system, Sun–ith
planet. Then (as shown by Poincaré) the variables
((�i,�i), (	i, 
i), (pi,qi)), where �i =Li,�i = ‘iþ giþ �i,
and

	i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðLi �GiÞ

p
cosðgi þ �iÞ


i ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðLi �GiÞ

p
sinðgi þ �iÞ

pi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðGi ��iÞ

p
cos �i

qi ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðGi ��iÞ

p
sin �i

½26�

are symplectic and analytic near circular, non-
coplanar motions (see, e.g., Biasco et al. (2003)). Let

Hnbp :¼ Hð0Þð�Þ þ "Hð1Þð�; �; 	; 
; p; qÞ ½27�

denote the Hamiltonian (eqn [8]) expressed in terms
of the Poincaré symplectic variables ((�,�), (	, 
),
(p, q)), � = (�1, . . . , �n), etc.

As the number of the planets increases, the
degeneracies become stronger and stronger. Further-
more, a clean reduction, such as the reduction of the
nodes, is no more available if n > 2. To overcome

I!!(I) is a local diffeomorphism – one may
consider weaker nondegeneracy conditions. In
particular, in Féjoz (2004), one considers non-
planar frequency maps. A smooth curve u 2 A!
!(u) 2 Rd, where A is an open nonempty interval,
is called ‘‘nonplanar’’ at u0 2 A if all the u-derivatives
up to order (d � 1) at u0,!(u0),!0(u0), . . . ,!(d�1)(u0)
are linearly independent in Rd; a smooth
map u 2 A 
 Rp!!(u) 2 Rd, p � d, is called
nonplanar at u0 2 A if there exists a smooth
curve ’ : Â!A such that ! � ’ is nonplanar at t0 2
Â with ’(t0) = u0. A S Pyartli has proved (see, e.g.,
Féjoz (2004)) that if the map u 2 A 
 Rp!!(u) 2 Rd

is nonplanar at u0, then there exists a neighborhood

B 
 A of u0 and a subset C 
 B of full Lebesgue
measure (i.e., meas(C) = meas(B)) such that !(u) is
Diophantine for any u 2 C. The nonplanarity condi-
tion is weaker than Kolmogorov’s nondegeneracy
conditions; for example, the map

!ðIÞ :¼ @I
I4
1

4
þ I2

1I2 þ I1I3 þ I4

� �

¼ I3
1 þ 2I1I2 þ I3; I

2
1; I1; 1

� �

violates both Kolmogorov’s nondegeneracy and the
isoenergetic nondegeneracy conditions but is non-
planar at any point of the form (I1, 0, 0, 0), since
!(I1, 0, 0, 0) = (I3

1, I2
1, I1, 1) is a nonplanar curve (at

any point).
As in the three-body case, the frequency map is

that associated with the averaged secular
Hamiltonian

Hsec :¼ Hð0Þð�Þ þ " �Hð1Þ

�Hð1Þð�; 	; 
; p; qÞ :¼
Z
Hð1Þ d�

ð2�Þn
½28�

which has an elliptic equilibrium at 	= 
= p = q = 0
(as above, � is regarded as a parameter). It is a
remarkably well-known fact that the quadratic part
of �H(1) does not contain ‘‘mixed terms,’’ namely,

�Hð1Þ ¼ �Hð1Þ0 þ " Qpln 	 � 	 þQpln 
 � 
 þQspt p � p
�

þQspt q � qþO4

�
½29�

where the function �H(1)
0 and the symmetric matrices

Qpln and Qspt depend upon � while O4 denotes
terms of order 4 in (	, 
, p, q). The eigenvalues of the
matrices Qpln and Qspt are the first Birkhoff
invariants of �H(1) (with respect to the symplectic
variables (	, 
, p, q)). Let �1, . . . ,�n and &1, . . . , &n
denote, respectively, the eigenvalues of Qpln and
Qspt; then the frequency map for the (1þ n)-body
problem will be defined as (recall eqn [18])

�! ð!̂; "�Þ ½30�

with

!̂ :¼ �1

�3
1

; . . . ;
�n

�3
n

� �

� :¼ ð�; &Þ :¼ ð�1; . . . ; �nÞ; ð&1; . . . ; &nÞð Þ
½31�

Herman pointed out, however, that the frequencies
� and & satisfy two independent linear relations,
namely (up to renumbering the indices),

&n ¼ 0;
Xn

i¼1

ð�i þ &iÞ ¼ 0 ½32�

which clearly prevents the frequency map to be
nonplanar; the second relation in eqn [32] is usually
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these problems Herman proposed a new approach,
which is described below.

Instead of Kolmogorov’s nondegeneracy assump-
tion – which says that the frequency map [13]



called ‘‘Herman resonance’’ (while the first relation
is a well-known consequence of rotation invariance).

The degeneracy due to rotation invariance may
be easily taken care of by considering (as in the
three-body case) the (6n� 2)-dimensional invariant
symplectic manifold Mver, defined by taking the
total angular momentum C to be vertical, that is,
C � k1 = 0 = C � k2. But, when n > 2, Jacobi’s reduc-
tion of the nodes is no more available and to get rid
of the second degeneracy (Herman’s resonance), the
authors bring in a nice trick, originally due – once
more! – to Poincaré. In place of considering Hnbp

restricted on Mver, Féjoz considers the modified
Hamiltonian

H

nbp :¼ Hnbp þ 
C2

3; C3 :¼ C � k3 ¼ jCj ½33�

where 
 2 R is an extra artificial parameter. By an
analyticity argument, it is then possible to prove that
the (rescaled) frequency map

ð�; 
Þ ! ð!̂; �1; . . . ; �n; &1; . . . ; &n�1Þ 2 R3n�1

is nonplanar on an open dense set of full measure
and this is enough to find a positive measure set of
Lagrangian maximal (3n� 1)-dimensional invariant
tori for H


nbp; but, since H

nbp and Hnbp commute, a

classical Lagrangian intersection argument allows
one to conclude that such tori are invariant also for
Hnbp yielding the complete proof of Arnol’d’s
theorem in the general case. Notice that this
argument yields (3n� 1)-dimensional tori, which in
the three-body case means five dimensional. Instead,
the tori found in the sect ion ‘‘The spatial three -body
proble m’’ are four dimensi onal. The point is that
in the reduced phase space, the motion of the
nodeline – denoted as  2(t) in eqn [25] – does not
appear.

We conclude this discussion by mentioning that
the KAM theory used in Féjoz (2004) is a modern
and elegant function-theoretic reformulation of the
classical theory and is based on a C1 local inversion
theorem (F Sergeraert and R Hamilton) on ‘‘tame’’
Frechet spaces (which, in turn, is related to the
Nash–Moser implicit function theorem; see Bost
(1984–85)).

Lower Dimensional Tori

The maximal tori for the many-body problems
described above are found near the elliptic equilibria
given by the decoupled Keplerian motions. It is
natural to ask what happens of such elliptic
equilibria when the interaction among planets is
taken into account. Even though no complete
answer has yet been given to such a question, it

appears that, in general, the Keplerian elliptic
equilibria ‘‘bifurcate’’ into elliptic n-dimensional
tori. This section presents a short and nontechnical
account of the existing results on the matter (the
general theory of lower-dimensional tori is, mainly,

,

�

f
,

,

persistence of the Keplerian n-dimensional elliptic tori
boils down to the so-called Melnilkov condition:

�j 6¼ 0 6¼ �i � �j; 8j 6¼ i ½35�

Such condition has been checked for the planar
three-body case in Féjoz (2002), for the spatial
three-body case in Biasco et al. (2003) and for the
planar n-body case in Biasco et al. (2004). The
general spatial case is still open: in fact, while it is
possible to establish lower-dimensional elliptic tori
for the modified Hamiltonian H


nbp in [33], it is not
clear how to conclude the existence of elliptic tori
for the actual Hamiltonian Hnbp since the argument
used above works only for Lagrangian (maximal)
tori; on the other hand, the direct asymptotics
techniques used in Biasco et al. (2003) do not
extend easily to the general spatial case.

Clearly, the lower-dimensional tori described in
this section are not the only ones that arise in
n-body dynamics. For more lower-dimensional tori
in the planar three-body case, see Féjoz (2002).
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due to J K Moser and S M Graff for the hyperbolic
case and V K Melnikov, H Eliasson, and S B Kuksin
for the technically more difficult elliptic case; for
references, see, e.g., Chierchia et al. (2004)).

The normal form of a Hamiltonian admitting an
n-dimensional elliptic invariant torus T of energy E
proper frequencies !̂ 2 Rn, and ‘‘normal frequen-
cies’’ � 2 Rp in a 2d-dimensional phase space with
d = nþ p is given by

N :¼ Eþ !̂ � yþ
Xp

j¼1

�j

	2
j þ 
2

j

2
½34

Here the symplectic form is given by dy ^ dxþ
d	 ^ d
, y 2 Rn, x 2 Tn, (	, 
) 2 R2p; T is then given
by T := {y = 0}� {	= 
= 0}. Under suitable assump-
tions, a set of such tori persists under the effect of a
small enough perturbation P(y, x, 	, 
). Clearly, the
union of the persistent tori (if n < d) forms a set o
zero measure in phase space; however, in general
n-parameter families persist.

In the many-body case considered in this article
the proper frequencies are the Keplerian frequencies
given by the map �! !̂(�) (eqn [31]), which is a
local diffeomorphism of Rn. The normal frequencies
�, instead, are proportional to " and are the first
Birkhoff invariants around the elliptic equilibria as
discussed above. Under these circumstances, the main
nondegeneracy hypothesis needed to establish the



Physical Applications

The above results show that, in principle, there may
exist ‘‘stable planetary systems’’ exhibiting quasiper-
iodic motions around coplanar, circular Keplerian
trajectories – in the Newtonian many-body approx-
imation – provided the masses of the planets are
much smaller than the mass of the central star.

A quite different question is: in the Newtonian
many-body approximation, is the solar system or,
more in generally, a solar subsystem stable?

Clearly, even a precise mathematical reformula-
tion of such a question might be difficult. However,
it might be desirable to develop a mathematical
theory for important physical models, taking into
account observed parameter values.

As a very preliminary step in this direction, consider
one of the results of Celletti and Chierchia (see Celletti
and Chierchia (2003), and references therein).

In Celletti and Chierchia (2003), the (isolated)
subsystem formed by the Sun, Jupiter, and asteroid
Victoria (one of the main objects in the Asteroidal
belt) is considered. Such a system is modeled by an
order-10 Fourier truncation of the RPC3BP, whose
Hamiltonian has been described in the section
‘‘Kolmogorov’s theorem and the RPC3BP (1954).’’
The Sun–Jupiter motion is therefore approximated by
a circular one, the asteroid Victoria is considered
massless, and the motions of the three bodies are
assumed to be coplanar; the remaining orbital
parameters (Jupiter/Sun mass ratio, which is approx-
imately 1/1000; eccentricity and semimajor axis of the
osculating Sun–Victoria ellipse; and ‘‘energy’’ of the
system) are taken to be the actually observed values.
For such a system, it is proved that there exists an
invariant region, on the observed fixed energy level,
bounded by two maximal two-dimensional Kolmo-
gorov tori, trapping the observed orbital parameters of
the osculating Sun–Victoria ellipse.

As mentioned above, the proof of this result is
computer assisted: a long series of algebraic compu-
tations and estimates is performed on computers,
keeping a rigorous track of the numerical errors
introduced by the machines.
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Introduction

In most physical cases, the evolution of a system of N
indistinguishable interacting particles XN = (x1, x2, . . . ,
xN) with velocities VN = (v1, v2, . . . , vN) is described by
a Hamiltonian system

dXN

dt
¼ @HðXN;VNÞ

@VN

dVN

dt
¼ � @HðXN;VNÞ

@XN

½1�

in the phase space RdN
X � RdN

V . When N becomes
large, it is natural to consider replacing the above
discrete phase space by a continuous phase space
of dimension 1 � d � 3, Rd

x � Rd
v and to introduce

a measure f (x, v, t) that describes the density of
particles which, at the point x 2 Rd and at time t,
have velocity v. This measure may also be
interpreted as a generalization of the empirical
measure

�NðtÞ ¼
1

N

X
1�i�N

�xiðtÞ;viðtÞ

defined in the phase space Rd
x � Rd

v by the above
system of N particles. In this way, one constructs a
link between the microscopic and the macroscopic
descriptions. The macroscopic physical quantities
are, for instance, the first moments of this density:

�ðx; tÞ ¼
Z

Rd
v

f ðx; v; tÞdv ðdensityÞ

�ðx; tÞuðx; tÞ ¼
Z

Rd
v

vf ðx; v; tÞdv ðmomentumÞ

�ðx; tÞEðx; tÞ ¼
Z

Rd
v

jvj2

2
f ðx; v; tÞdv ðenergyÞ

Kinetic theory studies the intermediate stage shown
in Figure 1.

Its first successes were related to classical thermo-
dynamics and in particular to the molecular hypoth-
esis. The contributions of Maxwell (1860, 1872)
and of Boltzmann (1867) led to the ‘‘Boltzmann’’

equation, described in the companion article of
Mario Pulvirenti (see Boltzmann Equation (Classical
and Quantum)). In 1905, Lorentz used the same
point of view to describe the motion of electrons in a
metal. However, the different physical context leads
to some basic differences between the Boltzmann
equation and the Lorentz equation. The Boltzmann
equation is derived under the assumption that the
driving forces result from collisions between pairs of
molecules. Therefore, the problem is nonlinear with
a quadratic nonlinearity. In the Lorentz model the
driving force is the interaction of the electrons with
the atoms of the metal, which remain fixed.
Collisions between electrons are ignored, so that
the Lorentz equation is linear.

The most general form of a kinetic equation is as
follows:

@tf ðx; v; tÞ þ rvHf � rxf ðx; v; tÞ
� rxHf � rvf ðx; v; tÞ ¼ Cðf Þ ½2�

The term C(f ) represents the effect of interactions
either between particles or with the background.
Without this term, the eqn [2] is reduced to the
classical Liouville equation

@tf ðx; v; tÞ þ rvHf � rxf ðx; v; tÞ
� rxHf � rvf ðx; v; tÞ ¼ 0 ½3�

which says that the function f is transported by the
flow of the Hamiltonian Hf (x, v). This Hamiltonian
depends on the model and may involve the unknown
function f itself. In the simplest case H(x, v) = jvj2=2,
eqn [3] and its solutions are given by

@tf ðx; v; tÞ þ v � rvf ðx; v; tÞ ¼ 0

f ðx; v; tÞ ¼ f ðx� vt; v; 0Þ ½4�

Nowadays kinetic equations appear in a variety of
sciences and applications, such as astrophysics,
aerospace engineering, nuclear engineering, particle–
fluid interactions, semiconductor technology, social
sciences, and biology, for example in chemotaxis
and immunology.

They are used first to model phenomena and then
to obtain a qualitative and quantitative description
of situations involving sufficiently many particles so
as to prohibit any computation at the level of
particles, and yet the medium is still too rarefied to
allow the use of macroscopic equations. As detailed
in the next section, a macroscopic description
requires that the function f (x, v, t) be close to local
thermodynamical equilibrium. For classical and
quantum Boltzmann equations (see Boltzmann

Hamiltonian Systems Kinetic equations Macroscopic equations→ →1 2

Figure 1 Illustration of the role of kinetic equations in linking

microscopic and macroscopic properties.
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Equation (Classical and Quantum)) these equilibria
are either Maxwellian, Bose–Einstein, or Fermi–
Dirac distributions.

Several effects, especially the influence of the
boundary, may prevent the system from reaching
local thermodynamical equilibrium and, therefore,
even in macroscopic descriptions, kinetic equations
may still be used to take into account the effect of
the boundary. In this case, the term ‘‘Knudsen
boundary layer’’ is currently used.

Finally, one should keep in mind that there exist
some macroscopic phenomena which cannot be
deduced from the corresponding microscopic phys-
ics by the mediation of a kinetic equation. Once
again, returning to the companion article (see
Boltzmann Equation (Classical and Quantum)) one
observes that, since the only equilibria are Maxwel-
lian, the macroscopic equations are those describing
perfect gases. A real gas with a nontrivial van der
Waals law is ‘‘too dense’’ to be explained by this
theory. The alternative seems to go directly from the
microscopic direction to the macroscopic descrip-
tion. This is a subject which is still under investiga-
tion and for which the reader may consult Olla et al.
(1993).

Kinetic Equations Entropy
and Irreversibility

At the level of particles, the basic laws of physics are
reversible. Yet these same laws are not reversible
when seen at the level of a macroscopic description.
This lack of reversibility is measured by the decay of
entropy (mathematicians prefer convex functions;
therefore, the mathematical entropy considered in
this contribution is the negative of the physical
entropy, and with irreversibility it decays). The
kinetic equations lie in between, as shown in
Figure 1; the decay of entropy should appear along
one of the two arrows of this diagram.

Since the appearance of irreversibility is related to
loss of information and averaging, it should be
driven by a ‘‘mixing’’ process.

In general two mechanisms are responsible for
such effects:

1. an ergodic or a relaxation mechanism by which a
process averages itself; and

2. the introduction of some external random param-
eter. Observable quantities are then defined as
averages over that parameter.

It seems important to compare these two ‘‘pro-
cesses.’’ This will be illustrated below with the most
classical examples of the theory.

The Diffusion Limit for the Neutron Transport
Equation

Equations very similar to the one introduced by
Lorentz are used to describe the interaction of neutrons
with atoms in a nuclear reactor: this is the reason why
these types of equations are often called neutron
transport equations. An important issue is the deriva-
tion of a macroscopic diffusion equation. Assuming
that neutrons are not subject to acceleration effects,
considering the problem with constant modulus of
velocity (jvj= 1), introducing a ‘‘small’’ parameter �
which here corresponds to the absorption of the
medium, one can study the following simplified model:

�@tf� þ v � rxf�

þ �ðxÞ
�

�
f� �

Z
jv0 j¼1

kðv; v0Þf�ðv0Þdv0
�
¼ 0 ½5�

In [5] one assumes, for the kernel k(v, v0), the
following properties:

8v; v0; kðv; v0Þ ¼ kðv0; vÞ; 0 < kðv; v0ÞZ
jv0 j¼1

kðv; v0Þdv ¼ 1 ½6�

and denotes by K the operator

f 7!Kf ¼
Z
jv0j¼1

kðv; v0Þf ðv0Þdv0

In the simplest case (say without boundary) eqn [5]
is well-posed both for positive and negative time
but hypothesis [6] has the following important
consequences:

1. For positive time, it defines, for each � > 0, a
contraction semigroup in any Lp space and, there-
fore, the sequence of solutions or a subsequence
thereof converges, say weakly, to a limit f (x, v, t).

2. One also observes that v 7! 1 is (up to a multi-
plicative constant) the only solution of the equation

f � Kf ¼ f ðvÞ �
Z
jv0 j¼1

kðv; v0Þf ðv0Þdv ¼ 0 ½7�

Therefore, the ��1 in front of the collision term
forces the limit f (x, v, t) to be independent of v.
In this simple problem, this is the thermodyna-
mical equilibrium.

Dividing by � and integrating over jvj= 1 gives the
relation

@t

Z
jvj¼1

f�ðx; v; tÞdv

þrx
1

�

Z
jvj¼1

vf�ðx; v; tÞdv ¼ 0 ½8�
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Now using the Fredholm alternative implies the
existence and uniqueness of a function v 7!�(v) such
that

�ðvÞ �
Z
jv0 j¼1

kðv; v0Þ�ðv0Þdv0

¼ v;

Z
jv0 j¼1

�ðv0Þdv0 ¼ 0 ½9�

Multiply eqn [5] by �(v) and integrate over jvj= 1 to
obtain

lim
�!0

�ðxÞ
�

Z
jvj¼1

ððI � KÞ�ÞðvÞf�ðx; v; tÞdv

¼ lim
�!0

�ðxÞ
�

Z
jvj¼1

�ðvÞðI � KÞf�ðx; v; tÞdv

¼ � lim
�!0
rx

Z
jvj¼1

�ðvÞ � vf�ðx; v; tÞdv ½10�

Since the operator (I � K) is self-adjoint non-
negative, with 0 as the leading eigenvalue, the
matrix

D ¼
Z
jvj¼1

�ðvÞ � vdv

¼
Z
jvj¼1

�ðvÞ � ðI � KÞ�ðvÞdv

is positive definite, and one finally obtains the
diffusion equation

@tf �rx
D

�ðxÞrxf

� �
¼ 0 ½11�

The above derivation is an example of what is called
the ‘‘moments method.’’ It is implicit even in the
papers of Maxwell. It has been systematically used
in several domains:

� To understand the relation between the Boltzmann
equation and the Euler and Navier–Stokes
equations (Golse 2005);
� To compute the critical size of a nuclear assembly.

One shows that this size is well approximated by
the size of the domain for which the Laplacian,
with appropriate boundary conditions, has lead-
ing eigenvalue 0. It is for the spectral analysis of
this problem that the averaging lemma (see the
section ‘‘Some speci fic math ematical tools ’’) was
derived.
� To analyze the macroscopic limit for the solution

of the radiative transfer equations, which describe
the propagation of the intensity of photons in a
large class of phenomena ranging from stellar
atmospheres to the cooling of glass, including

optical tomography in biomedical imaging. In a
simplified form, the so-called ‘‘grey model,’’ these
equations can be reduced to

�@tI�ðx; v; tÞ þ v � rxI�ðx; v; tÞ

þ 1

�
�
� 1

4�

Z
jv0j¼1

I�ðx; v0; tÞÞdv0
��

I�ðx; v; tÞ

� 1

4�

Z
jv0 j¼1

I�ðx; v0; tÞÞ dv0
�
¼ 0 ½12�

In contrast to the previous example, the problem
is, in many cases, nonlinear. The opacity � is a
positive function that depends on the intensity I�
through

~Iðx; tÞ ¼ 1

4�

Z
jv0j¼1

I�ðx; v0; tÞ dv0

and which goes to 1 with ~I� going to zero. The
moments method can be applied with the aver-
aging lemma, and one shows that the limit of I� is
a function that is independent of v and satisfies
the following degenerate parabolic equation:

@tI �rx
1

3�ðIÞrxI

� �
¼ 0 ½13�

This equation is similar to the one obtained in the
description of porous media and contains the
following information: for initial data I(x, 0) with
compact support, in contrast to the behavior of
solutions of the standard diffusion equation, the
solution I(x, t) remains compactly supported in x.
The boundary of this support is the thermal front
and for a finite time, up to saturation (by water in
porous media, by reacted deuterium in laser-
confined fusion), this front remains fixed.

What made the analysis of the above macroscopic
limit simple was the existence of an � > 0 dependent
process which, for vanishing �, forces the solution to
converge to a ‘‘thermodynamical’’ equilibrium. The
irreversibility was already present in the first arrow
of Figure 1. This is what made the analysis of the
second arrow simple. The subtleties of the appear-
ance of the irreversibility in the first arrow may be
well explained by the next examples.

The Linear Billiard Model

In the absence of an external electric field, the model
proposed by Lorentz could be viewed as a limit of a
system of particles evolving freely between spherical
obstacles and reflecting on these obstacles according
to the law of geometric optics. Along these lines,
two types of results have been proved in two space
variables.
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In 1973, Gallavotti considered the case where the
obstacles are randomly spaced under a Poisson
configuration and proved the following theorem:

Theorem 1 Consider obstacles(balls) of radius �
and center ci. Assume that the probability of finding
exactly N such obstacles in a bounded measurable
set � 	 R2 is given by the ‘‘Poisson law’’

PðdcNÞ ¼ e���j�j
�N
�

N!
dc1 dc2 � � � dcN ½14�

with

cN ¼ c1; c2; . . . ; cN and �� ¼
�

�
½15�

Denote by E� the expectation with respect to the
above Poisson distribution. For given � and cN

introduce

OcN ;� ¼ R2n [1�i�N fjx� cij � �g ½16�

and fcN , �, the solution of the problem

@tfcN ;�ðx; v; tÞ þ v � rxfcN ;�ðx; v; tÞ ¼ 0

in OcN ;� � S1 ½17�

with specular reflection on the boundary and
v-independent initial data:

fcN ;�ðx; v; 0Þ ¼ 	ðxÞ in OcN ;� � S1 ½18�

Then

h�ðx; t;�Þ ¼ E�½fcN ;�� ½19�

converges weakly for t 
 0 to the solution of the
transport equation

@tf ðx; v; tÞ þ v � rf ðx; v; tÞ þ �
�
2f ðx; vÞ

� 1

4

Z
S

f ðx; v0Þjv� v0jdv0
�
¼ 0 ½20�

f ðx; v; 0Þ ¼ 	ðxÞ in R2 � S1 ½21�

The situation is completely different when the
obstacles are periodically spaced, a situation which
seems closer to Lorentz’s original idea. Golse (2003)
(and previous contributions quoted in this article)
obtained the following result:

Theorem 2 Assume that the obstacles are periodi-
cally spaced and conveniently scaled, defining the
domain

O� ¼ R2n [
j2Z2
fx; jx� �jj � �2g ½22�

Then there exists a family of continuous uniformly
bounded initial data such that no subsequence
extracted from the family of solutions of

@tf� þ v � rxf� ¼ 0 in O� � S1 ½23�

with specular reflections on the boundary, converges
to solutions of equations of the type [20].

This pathology is related to the existence of
particles that can travel freely for a very long time
before meeting the obstacles, and the proof with
some arithmetic (Diophantine approximations and
continued fractions) relies on the analysis of such
trajectories.

A comparison between the Theorems 1 and 2
shows that the ergodic property of the free flow on
the periodic lattice is not strong enough to lead to a
collisional kinetic equation unless some complemen-
tary randomness is introduced.

The examples of this section should be compared
with the rigorous derivation of the Boltzmann
equation by Lanford (see Boltzmann Equation
(Classical and Quantum)). The reader should
observe that this derivation corresponds to the
same type of scaling (finite mean free path).
However, no extra randomness is needed in this
case. The proof uses the fact that configurations
leading only to a finite number of binary collisions
are of full measure. This corresponds to an
ergodicity property which is enforced by the fact
that the problem is genuinely nonlinear.

Mean-Field Scaling and Vlasov Equations

The neutron transport equation is devoted to the
interaction with obstacles and the Boltzmann
equation to binary collisions. A simpler situation
from the mathematical point of view corresponds
to the case where each particle is under the action
of the average of all other particles. Then the name
‘‘mean field limit’’ is used. The simplest example is
the derivation of a Vlasov-type equation from a
system of N classical particles interacting with a C2

potential V(jxj). The following Hamiltonian is
used:

Hðx1; . . . ; xN; v1; . . . ; vNÞ

¼
X

1�k�N

jvkj2

2
þ 1

2N

X
1�l 6¼k�N

Vðjxk � xljÞ ½24�

and the name mean-field scaling is related to the
factor N�1 before the potential. Assuming that the
particles are undistinguishable, one introduces
the joint probability density FN � FN(x1, . . . , xN,
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v1, . . . , vN) in the N-particle phase space, which
satisfies the Liouville equation

@tFN þ fHN; FNg :¼ @tFN þ
X

1�k�N

�
vkrxk

FN

� 1

2N

X
1�l 6¼k�N

rxk
ðVðjxk � xlÞÞ

� rvk
FN

�
¼ 0 ½25�

From [25], with the notations

Xn ¼ðx1; . . . ; xnÞ; Vn ¼ ðv1; . . . ; vnÞ
Xn

N ¼ðxnþ1; . . . ; xNÞ; Vn
N ¼ ðxnþ1; . . . ; xNÞ

one deduces an infinite hierarchy of equations for
the marginals

Fn
NðXn;Vn; tÞ ¼

Z
fNðXN;VN; tÞdXn

N dVn
N

for 1 � n � N; Fn
N � 0 for N < n :

@tF
nðXn;Vn; tÞ þ

X
1�i�n

vnrxi
Fn

NðXn;Vn; tÞ

� 1

N

X
1�i<j�n

rvi
rxi

Vðjxi � xjjÞFn
NðXn;Vn; tÞ

� 	

�N � n

N

� X
1�i�n

rvi

Z Z
rxi

Vðjxi � x�jÞ

� Fnþ1
N ðXn;Vn; x

�; v�; tÞdx�dv�
�
¼ 0 ½26�

Letting N go to infinity, one obtains ‘‘formally,’’ for
the distribution functions,

Fn ¼ lim
N!1

Fn
N

the Vlasov hierarchy:

@tF
nðXn;Vn; tÞ þ Vn � rXn

FnðXn;Vn; tÞ

�
X

1�i�n

rvi

�Z Z
rxi

Vðjxi � x�jÞ

� Fnþ1
N ðXn;Vn; x

�; v�; tÞdx�dv�
�
¼ 0 ½27�

Observe that for any density F(x, v, t) that satisfiesZ Z
Fðx; v; tÞdx dv ¼ 1; Fðx; v; tÞ 
 0 ½28�

and is a solution of the V potential Vlasov equation:

@tFðx; v; tÞ þ v � rxFðx; v; tÞ

�
Z Z

rxVðjx� x�jÞFðx�; v�Þdx�dv�
� �

�rvFðx; v; tÞ ¼ 0 ½29�

the factorization formula

FnðXn;Vn; tÞ ¼
Y

1�i�n

Fðxi; vi; tÞ ½30�

defines a solution of the above Vlasov hierarchy.
A uniqueness argument implies that any solution

of the Vlasov hierarchy which is factorized at time
zero will remain factorized at any subsequent time.
Such a property, also observed for the hierarchy
leading to the Boltzmann equation, is called the
propagation of chaos. To make the proof rigorous,
one has to analyze the limiting process in the
hierarchy and prove the uniqueness of the solution
of the infinite hierarchy. For a smooth potential, this
has been done by Braun and Hepp in 1977 and by
Spohn in 1981. An interesting approach consists,
following Dobrushin, in introducing the Wasserstein
distance; see Golse (2003) for a detailed exposition.

In the case of the Vlasov–Poisson equation [29]
with V(jxj) = 1=4�jxj the potential turns out to be
too singular for the above derivation. In particular,
the corresponding solution of the N-particle pro-
blem is not uniformly defined. However, for the
corresponding equation (and for variants thereof,
including the effect of the magnetic field, the
Vlasov–Maxwell system) a series of mathematical
results concerning existence and stability of solu-
tions have been obtained. An excellent recent
exposition of these results can be found in the
book of Glassey (1996).

Equation [29] as well as the original system turns
out to be fully reversible. Neither irreversibility nor
averaging has appeared in the limit process which
corresponds to the first arrow of Figure 1; this is due
to the ‘‘weak coupling.’’ Therefore, irreversibility
should now appear on the second arrow. Integrating
eqn [29] with respect to v gives the relation (often
called Fick’s law):

@t�ðx; tÞ þ rx

Z
vFðx; v; tÞdv ¼ 0 ½31�

But now expressing the current j =
R

vF(x, v, t)dv in
terms of macroscopic variables turns out to be a
difficult issue in the absence of a ‘‘relaxation’’ effect.
Up to now there has been no derivation of such
macroscopic equations from first principles.

The same type of problems exist for the two-
dimensional Euler equation, which is in some sense
very similar to the Vlasov equation. It has been
observed that these equations develop for ‘‘turbulent
initial data’’ a kind of ‘‘mixing process’’ leading to
coherent structures that would play the role of
thermodynamical equilibrium (in the absence of
relaxation). The Jupiter red spot is the most
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well-known example of such a structure. These
coherent structures are obtained by maximizing an
entropy which does not come directly from the
dynamics but which is inspired by similar problems
in statistical mechanics. Finally, one has to take into
account in this construction the existence of an
infinite set of conserved quantities: for each regular
function G, vanishing at infinity, one has

d

dt

ZZ
GðFðx; v; tÞÞdx dv ¼ 0

This approach was already started by Onsager in 1945
and pursued by many scientists. A recent reference is
the article of Chavanis and Sommeria (1998).

Derivation of Kinetic Equations from the
Schrödinger Equation

Oscillatory solutions of the Schrödinger equation,
with wavelength of the order of the Planck constant,
tend to behave like particles. This is described in
detail by different tools of high-frequency approxi-
mation. In particular, the limit of the Wigner
transform of the density  (x, t)�  (y, t):

Wðx; 
; tÞ¼ 1

ð2�Þ3d

Z
R3d

e�i
y xþ �hy

2
; t

� �

�  x� �hy

2
; t

� �
dy ½32�

is a solution of a Liouville equation. Therefore, one
should expect that in the presence of ‘‘many’’
obstacles (‘‘many potentials’’) the limit should be
given by a kinetic equation. As shown by the
previous section the introduction of randomness
seems compulsory in reaching this goal.

Consider a big cube � = �L of size L in R3. Let
!= (x�),�= 1, 2, . . . , N denote the configuration of
random obstacles distributed uniformly in �. The
density of obstacles is �= N=L3 and the expectation
with respect to this uniform measure is denoted by

E :¼
Y

1���N

�
L�d

Z
dx�

�

With V(jxj) a smooth, short-range potential, the
random potential created by the obstacles is

V!ðxÞ ¼
X

1���N

Vðjx� x�jÞ

then one of the typical results (low-density limit,
which corresponds to the quantum version of
Gallavotti classical result) obtained, reads as follows:

Theorem 3 (Erdös and Yau 1988) Assume that the
density of obstacles is �= �0� with a fixed �0.

Denote by  �!(t) the solution of the Schrödinger
equation

i@t 
�
! ¼ � 1

2 �x 
�
! þ V! 

�
! ½33�

with initial condition localized and oscillating at the
scale �, that is, with h and S smooth

 �!ð0Þ ¼ �3=2hð�xÞ exp i
SðxÞ
�

� �
½34�

Consider the density matrix ��!(t, x, y) = �!(t, x)�
 
�

!(t, y) and its Wigner transform

W�
!ðx; 
; tÞ

¼ 1

ð2�Þ3
Z

R3
e�i
y��! t; xþ �y

2
; x� �y

2

� �
dy

½35�

Then for any t > 0, EW�
!(t) converges weakly with �

going to zero to a solution F(t) of the kinetic equation

@tFðt; x; 
Þ þ 
 � rxFðt; x; 
Þ

¼
Z
jTð
; 
0Þj2�ðj
j2 � j
0j2ÞðFðt; x; 
0Þ

� Fðt; x; 
ÞÞd
0 ½36�

where T is the amplitude of the scattering operator
associated to the Schrödinger equation with the
short range potential V.

The proof uses several ingredients including
scattering theory with expansion in term of Dyson
series; see Erdös and Yau (1998).

Semiconductor Modeling

In modern computers, the electronic devices are so
small that the electric current may have no space/time
to reach a thermodynamical equilibrium. Therefore,
this turns out to be a field where the kinetic equations
are the most naturally used. Details of what can be
deduced from a mathematical analysis can be found
in Poupaud (1994). The equations involve the
distribution of electrons fe(x, k, t) and holes
fh(x, k, t) and have the following form:

�@tfeðt; x; kÞ þ veðkÞrxfeðt; x; kÞ

þ q

�h
rxUðt; xÞ � rkfeðt; x; kÞ

¼ 1

�
ðQeðfeÞðt; x; kÞ þ Reðfe; fhÞðt; x; kÞÞ ½37�

�@tfhðt; x; kÞ þ vhðkÞrxfhðt; x; kÞ

� q

�h
rxUðt; xÞ � rkfhðt; x; kÞ

¼ 1

�
QhðfhÞðt; x; kÞ þ Rhðfh; feÞðt; x;kÞ ½38�
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The variable k ranges over a torus B of R3 which, in
physics books, carries the name of Brillouin zone.
The velocities of propagation of electrons and holes
are determined in terms of the energy band by the
formula

ve;h¼
1

�h
rkEe;hðkÞ ½39�

The potential U is determined in terms of the doping
profile C(x), the conductivity �r, and the density of
electrons and holes according to the formula

��xUðt; xÞ ¼ q

�r
CðxÞ � 1

jBj

Z
B

feðt; x; kÞdk

�

þ 1

jBj

Z
B

fhðt; x; kÞdk

�
½40�

Finally Qe,h and Re,h are binary integral operators in
the variable k 2 B which model collisions and
generation–recombination processes. Concerning
the ‘‘mathematical approach’’ the situation is as
follows.

The relations [39] can be deduced from the high-
frequency analysis of the solution of the Schrödinger
equation

i�h@t ¼ �
�h2

2
� þ V

x

�h

� �
 ½41�

with V a periodic potential constructed on the dual
lattice of B. The method uses the Bloch decom-
position of the solution and the Wigner series
(Poupaud 1994). No mathematical derivation of
the collisions operator is currently available. The
situation should be compared to what is said in the
secti on ‘‘Derivation of ki netic equations from the
Schrö dinger e quation,’’ but in a much m or e
complicated setting.

On the other hand, the collision operators Qe,h

and Re,h, as given by phenomenological arguments,
have enough good relaxation properties to allow a
rigorous limit of the system [37]–[38] for � going to
zero (Poupaud 1994). This leads to the justification
of the so-called drift–diffusion models and to the
possibility of constructing correctors (with respect to
�) and to treating the effect of heterojunctions by
boundary layer analysis.

Some Specific Mathematical Tools

Few proofs were given in the above exposition and
details would not be suitable for a review article.
However, the mathematical approach to kinetic
equations has generated some new tools, and it
may be useful to give the most prominent ones.

The Averaging Lemma

Compactness results appear in spectral theory and in
the construction of solutions of nonlinear equations
(whenever strong convergence is needed for the
limit). Being hyperbolic, the transport operator
v � rx propagates singularities along characteristics.
Therefore, at first sight it seems hopeless that one
might obtain any regularizing effect from the free
streaming part of a kinetic model. The key to
obtaining regularizing effects from the transport
operator v � rx is to seek those effects not on the
number density itself, but on velocity averages
thereof; in other words, on the macroscopic densities.

Here is the prototype of all velocity averaging
results.

Theorem 4 Let F� be a bounded family in L2(Rd �
Rd). Assume that the family v � rxF� is also bounded
in L2(Rd � Rd). Then, for each 	 2 L2(Rd), the
family of moments ��(x) defined by

��ðxÞ ¼
Z

Rd
F�ðx; vÞ	ðvÞdv

is relatively compact in L2(Rd).

For the proof one starts with the expression
G� = F� þ v � rxF� takes the Fourier transform with
respect to x of this relation and writes for �̂�(
) the
expression

�̂� ¼
Z

Rd

Ĝ�ð
; vÞ	ðvÞdv

1þ iv:

½42�

Then use the Cauchy–Schwarz inequality to obtain

j�̂�j2 �
Z

Rd

j	ðvÞj2dv

1þ jv � 
j2

 !Z
Rd
jG�ð
; vÞj2dv ½43�

and complete the proof by standard arguments.
The averaging lemma was first observed by

Agoshkov (1984) for abstract results concerning
the regularity of solutions of kinetic equations in
domains with boundary. Independently, it was
rediscovered in the improved form given above by
Golse, Perthame, and Sentis (1985) and used for the
spectral theory in the diffusion approximation. The
extension to Lp, p > 1, spaces and to L1 (with use of
entropy estimate) were instrumental in proving the
validity of the Rosseland approximation for the
radiative transfer equations and for the proof of
existence by Lions and Di Perna of renormalized
solutions of the Boltzmann equation. A more refined
result needs to be used to establish the incompres-
sible limit of the solutions of the Boltzmann
equations; see Golse (2005) for details and a
complete list of references.
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The Dispersive Property

Consider for the solutions in Rd
x � Rd

v of the
elementary kinetic equations

@tf þ v � rxf ¼ 0; f ðx; v; 0Þ ¼ f 0ðx; vÞ ½44�

the local density

�ðx; tÞ ¼
Z

Rd
v

f ðx; v; tÞdv ½45�

From the relation

j�ðx; tÞj ¼
Z

Rd
v

f ðx; v; tÞdv

¼
Z

Rv

f 0ðx� vt; v; tÞdv

�
Z

Rd
sup
w2Rd

jf 0ðx� vt;wÞjdv ½46�

deduce with an elementary change of variable the
following estimate, which carries the name of
dispersion lemma,

j�ðx; tÞj � 1

jtjd
kf 0kL1ðRd

x ;L1ðRd
v ÞÞ

½47�

From interpolation and duality arguments follows:

Proposition 1 The macroscopic density � defined
by [45] satisfies the inequality

k�kLqðRt ;LpðRd
xÞÞ
� CðdÞkf 0kLaðR2dÞ ½48�

for any choice of real numbers a, p, and q such that

1 � p <
d

d � 1
;

2

q
¼ d

1� 1
p

1 � a ¼ 2p

pþ 1
<

2d

2d � 1

½49�

The values a = 1, p = 1, and q =1 are obvious.
The other limiting values are the interesting ones.
They are given by p = d=(d � 1), that is, p = d0 then
q = 2 and a = 2d=(2d � 1).

These inequalities carry the name of Strichartz
inequalities because they are very similar to classical
inequalities obtained by Strichartz for the solution of
the free Schrödinger equation. This should not be
surprising since the Wigner transform of the densities

f ðx; v; tÞ ¼ 1

ð2�Þd
Z

e�iyv ðxþ 1
2 y; tÞ

�  ðx� 1
2 y; tÞdy ½50�

then turns out to be a solution of the transport
equation

@tf þ v � rxf ¼ 0 ½51�

However, the estimates for kinetic equations are not
easily translated into estimations for the Schrödinger
equation because the properties of the initial data in
terms of norms cannot be simply estimated in terms of
the inverse Wigner transform. Spaces with Fourier
transform in Lp, p 6¼ 2, are not easy to characterize and
not natural for the Schrödinger equation. The above
estimates have been very useful in analyzing the large-
time behavior of solutions and also in proving the
regularity of the three-dimensional Vlasov equation.

The Entropy and Entropy Dissipation

For solutions of the Boltzmann equation the
Boltzmann H function

Hðf Þ ¼
Z

R3�R3
f ðx; vÞ log f ðx; vÞdx dv

decreases in time and the same is true for the
relative entropy to an absolute Maxwellian M(v) =
(2�)�3=2e�jvj

2=2:

HðFjMÞ ¼
Z

R3�R3
f ln

f

M

� �
� f þM

� �
dx dv

This leads to the systematic introduction in the theory
of the notion of relative entropy. It turned out to be
instrumental in proving relaxation toward equilib-
rium of solutions of kinetic (or similar) equations
and for the analysis of hydrodynamical limits.

A striking example considered by Desvillettes and
Villani is the linearized Fokker–Planck equation in
any space dimension:

@tF þ v � rxF �rxVðxÞ � rvF

¼ rvðrvF þ FvÞ ½52�

When x 7!V(x) is a smooth potential strictly convex
at infinity, this system has a unique steady state
given by the relation

F1ðx; vÞ ¼ e�VðxÞMðvÞ ¼ e�VðxÞ e�jvj
2=2

ð2�Þd=2
½53�

For any solution of [52] one has

@tHðFjMÞ þ
Z

Rd�Rd
Fjrv log

F

M
j2 dx dv ¼ 0 ½54�

which says that the entropy dissipation is the
relative Fisher information (with respect to v) of F.
Now, to study the relaxation to equilibrium, one
uses the logarithmic Sobolev inequality:

HðFjMÞ � 1

2

Z
Rd�Rd

Fjrv log
F

M
j2 dx dv ½55�

Details, references, and extensions can be found in
Arnold et al. (2004).
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Conclusions

Kinetic equations have been studied since the end of
the nineteenth century, both from the physical and
mathematical points of view, but it seems that since
the middle of the last century the interest in this
approach has considerably increased.

The fact that these equations are well adapted to the
description of media which have not ‘‘thermalized’’
(because they are too rarefied or because the domain
where they evolve is too small) has been a basic reason
for their use in many applied fields; to the ones already
quoted one may add the analysis of the air between the
reading head and a compact disk, the computations of
the characteristics of an ionic motor, and many others.

As a consequence, mathematical progress has
been very important. Without going into the details,
this contribution is focused on this, and in particular
on what can be obtained by the deterministic
approach and where the introduction of randomness
seems compulsory.

The kinetic formulation turned out to be well
adapted to large-scale computers, in particular with
Monte Carlo simulations. One should observe that
the point of view of modern functional analysis
contributes stability estimates to the understanding
and improvement of numerical methods. For an
introduction to such numerical methods, the reader
should first concentrate on the Boltzmann equation
itself, which has been one of the basic motivations;
consult the book of Sone (2002) the references
therein and in particular the book of Bird (1994).

See also: Boltzmann Equation (Classical and Quantum);
Breaking Water Waves; Einstein’s Equations with Matter;
Fourier Law; Interacting Stochastic Particle Systems;

Nonequilibrium Statistical Mechanics: Dynamical
Systems Approach; Partial Differential Equations: Some
Examples; Quantum Dynamical Semigroups.

Further Reading

Arnold A, Carrillo J, Dolbeault J, et al. (2004) Entropies and

equilibria of many-particle systems: an essay on recent
research. Monatschefte für Mathematik 142(1): 35–43.

Bird GA (1994) Molecular Gas Dynamics and the Direct
Simulation of Gas Flows. Oxford: Oxford University Press.

Chavanis PH and Sommeria J (1998) Monthly Notices of the
Royal Astronomical Society 296: 569.

Erdös L and Yau HT (1998) Linear Boltzmann equation as a

scaling weak limit of quantum Lorentz gas. Advances in
Differential Equations and Mathematical Physics, Contem-
porary Mathematics 217: 137–155.

Glassey RT (1996) The Cauchy Problem in Kinetic Theory.
Philadelphia, PA: SIAM.

Golse F (2003a) On the statistics of free-path lengths for the

periodic Lorentz gas. In: Zambrini J (ed.) Proceedings of the
XIVth International Congress of Mathematical Physics,
Lisbon 2003. Singapore: World Scientific.

Golse F (2003b) The mean-field limit for the dynamics of large

particle systems. Journées Equations aux dérivées partielles
Forges-les-Eaux, 2 6 juin 2003 GDR 2434 (CNRS).

Golse F (2005) The Boltzmann equation and its hydrodynamic

limits. In: Dafermos C and Feireisl E (eds.) Handbook of
Differential Equations, vol. 2: Evolutionary Equations.
Boston: Elsevier.

Olla S, Varadhan R, and Yau HT (1993) Hydrodynamical limit

for Hamilton system with weak noise. Communications in
Mathematical Physics 155: 523–560.

Poupaud F (1994) Mathematical theory of kinetic equations for
transport modelling in semiconductors. In: Perthame B (ed.)

Advances in Kinetic Theory and Computing Series in Applied
Mathematics, vol. 22, pp. 141–168. Singapore: World Scientific.

Sone Y (2002) Kinetic Theory and Fluid Dynamics. Boston:

Birkhäuser.
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Introduction

A knot homology is a theory which assigns to a knot
K (or link L) in S3 a graded homology group whose
graded Euler characteristic is a knot polynomial
associated to K. In all known examples, the knot
polynomials in question are specializations of the
HOMFLY polynomial PK(a, q), which we take to be
determined by the skein relation

aPð%-Þ � a�1Pð%-Þ ¼ ðq� q�1ÞPð

2

1Þ ½1�

and normalized so that P of the unknot is equal to 1.
Let PN(K) be the specialization of PK given by

PNðKÞ ¼ PKðqN; qÞ ½2�

Then for each N 
 0, there is a bigraded knot
homology Hi, j

N (K), which satisfies

PNðKÞ ¼
X

i;j

ð�1Þiqj dim Hi;j
NðKÞ ½3�

We refer to the first grading i as the homological
grading, and the second grading j as the polynomial
or q-grading.

The idea of a knot homology was introduced by
Khovanov (2000) in a seminal paper, in which he
defined the homology theory corresponding to the
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Jones polynomial (N = 2). In subsequent work, he
defined such a theory for N = 3, and then, in
collaboration with Rozansky, for any N > 0.
Recently, the two authors have introduced a triply
graded homology theory Hi, j, k(K) whose graded
Euler characteristic gives the entire HOMFLY
polynomial:

PKða; qÞ¼
X
i;j;k

ð�1Þiqjak dimHi;j;kðKÞ ½4�

All of these theories are combinatorial in nature.
In contrast, the knot homology for N = 0 arises

from a very different source – the Heegaard Floer
homology of Ozsváth and Szabó. This theory traces
its roots back to invariants of 3- and 4-manifolds
defined using Seiberg–Witten and Donaldson theory.
The definition of H0(K) is not combinatorial, but
because of its connections with these invariants, the
theory is known to carry a good deal of geometric
information about the knot K. The interplay
between the two apparently different sorts of knot
homologies (N > 0 and N = 0) has enhanced our
understanding of both sides.

This article will mostly focus on the cases N = 0
and N = 2, which are the oldest and best-studied
examples of knot homologies and are related to the
two best-known specializations of the HOMFLY
polynomial – the Alexander and Jones polynomials.
We have chosen to use a uniform notation to
emphasize the similarities between theories, but the
reader should be aware that other notation is more
common in the literature. H0 is often referred to as
the knot Floer homology (written HFK), and is
usually normalized with a polynomial grading of
j0 = j=2, corresponding to the substitution t = q2,
which gives the standard normalization of the
Alexander polynomial. H2 is generally called the
reduced Khovanov homology, and often denoted by
Khr or Khred.

Construction

Seen from a distance, all knot homologies are
defined in much the same way. Given a knot K, we
must first choose some additional data D which
give a concrete geometric presentation of the knot.
Using this data, we write down a bigraded chain
complex (Ci, j

N (D), dN). This complex depends on
our initial choice of D, but when we take
homology, we are left with groups Hi, j

N (K) which
are invariants of the knot K (cf. the simplicial
homology of a topological space X, where the
chain groups depend on the choice of some initial
geometric data – a triangulation of X – but the
homology groups are invariants of X).

In all cases, the generators of CN(D) correspond
naturally to terms which appear in a classical model
for computing PN(K). In other words, we can write

PNðKÞ¼
X
�2S

ð�1Þið�Þq jð�Þ ½5�

where the sum runs over a set of states S determined
by D, and the functions i and j are also determined
by D. Ci, j

N (D) is the free abelian group generated by
{� 2 Sji(�) = i, j(�) = j} and the differential dN is
chosen to preserve the j-grading: j(dNx) = j(x). It
follows that CN(D) decomposes into an infinite
direct sum of complexes, one for each value of j, and
[3] is a consequence of [5].

Beyond these global similarities, the definition of
CN(D) varies with the value of N. In the second half
of the article, we give explicit details of the
constructions for N = 0 and N = 2.

Filtered Complexes and Deformations

An important characteristic shared by all the CN’s is
the existence of deformations with homology Z.
Recall that (CN(D), dN) is a graded chain complex:
j(dNx) = j(x). By a deformation of such a complex,
we mean a new chain complex (CN(D), dN þ d0N) in
which the underlying group remains the same, but
the differential has been perturbed by the addition of
a new term d0N which strictly raises the j-grading:
j(d0N(x)) > j(x).

Any deformation of a graded complex is naturally
a filtered complex, and as such, gives rise to a
spectral sequence. The E0 term of this spectral
sequence is the original unperturbed complex
(CN(D), dN), so the underlying group of the E1

term is just HN(K). Thus, it is independent of the
choice of initial data D. In fact, it can often be
shown that all terms in the spectral sequence beyond
the first one are invariants of K. This is known to
be the case for N = 0 and N = 2, and is most likely
true for all other N as well (cf. the Leray–Serre
sequence associated to a fibration, where the first
two terms depend on a choice of geometric data but
the E2 and higher terms are all invariants of the
fibration).

For each value of N, CN(D) admits a natural
deformation whose homology is Z in homological
grading 0, and zero in every other grading. When
N = 0, 2, the filtration grading of this generator is
known to be an invariant of K. (This is probably the
case for N > 2 as well.) Equivalently, this is the
j-grading of the surviving copy of Z in the spectral
sequence. When N = 0, this invariant is convention-
ally normalized to be half the j-grading of the
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generator, and is called �(K). When N = 2, it is
called s(K).

Geometric Properties

Some elementary properties of the HN’s generalize
those of the HOMFLY polynomial. If K1#K2

denotes the connected sum of K1 and K2, then over Q

HNðK1#K2Þ ffi HNðK1Þ �HNðK2Þ ½6�

and if �K is the mirror image of K,

Hi;j
Nð�KÞ ffi H�i;�j

N ðKÞ ½7�

Moreover, H0 satisfies an additional symmetry

Hi;j
0 ðKÞ ffi Hi�j;�j

0 ðKÞ ½8�

generalizing the symmetry of the Alexander poly-
nomial: P0(q) = P0(q�1). (With integer coefficients,
these equalities all hold at the chain level. The
correct statements about the homology can be
obtained from the Kunneth formula and universal
coefficient theorem.)

HN(K) also contains deeper information related to
the genus of surfaces bounding K. If K is a knot in
S3, recall that g(K) – the Seifert genus of K – is the
minimal genus of an orientable surface smoothly
embedded in S3 and bounding K. If we view S3 as
the boundary of the 4-ball B4, we can define a
second quantity g�(K) – the slice genus – by relaxing
the requirement that the surface be embedded in S3

and instead requiring it to be embedded in B4.
Both s(K) and �(K) give lower bounds on the slice

genus of K:

j�ðKÞj � g�ðKÞ ½9�

jsðKÞj � 2g�ðKÞ ½10�

These bounds are far from independent. In fact, in
all known examples, s(K) = 2�(K). It is an open
problem to determine whether this is true for all
knots.

From [6], it follows that s and � are additive
under connected sum. Thus, both invariants define
homomorphisms from the concordance group of
knots in S3 to Z. The inequalities in eqns [9] and [10]
are not always sharp, but there is one case where
equality is known to hold. This is when K is
represented by a diagram with all positive crossings
(or, more generally, K is quasipositive.) In this case,
the slice genus is also equal to the Seifert genus, and
all three are easily computed using Seifert’s
algorithm.

The proof of [10] depends on the fact that
for N > 0, HN is functorial in the following sense.

If S 	 S3 
 [0, 1] is a smoothly embedded, orientable
cobordism between links L1 and L2, then for each
N > 0, there is an induced map �S

N : HN(L1)!
HN(L2). �S

N is a graded map: it preserves the
homological grading, and lowers the j-grading by
(N � 1)�(S). Under deformation, it becomes a
filtered map which induces a rational isomorphism
on the deformed homologies.

H0 and Heegaard Floer Homology

The proof of [9] depends on the close connection
between the knot Floer homology and the Heegaard
Floer homology. Roughly speaking, the Heegaard
Floer groups of 3-manifolds obtained by surgery on
K are determined by the groups Hi, j

0 (K) together
with additional differentials obtained by relaxing the
requirement that nz(�) = nw(�) = 0. The relation
with the slice genus again arises by studying maps
induced by cobordisms, but in this case, the relevant
cobordism is the surgery cobordism between S3 and
the 0-surgery on K.

This connection also leads to another important
property of H0: it detects the Seifert genus. If we let
M(K) be the largest value of j for which the group
H�, j

0 (K) is nontrivial, then

MðKÞ ¼ 2gðKÞ ½11�

This fact generalizes a well-known inequality invol-
ving the degree of the Alexander polynomial: if
m(K) is the largest power of q appearing in P0(K),
then m(K) � 2g(K).

Computations

The difficulty of computing HN(K) varies with the
value of N. When N = 1, the theory is essentially
trivial: H 0, 0

1 (K) ffi Z for any knot K, and all other
groups vanish. Of the remaining knot homologies,
H2(K) is the easiest to compute. The theory for
alternating knots was worked out by E S Lee, and
extensive calculations have also been made for
nonalternating knots using computer programs
written by Bar-Natan and Shumakovitch.

Computing H0 is more difficult, on account of the
noncombinatorial nature of d0. Three families of
knots for which H0 is well understood are alternat-
ing knots, (1,1) knots (described in the next section),
and knots which admit lens space surgeries. Beyond
this, there is an array of techniques which may or
may not work in any given case. The best of these is
probably a setup introduced by Ozsváth and Szabó,
in which the generators of C0(D) correspond to
states in the Kauffman state model of the Alexander
polynomial. Combining this method with the known
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results for alternating knots and (1,1) knots gives a
fairly good understanding of H0(K) for knots with
10 or fewer crossings; for larger knots, relatively
little is known.

Few computations of HN for N > 2 have been
made, although the definition in this case is purely
combinatorial.

Thin and Thick Knots

For simple knots, both H0 and H2 are thin. This
means that there exists a constant cN(K)(N = 0, 2)
such that H i, j

N (K) is trivial unless j� 2i = cN(K). In
such cases, we necessarily have c0(K) = 2�(K) (resp.
c2(K) = s(K)), and HN(K) is completely determined
by cN(K) and PN(K). The relationship is best
expressed in terms of the Poincaré polynomial of
HN(K):

PNðKÞ ¼
X

i;j

tiqj dim Hi;j
NðKÞ

¼ ð�tÞ�cNðKÞ=2PNðKÞðqð�tÞ1=2Þ ½12�

If K is an alternating knot, both H0(K) and H2(K)
are thin, and c0(K) = c2(K) = �(K). (Note that in this
case the bound on g�(K) coming from � and s
coincides with the classical bound coming from the
signature.) Many nonalternating knots are thin as
well; in all examples in which both groups have
been computed, either both H0(K) and H2(K) are
thin, or neither is. In addition, all such knots appear
to have c0(K) = c2(K) = �(K).

Those knots whose homologies are not thin are
called thick. There are a dozen such knots with ten
or fewer crossings: using the standard numbering in
the knot tables (see, e.g., Rolfsen (1976)) these are
819, 942, 10124, 10128, 10132, 10136, 10139,10145, 10152,
10153, 10154, and 10161. It is a curious and as yet
unexplained coincidence that, for all of these knots,
the ranks of H0(K) and H2(K) are equal.

There is an analogous notion of thinness when
N > 2, but there exist alternating knots for which
HN cannot be thin for N � 0 (this can be seen from
the HOMFLY polynomials).

Construction of H0

We now turn to a more detailed description of the
definition of H0(K). The geometric data D used to
define C0 is a Heegaard diagram for the complement
of K. One convenient way to specify such a diagram
is by a doubly pointed Heegaard diagram of S3. The
data for such a diagram consist of a surface � of
genus g, two g-tuples of attaching circles {�1, . . . ,�g}
and {�1, . . . ,�g} on �, and two points z, w 2 �
which are disjoint from all the �’s and �’s. Each set

of attaching circles is composed of g disjoint simple
closed curves, arranged so that when �g is cut along
them the result is a sphere with 2g holes. Any such
set of attaching circles determines a unique genus-g
handlebody H with boundary � and the property
that each attaching circle bounds a disk in H.

The choice of � and � curves determines the
underlying 3-manifold in which the knot is
embedded. Starting with �
 [0, 1], we fill in
one component of the boundary with the handle-
body determined by the �-curves, and the other
component with the handlebody determined by the
�-curves to obtain a closed 3-manifold. By hypoth-
esis, this manifold is required to be S3. A simple
Heegaard diagram of S3 with g = 1 is shown in
Figure 1.

To go from a doubly pointed Heegaard diagram
to a diagram of the knot complement, we remove
neighborhoods of z and w and replace them with a
tube to get a surface �0 of genus gþ 1. We also add
an additional �-handle �gþ1, which runs from z to w
in � in such a way that it does not intersect the
other �’s, and then comes back over the tube. This
process is illustrated in Figure 2.

A Heegaard diagram of S3� K determines a
presentation of �1(S3 � K) with one generator xi

for each �-circle and one relator wj for each �-circle.
To find the relator wj, one travels along �j,
recording each intersection with some �i by append-
ing x�1

i to the relator. The sign is determined by the
sign of the intersection. As an example, consider the
two doubly pointed diagrams of Figure 3, both of
which correspond to the same Heegaard diagram of
S3. (It is isotopic to the one shown in Figure 1.) The
fundamental groups of the associated knot comple-
ments can be read off from the corresponding genus-
2 Heegaard splittings. Starting from the point where

α1

β1

Figure 1 Heegaard splitting of S3 corresponding to the

standard decomposition of S3 into two solid tori.

α2
α1α1

z

w

Figure 2 Going from a doubly pointed diagram to a Heegaard

diagram of the knot complement.
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�1 intersects the left-hand side of the square and
moving to the right, we get

�1ðS3 � K1Þ ¼ hx1; x2jx1x�1
1 x1 ¼ 1i

�1ðS3 � K2Þ ¼ hx1; x2jx2x1x�1
2 x�1

1 x�1
2 x1 ¼ 1i

The first group is isomorphic to Z, and the knot in
Figure 3a is the unknot. The second is isomorphic to
�1 of the complement of the trefoil knot, and in fact
the knot in Figure 3b is the left-handed trefoil.

The definition of C0(D) is based on a classical
method for computing the Alexander polynomial
known as the Fox calculus, which takes as its input
a presentation of �1(S3 � K). According to Fox
calculus,

P0ðKÞ ¼ �qn detðdxi
wjÞ1�i;j�g ½13�

Here dxi
wj is an element of the group ring

Z½H1ðS3 � KÞ� ffi Z½q�2�

It is determined by the following rules:

dxi
xj ¼ 	ij ½14�

dxiab ¼ dxiaþ jajdxib ½15�

dxi
x�1

i ¼ � x�1
i

�� �� ½16�

where

j 
 j : �1ðS3 � KÞ!H1ðS3 � KÞ ffi Z ¼ hq2i ½17�

is the abelianization map. The factor of �qn is chosen
so that P0(K)(1) = 1 and P0(K)(q) = P0(K) (q�1).

As an example, consider the two presentations
above. In the first presentation, j 
 j sends x1 to 1 and
x2 to q2, so

dx1
x1x�1

1 x1

� �
¼ 1� x1x�1

1

�� ��þ x1x�1
1

�� ��
¼ 1� 1þ 1

¼ 1 ½18�

which is the Alexander polynomial of the unknot. If
we abelianize the relator in the second presentation,
we see that jx1j= jx2j= q2, so

dx1
x2x1x�1

2 x�1
1 x�1

2 x1

� �

¼ x2j j � x2x1x�1
2 x�1

1

�� ��þ x2x1x�1
2 x�1

1 x�1
2

�� �� ½19�

¼ q2 � 1þ q�2 ½20�

which is the Alexander polynomial of the trefoil.
When g = 1, the complex C0(D) is generated by

the points of �1 \ �1. These intersection points may
be naturally identified with the appearances of the
generator x1 in w1, and thus with the monomials
appearing in dx1

w1. For example, the three mono-
mials which appear on the right-hand sides of eqns
[18] and [19] correspond, respectively, to the points
labeled p1, p2, and p3 in Figure 3. The j-grading of
each generator is given by the exponent of q which
the corresponding monomial contributes to the
Alexander polynomial. Thus, all three generators in
Figure 3a have j-grading 0, while in Figure 3b, the
generators p1, p2, and p3 have j-gradings 2, 0, and �2
respectively.

For general g, the monomials appearing in the
determinant of eqn [13] correspond to intersection
points of the two totally real tori �=�1 
 
 
 
 
 �g

and �= �1 
 
 
 
 
 �g inside the symmetric product
Symg�. The knot Floer homology is the Lagran-
gian Floer homology of � and � inside the
symplectic manifold Symg(�� z�w). The genera-
tors of C0(D) are the points of � \ �; the
differential is defined by counting holomorphic
disks with boundary on � and �. To be precise, for
x 2 � \ �,

d0x¼
X

�2�2ðx;yÞ;
ð�Þ¼1

nzð�Þ¼nwð�Þ¼0

#Mð�Þy ½21�

Here �2(x, y) denotes the set of homotopy classes of
maps of the strip D = {aþ ib j b 2 [0, 1]} into Symg�
which take the right-hand boundary to � and the
left-hand boundary to �, and which limit to x as
b!�1 and to y as b!1. 
(�) denotes the formal
dimension of the space of pseudoholomorphic disks
in this homotopy class. There is a natural action by
translation on the space of such maps, so when

(�) = 1 we can divide out by this action and obtain
an oriented zero-dimensional moduli space M(�).
Finally, by nz(�) and nw(�) we denote the intersec-
tion number of such a strip with the divisors
determined by z and w inside of Symg�. The
requirement that they vanish forces the strip to lie

α1 α1

β1 β1φ 1

φ 2

p1 p1

p 3 p 3

p 2 p 2

w z

z

w

(a) (b)

Figure 3 Doubly pointed Heegaard diagrams for the unknot

and the trefoil. Opposite sides of the square are identified to form

a torus. The dotted line represents �2:
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in Symg(�� z�w). It can be shown that, for
� 2 �2(x, y),

jðxÞ � jðyÞ ¼ nzð�Þ � nwð�Þ ½22�

so j(d0x) = j(x).
When g = 1, computing the differential amounts

to counting maps of the strip into the Heegaard
torus. This can be done algorithmically using the
Riemann mapping theorem, so computation of H0 is
purely combinatorial. Knots of this form are called
(1,1) knots. They are one of our few windows into
the behavior of H0 for large knots.

As an example, consider the diagram of Figure 3a.
The two shaded regions represent the domains
of classes �1 2 �2(p1, p2) and �3 2 �2(p3, p2).
The Riemann mapping theorem implies that up
to reparametrization, there is a unique holo-
morphic map of the strip into each region, so
#M(�1) = �1 = #M(�2). The differential in
C0(D1) is given by

d0ðp1Þ ¼ �p2 ¼ d0ðp3Þ
d0ðp2Þ ¼ 0

and H0(U) ffi Z. This reflects the fact that we could
have chosen the more efficient diagram of S3 �U
shown in Figure 1, simply by moving �1 to remove
two of the intersection points.

For comparison, consider the diagram for the
trefoil shown in Figure 3b. All three generators of
C0(D2) have different j-gradings, so we must have
d0 � 0. Thus, H0(T) ffi Z3. The two disks �1 and �2

are still present, but now nz(�1) = nw(�2) = 1, so
neither disk contributes to the differential. This is
reflected in the fact that �1 cannot be moved to
reduce the number of intersection points without
passing through either z or w.

Deformations

In this case, finding an appropriate deformation of
C0(D) is simple: we just drop the condition that
nz(�) = 0 in the definition of the differential. If a
homotopy class � 2 �2(x, y) contributes nontrivially
to the sum, it must have a holomorphic representative,
which necessarily intersects the divisor in Symg�
defined by z non-negatively. Thus, nz(�) � 0. From
[22], it follows that j(x)� j(y) = nz(�) � 0, so this
new differential has the form d0 þ d00, where d00
strictly lowers the j-grading.

The fact that the homology of C0(D) with respect
to the perturbed differential is Z goes back to the
knot Floer homology’s roots in Heegaard Floer
homology. By dropping the condition that
nz(�) = 0, we have effectively forgotten about the
basepoint z, and thus about the knot. The new

complex simply computes the Heegaard Floer groupcHF(S3), which is isomorphic to Z. When g = 1, this
can be seen directly: if we remove the basepoint z,
any genus-1 Heegaard diagram of S3 can be isotoped
into the standard diagram of Figure 1.

Construction of H2

In this case, the geometric data D needed to define
the chain complex C2(D) is a planar diagram of
the knot, and the classical model on which the
construction of C2(D) is based is the Kauffman state
model for the Jones polynomial. There is a related
homology theory ~H2(D), known as the unreduced
Khovanov homology, whose graded Euler character-
istic is (qþ q�1)P2(K). This is the original categor-
ification of the Jones polynomial defined in
Khovanov (2000).

To construct ~C2(D), we consider complete resolu-
tions of the planar diagram D. As shown in Figure 4,
there are two different ways to resolve each crossing
of D. If D has n crossings, there will be 2n ways to
resolve all n, one for each vertex of the cube [0, 1]n.
To a vertex v, we associate the crossingless planar
diagram Dv obtained from the corresponding reso-
lution of D. Thus, each vertex of the cube is
decorated by a 1-manifold Dv.

If e is an edge joining vertices v0 and v1 (where v0

has one more 0 coordinate than v1), we write
e : v0! v1, and decorate e with a two-dimensional
cobordism Se from Dv0

to Dv1
. Se is a product

cobordism outside a neighborhood of a single
crossing, where it is the one-handle cobordism
between the 0-resolution and the 1-resolution. The
resulting cobordism is necessarily composed of
a union of product cobordisms (cylinders) together
with a single nontrivial cobordism (a pair of pants).
Thus, starting from D, we have constructed an
n-dimensional cube whose vertices are decorated by
1-manifolds and whose edges are decorated by
cobordisms between them. This is the cube of
resolutions of D.

The next step in the construction of ~C2(D) is to
apply a graded (1þ 1)-dimensional TQFT A to the
cube of resolutions. A is a functor which associates
to each 1-manifold X a group A(X), and to each
two-dimensional cobordism W : X1!X2 a homo-
morphism A(W) :A(X1)!A(X2). If we apply A to
all the manifolds and cobordisms of the cube of

0 1

Figure 4 0- and 1-resolutions of a crossing.
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Table 1 Summary of cube of resolutions

Vertex v ! 1-manifold Dv ! Group A(Dv )

Edge ! Cobordism ! Homomorphism

e : v1! v2 Se : Dv1
!Dv2

A(Se ) :A(Dv1
)!A(Dv2

)

X
1

X  X

 11 

 X1 X  1

01 11

j = 3

j = 5
j = 7

j = 5

j = 3
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resolutions, we obtain a new cube, decorated with
groups and cobordisms between them. This process
is summarized in Table 1.

We can now describe the chain complex ~C2(D).
As a group,

~C2ðDÞ¼
M

v

AðDvÞ ½23�

where the sum runs over all vertices of the cube of
resolutions. For x 2 A(Dv), the differential is given by

d2x ¼
X

e:v!v0
ð�1ÞsðeÞAðSeÞðxÞ ½24�

The signs in this sum are determined by assigning a
sign (�1)s(e) to each edge e in such a way that every
two-dimensional face of the cube has an odd
number of � signs on its edges. (This ensures that
d2 = 0.) There are many ways to do this, but they all
result in isomorphic complexes.

The homological grading i on ~C2(D) is easily
determined. For x 2 A(Dv), we set i(x) = i(v)� c(D),
where i(v) is the sum of all the coordinates of v, and
c(D) is a constant. Clearly, i(d2x) = i(x)þ 1. In order
to have invariance, it turns out that c(D) must be
chosen to be equal to the number of negative
crossings in D.

It remains to specify the TQFT A. At the level of
groups, A(S1) is a free abelian group of rank 2:

AðS1Þ ¼ A ¼ h1;Xi ½25�

General principles then imply that

A
�an

S1
�
¼ A�n ½26�

To specify the maps induced by cobordisms, it is
enough to describe the maps associated to the two
pairs of pants shown in Figure 5. They are given by
Am : A   A Δ : A A   A

Figure 5 Maps induced by pairs of pants.
mð1� 1Þ ¼ 1

�ð1Þ ¼ 1�XþX� 1 ½27�

mð1�XÞ ¼ mðX� 1Þ ¼ X

�ðXÞ ¼ X�X ½28�

mðX�XÞ ¼ 0 ½29�

Note that the multiplication m makes A into a
commutative ring isomorphic to Z[X]=(X2).
A is a graded TQFT. In other words, there is a

grading q on A and its tensor products, determined by

qð1Þ ¼ 1

qða� bÞ ¼ qðaÞ þ qðbÞ
½30�

qðXÞ ¼ �1 ½31�

From eqns [27]–[29], it is easy to see that

qðmða� bÞÞ ¼ qða� bÞ � 1

qð�ðaÞÞ ¼ qðaÞ � 1
½32�

If we define j(x) = k(D)þ q(x)þ i(x), it follows that
j(d2x) = j(x). Taking the graded Euler characteristic
gives

�ð~C2ðDÞÞ ¼ qkðDÞ
X

v

ð�qÞiðvÞðqþ q�1Þnv ½33�

where nv is the number of components of Dv. If we
define k(D) to be the writhe of D, this is precisely
Kauffman’s formula for the unnormalized Jones
polynomial.

Figure 6 illustrates ~C2(D) for a simple two-
crossing link. The figure shows the original link (in
the center), the cube of resolutions, and basis vectors
for ~C2(D), together with their j-gradings. We leave it
to the reader to check that the homology ~H2(L) is
four dimensional, supported in j-gradings 1 and 3 at
the vertex labeled 00, and in gradings 5 and 7 at the
vertex labeled 11.
X  X

 11 

 X1 X  1 X
1

00 10
j = 1

j = 3

j = 5 j = 5

j = 3

Figure 6 The cube of resolutions for the Hopf link.
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To get the reduced chain complex C2(D), we must
divide the graded Euler characteristic by a factor of
(qþ q�1). This is accomplished by choosing a
marked point on K and requiring that for each
resolution Dv, the vector associated to the circle
containing the marked point lie in the subspace of A
spanned by X. If D is a diagram of a knot, the
resulting homology H2(K) is independent of the
choice of marked point. For links, H2(L) depends on
the component of the link on which the marked
point lies.
Deformations

Deformations in the N = 2 theory are constructed
using a technique introduced by E S Lee. The idea is
to replace the graded TQFT A with a filtered TQFT
A0. As a group, we still have A(S1) = A, but the
multiplication and comultiplication maps are per-
turbations of those for A:

m0ð1� 1Þ ¼1

�0ð1Þ ¼ 1�XþX� 1� r1� 1 ½34�

m0ð1�XÞ ¼ m0ðX� 1Þ ¼ X

�0ðXÞ ¼ X�Xþ s1� 1 ½35�

m0ðX�XÞ ¼ rXþ s ½36�

The new terms involving r and s have q gradings
strictly greater than the terms which are shared with
eqns [27]–[29]. Thus, the differential defined by
replacing m and � by m0 and �0 will be a
perturbation of the original differential on ~C2(D).

The simplicity of the homology with respect to the
new differential depends on the fact that when the
polynomial X2 � rX� s has simple roots, the TQFT
A0 decomposes as a direct sum of two one-
dimensional TQFTs. This implies that for a knot,
the deformed homology ~H02(K) decomposes as a
direct sum of two copies of H1(K). This group is
always isomorphic to Z, so ~H02(K) ffi Z�Z. If s = 0,
the same strategy can be used to define deformations
of the reduced chain complex C2(D). In this case, we
find that the deformed homology is isomorphic to a
single copy of Z.

See also: Floer Homology; Gauge Theory: Mathematical
Applications; The Jones Polynomial; Knot Theory and
Physics; Topological Quantum Field Theory: Overview.
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Ozsváth P and Szabó Z (2004) Holomorphic disks and knot

invariants. Advances in Mathematics 186: 58–116.

Rolfsen D (1976) Knots and Links, Mathematics Lecture Series,
No. 7. Berkeley: Publish or Perish.

Viro O (2004) Khovanov homology, its definitions and ramifica-

tions. Fundamentals of Mathematics 184: 317–342.
Knot Invariants and Quantum Gravity

R Gambini, Universidad de la República, Montevideo,
Uruguay
J Pullin, Louisiana State University, Baton Rouge, LA,
USA

ª 2006 Elsevier Ltd. All rights reserved.
Introduction

As in all other physical theories, one expects that
gravitational phenomena will ultimately be ruled by
quantum mechanics. This requires to consider the
quantization of the best available theory of gravity,
namely Einstein’s general relativity. This problem has
been considered since the 1930s (see Loop Quantum
Gravity). The application of the rules of quantum
mechanics to general relativity is immediately problem-
atic. Unlike other physical interactions, general
relativity describes gravitational phenomena through a
distortion of spacetime rather than through a field living
in spacetime. Therefore, its quantization is bound to be
very different from that of other physical theories. In
particular, the well-established framework of perturba-
tive quantum field theory, used with remarkable success
in describing electroweak and strong interactions (in the
latter case at least in certain regimes), runs into trouble
when applied to general relativity. At present, it is not
clear if this is a fundamental problem or if there might
exist an implementation of perturbative quantum field
theory that works well in the gravitational case. On the



other hand, there exist examples of field theories where
perturbative methods fail but that nevertheless can be
quantized. This suggests that the consideration of
nonperturbative techniques in the quantization of the
gravitational field could be a promising avenue.

In particular, canonical quantization methods
appear attractive for attempting a nonperturbative
quantization of gravity. Canonical methods force
the introduction, in a clear way, of a Hilbert space
of states and definition of the quantum operators of
interest. The application of canonical methods to
classical general relativity was pioneered by Dirac
and Bergmann in the late 1950s. During the 1960s,
the resulting canonical theories were considered in a
quantum setting by DeWitt. At the time it appeared
that making progress in the canonical quantization
of general relativity was going to be quite a
challenge. In particular, the canonical theory has
constraints, which have to be implemented as
operator identities quantum mechanically. The
wave functions were functionals of the spatial metric
of spacetime. One of the operator identities to
be satisfied implies that the wave functions only
depend on properties of the spatial metric that
are invariant under spatial diffeomorphisms. This
is a direct consequence of general relativity being
a theory that is independent of coordinate choice
since a diffeomorphism changes the assignment of
coordinates to points in the manifold. Finding such
wave functions already presented a challenge, since
there is no well-grounded mathematical theory of
functionals of diffeomorphism-invariant classes of
metrics. Moreover, the other operator identity to be
imposed, known as the Hamiltonian constraint or
Wheeler–DeWitt equation, was a nonpolynomial
complicated operator equation that does not admit
a simple geometrical interpretation and needs to be
regularized. Since one does not have a background
metric to rely upon, traditional regularization
techniques of quantum field theory are not suitable
to deal with the Hamiltonian constraint.

These difficulties severely hampered development
of canonical methods for the quantization of general
relativity for approximately two decades. The
situation started to change when Ashtekar noticed
that one could choose a different set of variables
to describe general relativity canonically. Instead of
using as variable the spatial metric qab, Ashtekar
chooses to use a set of (densitized) frame fields ~Ea

i .
The relationship between the metric and the
densitized frames is det (qab)qab = ~Ea

i
~Eb

i and we are
assuming the Einstein summation convention, that
is, the index i is summed from 1 to 3 (such an index
labels which vector in the triad one is referring to).
The resulting theory has an additional symmetry

with respect to usual general relativity, in the sense
that it is invariant under the choice of frame. This
symmetry operates on the index i as if it were
an SO(3) symmetry. As canonical momenta the
usual choice is to pick the extrinsic curvature of the
3-geometry. Ashtekar chooses a variable related to it
that behaves under frame transformations as an
SO(3) connection, Ai

a. The resulting theory is there-
fore cast in terms of a canonical pair (~E

a

i , Ai
a), with i

an SO(3) index. One can therefore consider the
canonical pair as that of a Yang–Mills theory
associated with the SO(3) group. In fact, associated
with the extra symmetry under triad rotations the
theory has a new set of constraints that take
the form of a Gauss law, Da

~E
a

i = 0 with Da the
covariant derivative formed with the connection Ai

a.
This allows us to view the phase space of a Yang–
Mills theory as the kinematical arena on which to
discuss quantum gravity. The theory is of course
different from the Yang–Mills theory. In particular,
it still has constraints that imply that it is invariant
under spacetime diffeomorphisms. In the canonical
picture, these constraints appear asymmetrically as
one constraint is associated with time evolution
(‘‘Hamiltonian constraint’’) and a set of three
constraints is associated with spatial diffeomorph-
isms (‘‘diffeomorphism constraint’’).

If one quantizes the theory starting from the
Ashtekar formulation, given the resemblance with
Yang–Mills theory, the natural choice for a represen-
tation of the quantum wave functions is to consider
wave functions of the connection �[A] that are
invariant under SO(3) transformations. Such a repre-
sentation is known as ‘‘connection representation.’’
There is significant experience in Yang–Mills theory in
constructing such wave functions. In particular, it is
known that if one considers the parallel transport
operator defined by a connection around a closed
curve (holonomy) and one takes its trace (‘‘Wilson
loop’’), the resulting object is invariant under SO(3)
transformations. What is more important, the set of
traces of holonomies along all possible closed loops is
an overcomplete basis for all gauge-invariant func-
tions. More recently, it has been shown that one can
construct a less redundant complete basis using
techniques from spin networks. We will discuss later
on how to do this.

Since any gauge-invariant functional can be
expanded in the basis of Wilson loops, one can
choose to represent it through the coefficients of
such an expansion. These coefficients are functions
of the curve upon which the corresponding element
of the basis of Wilson loops is based. The
representation of wave functions in terms of such
coefficients is called ‘‘loop representation.’’ Wave
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functions in the loop representation are functions of
a closed curve (more precisely of families of closed
curves, or spin networks, as we will discuss below).

We still have to deal with the diffeomorphism
and Hamiltonian constraints. The diffeomorphism
constraint when written in the loop representation
implies that the wave functions are not functions of
loops but rather of topologically invariant properties of
the loops under general diffeomorphisms of the spatial
manifold containing the loops. Such functions are
technically known in the mathematical literature as
‘‘knot invariants.’’ This is the first point of connection
between knot invariants and quantum gravity; they
constitute the kinematical arena of the theory. One still
has to deal with the Hamiltonian constraint, which has
to be imposed as an operator equation. We shall see that
knot theory also seems to have a lot to say about
solutions of the Hamiltonian constraint. This is quite
remarkable, since the Hamiltonian constraint embodies
in detail the specific dynamics of Einstein’s theory of
gravitation, and to our knowledge this is an input that
has never gone into the ideas of knot theory.

In terms of the Ashtekar variables, the Hamiltonian
constraint takes the form

H ¼ Ea � Eb � Bc þ �Ecð Þ�abc ½1�

where we have used a conventional vector notation
for the frame indices and kept explicit the spatial
indices. �abc is the Levi-Civita totally antisymmetric
tensor. We have included a possible cosmological
constant �. The Ashtekar formulation can be
constructed in different ways. In the original
formulation, the connection Ai

a was a complex
variable and the Hamiltonian took the form we
listed above. However, the resulting theory was only
equivalent to real general relativity if the variables
satisfied certain reality conditions. One can choose
to use a real connection instead, but then the
Hamiltonian constraint has additional terms. At
the moment, we will concentrate on the constraint
as listed above. The constraint has to be implemen-
ted as a quantum operator acting on wave functions.
Since it involves the product of operators, it needs to
be regularized. Most regularization methods are
problematic in this context, since they use a metric,
and here the metric is a quantum operator, not an
external fixed quantity. If we ignore these difficul-
ties, one observes that, if one were to choose a
quantum state, for instance in the connection
representation, for which,

�Êa
i �½A� ¼ �B̂a

i �½A� ½2�

the state would be annihilated by the Hamiltonian
constraint, and this would be true no matter what

regularization was chosen. Classically, the condition
Ea

i 	 Ba
i is satisfied for the de Sitter geometry, so one

could envision the state as a quantum state
associated with such geometry. The exact solution
of the above equation is given by a state that is the
exponential of the integral on the spatial slice of the
Chern–Simons form built from the connection

�CS½A� ¼ exp k

Z
d3x tr A ^ dAð

�

þ 2

3
A ^ A ^ A

��
½3�

and the constant k needs to be chosen as k = 6=� for
the state to be a solution.

One can ask, ‘‘what is the expression of this state
in the loop representation?’’ To answer this, one
needs to compute the coefficients of its expansion in
the basis of Wilson loops W�[A], where as we stated
earlier, � should be a collection of (intersecting)
loops (later we will discuss the generalization to spin
networks). The expression for the coefficients will
be a function only of the loops � and is given by

�CS½�� ¼
Z

DAW� ½A��CS½A� ½4�

This expression is invariant under diffeomorph-
isms of the manifold or, equivalently, under smooth
deformations of the curve �. That is, it is what in the
mathematical literature is called ‘‘knot invariant.’’ In
fact, this integral has been studied by Witten in the
context of Chern–Simons theory and has been
shown to be related to the Kauffman bracket knot
polynomial, which in turn is related to the cele-
brated Jones polynomial. Therefore, the implication
of these results is that the Kauffman bracket knot
polynomial appears to be the representation in the
loop representation of a state of quantum gravity
that solves the quantum Einstein equations (with a
cosmological constant). The reader may be intrigued
by the word ‘‘polynomial’’ in this context. It should
be noted that the Chern–Simons state �CS[A]
depended on a parameter k, which had to take a
certain value for it to solve the quantum Einstein
equations. The resulting knot invariant is a poly-
nomial in exp (k). If one expands out the result, an
infinite power series in k results. There will be
infinite coefficients in the series, but they are just
combination of the finite number of coefficients of
the polynomial. Knot polynomials are a powerful
tool for analyzing and distinguishing knots. The
coefficients of the polynomials are all knot invari-
ants. Typically, for ‘‘simple’’ knots, the first few
coefficients of the knot polynomial are nonzero. As
one considers more complicated knottings, higher
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coefficients become nonvanishing. The ultimate goal
of knot theory is to be able to consider two arbitrary
knots and to unambiguously determine if the two
knots are related by a smooth transformation. The
knot polynomials appear as promising tools for
achieving this task that has remained elusive up
to now.

Returning to quantum gravity, to have a well-known
knot polynomial as a solution of the quantum Einstein
equations is a remarkable fact. The first connection we
outlined between knot theory and quantum gravity was
less unexpected: if one describes a theory that is
diffeomorphism invariant in terms of loops, the
appearance of knots is inevitable. But we are now
finding that knot invariants from the mathematical
literature, which were constructed without any knowl-
edge of the details of the dynamics of the Einstein
equations, seem to manage to solve such equations. This
is either a big coincidence or a pointer to some
unexplained deep connection yet to be understood.
Notice, for instance, that other theories of gravity would
not have the Kauffman bracket as a quantum state.

There is a certain technicality about the Kauffman
bracket that makes it difficult to argue with precision
that it is a state of quantum gravity. To understand
this technicality better, it is perhaps best to concen-
trate on the form of the quantum state written above
if the connection is an abelian connection. In that
case, the integral in question,

�CS abelian½�� ¼
Z

DA

I
�

dya exp iAað Þ

� exp

Z
d3x�abcAa@bAc

� �
½5�

by turning it into a Gaussian integral. The result is

�CS abelian½�� ¼
I
�

dxa

I
�

dyb�abc
ðx� yÞc

jx� yj ½6�

This integral has problems, since the integrand is
ill-defined when x = y. Notice that the integral
would be well defined if the two contour integrals
were evaluated on different, nonintersecting curves.
The result would be the well-known formula for
the Gauss linking number of the curves, yielding
zero if they are not linked and and integer multiple
of 4� if they were. So the integral we were trying to
compute was actually the Gauss linking number of
the curve with itself. Such a quantity is not well
defined for ordinary curves. To deal with this
problem, mathematicians introduced the concept of
framed knots. A framed knot is a curve with a
prescription to determine a second curve from it.
One way to see it is to construct another curve that
is ‘‘infinitesimally close’’ in space to the original

one. It is clear that there is no canonical way to
compute such a second curve. Then, when one
considers quantities like the self-linking number,
one makes them well defined by evaluating the two
integrals on the two curves, the original one and
the one yielded by the prescription. In reality, the
notion of framing is a bit more elaborate than what
we hint at here, since one could consider invariants
constructed with more than two integrals and could
still be ill-defined if one only considers two curves.
The notion has to be extended as well to handle
intersections in the curves. We will ignore these
subtleties in this discussion.

The Kauffman bracket knot invariant is an
invariant of framed knots, just like the self-linking
number. It is not well defined for a single curve. It
requires a framing of the knot. In quantum gravity,
there is no compelling reason to consider framed
curves. It is true that framed curves arise naturally in
q-deformed field theories and perhaps a q-deformed
version of quantum gravity is what needs to be
considered to accommodate the Chern–Simons state,
but at the moment there are no proposals along
these lines that have widespread consensus.

So, it appears the Kauffman bracket does not have
a natural role to play as a state of quantum gravity.
However, it is known that the frame dependence of
the Kauffman bracket knot polynomial can be
captured in an overall factor that depends on the
self-linking number. If one strips the polynomial of
this factor, one gets the Jones polynomial, which is a
knot invariant of single curves. Could it be that this
polynomial has a chance of being a solution of the
quantum Einstein equations?

To determine this, the analogy with Chern–
Simons theory is no longer useful, since there is no
straightforward way to transform the relation
between the Kauffman and Jones polynomials into
relations between states in the connection represen-
tation. To analyze if the Jones polynomial could be
a solution of the quantum Einstein equations, one
needs to write the quantum Einstein equations
directly in terms of loops.

There have been several attempts to rewrite the
quantum Einstein equations directly in the loop
representation. In one of these attempts, the curva-
ture that appears in the Hamiltonian constraint was
represented by the ‘‘loop derivative.’’ This is a
differential operator that can be introduced in the
space of loops by considering that two loops that
differ by a small element of area are ‘‘close.’’ One
can build an attractive differential calculus in loop
space that actually encodes many of the kinematical
properties that are useful to formulate Yang–Mills
theory.
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The Hamiltonian constraint in terms of the loop
derivative is an operator that has an explicit form.
The coefficients of the Jones polynomial can also be
given an explicit form by computing perturbatively
the integral in the Chern–Simons theory. The results
are generalizations of the types of integrals that arise
in the self-linking number, but involving a larger
number of integrals. One can therefore envisage
carrying out an explicit computation in which one
checks if the coefficients of the Jones polynomial are
annihilated or not by the Hamiltonian constraint of
quantum gravity in the loop representation. Such a
calculation has been carried out for the first few
coefficients. It turns out that the second coefficient
(the first coefficient is normalized to unity, so it
trivially satisfies the constraint) is indeed annihilated
by the Hamiltonian constraint of vacuum quantum
gravity (with zero cosmological constant). It has
been shown that the third coefficient is not, and
there are good arguments to indicate that other
coefficients will not be states of quantum gravity.

So, a remarkable result has been found in that one
of the coefficients of the Jones polynomial (related
to the Arf and Casson invariants) is annihilated by a
version of the quantum Hamiltonian constraint of
general relativity. The result is quite nontrivial; it
requires a fair amount of calculation to actually
show that the coefficient is annihilated. The mean-
ing of this quantum state and the deep reason why it
is annihilated remain at present a mystery.

The quantum Hamiltonian constraint based on the
loop derivative makes certain assumptions about the
space of functions one is using to quantize the theory.
In quantum field theory, not all classical operators
have a well-defined quantum counterpart. The choice
being made is to assume that the curvature Fab is a
well-defined quantum operator defined by the loop
derivative. Differentiability of knot polynomials is
not a new idea. It is the core idea of the Vassiliev knot
invariants, which are defined by a set of identities,
one of them acting as a ‘‘derivative in knot space.’’ It
can be shown that the loop derivative is a concrete
implementation of the Vassiliev derivative and, there-
fore, Vassiliev invariants are the ‘‘arena’’ in which this
version of quantum gravity takes place.

The Hamiltonian based on the loop derivative has
problems, in the sense that it is obtained by a
regularization procedure that requires extra external
geometric structures. This is common practice in
Yang–Mills theory, where one has at hand a fixed
external background metric. However, in gravity the
geometry is a dynamical object and, if one con-
structs expressions that resort to some fixed external
geometry, one gets inconsistencies. In particular, it is
expected that the Hamiltonian based on the loop

derivative will not reproduce the correct Poisson
algebra of canonical general relativity. This sort of
problem plagued early attempts to construct a
quantum version of the Hamiltonian constraint in
the early 1990s.

A point that we mentioned earlier but did not
elaborate upon, is that the Wilson loops constitute an
overcomplete basis of states. Therefore, if one takes a
quantum state and expands it on such a basis, one gets
that the coefficients of the expansion satisfy certain
identities, called the Mandelstam identities. These are
nonlinear identities that states in the loop representa-
tion have to satisfy. These identities are very incon-
venient at the time of constructing quantum states. The
identities stem from the fact that if one chooses a
matrix representation of the group of interest, the fact
that one is in a given representation is indicated by
certain identities the matrices satisfy. To break free
from these constraints, one possibility is to consider
multiple representations when constructing Wilson
loops. To do this, one considers piecewise-continuous
graphs with intersections (the nonintersecting case is
a trivial subcase). Along the lines connecting the
intersections one considers holonomies in a given
representation for a given line. In the case of the group
SU(2), which is the one of interest in quantum gravity,
such representations are labeled by a (half-) integer.
One then considers invariant tensors in the group to
‘‘tie the holonomies together’’ at intersections. The
resulting object is a gauge-invariant object for a given
connection based on a ‘‘spin network.’’ The latter
is an embedded piecewise-continuous graph with an
assignment of integers to each of its lines and an
assignment of ‘‘intertwiners’’ at each intersection (if
the intersections are trivalent or lower, one can choose
canonical intertwiners and forget about them).

One can then consider the ‘‘spin network represen-
tation’’ in which one expands gauge-invariant states
in terms of the basis of Wilson nets. Knot polynomials
for these types of graphs have been considered in the
mathematical literature (‘‘polynomials of colored
graphs’’). The construction with the Chern–Simons
state can be repeated, and there exist suitable general-
izations of the Kauffman bracket and Jones polyno-
mials. The Hamiltonian based on the loop derivative
can also be introduced in this context; again, its action
is well defined on suitable generalizations of Vassiliev
invariants for these kinds of graphs. This opens the
possibility of encoding the quantum dynamics of
general relativity as a combinatorial action in the
space of Vassiliev invariants.

An alternative Hamiltonian based on assuming that
the holonomies and the volume operators are well
defined quantum mechanically (but not the curvature)
has been introduced that has the advantage of not
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requiring external structures for its regularization. In
fact, it can be explicitly checked that it satisfies the
correct Poisson algebra without anomalies at the
quantum level. The exploration of the action of this
Hamiltonian constraint on knot polynomials has not
been carried out as systematically as for the one based
on the loop derivative, but it has been explicitly shown
that the first coefficient in the expansion of the Jones
polynomial is annihilated by this Hamiltonian con-
straint. The first coefficient, written in terms of loops,
was simply the numeral 1 and was automatically
annihilated. In terms of spin network states, the first
coefficient is the ‘‘chromatic evaluation’’ of the net-
work (the result of computing the Wilson loop on a
connection that is pure gauge). It is somewhat
nontrivial to show that this quantity is actually
annihilated by the Hamiltonian constraint in question.

At the moment, the issue of what the correct
Hamiltonian constraint is that describes a realistic
and physically correct theory of quantum gravity is
still open to debate. There are certain concerns that
the action of the operators considered up to now is
too simple to encompass the true dynamics of
general relativity. Constructing a semiclassical the-
ory that could confirm or deny the viability of the
proposals is a complicated task, since one has to
make contact with physics that is not diffeomor-
phism invariant in the context of a theory that is.
Moreover, in canonical quantum gravity, there
exists the ‘‘problem of time.’’ Since the Hamiltonian
vanishes, the dynamics implied by it is trivial, and
one has to disentangle the true dynamics by
relational constructions among the variables of the
theory. One then needs to compare the resulting
predictions with classical general relativity.

Whether the current proposals are viable and
whether knot theory will play a role at a ‘‘kinematical

level’’ or it will actually play a key role in the detailed
dynamics of quantum general relativity is yet to be
seen. It is reassuring that in partial constructions,
celebrated knot polynomials have appeared to have
some knowledge of the dynamics of the Einstein
equations.

Quantum gravity being an unfinished symphony,
we cannot entirely conclude how great an impact
knot theory will have on it in the end. One can only
note that beautiful mathematical results seem to tie
in naturally with the partial constructions that have
been carried out thus far.

See also: BF Theories; Braided and Modular Tensor
Categories; Finite-Type Invariants; Finite-type invariants
of 3-Manifolds; The Jones Polynomial; Knot Theory and
Physics; Loop Quantum Gravity; Mathematical Knot
Theory; Quantum Dynamics in Loop Quantum Gravity;
Quantum Geometry and its Applications; Yang–Baxter
Equations.
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Introduction

This article is an introduction to some of the relation-
ships between knot theory and theoretical physics.
Knots themselves are macroscopic physical phenomena
in three-dimensional space, occurring in rope, vines,
telephone cords, polymer chains, DNA, certain species
of eel, and many other places in the natural and man-
made world. The study of topological invariants of

knots leads to relationships with statistical mechanics
and quantum physics. This is a remarkable and deep
situation where the study of a certain (topological)
aspects of the macroscopic world is entwined with
theories developed for the subtleties of the microscopic
world. The present article is an introduction to the
mathematical side of these connections, with some
hints and references to the related physics.

We begin with a short introduction to knots,
links, braids, and the bracket polynomial invariant
of knots and links. The article then discusses
Vassiliev invariants of knots and links, and how
these invariants are naturally related to Lie algebras
and to Witten’s gauge-theoretic approach. This part
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of the article is an introduction to how Vassiliev
invariants in knot theory arise naturally in the
context of Witten’s functional integral.

The article is divided into several sections beyond
the introduction. Section two is a quick introduction
to the topology of knots and links. The third one
discusses Vassiliev invariants and invariants of rigid
vertex graphs. The fourth section introduces the
basic formalism and shows how Witten’s functional
integral is related directly to Vassiliev invariants.
The fifth section discusses the loop transform and
loop quantum gravity in this context. The final
section is an introduction to topological quantum
field theory, and to the use of these techniques in
producing unitary representations of the braid
group, a topic of intense interest in quantum
information theory.

Knots, Braids, and Bracket Polynomial

The purpose of this section is to give a quick
introduction to the diagrammatic theory of knots,
links, and braids. A knot is an embedding of a circle in
three-dimensional space, taken up to ambient isotopy.
That is, two knots are regarded as equivalent if one
embedding can be obtained from the other through a
continuous family of embeddings of circles in 3-space.
A link is an embedding of a disjoint collection of
circles, taken up to ambient isotopy. Figure 1 illus-
trates a diagram for a knot. The diagram is regarded
both as a schematic picture of the knot, and as a plane
graph with extra structure at the nodes (indicating
how the curve of the knot passes over or under itself
by standard pictorial conventions).

Ambient isotopy is mathematically the same as
the equivalence relation generated on diagrams by
the Reidemeister moves. These moves are illustrated
in Figure 2. Each move is performed on a local part
of the diagram that is topologically identical to the
part of the diagram illustrated in this figure (these
figures are representative examples of the types of
Reidemeister moves) without changing the rest of
the diagram. The Reidemeister moves are useful in

basic generators of the braid group, and the form of
the relations among these generators. Figure 4
illustrates how to close a braid by attaching the
top strands to the bottom strands by a collection of
parallel arcs. A key theorem of Alexander states that
every knot or link can be represented as a closed
braid. Thus, the theory of braids is critical to the

Figure 1 A knot diagram.
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Braid generators

s1s2s1 = s2s1s2
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s 
–1s1 = 11

Figure 3 Braid generators.
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doing combinatorial topology with knots and links,
notably in working out the behavior of knot
invariants. A knot invariant is a function defined
from knots and links to some other mathematical
object (such as groups or polynomials or numbers)
such that equivalent diagrams are mapped to
equivalent objects (isomorphic groups, identical
polynomials, identical numbers).

Another significant structure related to knots and
links is the Artin braid group. A braid is an
embedding of a collection of strands that have
their ends in two rows of points that are set one
above the other with respect to a choice of vertical.
The strands are not individually knotted and they
are disjoint from one another. See Figures 3–5 for
illustrations of braids and moves on braids. Braids
can be multiplied by attaching the bottom row of
one braid to the top row of the other braid. Taken
up to ambient isotopy, fixing the endpoints, the
braids form a group under this notion of multi-
plication. In Figure 3 we illustrate the form of the

III

Figure 2 The Reidemeister moves.



theory of knots and links. Figure 5 illustrates the
famous Borrowmean rings (a link of three unknotted
loops such that any two of the loops are unlinked)
as the closure of a braid.

We now discuss a significant example of an
invariant of knots and links, the bracket polynomial.
The bracket polynomial can be normalized to
produce an invariant of all the Reidemeister moves.
This normalized invariant is known as the Jones
(1985) polynomial. The Jones polynomial was
originally discovered by a different method than
the one given here.

The bracket polynomial, hKi= hKi(A), assigns to
each unoriented link diagram K a Laurent poly-
nomial in the variable A, such that

1. If K and K0 are regularly isotopic diagrams, then
hKi= hK0i.

2. If K qO denotes the disjoint union of K with an
extra unknotted and unlinked component O (also
called ‘‘loop’’ or ‘‘simple closed curve’’ or
‘‘Jordan curve’’), then

hK qOi ¼ �hKi

where

� ¼ �A2 � A�2

3. hKi satisfies the following formulas:

h�i ¼ Ah� i þ A�1hÞði
h�i ¼ A�1h� i þ AhÞði

where the small diagrams represent parts of
larger diagrams that are identical except at the
site indicated in the bracket. We take the
convention that the letter chi, �, denotes a
crossing where the curved line is crossing over
the straight segment. The barred letter denotes

Hopf link

Figure-8 knot

Trefoil knot

Figure 4 Closing braids to form knots and links.

b CL(b)

Figure 5 Borromean rings as a braid closure.
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the switch of this crossing, where the curved line
is undercrossing the straight segment.

In computing the bracket, one finds the following
behavior under Reidemeister move I:

h�i ¼ �A3h^i

and

h�i ¼ �A�3h^i

where � denotes a curl of positive type as indicated
in Figure 6, and � indicates a curl of negative type,
as also seen in this figure. The type of a curl is the
sign of the crossing when we orient it locally. Our
convention of signs is also given in Figure 6. Note
that the type of a curl does not depend on the
orientation we choose. The small arcs on the right-
hand side of these formulas indicate the removal of
the curl from the corresponding diagram.

The bracket is invariant under regular isotopy and
can be normalized to an invariant of ambient
isotopy by the definition

fKðAÞ ¼ ð�A3Þ�wðKÞhKiðAÞ

where we chose an orientation for K, and where
w(K) is the sum of the crossing signs of the oriented
link K. w(K) is called the writhe of K. The
convention for crossing signs is shown in Figure 6.

The State Summation

In order to obtain a closed formula for the bracket,
we now describe it as a state summation. Let K be
any unoriented link diagram. Define a state, S, of K
to be a choice of smoothing for each crossing of K.
There are two choices for smoothing a given
crossing, and thus there are 2N states of a diagram
with N crossings. In a state we label each smoothing
with A or A�1 as in the expansion formula for the
bracket. The label is called a vertex weight of the

: or

: or

+ –

+ +

– –

Figure 6 Crossing signs and curls.



s
T
d
o

I
e

T
s
r
A
s
t
t
p
d

R
o
a

R
n
s
g
d
s
m
p
s
la
in
d
s
t
b
in

p
in
c
p
s
t
c
b

algebra in diagrammatic form. There is much more
in this connection with statistical mechanics in that
the local weights in a partition function are often
expressed in terms of solutions to a matrix equation
called the Yang–Baxter equation, that turns out to
fit perfectly invariance under the third Reidemeister
move. As a result, there are many ways to define
partition functions of knot diagrams that give rise to
invariants of knots and links. The subject is
intertwined with the algebraic structure of Hopf
algebras and quantum groups, useful for producing
systematic solutions to the Yang–Baxter equation.
In fact, Hopf algebras are deeply connected with
the problem of constructing invariants of three-
dimensional manifolds in relation to invariants of
knots. We have chosen, in this survey article, not to
discuss the details of these approaches, but rather to
proceed to Vassiliev invariants and the relationships
with Witten’s functional integral. The reader is
referred to Kauffman (1987, 1994, 2002), Jones
(1985), and Reshetikhin and Turaev (1991) for
more information about relationships of knot theory
with statistical mechanics, Hopf algebras, and
quantum groups. For topology, the key point is
that Lie algebras can be used to construct invariants
of knots and links. This is shown nowhere more
clearly than in the theory of Vassiliev invariants that
we take up in the next section.

Vassiliev Invariants and Invariants
of Rigid Vertex Graphs

In this section we study the combinatorial topology
of Vassiliev invariants. As we shall see, by the end of
this section, Vassiliev invariants are directly con-
nected with Lie algebras, and representations of Lie
algebras can be used to construct them. This aspect
of link invariants is one of the most fundamental for
connections with physics. Just as symmetry con-
siderations in physics lead to a fundamental rela-
tionship with Lie algebras, topological invariance
leads to a fundamental relationship of the theory of
knots and links with Lie algebras.

If V(K) is a (Laurent polynomial valued or, more
generally, commutative ring valued) invariant of
knots, then it can be naturally extended to an
invariant of rigid vertex graphs by defining the
invariant of graphs in terms of the knot invariant via
an ‘‘unfolding of the vertex.’’ That is, we can regard
the vertex as a ‘‘black box’’ and replace it by any
tangle of our choice. Rigid vertex motions of the
graph preserve the contents of the black box, and
hence implicate ambient isotopies of the link
obtained by replacing the black box by its contents.
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tate. There are two evaluations related to a state.
he first one is the product of the vertex weights,
enoted hKjSi. The second evaluation is the number
f loops in the state S, denoted kSk.
Define the state summation, hKi, by the formula

hKi ¼
X

S

hKjSi�kSk�1

t follows from this definition that hKi satisfies the
quations

h�i ¼ Ah� i þ A�1hÞði
hK qOi ¼ �hKi
hOi ¼ 1

he first equation expresses the fact that the entire
et of states of a given diagram is the union, with
espect to a given crossing, of those states with an
-type smoothing and those with an A�1-type

moothing at that crossing. The second and the
hird equation are clear from the formula defining
he state summation. Hence, this state summation
roduces the bracket polynomial as we have
escribed it at the beginning of the section.

emark By a change of variables one obtains the
riginal Jones polynomial, VK(t), for oriented knots
nd links from the normalized bracket:

VKðtÞ ¼ fKðt�1=4Þ

emark The bracket polynomial provides a con-
ection between knot theory and physics, in that the
tate summation expression for it exhibits it as a
eneralized partition function defined on the knot
iagram. Partition functions are ubiquitous in
tatistical mechanics, where they express the sum-
ation over all states of the physical system of

robability weighting functions for the individual
tates. Such physical partition functions contain
rge amounts of information about the correspond-
g physical system. Some of this information is

irectly present in the properties of the function,
uch as the location of critical points and phase
ransition. Some of the information can be obtained
y differentiating the partition function, or perform-
g other mathematical operations on it.

In fact, by defining a generalization of the bracket
olynomial, defined on knot diagrams but not
variant under the Reidemeister moves, we can

apture significant partition functions that are
hysically meaningful. There is no room in this
urvey to detail how this generalization can be used
o express the Potts model for planar graphical
onfigurations, and how it expresses the relationship
etween the Potts model and the Temperley–Lieb



Invariants of knots and links that are evaluated on
these replacements are then automatically rigid vertex
invariants of the corresponding graphs. If we set up a
collection of multiple replacements at the vertices
with standard conventions for the insertions of the
tangles, then a summation over all possible replace-
ments can lead to a graph invariant with new
coefficients corresponding to the different replace-
ments. In this way, each invariant of knots and links
implicates a large collection of graph invariants.

The simplest tangle replacements for a 4-valent
vertex are the two crossings, positive and negative, and
the oriented smoothing. Let V(K) be any invariant of
knots and links. Extend V to the category of rigid
vertex embeddings of 4-valent graphs by the formula

VðK�Þ ¼ aVðKþÞ þ bVðK�Þ þ cVðK0Þ

where Kþ denotes a knot diagram K with a specific
choice of positive crossing, K� denotes a diagram
identical to the first with the positive crossing
replaced by a negative crossing and K� denotes a
diagram identical to the first with the positive
crossing replaced by a graphical node.

There is a rich class of graph invariants that can
be studied in this manner. The Vassiliev invariants
(Bar-Natan 1995) constitute the important special
case of these graph invariants where a = þ1, b =�1
and c = 0. Thus, V(G) is a Vassiliev invariant if

VðK�Þ ¼ VðKþÞ � VðK�Þ

Call this formula the exchange identity for the
Vassiliev invariant V. See Figure 7.

V is said to be of finite type k if V(G) = 0
whenever jGj > k, where jGj denotes the number of
(4-valent) nodes in the graph G. The notion of finite
type is of extraordinary significance in studying
these invariants. One reason for this is the following
basic lemma.

Lemma If a graph G has exactly k nodes, then the
value of a Vassiliev invariant vk of type k on G,
vk(G), is independent of the embedding of G.

Proof Omitted. &

The upshot of this lemma is that Vassiliev
invariants of type k are intimately involved with
certain abstract evaluations of graphs with k nodes.
In fact, there are restrictions (the four-term relations)
on these evaluations demanded by the topology and
it follows from results of Kontsevich (see Bar-Natan
(1995) that such abstract evaluations actually deter-
mine the invariants. The knot invariants derived from
classical Lie algebras are all built from Vassiliev
invariants of finite type. All of this is directly related
to Witten’s functional integral (Witten 1989).

In the next few figures we illustrate some of these
main points. In Figure 8 we show how one
associates a so-called chord diagram to represent
the abstract graph associated with an embedded
graph. The chord diagram is a circle with arcs
connecting those points on the circle that are welded
to form the corresponding graph. In Figure 9 we
illustrate how the four-term relation is a conse-
quence of topological invariance.

In Figure 10 we show how the four-term relation is a
consequence of the abstract pattern of the commutator

(K *)

V(K *) = V(K  +) – V(K –)

⏐

⏐ ⏐ ⏐

(K +)⏐ (K –)⏐

Figure 7 Exchange identity for Vassiliev invariants.

2 1

1

2

2

1

Figure 8 Chord diagrams.
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entity for a matrix Lie algebra. That is, we show how
diagrammatic version of the formula

TaTb � TbTa ¼ f ab
c Tc

its directly with the four-term relation. The formula
e have quoted here states that the commutator of

he matrices Ta and Tb is equal to a sum of the
atrices Tc with coefficients (the structure coeffi-

ients of the Lie algebra) f ab
c . Such a relation is the

ost concrete way to define a matrix Lie algebra.
here are other levels of abstraction that can be
mployed here. The same diagrammatic can be
terpreted directly in terms of the Jacobi identity

hat defines a Lie algebra. We shall content
urselves with this matrix point of view here, and
dd that it is assumed here that the structure
oefficients are invariant under cyclic permutation,
n assumption that is not needed in the general case.
he four-term relation is directly related to a
ategorical generalization of Lie algebras.
Figure 11 illustrates how the weights are assigned

o the chord diagrams in the Lie algebra case – by
serting Lie algebra matrices into the circle and

aking a trace of a sum of matrix products. The
elationship between Vassiliev invariants and Lie

T 
a T 

b  –  T 
b T 

a  =  f 
ab T 

c
c

Ta

– =

– =

– =

–==

a

igure 10 The four-term relation from categorical Lie algebra.

tr( Σ T 
aT 

bT 
aT 

b)
ab

a

b

igure 11 Calculating Lie algebra weights.
algebras has been known since Bar-Natan’s thesis
(see also Kauffman (1995). In Bar-Natan (1995) the
reader will find a good account of Kontsevich’s
theorem, showing how Lie algebra weight systems,
and in fact any weight system satisfying the four-
term relation, can be used to construct knot
invariants. Conceptually, the ideas behind the
Kontsevich theorem are directly related to Witten’s
approach to knot invariants via quantum field
theory. We give an exposition of this approach in
the next section of this article.

Example Let PK(t) = fK(et) (A = et) where fK(A) is
the normalized bracket polynomial invariant dis-
cussed in the last section. Then PK(t) is expressed as
a power series in t with coefficients vn(K),
n = 0, 1, 2, . . . , that are invariants of the knot or
link K. It is not hard to show that these coefficient
invariants (extended to graphs so that the Vassiliev
exchange identity is satisfied) are Vassiliev invar-
iants of finite type. In fact, most of the so-called
polynomial invariants of knots and links (relatives
of the bracket and Jones polynomials) give rise to
Vassiliev invariants in just this way. Thus, Vassiliev
invariants of finite type are ubiquitous in this area
of knot theory. One can think of Vassiliev
invariants as building blocks for the other invar-
iants, or that these invariants are sources of
Vassiliev invariants.
Vassiliev Invariants and Witten’s
Functional Integral

Edward Witten (1989) proposed a formulation
of a class of 3-manifold invariants as generalized
Feynman integrals taking the form Z(M), where

ZðMÞ ¼
Z

DAeðik=4�ÞSðM;AÞ

Here M denotes a 3-manifold without boundary and
A is a gauge field (also called a gauge potential or
gauge connection) defined on M. The gauge field is a
1-form on a trivial G-bundle over M with values in a
representation of the Lie algebra of G. The group G
corresponding to this Lie algebra is said to be the
gauge group. In this integral, the action S(M, A) is
taken to be the integral over M of the trace of the
Chern–Simons 3-form A ^ dAþ (2=3)A ^ A ^ A.
(The product is the wedge product of differential
forms.) Z(M) integrates over all gauge fields modulo
gauge equivalence.

The formalism and internal logic of Witten’s
integral supports the existence of a large class of
topological invariants of 3-manifolds and associated
invariants of knots and links in these manifolds.



The invariants associated with this integral have
been given rigorous combinatorial descriptions but
questions and conjectures arising from the integral
formulation are still outstanding. Specific conjec-
tures about this integral take the form of just how it
implicates invariants of links and 3-manifolds, and
how these invariants behave in certain limits of the
coupling constant k in the integral. Many conjec-
tures of this sort can be verified through the
combinatorial models. On the other hand, the really
outstanding conjecture about the integral is that it
exists! At the present time there is no measure
theory or generalization of measure theory that
supports it in full generality. Here is a formal
structure of great beauty. It is also a structure
whose consequences can be verified by a remarkable
variety of alternative means.

The formalism of the Witten integral implicates
invariants of knots and links corresponding to each
classical Lie algebra. In order to see this, we need to
introduce the Wilson loop. The Wilson loop is an
exponentiated version of integrating the gauge field
along a loop K in three space that we take to be an
embedding (knot) or a curve with transversal self-
intersections. For this discussion, the Wilson loop
will be denoted by the notation

WKðAÞ

to denote the dependence on the loop K and the
field A. It is usually indicated by the symbolism

tr(Pe
H

K
A
). Thus,

WKðAÞ ¼ tr
�

Pe
H

K
A
�

Here the P denotes path ordered integration – we
are integrating and exponentiating matrix valued
functions, and so must keep track of the order of the
operations. The symbol tr denotes the trace of the
resulting matrix. This Wilson loop integration exists
by normal means and does not require functional
integration.

With the help of the Wilson loop functional on
knots and links, Witten writes down a functional
integral for link invariants in a 3-manifold M:

ZðM;KÞ ¼
Z

DAeðik=4�ÞSðM;AÞtr Pe
H

K
A

� �

¼
Z

DAeðik=4�ÞSWKðAÞ

Here S(M, A) is the Chern–Simons Lagrangian, as in
the previous discussion. We abbreviate S(M, A) as S
and write WK(A) for the Wilson loop. Unless

otherwise mentioned, the manifold M will be the
three-dimensional sphere S3.

An analysis of the formalism of this functional
integral reveals quite a bit about its role in knot
theory. One can determine how the Witten integral
behaves under a small deformation of the loop K.

Theorem

(i) Let Z(K) = Z(S3, K) and let �Z(K) denote the
change of Z(K) under an infinitesimal change in
the loop K. Then

�ZðKÞ ¼ ð4�i=kÞ
Z

dAeðik=4�ÞS½Vol�TaTaWKðAÞ

where Vol = �rstdxrdxsdxt.
The sum is taken over repeated indices, and

the insertion is taken of the matrices TaTa at the
chosen point x on the loop K that is regarded
as the center of the deformation. The volume
element Vol = �rstdxrdxsdxt is taken with regard
to the infinitesimal directions of the loop
deformation from this point on the original
loop.

(ii) The same formula applies, with a different
interpretation, to the case where x is a double
point of transversal self-intersection of a loop K,
and the deformation consists in shifting one of
the crossing segments perpendicularly to the
plane of intersection so that the self-intersection
point disappears. In this case, one Ta is inserted
into each of the transversal crossing segments so
that TaTaWK(A) denotes a Wilson loop with
a self-intersection at x and insertions of Ta at
xþ �1 and xþ �2, where �1 and �2 denote small
displacements along the two arcs of K that
intersect at x. In this case, the volume form is
nonzero, with two directions coming from the
plane of movement of one arc, and the perpen-
dicular direction is the direction of the other arc.

Remark One shows that the result of a topological
variation has an analytic expression that is zero if
the topological variation does not create a local
volume. Thus, we have shown that the integral of
e(ik=4�)S(A)WK(A) is topologically invariant as long as
the curve K is moved by the local equivalent of
regular isotopy.

In the case of switching a crossing, the key point is
to write the crossing switch as a composition of first
moving a segment to obtain a transversal intersec-
tion of the diagram with itself, and then to continue
the motion to complete the switch. Up to the choice
of our conventions for constants, the switching
formula is, as shown below (see Figure 12).
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ZðKþÞ � ZðK�Þ

¼ ð4�i=kÞ
Z

DAeðik=4�ÞSTaTahK��jAi

¼ ð4�i=kÞZðTaTaK��Þ

where K�� denotes the result of replacing the
crossing by a self-touching crossing. We distinguish
this from adding a graphical node at this crossing by
using the double-star notation.

A key point is to notice that the Lie algebra
insertion for this difference is exactly what is done
(in chord diagrams) to make the weight systems for
Vassiliev invariants (without the framing compensa-
tion). Thus, the formalism of the Witten functional
integral takes one directly to these weight systems in
the case of the classical Lie algebras. In this way, the
functional integral is central to the structure of the
Vassiliev invariants.

The Loop Transform and Quantum
Gravity

Suppose that  (A) is a (complex-valued) function
defined on gauge fields. Then we define formally the
loop transform b (K), a function on embedded loops
in three-dimensional space, by the formula

b ðKÞ ¼
Z

DA ðAÞWKðAÞ

If � is a differential operator defined on  (A), then
we can use this integral transform to shift the effect
of � to an operator on loops via integration by
parts:

d� ðKÞ ¼
Z

DA� ðAÞWKðAÞ

¼ �
Z

DA ðAÞ�WKðAÞ

When � is applied to the Wilson loop, the result can
be an understandable geometric or topological
operation. One can illustrate this situation with
operators G and H:

G ¼ �Fa
ijdxi�=�Aa

j ðxÞ
H ¼ ��arsF

a
ij�=�A

s
i�=�A

r
j

with summation over the repeated indices. Each of
these operators has the property that its action on
the Wilson loop has a geometric or topological
interpretation. One has

dG ðKÞ ¼ � b ðKÞ
where this variation refers to the effect of varying K.
As we saw in the previous section, this means that ifb (K) is a topological invariant of knots and links,
then dG (K) = 0 for all embedded loops K. This
condition is a transform analog of the equation
G (A) = 0. This equation is the differential analog
of an invariant of knots and links. It may happen
that � b (K) is not strictly zero, as in the case of our
framed knot invariants. For example, with

 ðAÞ ¼ exp ðik=4�Þ
Z

trðA^ dAþ ð2=3ÞA^A^AÞ
� �

we conclude that dG (K) is zero for flat deformations
(in the sense of the previous section) of the loop K,
but can be nonzero in the presence of a twist or curl.
In this sense, the loop transform provides a subtle
variation on the strict condition G (A)=0.

In Ashtekar et al. (1992) and other publications by
Ashtekar, Rovelli, Smolin, and their colleagues, the
loop transform is used to study a reformulation and
quantization of Einstein gravity. The differential-
geometric gravity theory of Einstein is reformulated
in terms of a background gauge connection and in the
quantization, the Hilbert space consists in functions
 (A) that are required to satisfy the constraints
G = 0 and H = 0. Thus, we see that bG(K) can be
partially zero in the sense of producing a framed knot
invariant, and that bH(K) is zero for non-self-
intersecting loops. This means that the loop trans-
forms of G and H can be used to investigate a subtle
variation of the original scheme for the quantization
of gravity. This program is being actively pursued by
a number of researchers. The Vassiliev invariants
arising from a topologically invariant loop transform
are of significance to this theory.

Braiding, Topological Quantum Field
Theory, and Quantum Computing

The purpose of this section is to discuss in a very
general way how braiding is related to topological
quantum field theory and to the enterprise
(Freedman et al. 2002) of using this sort of theory
as a model for anyonic quantum computation. The
ideas in the subject of topological quantum field
theory are well expressed by Michael Atiyah (1990)

z = z

= (c/k)z + O (1/k 
2 )

– z

Figure 12 The difference formula.
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and Edward Witten (1989). The simplest case of this
idea is C N Yang’s original interpretation of the
Yang–Baxter equation. Yang articulated a quantum
field theory in one dimension of space and one
dimension of time, in which the R-matrix giving the
scattering amplitudes for an interaction of two
particles whose (let us say) spins corresponded to
the matrix indices so that Rcd

ab is the amplitude for
particles of spin a and spin b to interact and produce
particles of spin c and d. Since these interactions are
between particles in a line, one takes the convention
that the particle with spin a is to the left of the
particle with spin b, and the particle with spin c is to
the left of the particle with spin d. If one follows the
concatenation of such interactions, then there is an
underlying permutation that is obtained by follow-
ing strands from the bottom to the top of the
diagram (thinking of time as moving up the page).
Yang designed the Yang–Baxter equation for R so
that the amplitudes for a composite process depend
only on the underlying permutation corresponding
to the process and not on the individual sequences of
interactions.

In taking over the Yang–Baxter equation for
topological purposes, we can use the same inter-
pretation, but think of the diagrams with their
under- and over-crossings as modeling events in a
spacetime with two dimensions of space and one
dimension of time. The extra spatial dimension is
taken in displacing the woven strands perpendicular
to the page, and allows the use of braiding operators
R and R�1 as scattering matrices. Taking this picture
to heart, one can add other particle properties to the
idealized theory. In particular, one can add fusion
and creation vertices where, in fusion, two particles
interact to become a single particle and, in creation,
one particle changes (decays) into two particles.
Matrix elements corresponding to trivalent vertices
can represent these interactions (see Figure 13).

Once one introduces trivalent vertices for fusion
and creation, there is the question how these
interactions will behave in respect to the braiding
operators. There will be a matrix expression for the
compositions of braiding and fusion or creation as
indicated in Figure 14. Here we will restrict
ourselves to showing the diagrammatics with the
intent of giving the reader a flavor of these

structures. It is natural to assume that braiding
intertwines with creation as shown in Figure 15
(similarly with fusion). This intertwining identity is
clearly the sort of thing that a topologist will love,
since it indicates that the diagrams can be inter-
preted as embeddings of graphs in three-dimensional
space. Figure 16 illustrates the Yang–Baxter equa-
tion. The intertwining identity is an assumption like
the Yang–Baxter equation itself, which simplifies the
mathematical structure of the model.

It is to be expected that there will be an operator
that expresses the recoupling of vertex interactions
as shown in Figure 17 and labeled by Q. The actual
formalism of such an operator will parallel the
mathematics of recoupling for angular momentum
(see, e.g., Kauffman (1994)). If one just considers
the abstract structure of recoupling then one sees
that for trees with four branches (each with a single
root) there is a cycle of length 5, as shown in

Figure 13 Creation and fusion.

= R

Figure 14 Braiding.

Q

Figure 17 Recoupling.

=

RIR I

RI

RI

RI

R I

R I

R I

Figure 16 Yang–Baxter equation.

=

Figure 15 Intertwining.
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Figure 17. One can start with any pattern of three
vertex interactions and go through a sequence of five
recouplings that bring one back to the same tree
from which one started. It is a natural simplifying
axiom to assume that this composition is the identity
mapping. This axiom is called the pentagon identity
(Figure 18).

Finally, there is a hexagonal cycle of interactions
between braiding, recoupling and the intertwining
identity as shown in Figure 19. One says that the
interactions satisfy the hexagon identity if this
composition is the identity.

A three-dimensional topological quantum field
theory is an algebra of interactions that satisfies the
Yang–Baxter equation, the intertwining identity, the
pentagon identity and the hexagon identity. There is
no room in this summary to detail the way that
these properties fit into the topology of knots and
three-dimensional manifolds, but a sketch is in
order. For the case of topological quantum field
theory related to the group SU(2) there is a
construction based entirely on the combinatorial
topology of the bracket polynomial (see the section

‘‘Kno ts, braids , and bracket polynom ial’’). For more
information on this approach, the reader is referred
to Kauffman (1994, 2002).

It turns out that the algebraic properties of a
topological quantum field theory give it enough
power to rigourously model three manifold invar-
iants described by the Witten integral. This is done
by regarding the 3-manifold as a union of two
handlebodies with boundary an orientable surface
Sg of genus g. The surface is divided up into
trinions as illustrated in Figure 20. A trinion is a
surface with boundary that is topologically equiva-
lent to a sphere with three punctures. In Figure 20
we illustrate two trinions, the second shown as a
neighborhood of a trivalent vertex, and a surface
of genus 3 that is decomposed into three trinions.
It turns out that there is a way to associate a
vector space V(Sg) to a surface with a trinion
decomposition, defined in terms of the associated
topological quantum field theory, such that the
isomorphism class of the vector space V(Sg) does
not depend upon the choice of decomposition.
This independence is guaranteed by the braiding,
hexagon, and pentagon identities in such a way
that one can associate a well-defined vector jM�i in
V(Sg) whenever M is a 3-manifold whose boundary is
Sg. Furthermore, if a closed 3-manifold M3 is decom-
posed along a surface Sg into the union of M� and Mþ,
where these parts are otherwise disjoint 3-manifolds
with boundary Sg, then the inner product I(M) =
hM�jMþi is, up to normalization, an invariant of the
3-manifold M3. With the definition of topological
quantum field theory given above, knots and links can
be incorporated as well, so that one obtains a source of
invariants I(M3, K) of knots and links in orientable
3-manifolds.

The invariant I(M3, K) can be formally compared
with the Witten integral

ZðM3;KÞ ¼
Z

DAeðik=4�ÞSðM;AÞWKðAÞ

Q
Q

Q

Q

Q

Figure 18 Pentagon identity.

=

Q

Q

Q

R

R

R

Figure 19 Hexagon identity.

Figure 20 Decomposition of a surface into trinions.
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It can be shown that up to limits of the heuristics,
Z(M, K) and I(M3, K) are essentially equivalent for
appropriate choice of gauge groups.

This point of view leads to more abstract
formulations of topological quantum field theories
as ways to associate vector spaces and linear
transformations to manifolds and cobordisms of
manifolds. (A cobordism of surfaces is a 3-manifold
whose boundary consists of these surfaces.)

As the reader can see, a three-dimensional TQFT is,
at base, a highly simplified theory of point-particle
interactions in (2þ 1)-dimensional spacetime. It can be
used to articulate invariants of knots and links and
invariants of 3-manifolds. The reader interested in the
SU(2) case of this structure and its implications for
invariants of knots and 3-manifolds can consult
Kauffman (1994, 2002) and Crane (1991). One expects
that physical situations involving 2þ 1 spacetime will
be approximated by such an idealized theory. It is
thought, for example, that aspects of the quantum Hall
effect will be related to topological quantum field
theory (Wilczek 1990). One can imagine a physics
where the geometrical space is two dimensional and the
braiding of particles corresponds to their interactions
through circulating around one another in the plane.
Anyons are particles that do not just change their wave
functions by a sign under interchange, but rather by a
complex phase or even a linear combination of states. It
is hoped that TQFT models will describe applicable
physics. One can think about the possible applications
of anyons to quantum computing. The TQFTs then
provide a class of anyonic models where the braiding is
essential to the physics and to the quantum
computation.

The key point in the application and relationship
of TQFT and quantum information theory is, in our
opinion, contained in the structure illustrated in
Figure 21. There we show a more complex braiding
operator, based on the composition of recoupling
with the elementary braiding at a vertex. (This
structure is implicit in the hexagon identity of

Figure 19.) The new braiding operator is a source of
unitary representations of braid group in situations
(which exist mathematically) where the recoupling
transformations are themselves unitary. This kind of
pattern is utilized in the work of Freedman et al.
(2002) and in the case of classical angular momentum
formalism has been dubbed a ‘‘spin-network quantum
simulator’’ by Rasetti and collaborators (see, e.g.,
Marzuoli and Rasetti (2002). Kauffman and Lomo-
naco (2006) show how certain natural deformations
(Kauffman 1994) of Penrose (1969) spin networks can
be used to produce such the Freedman–Kitaev model
for anyonic topological quantum computation. It is
legitimate to speculate that networks of this kind are
present in physical reality.

Quantum computing can be regarded as a study of
the structure of the preparation, evolution, and
measurement of quantum systems. In the quantum
computation model, an evolution is a composition of
unitary transformations (usually finite-dimensional
over the complex numbers). The unitary transforma-
tions are applied to an initial state vector that has been
prepared prior to this process. Measurements are
projections to elements of an orthonormal basis of
the space upon which the evolution is applied. The
result of measuring a state j i, written in the given
basis, is probabilistic. The probability of obtaining a
given basis element from the measurement is equal to
the absolute square of the coefficient of that basis
element in the state being measured.

It is remarkable that the above lines constitute an
essential summary of quantum theory. All applications
of quantum theory involve filling in details of unitary
evolutions and specifics of preparations and measure-
ments. Such unitary evolutions can be seen as approxi-
mated arbitrarily closely by representations of the Artin
braid group. The key to the anyonic models of quantum
computation via topological quantum field theory, or
via deformed spin networks, is that all unitary evolu-
tions can be approximated by a single coherent method
for producing representations of the braid group. This
beautiful mathematical fact points to a deep role for
topology in the structure of quantum physics.

The future of knots, links, and braids in relation
to physics will be very exciting. There is no question
that unitary representations of the braid group and
quantum invariants of knots and links play a
fundamental role in the mathematical structure of
quantum mechanics, and we hope that time will
show us the full meaning of this relationship.
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Introduction

The Kontsevich integral was invented by Kontsevich
(1993) as a tool to prove the fundamental theorem of
the theory of finite-type (Vassiliev) invariants (see Bar-
Natan (1995a)). It provides an invariant exactly as
strong as the totality of all Vassiliev knot invariants.

The Kontsevich integral is defined for oriented
tangles (either framed or unframed) in R3; therefore,
it is also defined in the particular cases of knots,
links, and braids (see Figure 1).

As a starter, we give two examples where simple
versions of the Kontsevich integral have a

straightforward geometrical meaning. In these
examples, as well as in the general construction of
the Kontsevich integral, we represent 3-space R3 as
the product of a real line R with coordinate t and a
complex plane C with complex coordinate z.

Example 1 The number of twists in a braid with
two strings z1(t) and z2(t) placed in the slice 0 � t � 1
(see Figure 2) is equal to

1

2�i

Z 1

0

dz1 � dz2

z1 � z2

Figure 1 A tangle, a braid, a link, and a knot.
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Example 2 The linking number of two spatial
curves K and K0 (see Figure 3) can be computed as

lkðK;K0Þ ¼ 1

2�i

Z
m<t<M

X
j

"j

dðzjðtÞ � z 0jðtÞÞ
zjðtÞ � z 0jðtÞ

where m and M are the minimum and the maximum
values of t on the link K [ K0, j is the index that
enumerates all possible choices of a pair of strands
of the link as functions zj(t), z0j(t) corresponding to K
and K0, respectively, and "j =�1 according to the
parity of the number of chosen strands that are
oriented downwards.

The Kontsevich integral can be regarded as a far-
going generalization of these formulas. It aims at
encoding all information about how the horizontal
chords on the knot (or tangle) rotate when moved in
the vertical direction. From a more general view-
point, the Kontsevich integral represents the mono-
dromy of the Knizhnik–Zamolodchikov connection
in the complement to the union of diagonals in Cn

(see Bar-Natan (1995a) and Ohtsuki (2002)).

Chord Diagrams and Weight Systems

Algebras A(p)

The Kontsevich integral of a tangle T takes values in
the space of chord diagrams supported on T.

Let X be an oriented one-dimensional manifold,
that is, a collection of p numbered oriented lines and
q numbered oriented circles. A chord diagram of
order n supported on X is a collection of n pairs
of unordered points in X, considered up to an
orientation- and component-preserving diffeo-
morphism. In the vector space formally generated
by all chord diagrams of order n, we distinguish the
subspace spanned by all four-term relations

– + –

where thin lines designate chords, while thick lines are
pieces of the manifold X. Apart from the fragments
shown, all the four diagrams are identical. The
quotient space over all such combinations is denoted
by An(X) =An(p, q). Let A(p, q) = �1n = 0 An(p, q)
and let Â(p, q) be the graded completion of A(p, q)
(i.e., the space of formal infinite series

P1
i = 0 ai with

ai 2 Ai(p, q)). If, moreover, we divide A(p, q) by all
‘‘framing independence’’ relations (any diagram with
an isolated chord, i.e., a chord joining two adjacent
points of the same connected component of X, is set to
0), then the resulting space is denoted by A0(p, q), and
its graded completion by Â0(p, q).

The spaces A(p, 0) =A(p) have the structure of an
algebra (the product of chord diagrams is defined by
concatenation of underlying manifolds in agreement
with the orientation). Closing a line component into a
circle, we get a linear map A(p, q)! A(p� 1, qþ 1)
which is an isomorphism when p = 1. In particular,
A(S1) ffi A(R1) has the structure of an algebra; this
algebra is denoted simply byA; the Kontsevich integral
of knots takes its values in its graded completion
Â. Another algebra of special importance is
Â(3) = Â(3, 0), because it is where the Drinfeld
associators live.

Hopf Algebra Structure

The algebra A(p) has a natural structure of a Hopf
algebra with the coproduct � defined by all ways to
split the set of chords into two disjoint parts. To give
a convenient description of its primitive space, one
can use generalized chord diagrams. We now allow
trivalent vertices not belonging to the supporting
manifold and use STU relations (Bar-Natan 1995a)

= –

to express the generalized diagrams as linear combi-
nations of conventional chord diagrams, for example,

= – +2

Then the primitive space coincides with the sub-
space of A(p) spanned by all connected generalized
chord diagrams (‘‘connected’’ means that they remain
connected when the supporting manifold X is
disregarded).

z1(t ) z2(t )

Figure 2 Counting the number of twists.

zj (t ) zj (t )′

Figure 3 Counting the linking number.
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Weight Systems

A ‘‘weight system’’ of degree n is a linear function
on the space An. Every Vassiliev invariant v of
degree n defines a weight system symb(v) of the
same degree called its ‘‘symbol.’’

Algebras B(p)

Apart from the spaces of chord diagrams modulo four-
term relations, there are closely related spaces of Jacobi
diagrams. A Jacobi diagram is defined as a unitrivalent
graph, possibly disconnected, having at least one
vertex of valency 1 in each connected component and
supplied with two additional structures: a cyclic order
of edges in each trivalent vertex and a labeling of
univalent vertices taking values in the set {1, 2, . . . , p}.
The space B(p) is defined as the quotient of the vector
space formally generated by all p-colored Jacobi
diagrams modulo the two types of relations:
Antisymmetry: IHX:

= =– –

The disjoint union of Jacobi diagrams makes the
space B(p) into an algebra.

The symmetrization map �p:B(p)! A(p), defined
as the average over all ways to attach the legs of color i
to ith connected component of the underlying manifold

1

2

11
2
1

1

2

2 2

+

is an isomorphism of vector spaces (the formal
PBW isomorphism (Bar-Natan 1995a, Le and
Murakami 1995) which is not compatible with
the multiplication. The relation between A(p) and
B(p) very much resembles the relation between
the universal enveloping algebra and the sym-
metric algebra of a Lie algebra. The algebra
B=B(1) is used to write out the explicit formula
for the Kontsevich integral of the unknot (see
Bar-Natan et al. (2003) and below).

The Construction

Kontsevich’s Formula

We will explain the construction of the Kontsevich
integral in the classical case of (closed) oriented
knots; for an arbitrary tangle T, the formula is the
same; only the result is interpreted as an element of
Â(T). As above, represent three-dimensional space
R3 as a direct product of a complex line C with
coordinate z and a real line R with coordinate t.

The integral is defined for Morse knots, that is,
knots K embedded in R3 = Cz � Rt in such a way
that the coordinate t restricted to K has only
nondegenerate (quadratic) critical points. (In fact,
this condition can be weakened, but the class of
Morse knots is broad enough and convenient to
work with.)

The Kontsevich integral Z(K) of the knot K is the
following element of the completed algebra Â0:

ZðKÞ ¼
X1
m¼0

1

ð2�iÞm

�
Z

tmin < tm < � � � < t1
<tmax

tj are noncritical

X
P¼fðzj;z 0jÞg

ð�1Þ#P

�DP

m̂

j¼1

dzj � dz 0j
zj � z 0j

Explanation of the Constituents

The real numbers tmin and tmax are the minimum and
the maximum of the function t on K.

The integration domain is the m-dimensional
simplex tmin < tm < � � � < t1 < tmax divided by the
critical values into a certain number of ‘‘connected
components.’’ For example, Figure 4 shows an
embedding of the unknot where, for m = 2, the
integration domain has six connected components.

The number of summands in the integrand is
constant in each connected component of the
integration domain, but can be different for different
components. In each plane {t = tj} 	 R3 choose an
unordered pair of distinct points (zj, tj) and (z0j, tj) on
K, so that zj(tj) and z0j(tj) are continuous branches of
the knot. We denote by P = {(zj, z0j)} the collection of
such pairs for j = 1, . . . , m. The integrand is the sum
over all choices of the pairing P. In the example
above for the component {tmin < t1 < c1, c2 < t2 <
tmax}, we have only one possible pair of points on
the levels {t = t1} and {t = t2}. Therefore, the sum
over P for this component consists of only one
summand. Unlike this, in the component {tmin <
t1 < c1, c1 < t2 < c2}, we still have only one

tmax

c2
c1

tmin

c2

tmax

c1

tmin

c1 c 2 tmaxtmin

t

z

t2

t1

Figure 4 Connected components.
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possibility for the level {t = t1}, but the plane {t = t2}
intersects our knot K in four points. So we have

4
2

� �
= 6 possible pairs (z2, z02), and the total number

of summands is six (see Figure 5).
For a pairing P, the symbol ‘‘#P’’ denotes the

number of points (zj, tj) or (z0j, tj) in P, where the
coordinate t decreases along the orientation of K.

Fix a pairing P. Consider the knot K as an oriented
circle and connect the points (zj, tj) and (z0j, tj) by a
chord. Up to a diffeomorphism, this chord does not
depend on the value of tj within a connected
component. We obtain a chord diagram with m
chords. The corresponding element of the algebra A0
is denoted by DP. Figure 5, for each connected
component in our example, shows one of the possible
pairings, the corresponding chord diagram with
the sign (�1)#P and the number of summands of the
integrand (some of which are equal to zero in A0 due
to the framing independence relation).

Over each connected component, zj and z0j are
smooth functions of tj.

By
m̂

j¼1

dzj � dz0j
zj � z0j

we mean the pullback of this form to the integration
domain of variables t1, . . . , tm. The integration
domain is considered with the orientation of the
space Rm defined by the natural order of the
coordinates t1, . . . , tm.

By convention, the term in the Kontsevich integral
corresponding to m = 0 is the (only) chord diagram
of order 0 with coefficient 1. It represents the unit of
the algebra A0.

Framed Version of the Kontsevich Integral

Let K be a framed oriented Morse knot with writhe
number w(K). Denote the corresponding knot
without framing by �K. The framed version of the
Kontsevich integral can be defined by the formula

ZfrðKÞ ¼ eðwðKÞ=2Þ� � Zð�KÞ 2 Â

where � is the chord diagram with one chord and the
integral Z(�K) 2 Â0 is understood as an element of the
completed algebra Â (without one-term relations) by
virtue of a natural inclusionA0!A defined as identity
on the primitive subspace of A0 (see Goryunov
(1999) and Le and Murakami (1996)).

Basic Properties

Constructing the Universal Vassiliev Invariant

The Kontsevich integral Z(K)

1. converges for any Morse knot K,
2. is invariant under deformations of the knot in the

class of Morse knots, and
3. behaves in a predictable way under the deforma-

tion that adds a pair of new critical points to a
Morse knot:

Z = Z(H ) . Z

Here the first and the third pictures depict two
embeddings of an arbitrary knot, differing only in
the shown fragment, H = is the ‘‘hump’’ (unknot
embedded in R3 in the specified way), and the
product is the product in the completed algebra Â0

6 summands

(–1)2

1 summand

(–1)1

36 summands

(–1)1

1 summand

(–1)2

6 summands

(–1)2

1 summand

(–1)2

Figure 5 Pairings and chord diagrams.
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of chord diagrams. The last equality allows one to
define a genuine knot invariant by the formula

IðKÞ ¼ ZðKÞ=ZðHÞc=2

where c denotes the number of critical points of K and
the ratio means the division in the algebra Â0 according
to the rule (1þ a)�1 = 1� aþ a2� a3 þ � � � .

The expression I(K) is sometimes referred to as
the ‘‘final’’ Kontsevich integral as opposed to the
‘‘preliminary’’ Kontsevich integral Z(K). It repre-
sents a universal Vassiliev invariant in the following
sense: Let w be a weight system, that is, a linear
functional on the algebra Â0. Then the composition
w(I(K)) is a numerical Vassiliev invariant, and any
Vassiliev invariant can be obtained in this way.

The final Kontsevich integral for framed knots is
defined in the same way, using the hump H with
zero writhe number.

Is Universal Vassiliev Invariant Universal?

At present, it is not known whether the Kontsevich
integral separates knots, or even if it can tell the
orientation of a knot. However, the corresponding
problem is solved, in the affirmative, in the case of
braids and string links (theorem of Kohno–
Bar-Natan (Bar-Natan 1995b, Kohno 1987).

Omitting Long Chords

We will state a technical lemma which is highly
important in the study of the Kontsevich integral. It
is used in the proof of the multiplicativity, in the
combinatorial construction, etc.

Suppose we have a Morse knot K with a
distinguished tangle T (Figure 6). Let m and M be
the maximal and minimal values of t on the tangle T.
In the horizontal planes between the levels m and M,
we can distinguish two kinds of chords: ‘‘short’’
chords that lie either inside T or inside K nT, and
‘‘long’’ chords that connect a point in T with a point
in K nT. Denote by ZT(K) the expression defined by
the same formula as the Kontsevich integral Z(K)
where only short chords are taken into consideration.
More exactly, if C is a connected component of the

integration domain whose projection on the coordi-
nate axis tj is entirely contained in the segment [m, M],
then in the sum over the pairings P we include only
those pairings that include short chords.

Lemma ‘‘Long’’ chords can be omitted when
computing the Kontsevich integral: ZT(K) = Z(K).

Kontsevich’s Integral and Operations on Knots

The Kontsevich integral behaves in a nice way with
respect to the natural operations on knots, such as
mirror reflection, changing the orientation of the
knot, mutation of knots (see Chmutov and Duzhin
(2001)), cabling (see Willerton (2002)). We give
some details regarding the first two items.

Fact 1 Let R be the operation that sends a knot
to its mirror image. Define the corresponding
operation R on chord diagrams as multiplication
by (�1)n, where n is the order of the diagram. Then
the Kontsevich integral commutes with the opera-
tion R: Z(R(K)) = R(Z(K)), where by R(Z(K)) we
mean simultaneous application of R to all the chord
diagrams participating in Z(K).

Corollary The Kontsevich integral Z(K) and the
universal Vassiliev invariant I(K) of an amphicheiral
knot K consist only of even order terms. (A knot K is
called ‘‘amphicheiral,’’ if it is equivalent to its mirror
image: K = R(K).)

Fact 2 Let S be the operation on knots which
inverts their orientation. The same letter will also
denote the analogous operation on chord diagrams
(inverting the orientation of the outer circle or,
which is the same thing, axial symmetry of the
diagram). Then the Kontsevich integral commutes
with the operation S of inverting the orientation:
Z(S(K)) = S(Z(K)).

Corollary The following two assertions are
equivalent:

(i) Vassiliev invariants do not distinguish the
orientation of knots and

(ii) all chord diagrams are symmetric: D = S(D)
modulo four-term relations.

The calculations of Kneissler (1997) show that up
to order 12 all chord diagrams are symmetric. For
bigger orders, the problem is still open.

Multiplicative Properties

The Kontsevich integral for tangles is multiplicative:

ZðT1Þ � ZðT2Þ ¼ ZðT1 � T2Þ

whenever the product T1 � T2, defined by vertical
concatenation of tangles, exists. Here, the product

m

M

t

T

short

long

Figure 6 Short and long chords.
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on the left-hand side is understood as the image of
the element Z(T1)
 Z(T2) under the natural map
A(T1)
A(T2)!A(T1 � T2).

This simple fact has two important corollaries:

1. For any knot K, the Kontsevich integral Z(K) is
a group-like element of the Hopf algebra Â0,
that is,

�ðZðKÞÞ ¼ ZðKÞ 
 ZðKÞ

where � is the comultiplication in A defined
above.

2. The final Kontsevich integral, taken in a different
normalization

I0ðKÞ ¼ ZðHÞIðKÞ ¼ ZðKÞ
ZðHÞc=2�1

is multiplicative with respect to the connected
sum of knots:

I0ðK1#K2Þ ¼ I0ðK1ÞI0ðK2Þ
Arithmetical Properties

For any knot K the coefficients in the expansion of
Z(K) over an arbitrary basis consisting of chord
diagrams are rational (see Kontsevich (1993), Le
and Murakami (1996), and below).
Combinatorial Construction of the
Kontsevich Integral

Sliced Presentation of Knots

The idea is to cut the knot into a number of
standard simple tangles, compute the Kontsevich
integral for each of them, and then recover the
integral of the whole knot from these simple
pieces.

More exactly, we represent the knot by a family
of plane diagrams continuously depending on a
parameter "2 (0, "0) and cut by horizontal planes
into a number of slices with the following
properties.

1. At every boundary level of a slice (dashed lines
in the pictures below), the distances between
various strings are asymptotically pro-
portional to different whole powers of the
parameter ".

2. Every slice contains exactly one special event
and several strictly vertical strings which
are farther away (at lower powers of ") from
any string participating in the event than its
width.
3. There are three types of special events:

associativity: A+ = A– =

braiding: B+ = B– =

min/max: m = M =

where, in the two last cases, the strings may be
replaced by bunches of parallel strings which
are closer to each other than the width of this
event.
Recipe of Computation of the Kontsevich Integral

Given such a sliced representation of a knot, the
combinatorial algorithm to compute its Kontsevich
integral consists in the following:

1. Replace each special event by a series of chord
diagrams supported on the corresponding tangle
according to the rule

m;M 7! 1

Bþ 7!R; Bþ 7!R�1

Aþ 7!�; A� 7!��1

where

R ¼ � exp
2

� �

¼ þ 1

2
þ 1

2 � 22
þ 1

3! � 23
þ � � �

� ¼ 1� �ð2Þ
ð2�iÞ2

½a; b�

� �ð3Þ
ð2�iÞ3

ð½a; ½a; b�� þ ½b; ½a; b��Þ þ � � �

(� 2 Â(3) is the Knizhnik–Zamolodchikov
Drinfeld associator defined below; it is an infinite
series in two variables a = , b = ).

2. Compute the product of all these series from
top to bottom taking into account the connec-
tion of the strands of different tangles, thus
obtaining an element of the algebra Â0.

To accomplish the algorithm, we need two
auxiliary operations on chord diagrams:

1. Si :A(p)!A(p) defined as multiplication by
(�1)k on a chord diagram containing k end-
points of chords on the string number i. This is
the correction term in the computation of R
and � in the case when the tangle contains
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some strings oriented downwards (the upwards
orientation is considered as positive).

2. �i :A(p)! A(pþ 1) acts on a chord diagram D
by doubling the ith string of D and taking the
sum over all possible lifts of the endpoints of
chords of D from the ith string to one of the two
new strings. The strings are counted by their
bottom points from left to right. This operation can
be used to express the combinatorial Kontsevich
integral of a generalized associativity tangle
(with strings replaced by bunches of strings) in
terms of the combinatorial Kontsevich integral
of a simple associativity tangle.

Example

Using the combinatorial algorithm, we compute the
Kontsevich integral of the trefoil knot 31 to the
terms of degree 2. A sliced presentation for this knot
shown in Figure 7 implies that Z(31) = S3(�)
R�3S3(��1) (here the product from left to right
corresponds to the multiplication of tangles from
top to bottom). Up to degree 2, we have

� ¼ 1þ 1
24 ½a; b� þ � � �

R ¼ X 1þ 1
2aþ 1

8a
2 þ � � �

� �
where X means that the two strands in each term of
the series must be crossed over at the top. The
operation S3 changes the orientation of the third
strand, which means that S3(a) = a and S3(b) = �b.
Therefore,

S3ð�Þ ¼ 1� 1
24 ½a; b� þ � � �

S3ð��1Þ ¼ 1þ 1
24 ½a; b� þ � � �

R�3 ¼ X 1� 3
2 aþ 9

8 a2 þ � � �
� �

and
~ε2

~ε2

ε

~1

~

Figure 7 A sliced presentation of the trefoil.
Zð31Þ ¼ 1� 1
24 ½a; b� þ � � �

� �
�Xð1� 3

2 aþ 9
8 a2 þ � � �

�
1þ 1

24 ½a; b� þ � � �
� �

¼ 1� 3
2 Xa� 1

24 abXþ 1
24 baX

þ 1
24 Xab� 1

24 Xbaþ 9
8 Xa2 þ � � �

Closing these diagrams into the circle, we see that in
the algebra A we have Xa = 0 (by the framing
independence relation), then baX = Xab = 0 (by the
same relation, because these diagrams consist of two
parallel chords) and abX = Xba = Xa2 =

N
. The

result is Z(31) = 1þ (25/24)
N
þ � � � . The final

Kontsevich integral of the trefoil (in the multi-
plicative normalization) is thus equal to

I0ð31Þ ¼Zð31Þ=ZðHÞ

¼ 1þ 25

24

O
þ � � �

� ��
1þ 1

24

O
þ � � �

� �

¼ 1þ
O
þ � � �
Drinfeld Associator and Rationality

The Drinfeld associator used as a building block in
the combinatorial construction of the Kontsevich
integral can be defined as the limit

�KZ ¼ lim
"!0

"�bZðAT"Þ"a

where a = , b = , and AT" is the positive associa-
tivity tangle (special event Aþ shown above) with
the distance between the vertical strands constant 1
and the distance between the close endpoints equal
to ". An explicit formula for �KZ was found by Le
and Murakami (1996); it is written as a nested
summation over four variable multi-indices and
therefore does not provide an immediate insight
into the structure of the whole series; we confine
ourselves by quoting the beginning of the series
(note that �KZ is a group-like element in the free
associative algebra with two generators; hence, its
logarithm belongs to the corresponding free Lie
algebra):

logð�KZÞ ¼ � �ð2Þ½x;y� � �ð3Þð½x; ½x;y�� þ ½y; ½x;y�Þ

� �ð2Þ
2

10
ð4½x; ½x; ½x;y��� þ ½y; ½x; ½x;y���

þ 4½y; ½y; ½x;y���Þ
� �ð5Þð½x; ½x; ½x; ½x;y���� þ ½y; ½y; ½y; ½x;y����Þ
þ ð�ð2Þ�ð3Þ � 2�ð5ÞÞð½y; ½x; ½x; ½x;y����
þ ½y; ½y; ½x; ½x;y����Þ
þ 1

2 �ð2Þ�ð3Þ � 1
2 �ð5Þ

� �
½½x;y�; ½x; ½x;y���

þ 1
2 �ð2Þ�ð3Þ � 3

2 �ð5Þ
� �

½½x;y�; ½y; ½x;y���
þ � � �
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where x= (1=2� i)a and y= (1=2� i)b. In general, �KZ

is an infinite series whose coefficients are ‘‘multiple
zeta values’’ (Le and Murakami 1996, Zagier 1994)

�ða1; . . . ; anÞ ¼
X

0<k1<k2<���<kn

k�a1

1 . . . k�an
n

There are other equivalent definitions of �KZ, in
particular one in terms of the asymptotical behavior
of solutions of the simplest Knizhnik–Zamolodchikov
equation

dG

dz
¼ a

z
þ b

z� 1

� �
G

where G is a function of a complex variable taking
values in the algebra of series in two noncommuting
variables a and b (see Drinfeld (1991)).

It turns out (theorem of Le and Murakami (1996))
that the combinatorial Kontsevich integral does not
change if �KZ is replaced by another series in Â(3)
provided it satisfies certain axioms (among which
the pentagon and hexagon relations are the most
important, see Drinfeld (1991) and Le and
Murakami (1996)).

Drinfeld (1991) proved the existence of an
associator �Q with rational coefficients. Using it
instead of �KZ in the combinatorial construction, we
obtain the following:

Theorem (Le and Murakami 1996). The coeffi-
cients of the Kontsevich integral of any knot (tangle)
are rational when Z(K) is expanded over an
arbitrary basis consisting of chord diagrams.
Explicit Formulas for the Kontsevich
Integral

The Wheels Formula

Let O be the unknot; the expression I(O) = Z(H)�1

is referred to as the ‘‘Kontsevich integral of the
unknot.’’ A closed form formula for I(O) was
proved in Bar-Natan et al. (2003):

Theorem

IðOÞ ¼ exp
X1
n¼1

b2nw2n

¼ 1þ
X1
n¼1

b2nw2n

 !
þ 1

2

X1
n¼1

b2nw2n

 !2

þ � � �

Here b2n are modified Bernoulli numbers, that is,
the coefficients of the Taylor series

X1
n¼1

b2nx2n ¼ 1

2
ln

ex=2 � e�x=2

x

(b2 = 1=48, b4 =�1=5760, b6 = 1=362 880, . . . ), and
w2n are the ‘‘wheels,’’ that is, Jacobi diagrams of the
form

w2 ¼ ; w4 ¼ ; w6 ¼ ; . . .

The sums and products are understood as operations
in the algebra of Jacobi diagrams B, and the result is
then carried over to the algebra of chord diagrams A
along the isomorphism �.

Generalizations

There are several generalizations of the wheels
formula.

1. Rozansky’s rationality conjecture (Rozansky
2003) proved by Kricker (2000) affirms that the
Kontsevich integral of any (framed) knot can be
written in a form resembling the wheels formula.
Let us call the ‘‘skeleton’’ of a Jacobi diagram the
regular 3-valent graph obtained by ‘‘shaving off’’
all univalent vertices. Then the wheels formula
says that all diagrams in the expansion of I(O)
have one and the same skeleton (circle), and the
generating function for the coefficients of dia-
grams with n legs is a certain analytic function,
more or less rational in ex. In the same way, the
theorem of Rozansky and Kricker states that the
terms in I(K) 2 B̂, when arranged by their
skeleta, have the generating functions of the
form p(ex)=AK(ex), where AK is the Alexander
polynomial of K and p is some polynomial
function. Although this theorem does not give
an explicit formula for I(K), it provides a lot of
information about the structure of this series.

2. Marché gives a closed form formula for the
Kontsevich integral of torus knots T(p, q).

The formula of Marché, although explicit, is
rather intricate, and here, by way of example, we
only write out the first several terms of the final
Kontsevich integral I0 for the trefoil (torus knot of
type (2,3)), following Willerton (2002):

I0ð Þ ¼ � þ � 31

24
þ 5

24
þ 1

2
þ � � �
First Terms of the Kontsevich Integral

A Vassiliev invariant v of degree n is called
‘‘canonical’’ if it can be recovered from the
Kontsevich integral by applying a homogeneous
weight system, that is, if v = symb(v) � I. Canonical
invariants define a grading in the filtered space of
Vassiliev invariants which is consistent with the
filtration. If the Kontsevich integral is expanded



Korteweg–de Vries Equation and Other Modulation Equations 239
over a fixed basis in the space of chord diagrams Â0,
then the coefficient of every diagram is a canonical
invariant. According to Stanford (2001) and Willerton
(2002), the expansion of the final Kontsevich integral
up to degree 4 can be written as follows:

I0ðKÞ ¼ �c2ðKÞ � 1
6 j3ðKÞ

þ 1
48 4j4ðKÞ þ 36c4ðKÞ � 36c2

2ðKÞ þ 3c2ðKÞ
� �

þ 1
24 �12c4ðKÞ þ 6c2

2ðKÞ � c2ðKÞ
� �

þ 1
2 c2

2ðKÞ þ � � �

where cn are coefficients of the Conway polynomial
rK(t) =

P
cn(K)tn and jn are modified coefficients of

the Jones polynomial JK(et) =
P

jn(K)tn. Therefore, up
to degree 4, the basic canonical Vassiliev invariants of
unframed knots are c2, j3, j4, c4 þ (1=12)c2, and c2

2.

Acknowledgments

S Duzhin was partially supported by presidential
grant NSh-1972.2003.1.

See also: Finite-Type Invariants; Mathematical Knot
Theory.
Further Reading

Bar-Natan D (1995a) On the Vassiliev knot invariants. Topology
34: 423–472.

Bar-Natan D (1995b) Vassiliev homotopy string link invariants.

Journal of Knot Theory and Its Ramifications 4-1: 13–32.

Bar-Natan D, Le TQT, and Thurston DP (2003) Two applications of
elementary knot theory to Lie algebras and Vassiliev invariants.

Geometry and Topology 7(1): 1–31 (arXiv:math. QA/0204311).

Cartier P (1993) Construction combinatoire des invariants
de Vassiliev–Kontsevich des nœuds. Comptes Rendus de
l’Académie des Sciences, Série Mathématique Paris 316(I):
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Modulation equations are simplified equations
used to model complicated physical systems. Typi-
cally they are derived from the fundamental partial
differential equations that describe the system via
asymptotic analysis. Furthermore, the modulation
equations are in a sense ‘‘universal’’ in that many
different physical systems are described by the same
modulation equation. This comes about because
the form of the modulation equation depends on
only a very few, qualitative features of the original
partial differential equation. Thus, they serve a sort
of ‘‘normal form’’ for these partial differential
equations and as such justify greater study than
their apparently special character might otherwise
merit.

The Korteweg–de Vries (KdV) equation

@tu ¼ @3
xuþ 6u@xu; u ¼ uðx; tÞ; x 2 R; t � 0 ½1�



was one of the earliest modulation equations to be
intensively studied. It was derived in an attempt to
understand the propagation of solitary waves on the
surface of water in a channel of finite depth. The
KdV equation was first derived by Boussinesq but
then independently rederived and studied in detail
by Korteweg and de Vries. (For an interesting
discussion of the early history of the KdV equation
see Pego and Weinstein (1997).)

Derivation of the KdV Equation

As mentioned above, the KdV equation is a sort of
normal form describing the propagation of small-
amplitude, long-wavelength disturbances in a variety
of different physical systems. In this section we
describe in detail how it arises as an approximation
to the Fermi–Pasta–Ulam (FPU) model of coupled,
nonlinear oscillators. Although the KdV equation is
most commonly encountered as an approximation
to water waves, its study as an approximation to the
FPU model was extremely important historically
because it was in this context that its complete
integrability was discovered by Miura (1968) and
Gardner et al. (1974).

Consider an infinite set of particles of mass
m = 1 at positions qj(t), j 2 Z, interacting with
their nearest neighbors via a potential V(q).
Newton’s equations for the motion of such
particles are:

d2qj

dt2
¼V0ðqjþ1ðtÞ � qjðtÞÞ

� V0ðqjðtÞ � qj�1ðtÞÞ; j 2 Z ½2�

If we rewrite these equations in terms of the
difference variables r(j, t) = qjþ1(t)� qj(t), then [2]
becomes

d2r

dt2
ðj; tÞ¼V0ðrðjþ 1; tÞÞ

þ V0ðrðj� 1; tÞÞ � 2V0ðrðj; tÞÞ; j 2 Z ½3�

We are interested in small-amplitude, long-
wavelength, solutions of [3]. One way of studying
such motions is to change the lattice spacing in [3]
from 1 to h and then let h tend to zero. A nice
derivation of the KdV equation from that point of
view is contained in Ablowitz and Segur (1981).
Here, following Schneider and Wayne (1999), we
will keep the lattice spacing fixed at 1 and rescale
the spatial variable in the KdV equation. This is
closer to the approximation method used in the
water wave problem.

Since we want to focus on small-amplitude, long-
wavelength solutions of [3], we begin by making the

hypothesis that there exists some real-valued func-
tion R(x, t) such that the solution of [3] can be
written as

rðj; tÞ ¼ "2Rð"j; tÞ ½4�

The prefactor "2 insures that the solution is of small
amplitude while rescaling j! "j means that phe-
nomena that occur on length scales of O(1) in the
equation for R will occur on length scales of O(1=")
in the original equation – that is, they will be long-
wavelength solutions. The differing powers of "
chosen for rescaling the amplitude and the spatial
scale are chosen so that the dispersive and nonlinear
effects will balance each other. Inserting [4] into [3]
and expanding to lowest order in " we find that the
nonvanishing terms of lowest order in " are

@2R

@t2
¼ "2V00ð0Þ @

2R

@x2
½5�

This is just the wave equation and thus to leading
order we expect solutions of [3] to split into a left-
and right-moving waves, each moving with speed
c" = "

ffiffiffiffiffiffiffiffiffiffiffiffi
V00(0)

p
. (We assume that c2 � V00(0) > 0.)

Thus, we make a refinement of the hypothesized
form of the solution and replace [4] by

rðj; tÞ ¼ "2Uð"ðjþ ctÞ; "3tÞ
þ "2Vð"ðj� ctÞ; "3tÞ þ "4’ð"j; "tÞ ½6�

The presence of the term "4’ may be somewhat
surprising. We will discuss the reason for its
appearance in more detail below, but for the
moment we mention merely that its presence does
not affect the fact that to leading order the solution
is approximated by the left- and right-moving waves
represented by the "2U and "2V terms, respectively.
We also note that the additional time dependence
"3t in U and V is chosen, as is typical in the
multiscale method to incorporate the higher-order
terms omitted in [5] into the evolution.

Substituting [6] into [3] and expanding the
resulting equation in " we find that the lowest
order in " that occurs is O("4) and these terms all
cancel exactly because of the form of our hypothe-
sized solution. The terms of O("6) are:

f2c@X@TU � 2c@X@TV þ @2
� ’g

¼ c2 1
12 @

4
XU þ 1

12 @
4
X V þ @2

� ’
� �

þ 1
2V
000ð0Þf@2

XðU2 þ V2 þ 2UVÞg ½7�

Here, X, T, �, and � represent the rescaled indepen-
dent variables, that is, U = U(X, T), V = V(X, T),
and ’=’(�, �).
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Note that if it were not for the presence of the term
2UV on the right-hand side of this last equation the
equations for U and V would completely decouple,
that is, there would be no interaction between the
left- and right-moving parts of the solution to this
order. At this point, we can take advantage of the
(heretofore) arbitrary function ’. If we assume that U
and V are given, we can choose ’ to satisfy the
inhomogeneous wave equation:

@2
� ’ ¼ c2@2

� ’þ V000ð0Þ@2
XðUVÞ ½8�

Then, provided ’ remains of O(1) over the time-
scales of interest (which one can verify a posteriori),
we see that all terms of O("6) in the expansion of [3]
will vanish provided

2@TU ¼ c

12
@3

XU þ 1

2c
V000ð0Þ@XðU2Þ

�2@TV ¼ c

12
@3

X V þ 1

2c
V000ð0Þ@XðV2Þ

½9�

This means that the left- and right-moving parts of the
solution satisfy a pair of uncoupled KdV equations.

Remark 1 To rewrite [9] in the standard form [1]
one can make a simple rescaling – for instance,
choose X =�x, T = t and u(x, t) = �U(�x, t), with
�= (c=24)(1=3) and �=V000(0)=(12c�).

We can now comment on the reasons we chose
the particular scalings of the amplitude and of the
independent variables used in [6]. The terms @2

XU2

and @2
XV2 are the lowest-order contributions from

the nonlinear part of [3], while the terms @4
XU and

@4
XV represent the lowest-order contributions from

the linear part of the equation, except for the
‘‘trivial’’ translation that comes for [5]. In particular,
in the absence of nonlinear effects the terms @4

XU
and @4

XV (or equivalently, the terms @3
XU and @3

XV in
[9]) would cause traveling waves to ‘‘disperse’’ and
thus, the KdV equation represents a balance
between nonlinear and dispersive effects. It is this
balance between dispersion and nonlinearity which
permits traveling-wave solutions to propagate with-
out chang e of form (see the section ‘‘Integr ability of
the KdV equati on’’).

More generally, we expect the KdV equation to
arise as a modulation equation whenever a small-
amplitude, long-wavelength linear wave is simulta-
neously perturbed by dispersive and nonlinear
effects of the same order of magnitude. This is, of
course, oversimplified. For instance, the original
equation may have no quadratic terms in the
nonlinearity, for instance, which means that the
term @XU2 in the modulation equation will be
replaced by a term like @XUp, for p > 2 – this

leads to the modified KdV equation as the appro-
priate modulation equation. Or, for certain para-
meter values in the original equation the coefficient
in front of the leading-order dispersive term may
vanish, in which case a fifth-order modulation
equation known as the Kawahara equation is more
appropriate. However, both of these cases are in
some sense nongeneric and the relatively weak
hypotheses needed to obtain the KdV equation as
the appropriate modulation equation indicate why it
is encountered in so many diverse circumstances. We
note, however, that the multiscale method used
above to derive the KdV equation does not give a
unique choice for the appropriate modulation
equation at any given order of approximation and
we discuss in a later section some other equations
that could be used as models in the situation above.

Validity of the KdV Approximation

While the above derivation of the KdV equation is
simple and intuitive one may wonder how accurate
an approximation it actually provides to the true
solutions of [3] (or to the evolution of water waves,
probably the most important physical situation in
which the KdV approximation is used). In particu-
lar, note that in the notation of [9] the phenomena
intrinsic to the KdV equation occur on timescales
T =O(1). However, this corresponds to a very
long timescale t =O(1="3) in the original FPU
model and it could easily be the case that although
the error made in derivation of the KdV approx-
imation at any given time is quite small, over these
very long timescales the errors could accumulate
in such a way as to destroy the accuracy of the
approximation.

The KdV and other modulation equations have
been used since the nineteenth century but only
relatively recently have rigorous estimates of the
accuracy of this approximation been proved. In
fact, the first estimates demonstrating that the
KdV equation actually provided an accurate
approximation to the true motion of water
waves over the timescales expected from the
heuristic derivation were not proved until Craig
(1985). More recently, powerful general methods
have been developed to justify not just the KdV
equation but other modulation equations like the
nonlinear Schrödinger equation and Ginzburg–
Landau equation as well.

For instance, the following method, introduced
in Kirrmann et al. (1992), has been used to justify
the use of modulation equations in the water-wave
problem, the evolution of Taylor–Couette patterns
in viscous fluids, and a number of other
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circumstances. We will explain it in the context of
a general, abstract evolution equation to indicate
its generality. Suppose that one wishes to approx-
imate the small-amplitude solutions of a general
evolution equation (or system of such equations) of
the form

@tu ¼ LuþNðuÞ ½10�

where L is a linear operator and N represents the
nonlinear terms. Suppose that via some formal
analysis like that in the previous section we have
derived a function "2 that is believed to be a good
approximation to a true solution of [10]. In that
example, for instance, "2 would be the sum of the
solutions of the two KdV equations in [9], and in
general it will be given by the solution of the
modulation equation that is expected to approxi-
mate [10]. We must show that the difference
between "2 and a true solution of [10] remains
small over the timescales of interest. We write this
difference as u� "2 = "�R so that if � > 2, and if
R =O(1), "2 does provide the leading-order
approximation to the true solution. We can make
Rjt = 0 small by choosing the initial conditions of
our modulation equation appropriately and thus
we need to follow how R evolves in time. If we use
the equation satisfied by u we see that R evolves as

@tR ¼LRþ "�� Nð"2 þ "�RÞ
�

�Nð"2 Þ
�
þ "��Resð"2 Þ ½11�

where Res("2 ) = L("2 )þN ("2 )� @t("
2 ), the

‘‘residual’’ of our approximation is simply the
amount by which the approximation fails to satisfy
the original equation at any given time. In the
example in the previous section the residual would
include the terms O("8) that we ignored in our
expansion.

One must now, in any given example consider
three points:

1. The linear evolution of R:

@tR ¼ LRþDNð"2 ÞR ½12�

Controlling the solutions of this linear, but
nonconstant coefficient partial differential equa-
tion is often the most difficult step in proving
that solutions of the modulation equation give
accurate approximations to the true solution.
One can frequently find norms that are preserved
by solutions of the leading-order equation
@tR = LR. However, the term DN ("2 ) =O("2)
if N is a quadratic nonlinearity. Over the very
long timescales (i.e., O("�3)) of interest in these
approximation problems this O("2) term can

cause uncontrolled growth of R, leading to a
breakdown in the approximation. In order to
control [12] one must typically make use of some
special features of the problem under consider-
ation. For instance, it is sometimes possible to
make a coordinate transformation which elim-
inates the terms of O("2) on the right-hand side
of [12], after which relatively standard methods
suffice to control the solutions of [12].

2. The nonlinear terms in [11]: these terms are of the
form "��[N ("2 þ "�R)�N ("2 )]�DN ("2 )R.
From Taylor’s theorem we see that, if the non-
linear term is reasonably smooth, these terms are
of O("�). If � > 3, these terms are small and can
be controlled over the timescales of interest by a
straightforward application of Gronwall’s inequal-
ity or standard ‘‘energy estimates.’’

3. Finally, one must consider the influence of the
inhomogeneous terms "�� Res("2 ). Note that if
this term is small enough, say O("�), with � � 3
this term can also be controlled over the relevant
timescales by an application of the Gronwall
inequality. In order to make this term small, we
need to be sure that our approximation "2 fails
to solve the true equation at any given time by a
small amount. In doing so, we can exploit the
fact that we can add to our leading-order
approximation terms of higher order without
affecting the fact that to leading order the true
solution is still approximated by the solution of the
modulation equation. This is the role of the term
"4’ in the approximation [6] in the previous
section. The leading-order approximation is given
by the functions U and V which solve the KdV
equations but by adding the additional term "4’ to
the approximation we cancel the remaining terms of
O("6) in [7], thereby reducing the size of the residue
in that example to O("8). This method works in
other examples as well so that the inhomogeneous
term in [11] can usually be treated by this means.
However, in each case, we must prove that the
additional terms one adds to the approximation
remain bounded over the timescales of interest and
demonstrating this fact may not be as easy as it was
in the case of the FPU model where the additional
term satisfied a simple wave equation.

Using this approach one can show that the
approximation derived heuristically in the previous
section does accurately model the behavior of
solutions of the FPU model over the expected
timescales. More precisely, if r(j, t) is the solution
of [3] and if U and V are the solutions of the
modulation equations [9] (with appropriately
chosen, small-amplitude, long-wavelength initial
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conditions), one can prove (see Schneider and
Wayne (1999)) that for any T0 > 0 there is an "0 >
0 and C > 0 such that for all 0 < " < "0,

sup
t2½0;T0="3�

krð�; tÞ � ð"2Uð"ð� þ ctÞ; "3tÞ

þ ð"2Vð"ð� � ctÞ; "3tÞÞk‘1 �C"7=2

One can also use this method to show that the
solution of the water-wave problem with general
small-amplitude, long-wavelength, initial data can
be approximated by the sum of the solutions of a
pair of uncoupled KdV equations (Schneider and
Wayne 2000), one representing the left-moving part
of the solution and one representing the right-
moving part of the solution, though in this context
the technical difficulties associated with the exis-
tence theory for the water-wave problem mean the
details are quite a lot more complicated.

Integrability of the KdV Equation

One reason that normal forms for systems of
ordinary differential equations are so useful is that
they are frequently integrable – that is, they possess
sufficiently many integrals, or constants of motion,
that essentially explicit formulas for their solutions
can be obtained. Remarkably, the same is true for
the KdV equation and for many other modulation
equations. An argument for why this is so has been put
forth by Calogero and Eckhaus based on the univer-
sality of these equations – see Calogero and Eckhaus
(1987) and references therein, as well as the article
Integrable Systems: Overview for more on this point.

Recall that Boussinesq and Korteweg and de Vries
introduced the KdV equation to study solitary
traveling waves on a fluid surface. For [1], one has
an explicit family of such solutions given by:

uðx; tÞ ¼ 2A2sech2ðA½xþ 4A2t�Þ; A � 0

Note that from this formula one sees that waves of
large amplitude are narrower and travel faster than
waves of small amplitude.

In a famous numerical study, Zabusky and
Kruskal made a remarkable discovery. They con-
sidered solutions of the KdV equation in which a
solitary wave of large amplitude overtook one of
smaller amplitude. They found that after a highly
nonlinear interaction the two solitary waves re-
emerged with their original amplitudes and speeds
and the only reminder of their interaction was a
phase shift in their relative positions. Their discov-
ery began a search for a mathematical explanation
of this remarkable ‘‘nonlinear superposition princi-
ple’’ which culminated with the solution of the KdV

equation via the method of inverse scattering and
the identification of the KdV equation as an infinite-
dimensional, completely integrable Hamiltonian
system.

We begin by describing how a transformation
discovered by Miura (1968) and then generalized by
Gardner et al. (1974) leads very easily to the
conclusion that there are infinitely many conserved
quantities for the KdV equation. The basic idea is
that given a transformation which maps solutions of
one equation to solutions of a second, the existence
of simple or ‘‘obvious’’ conserved quantities for the
first equation may lead, via the transformation, to
more complicated conserved quantities for the
second.

Given u = u(x, t), define w(x, t) implicitly via the
formula

uðx; tÞ ¼ wðx; tÞ þ i"@xwðx; yÞ þ "2ðwðx; tÞÞ2 ½13�

Note that if w is smooth enough and " is small, we
can invert this relation recursively to obtain w in
terms of u via the formula

w ¼ u� i"@xu� "2ðu2 þ @2
xuÞ

þ i"3ð@3
xuþ 4u@2

xuÞ þ "4ð2u3 þ 5ð@xuÞ2

þ 6u@2
xuþ @4

xuÞ þ Oð"5Þ ½14�

Now compute

@tu�@3
xu�6u@xu

¼ f@tw�6w@xw�6"2w2@xw�@3
xwg

þ2"2wf@tw�6w@xw�6"2w2@xw�@3
xwg

þ i"@xf@tw�6w@xw�6"2w2@xw�@3
xwg ½15�

From this we see immediately that if w satisfies the
modified KdV equation

@tw ¼ 6ðw@xwþ "2w2@xwÞ þ @3
xw ½16�

then u, defined by [13] satisfies the KdV equation.
However, one also sees immediately that the integral
of w is a conserved quantity of [16] for all values of
", that is, if we define I "(t) =

R
w(x, t) dx, then I " is a

constant for all values of ". (We will assume here
that w is defined on the real line, and that w and its
derivatives go to zero as jxj tends to infinity. Similar
results hold for x running over a finite interval with
periodic boundary conditions.) But this in turn
immediately implies that if we use [14] to expand
I " in powers of " the coefficients in this expansion
must also be constants in time. Since these coeffi-
cients will be expressed as integrals of u and its
derivatives, they will give us (infinitely many)
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conserved quantities for the KdV equation! Looking
at the first few of these we find:

1. K0 =
R

u(x, t) dx. The conservation of this quan-
tity follows immediately from the form of the
KdV equation.

2. K1 =
R
@xu(x, t) dx = 0, if we assume that u and

its derivatives tend to zero as jxj tends to infinity.
Thus, we gain no new information from this
quantity and in fact, all the integrals coming
from the odd powers of " turn out to be ‘‘trivial’’
so we ignore them and focus just on the even
powers of ".

3. K2 =
R

(u2 þ @2
xu) dx =

R
u2 dx. That this is a con-

served quantity is again easy to see directly from
the KdV equation, just by multiplying the
equation by u and integrating with respect to x.

4. K4 =
R

(3u2þ5(@xu)2þ6u@2
xuþ@4

xu)dx=
R

(3u2�
(@xu)2)dx. Theoriginof this integral isnot soobvious
and we comment further on its meaning below.

Clearly by continuing this procedure we can generate
an infinite number of conserved quantities for the KdV
equation. Indeed, if one chose another conserved
quantity for the modified KdV equation, [16], sayR

w2(x, t) dx one could generate another sequence of
conserved quantities via this same procedure. How-
ever, Kruskal, Miura, Gardner, and Zabusky proved
that in fact, all of the conserved quantities that can be
written as polynomials in u and its derivatives are
already obtained by the procedure above.

The constant of the motion K4 found above is of
particular interest because one can write the KdV
equation as

ut ¼ @x
�K4

�u

	 

½17�

where �=�u denotes the variational derivative of K4

with respect to u(x). One can interpret this equation
as a Hamiltonian system where @x defines the
(nonstandard) symplectic structure and remarkably,
Zhakarov and Faddeev (1971) proved that the KdV
equation is actually a completely integrable Hamil-
tonian system. In particular, there exists a canonical
transformation such that with respect to the new
coordinates the Hamiltonian is a function only of
the action variables (and hence in particular, the
action variables remain constant in time). The
transform which brings the Hamiltonian into its
action-angle form is known as the inverse spectral
transform and its details would take us beyond the
limits of this article. However, very briefly, by
observing that the Miura transformation [13]
defines a Ricatti differential equation, and using
the transformation that converts the Ricatti

equation to a linear ordinary differential equation
one can relate the solution of the KdV equation to
an eigenvalue problem for a linear Schrödinger
operator. The potential term in the Schrödinger
operator is given by the solution u(x, t) of the KdV
equation. Remarkably, it turns out that the eigen-
values of this Schrödinger operator are constants of
the motion if u is a solution of the KdV equation
and are very closely related to the action variables
for the Hamiltonian system. For more details on the
inverse-scattering method and its use in solving the
KdV equation we refer the reader to the mono-
graphs of Ablowitz and Segur (1981), Newell
(1985), or the recent book by Kappeler and Pöschel
(2003) which develops the theory for the KdV
equation on a finite interval with periodic boundary
conditions in a particularly elegant fashion.

Other Mathematical Aspects of the
KdV Equation

In addition to the inverse-scattering transform
approach, more traditional approaches to the exis-
tence and uniqueness of solutions have also been
studied, starting with Temam’s proof of the well-
posedness of solutions of the KdV equation with
periodic boundary conditions in the Sobolev space
H2. Noting that the Hamiltonian for the
KdV equation described in the preceding section
is closely related to the H1 norm, this might seem a
natural space in which to study well-posedness, but
surprisingly Kenig, Ponce, and Vega, and Bourgain
showed that the equation is also well posed in
Sobolev spaces Hs, with s < 1 and more recent
work has extended the global well-posedness results
to Sobolev spaces of small negative order. Aside from
their intrinsic interest, these results have other
physical implications. If one wishes to study statis-
tical aspects of the behavior of ensembles of solutions
of these equations, statistical mechanics suggests that
the natural invariant measure for these equations is
given by the Gibbs’ measure. However, the Gibbs’
measure is typically supported on functions less
regular than H1, so that in order to define and
study this measure one needs to know that solutions
of the equation are well behaved in such spaces.

Another natural mathematical question arises
from the fact that the KdV equation is only an
approximation to the original physical equation.
Viewed from another perspective, the original
system can be seen as a perturbation of the KdV
equation. It then becomes natural to ask whether the
special features of the KdV equation are preserved
under perturbation. Viewing the KdV equation as a
completely integrable Hamiltonian system this is
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very analogous to the questions studied by the
Kolmogorov–Arnol’d–Moser (KAM) theory and
has led to a development of KAM-like results for a
number of different partial differential equations
like the KdV equation. The results are somewhat
technical in nature but roughly speaking they say
that if one considers the KdV equation with periodic
boundary conditions, temporally periodic or quasi-
periodic solutions will persist under small perturba-
tions. The situation is more complicated and less
well understood for the equation on the whole line
due to the presence of a continuum of scattering
states. For a very thorough review of the problem
with periodic boundary conditions see Kappeler and
Pöschel (2003).

Other Modulation Equations

As we stressed in its derivation, the KdV equation is
an appropriate modulation equation for small-
amplitude, long-wavelength solutions in dispersive
nonlinear partial differential equations. However, as
mentioned in the section ‘‘Derivation of the KdV
equation’’ the method of multiple scales does not give
a unique modulation equation even in this specific
physical regime. Already in his original studies
Boussinesq derived at least three different model
equations for small-amplitude, long-wavelength
water waves and a variety of such models continue
to be studied today. For instance, an easy variation in
the derivation of the KdV equation leads to the
regularized long wave, or Benjamin–Bona–Mahoney
equation in which the @3

xu term in the KdV equation
is replaced by the term @2

x@tu. The validity of these
alternatives to the KdV equation can also be studied
with the aid of the methods described in the section
‘‘Validity of the Kdv approximation.’’

There have been many discussions of which of these
modulation equations is the ‘‘correct’’ one. while they
may all yield equivalent approximations to the original
physical problem the KdV equation has at least two
advantages: it is independent of the expansion para-
meter ", and it is completely integrable. None of the
other equations that have been proposed as approx-
imations to these small-amplitude, long-wavelength
phenomena share both of these properties.

If we think in terms of the Fourier transforms of
the long-wavelength functions studied above they
are solutions whose Fourier transform is concen-
trated near zero. One can also ask about modulation
equations for solutions whose Fourier transform is
concentrated about nonzero wave numbers. Such
solutions represent a wave train with some fixed
underlying wavelength, �c, modulated on a much
longer length scale, �c=".

If we make the ansatz that the solution has the
form

uðx; tÞ 	 "Að"ðx� cgtÞ; "2tÞei2�ðx�cptÞ=�c

þ complex conjugate ½18�

and insert this hypothesized form of the solution into
the original equation, then under mild assumptions
on the form and properties of the original equation,
similar to those under which we derived the KdV
equation in an earlier section we find that to the
lowest, nontrivial order in ", the amplitude A evolves
according to the nonlinear Schrödinger equation

�i@TA ¼ c1@
2
X Aþ c2 AjAj2 ½19�

If c1 and c2 are both real, the nonlinear Schrödinger
equation can also be solved via the inverse-scattering
method and it represents another completely integr-
able modulation equation.

In this article, we have discussed modulation
equations only for Hamiltonian, or conservative
systems. However, similar equations have also played
an important role in the study of dissipative
equations like the Navier–Stokes equation. The
most common modulation context in that setting is
the Ginzburg–Landau equation, which can be derived
as a modulation equation for Taylor–Couette rolls or
for the convection rolls in the Rayleigh–Bénard
problem. Like the nonlinear Schrödinger equation,
the Ginzburg–Landau equation describes how slow
variations of the amplitude of an underlying periodic
pattern evolve and as such it arises in a host of other
situations in addition to the fluid dynamics examples
mentioned above. For an extensive review of the
applications of the Ginzburg–Landau equation, as
well as its mathematical properties and some special
solutions, see the recent article of Mielke (2002).

See also: Bi-Hamiltonian Methods in Soliton Theory;
Central Manifolds, Normal Forms; Hamiltonian Fluid
Dynamics; Infinite-Dimensional Hamiltonian Systems;
Integrable Systems and the Inverse Scattering Method;
Integrable Systems: Overview; KAM Theory and
Celestial Mechanics; Multiscale Approaches; Partial
Differential Equations: Some Examples; WDVV
Equations and Frobenius manifolds.
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K-theory was invented in the category of algebraic
vector bundles over algebraic varieties by
A Grothendieck, who was directly motivated by
the Hirzebruch–Riemann–Roch theorem which he
subsequently greatly generalized. He also defined
K-homology in terms of coherent sheaves and
established the basic properties of K-theory
and K-homology including Poincaré duality for
nonsingular varieties. The origin for the choice of
the letter K in K-theory was apparently the German
word ‘‘Klasse.’’

Using the formalism of Grothendieck, M F Atiyah
and F Hirzebruch (cf. Karoubi 1978), developed
topological K-theory in the category of topological
(complex) vector bundles over topological spaces. It
is this theory that will be the first principal focus of
this article. A topological (complex) vector bundle
over a compact topological space X is a topological
space E together with a continuous map p : E! X
that is onto, such that p�1(x) is a vector space that is
isomorphic to Cn for all x 2 X, and there is an open
cover {U} of X together with homeomorphisms
hU : p�1(U)! U 
Cn called ‘‘local trivializations’’
with the property that hV � h�1

U :U \V 
Cn!U \V

Cn is of the form (Id,gUV), where gUV :U \V!
GL(n,C) are continuous maps satisfying the

following cocycle condition on triple overlaps,
gUVgVWgWU = 1. X
Cn is called the trivial vector
bundle. Two vector bundles p :E ! X and q :F!X
over X are said to be isomorphic if there is a
homeomorphism 	 :E! F with the property that
p=q �	, and which is a linear isomorphism when
restricted to each fiber. The direct sum and tensor
product of vector spaces carries over to vector
bundles. There are canonical isomorphisms E� F ffi
F�E and E� F ffi F�E, making the set Vect(X) of
isomorphism classes of complex vector bundles over
X into a commutative semiring. Vect(X) can be
made into the commutative ring K0(X) as follows.
K0(X) is generated by pairs ([E], [F]), together with
the relation ([E], [F])= ([E0], [F0]) if E� F0 �Gffi
E0 � F�G for some [G] 2 Vect(X). Also K1(X) is
defined to be the group of homotopy classes of
continuous maps from X to the infinite unitary
group. Around the same time, R Bott proved his
celebrated periodicity theorem, which says that the
odd homotopy group of the (infinite) unitary group
is the integers, whereas the even homotopy groups
are all trivial. Incorporating Bott’s periodicity
theorem for the unitary group into K-theory, Atiyah
and Hirzebruch proved that topological K-theory
K�(X)=K0(X)�K1(X) is a periodic generalized
cohomology theory, and in what follows, the
notation Kn(X) means n modulo 2. If M is not
compact, then we can compactify M by adding to it
a point þ ‘‘at infinity,’’ and denote it by Mþ. Let

 :þ!Mþ be the inclusion, inducing the pullback
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map �!:K�(Mþ)! K�(þ)ffiZ. Then K�(M) is defined
to be ker(�!), also called the reduced K-theory. If X1

is a closed subset of X, the K-theory of the pair
(X,X1) is defined as the reduced K-theory of the
quotient space X=X1. A fundamental computation
of Bott is the computation of the K-theory of
Euclidean space, Kn(Rn)ffiZ with canonical gen-
erator called the Bott class b 2 Kn(Rn), and
Kn�1(Rn)= {0}.

Some of the basic properties of K-theory are listed
as follows. Details can be found in Karoubi (1978).

1. Pullback If f : N !M is a continuous map, then
given a vector bundle � : E!M over M, the
pullback vector bundle is defined as f 	(E) = {(x, v) 2
N � E : f (x) = �(v)} over N. This induces a pullback
homomorphism, f ! : K�(M)! K�(N).

2. Push-forward Let f : N!M be a smooth proper
map between compact manifolds which is
K-oriented, that is, TN � f 	TM is a spinC vector
bundle over N. Then there is a pushforward
homomorphism, also called a Gysin map,
f! : K�(N)!K�þd(M). where d = dim M� dim N,
whose construction will be explained in the next
section.

3. Homotopy If f : N !M and g : N !M are
homotopic maps, then the pullback maps f ! = g!

are equal. If in addition, f and g are K-oriented,
proper maps which are homotopic via proper
maps, then the Gysin maps f! = g! are equal.

4. Excision Let M1 be a closed subset of M and U
be an open subset of M such that U is contained
in the interior of M1. Then the inclusion of pairs
(MnU, M1nU) ,! (M, M1) induces an isomorph-
ism in K-theory, K�(M, M1) ffi K�(MnU, M1nU).

5. Exactness Let M1 be a closed subset of M. Then
there is a six-term exact sequence in K-theory,

K0ðM;M1Þ �! K0ðMÞ �! K0ðM1Þ

" #�
K1ðM1Þ  � K1ðMÞ  � K1ðM;M1Þ

6. Cup product There is a canonical map given by
external tensor product, Ki(M)� Kj(N)!
Kiþj(M�N). When N = M, one can compose this
with the homomorphism induced by the diagonal
map M!M�M given by x! (x, x), to get a cup
product, Kp(M)� Kq(M)! Kpþq(M).

7. Bott periodicity This is arguably the most impor-
tant property of K-theory. It says that the zero-
section embedding �M : M ,!M� Rn induces a
Gysin isomorphism, �M! : K�(M)!ffi K�þn(M� Rn),
which is given as follows. Let �M : M�Rn !M
and �Rn : M� Rn ! Rn denote the projections

onto the factors, and b = �!1 2 Kn(Rn) the Bott
element, where � : {0} ,!Rn is the inclusion of the
origin. Then the Bott periodicity isomorphism is
given by �M!(x) = �!

M(x) [ �!
Rn(b) 2 K�þn(M� Rn)

for all x 2 K�(M).

Using the fact that any vector bundle over a
contractible space is trivial, together with Bott’s
periodicity theorem, one deduces the calculation
of the K-theory of spheres. The calculation for the
odd-dimensional spheres given, K0(S2n�1) ffi Z ffi
K1(S2n�1), and for the even-dimensional spheres
K0(S2n�1) ffi Z2 and K1(S2n) ffi {0}, for all n
 1.

There is a natural homomorphism of rings called
the Chern character, Ch : K�(X)! H�(X, Q) which
is characterized by the following axioms:

1. Naturality If f : N !M is a smooth map, and if
E is a vector bundle over M, then Ch(f !(E)) =
f 	(Ch(E)).

2. Additivity Ch(E� F) = Ch(E)þ Ch(F).
3. Normalization If L is the canonical line bundle

over CPn which restricts to the Hopf line bundle
over CP1, then Ch(L) = exp (x), where x is the
generator of H2(CPn, Z) ffi Z.

Atiyah and Hirzebruch, cf. Karoubi (1978), also
proved that the Chern character induces an iso-
morphism of the rings K�(X)�Q and H�(X, Q). The
Chern–Weil representative of the Chern character is
tr(exp((i=2�)�E)), where �E is the curvature of a
Hermitian connection on E.

There are many variants of K-theory, such as
KO-theory, where the unitary group is replaced
by the orthogonal group, which is periodic of
order eight, and G-equivariant K-theory, where G
is a compact Lie group. K-theory and its variants
have many interesting applications such as deter-
mining the maximum number of linearly inde-
pendent vector fields on spheres, which is due to
Adams, cf. Karoubi (1978). We will content
ourselves with the description of two important
applications.

Grothendieck–Riemann–Roch Theorem
for Smooth Manifolds

Recall that an oriented real vector bundle E over M is
said to be a spinC vector bundle if the bundle of
oriented frames on E, SO(E) has a circle bundle
SpinC(E) such that the restriction to each fiber yields
the central extension 0! U(1)! SpinC(n)!
SO(n)! 0 that defines the group SpinC(n), where n
is the rank of E. It turns out that the obstruction to the
existence of a spinC structure on E is the third integral
Stieffel–Whitney class of E, W3(E) 2 H3(M, Z).
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A generalization of Bott periodicity is the Thom
isomorphism in K-theory. It says that if � : E!M is
a rank-n spinC vector bundle over M, then the zero-
section embedding �M : M ,!E induces a Gysin iso-
morphism, �M! : K�(M) ffi K�þn(E), which is given as
follows. There is a canonical element �M! 1 2 Kn(E)
called the Thom class in K-theory, which is character-
ized by the property that �!1 restricts to give the Bott
class on each fiber. Then the Thom isomorphism in K-
theory is given by �M!(x) = �!(x) [ �M! 1 2 K�þn(E) for
all x 2 K�(M). For canonical representatives of the
Thom class, cf. Mathai–Quillen Formalism, or Mathai
and Quillen (1986).

Recall the definition of the Gysin map for smooth
embeddings. Let X be a smooth, compact manifold,
and Y a smooth manifold. Let h : X! Y be a smooth
embedding that is K-oriented. Since TX� TX has a
canonical almost-complex structure, it follows that
the normal bundle NYX = h	(TY)=TX is a spinC
vector bundle. If �X : X ,!NYX is the zero-section
embedding, then we have the Thom isomorphism
�X! : K�(X)!ffi K�þn(NYX), where n = dim(Y)� dim(X)
is the codimension of the embedding. Upon choosing a
Riemannian metric on Y, there is a diffeomorphism �
from a tubular neighborhood U of h(X) onto a
neighborhood of the zero section in the normal bundle
�(X). That is, �! : K�(NYX)!ffi K�(U). For any open
subset j : U ,!Y, the extension by zero defines a
homomorphism j : K�(U)! K�(Y). Then the Gysin
map of the embedding h is defined as h! = j � �! �
�X! : K�(X)! K�þn(Y), which turns out to be inde-
pendent of the choices made.

Next recall the definition of the Gysin map for
smooth submersions. Let � : Y ! Z be a smooth
submersion of smooth manifolds, which is K-
oriented and a proper map. Since every smooth
compact manifold can be smoothly embedded in
R2q for q sufficiently large, a parametrized version
yields an embedding � : Y ,!Z� R2q that is spinC.
Therefore the Gysin map is a homomorphism
�! :K

�(Y)!K�þa(Z�R2q), where a= dim(Z)þ2q�
dim(Y). Let �Z :Z ,!Z�R2q denote the zero-section
embedding. Then we have the Thom isomorphism
�Z! :K�(Z)!ffi K�þ2q(Z�R2q). Then the Gysin map
of the submersion � is defined as �! =�! � (�Z! )�1 :
K�(Y) ! Kþb(Z), where b= dim(Y)�dim(Z), and
turns out to be independent of the choices made.

Let f : N !M be a smooth proper map that is
K-oriented. Then f can be canonically factored, first
into the smooth embedding gr(f ) : N ,!N �M,
which is the graph of the function, that is,
gr(f )(x) = (x, f (x)), and which is K-oriented. The
Gysin map is gr(f )! : K�(N)! K�þdim(M)(N �M).
Second, the projection pM : N �M!M is a
K-oriented proper submersion, when restricted to

the image of gr(f). The Gysin map is pM! : K�(M�
N)! K�þb(M), where b = dim(N). The Gysin map
of f is defined as f! = pM! � gr(f )! : K�(N)! K�þd(M),
where d = dim(M)þ dim(N).

Given such a smooth proper map f : N !M that
is K-oriented. Then there are Gysin maps in
cohomology, f	 : H�(N, Q)! H�þd(M, Q) (where
we consider the Z2-grading given by even and odd
degree), and in K-theory, f! : K�(N)! K�þd(M)
which increases the degree by d = dim(M)þ
dim(N). The Grothendieck–Riemann–Roch theorem
due to Atiyah and Hirzebruch, cf. Karoubi 1978, in
the smooth category can be phrased as the commu-
tativity of the diagram,

K�ðNÞ �!f!

K�þdðMÞ
ToddðTNÞ[Ch# ToddðTMÞ[Ch#

H�ðN;QÞ �!f	 H�þdðM;QÞ

That is,

Chðf!ð�ÞÞ [ ToddðTMÞ ¼ f	ðChð�Þ [ ToddðTNÞÞ

for all � 2 K�(N), where Todd(E) is the Todd genus
characteristic class of a Hermitian vector bundle E
over M. The Chern–Weil representative of the Todd
genus is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det

ði=2�Þ�E

tanh ði=2�Þ�Eð Þ

� �s

where �E is the curvature of a Hermitian connection
on E. There are many useful variants of this
beautiful formula.

The Atiyah–Singer Index Theorem

The 2004 Abel Prize citation mentions the Atiyah–
Singer (1971) index theorem as being one of the
greatest achievements of twentieth-century mathe-
matics. It has stimulated considerable interaction
between mathematicians and mathematical physi-
cists. We content ourselves here with a rudimentary
description of the results.

Let F be the space of all Fredholm operators on
an infinite-dimensional complex Hilbert space H.
Recall that an operator A is said to be Fredholm if
both the kernel and cokernel of A are finite
dimensional. The index of such a Fredholm operator
is index(A) = dim(ker(A))� dim(coker(A)) 2 Z. The
index map is continuous, so it induces a map on the
connected components of F , which turns out to be
an isomorphism.
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K-theory is naturally related to the space of all
Fredholm operators F endowed with the norm
topology. Any continuous map A : X! F from a
compact space to F has an index in K0(X), which
is given by index(A) = ker (A)� coker(A) in the
special case when dim(ker(A))(x) is constant in x 2
X. In general, one uses the fact that the index is
stable under compact perturbation, and shows that
one can always achieve the special case after a
compact perturbation. It is again the case that the
index map is continuous, and so induces a map,
index : [X,F ]! K0(X), which turns out to be an
isomorphism, thanks to a fundamental theorem
of Kuiper which proves that the group of all
invertible operators on an infinite-dimensional
complex Hilbert space is contractible in the norm
topology.

Now let � : N ! Z be a fiber bundle with typical
fiber a smooth compact manifold M, where N and Z
are also smooth compact manifolds. Consider a
smooth family of elliptic operators D = {Dz}z2Z

along the fibers of �, parametrized by Z, where
Dz : C1(��1(z), E j ��1(z))! C1(��1(z), F j ��1(z)) and
E, F are vector bundles over N. Such a family of
elliptic operators has a symbol

�ðDÞ : �	ðEÞ ! �	ðFÞ

where � : T	(N=Z)! N is the projection and
T	(N=Z) is the vertical cotangent bundle. Ellipticity
for the family is the condition that �(D) is an
isomorphism outside the zero section, so that the
triple (�	(E), �	(F), �(D)) determines an element in
K0(T	(N=Z)) denoted by �(D).

The analytic index of the family D is index(D) 2
K0(Z), and it turns out that it only depends on the
class of the symbol �(D) 2 K0(T	(N=Z)), so the
analytic index can be viewed as a homomorphism,

index : K0ðT	ðN=ZÞÞ ! K0ðZÞ

Consider an embedding � : N ,!Z� Rn that is
compatible with the projection � : N ! Z. The
fiberwise differential is an embedding d� : T(N=Z)!
Z�R2n, which induces a Gysin map

d�! : K0ðTðN=ZÞÞ ! K0ðZ� R2nÞ

upon identifying T	(N=Z) with T(N=Z). Let
j : Z! Z� R2n be the inclusion j(z) = (z, 0). It
induces the Bott isomorphism j! : K0(Z) ffi K0(Z�
R2n). The topological index of the family D is, by
definition,

indext ¼ j�1
! � d�! : K0ðT	ðN=ZÞÞ ! K0ðZÞ

The Atiyah–Singer (1971) index theorem
for families of elliptic operators D asserts the

equality of the analytic index and the topological
index,

indexðDÞ ¼ indextð�ðDÞÞ 2 K0ðZÞ

Combined with the Grothendieck–Riemann–Roch
theorem, one has the following exquisite formula in
H�(Z, Q):

ChðindexðDÞÞ ¼ �	�	fToddðT	CðN=ZÞÞ [ Chð�ðDÞÞg

where � : T	C(N=Z)! N is the projection.
The map sending a complex vector bundle E over

Z to its determinant line bundle det(E) = �maxE
induces a homomorphism, det : K0(Z)! �0(Pic(Z)),
where �0(Pic(Z)) denotes the isomorphism classes of
complex line bundles over Z. Then

c1ðdetðindexðDÞÞÞ

¼ �	�	fToddðT	CðN=ZÞÞ [ Chð�ðDÞÞg
� �½2�

where [2] denotes the degree-2 component, and the
left-hand side denotes the first Chern class of the
determinant line bundle of the index class. This
formula is often used in the study of anomalies in
physics.

K-Theory of C	-Algebras

The Gelfand–Naimark theorem asserts that unital
abelian C	-algebras A can be identified with the
space of continuous functions C(X), where X is the
compact Hausdorff space known as the spectrum of
A, consisting of characters of A. Conversely, given a
compact Hausdorff space X, the characters of C(X)
consist of the evaluation maps at points of X.

Let E be a vector bundle over X. Then there is a
vector bundle F over X such that E� F ffi X�Cn.
Setting A = C(X), M= C(X, E), N = C(X, F), we
see that M�N ffi An, showing that each vector
bundle E over X determines a canonical finite
projective module M over A. The converse is also
true and is a result of Serre and Swan, cf. Blackadar
(1986), which asserts that every finite projective
module M over A is the space of all continuous
sections of a vector bundle over X. So we have an
equivalence of the category of vector bundles over X
and the category of finite projective modules over A.

This motivates the following generalization of
topological K-theory for a general unital C	-algebra
A. Let Proj(A) denote the isomorphism classes of
finite projective modules over A. It is a commutative
semigroup under the operation of direct sum, which
can be made into the commutative group K0(A) as
follows: K0(A) is generated by pairs ([M], [N ]),
together with the relation ([M], [N ]) = ([M0], [N 0])
if M�N 0 � G ffiM0 � N � G for some [G] 2 Proj
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(A). Also K1(A) = �0(GL(1, A)) where GL(1, A)
denotes the direct limit of GL(n, A) where
ðGLðn;AÞ embeds in GLðnþ 1;AÞ as 1�GLðn;AÞ:
Then, defining Kj(A) = �j�1(GL(1, A)) for j
 1,
together with generalized Bott periodicity which
asserts that there is a canonical isomorphism
�j�1(GL(1, A)) ffi �jþ1(GL (1, A)), we see that
K�(A) = K0(A)� K1(A) is a generalized periodic
cohomology theory. If A is a C	-algebra without
unit, then consider Aþ= A�C, with product given
by (a,	)(b,
) = (abþ a
þ b	,	
) with unit (0, 1).
The projection p : Aþ!C defined as p(a,	) =	
induces a map p! : K�(A

þ)! K�(C). In the nonunital
case, K�(A) is defined as ker(p!). Observe that
K1(A) = K1(Aþ), but this is often not the case with
K0. It is easy to see that when A has a unit, then the
two definitions of K0 agree. An important caveat in
the case of noncommutative C	-algebras is that the
K-theory is often not a ring as there is no analog of
the tensor product operation.

Some of the basic properties of K-theory are listed
as follows. Details can be found in Blackadar
(1986).

1. Cup product A continuous bilinear map of
C	-algebras, A� B! C, induces a cup product,
Ki(A)� Kj(B)! Kiþj(C).
In particular, the continuous product A� A!A
induces a cup product homomorphism,
Ki(A)� Kj(A)! Kiþj(A).

2. Induced homomorphism If f : A! B is a homo-
morphism of C	-algebras, then there is an
induced homomorphism, f! : K�(A)! K�(B).

3. Homotopy If f : A! B and g : A! B are
homomorphisms of C	-algebras that are homo-
topic, the induced homomorphisms on K-theory
f	= g	 are equal.

4. Excision If I is a closed two-sided ideal in A,
then there is a six-term exact sequence in
K-theory,

K0ðIÞ �! K0ðAÞ �! K0ðA=IÞ

" #�
K1ðA=IÞ  � K1ðAÞ  � K1ðIÞ

5. Morita invariance The inclusion homomorph-
ism of A into the top left of the diagonal in
Mn(A) induces an isomorphism in K-theory,
K�(A) ffi K�(Mn(A)).

6. Continuity Let A = limn!1 An be a C	-direct
limit. Then, K�(A) = limn!1 K�(An).

7. Stability Let K be a C	-algebra of all compact
operators on an infinite-dimensional complex
Hilbert space. Then since K= limn!1Mn(C) is

a C	-direct limit, we see that K�(A�K) =
limn!1 K�(A�Mn(C)) = K�(A).

8. Bott periodicity The continuous product A�
C!A induces the cup product Ki(A)�Kj(C)!
Kiþj(A). The computation by Bott asserts
that there is a canonical element b2K2(C) that
gives an isomorphism K2(C)ffiZ, and
Bott periodicity asserts that the cup product
with b gives rise to an isomorphism Ki(A)ffi
Kiþ2j(A).

We mention in passing that Connes has defined a
Chern character homomorphism, Ch : K�(A)!
HE�(A), mapping into the entire cyclic homology
of A, having similar properties as the ordinary
Chern character. Due to space constraints, it will
not be defined here.

A C	-Algebra Generalization of the
Atiyah–Singer Index Theorem and
the Baum–Connes Conjecture

We content ourselves here with a rudimentary
account of the C	-algebra generalization of the
Atiyah–Singer index theorem and the Baum–Connes
conjecture, and its relevance to the quantum Hall
effect and strict deformation quantization. Let A be
a C	-algebra.

Let HA = A�H, which is the analog of a Hilbert
space. Let FA be the space of all A-Fredholm
operators on HA. Recall that an operator T is said to
be A-Fredholm if both the kernel and cokernel of T þ
K are closed and finitely generated projective modules,
where K is an A-compact operator. The space of
A-compact operators is by definition the closure of
the A-finite rank operators. The index of T is

indexðTÞ ¼ ½kerðT þ KÞ� � ½cokerðT þ KÞ� 2 K0ðAÞ

The index map turns out to be well defined and
independent of the choice of A-compact perturba-
tion K. It is continuous, so it induces a map on the
connected components of FA, which turns out to
be an isomorphism, by a theorem of Mingo
(cf. Rosenberg (1983, 1989)).

Now let M be a smooth compact manifold. An
A-vector bundle over M is a locally trivial Banach
vector bundle E over M whose fibers have the
structure of finitely generated left A-modules, with
morphisms respecting the A-module structure. The
isomorphism classes of A-vector bundles over M
form a commutative semigroup under direct sums,
and the associated commutative group is easily
identified with K0(C(M)� A). Let D : C1(M, E)!
C1(M, F) be an elliptic A-operator acting between
smooth sections of A-vector bundles E, F over M. It
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turns out that by elliptic regularity, such an operator
is A-Fredholm, and has an analytic index,

indexðDÞ 2 K0ðAÞ

Associated to each such operator is a symbol

�ðDÞ : �	ðEÞ ! �	ðFÞ

where � : T	M ! M is the projection. Ellipticity is
the condition that �(D) is an isomorphism outside
the zero section, so that the triple (�	(E), �	(F),�(D))
determines an element in K0(C0(T	M)� A) denoted
by �(D). It turns out that the analytic index of D
depends only on the class �(D) 2 K0(C0(T	M)� A).
Therefore, the analytic index can be viewed as a
homomorphism,

index : K0ðC0ðT	MÞ � AÞ ! K0ðAÞ

Consider an embedding � : M ,!Rn, which induces
an embedding d� : TM! R2n. The associated Gysin
map is d�! : K0(C0(T	M)� A)! K0(C0(R2n)� A).
Let j : {0}! R2n denote inclusion of the origin in R2n.
It induces a Gysin map j! : K0(A)! K0(C0(R2n)� A)
which is the Bott periodicity isomorphism. Then the
topological index is the homomorphism

indext ¼ j�1
! � d�! : K0ðC0ðT	MÞ � AÞ ! K0ðAÞ

The C	-generalization of the Atiyah–Singer
index theorem due to Mishchenko–Formenko, cf.
Kasparov (1988), asserts the equality of the
analytic index and the topological index,

indexðDÞ ¼ indextð�ðDÞÞ 2 K0ðAÞ

Now let M be a compact even-dimensional
spinC manifold. Then there is a spinC Dirac
operator D : C1(M, Sþ)! C1(M, S�), where S� is
the bundle of half-spinors on T	M� L, where L is
a line bundle over M with the property that the
first Chern class of L modulo 2, c1(L)mod 2 is
equal to the second Stieffel–Whitney class of M,
w2(M). Let � be a torsion-free discrete group, and
B� be its classifying space. It is a paracompact
space with the property that it is the quotient of �
acting freely on a contractible space E�. Let C	r (�)
denote the reduced group C	-algebra, and consider
the canonical flat C	r (�) bundle V over B� defined
as follows:

V ¼ fE�� C	r ð�Þg=�

where � acts on the left on C	r (�) and on the right on
E�. Let f : M! B� be a continuous map. Then f 	V
is a flat C	r (�)-bundle over M. Upon choosing a flat
connection on f 	V, we can couple the spinC Dirac

operator DV to act on sections of S� � f 	V. The
ellipticity of DV ensures that it is a C	r (�)-Fredholm
operator, so it has an analytic index, index(DV) 2
K0(C	r (�)) by the earlier discussion, which is
also equal to the topological index indext(�(DV)) 2
K0(C	r (�)).

By Baum, Connes, and Douglas, the K-homology
of B�, K0(B�), is generated by the triples (M, E, f ) as
described above, modulo relations that we will not
present here because of space constraints. The
assembly map


 : K0ðB�Þ ! K0ðC	r ð�ÞÞ

is a homomorphism given by 
([(M, E, f )]) =
index(DV). The Baum–Connes conjecture asserts
that 
 is an isomorphism. There are variants of
this conjecture when � has torsion. The Baum–
Connes conjecture has been verified when � is an
amenable group or, for instance, a word hyperbolic
group. There are also variants of this conjecture for
certain foliations and groupoids, and is an extremely
active area of research. The injectivity of the
assembly map is related to the Novikov conjecture
on the homotopy invariance of the higher signatures
(Kasparov 1988), and the obstructions to the
existence of Riemannian metrics of positive scalar
curvature on compact spin manifolds (Rosenberg
1983, 1989). A variant of the Baum–Connes
conjecture, where the reduced group C	-algebra is
replaced by the twisted reduced group C	-algebra, is
used in the analysis of the noncommutative geome-
try approach to the integer and fractional quantum
Hall effect, and also the gaps in the spectrum of
magnetic Schrödinger operators (Bellissard et al.
1994, Marcolli and Mathai 2001).

Twisted K-theory and the Chern
Character

We begin by reviewing some results due to Dixmier
and Douady (1963). Let M be a smooth manifold, let
H denote an infinite-dimensional, separable, Hilbert
space and let K be the C	-algebra of compact
operators on H. Let U(H) denote the group of
unitary operators on H endowed with the strong
operator topology and let PU(H) = U(H)=U(1) be the
projective unitary group with the quotient space
topology, where U(1) consists of scalar multiples of
the identity operator on H of norm equal to 1. Since
U(H) is contractible in the operator norm topology, it
follows that PU(H) = BU(1) is an Eilenberg–MacLane
space K(Z, 2). Therefore, BPU(H) is an Eilenberg–
MacLane space K(Z, 3). That is, principal PU(H)
bundles P over X are classified up to isomorphism by
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the Dixmier–Douady class DD(P) in H3(X, Z) and
conversely.

For g 2 U(H), let Ad(g) denote the automorphism
T! gTg�1 of K. As is well known, Ad is a
continuous homomorphism of U(H), given the
strong operator topology, onto Aut(K) with kernel
the circle of scalar multiples of the identity where
Aut(K) is given the point-norm topology. Under this
homomorphism we may identify PU(H) with
Aut(K). Define an Azumaya bundle to be a locally
trivial bundle E over X with fiber K and structure
group Aut(K). They are of the form KP = {P�K}=
PU(H) and isomorphism classes of Azumaya bundles
are also parametrized by their Dixmier–Douady
class DD(P) in H3(X, Z) and conversely.

Since K�K ffi K, the isomorphism classes of
locally trivial bundles over X with fiber K and
structure group Aut(K) form a group under the
tensor product, where the inverse of such a bundle
is the conjugate bundle. This group is known as
the infinite Brauer group and is denoted by Br1(X).
So, a restatement of the Dixmier–Douady theorem
is that Br1(X) ffi H3(X, Z) . H3(X, Z) can also
be described in terms of bundle gerbes (Murray
1996).

The twisted K-theory, K�(X, P), is defined as the
K-theory of the C	-algebra of continuous sections of
the Azumaya bundle KP, K�(C(X,KP)). It was
studied in the torsion case by Donovan and Karoubi,
where one can replace the compact operators K by
finite-dimensional matrices, and was studied in the
general case by Rosenberg (1983, 1989). Let F be
the space of all Fredholm operators endowed with
the norm topology. Then, one can form the bundle
of Fredholm operators FP = {P� F }=PU(H), where
PU(H) acts on F via the adjoint action. Consider the
fibration KP ! FP ! GL(CP), where CP = {P� C}=
PU(H) and C=B(H)=K is the Calkin algebra. Since
�0(C(X,KP)) = {0}, we see that �0(C(X,FP)) =
�0(C(X, GL(CP))). Consider the short exact sequence
of C	-algebras,

0! CðX;KPÞ ! CðX;BPÞ ! CðX; CPÞ ! 0

where BP = {P� B(H)}=PU(H) and where PU(H)
acts on B(H) via the adjoint action. It gives rise to
a six-term exact sequence

K0ðCðX;KPÞÞ �! K0ðCðX;BPÞÞ �! K0ðCðX;CPÞÞ
index" #
K1ðCðX;CPÞÞ  � K1ðCðX;BPÞÞ  � K1ðCðX;KPÞÞ

By definition, K1(C(X,CP))ffi �0(C(X,GL(1,CP)))
and a standard argument shows that this is also
equal to �0(C(X,GL(CP))). By Kuiper’s theorem, it is

not difficult to see that K�(C(X,BP))= {0}.
Therefore,

index : �0ðCðX;FPÞÞ ! K0ðX;PÞ

is an isomorphism. Let X1 be a closed subset of X,
and IX1

be the closed ideal of sections of KP that
vanish on X1. Then K�(X, X1, P) is by definition
K�(IX1

). A geometric description of twisted K-theory
in terms of modules for bundle gerbes is described in
Bouwknegt et al. (2002).

Some of the basic properties of twisted K-theory
are listed as follows. Many of these properties
follow from the corresponding properties for the
K-theory of C	-algebras. See Atiyah and Segal and
Bouwknegt et al. (2002).

1. Normalization If P is trivial, then K�(M, P) =
K�(M).

2. Module property K�(M, P) is a module over
K0(M).

3. Pullback If f : N !M is a continuous map,
and P a principal PU(H) bundle over M, then
there is a pullback homomorphism f : K�(M, P)!
K�(N, f(P)).

4. Push-forward Let f : N!M be a smooth proper
map between compact manifolds which is K-
oriented, that is, TN � f 	TM is a spinC vector
bundle over N. Let P be a principal PU(H) bundle
over M. Then there is a pushforward homomorph-
ism, also called a Gysin map, f : K�(N, f !(P))!
K�þd(M, P), where d = dim M � dim N.

5. Homotopy If f : N ! M and g : N !M are
homotopic maps, then the pullback maps f ! = g!

are equal. If in addition, f and g are K-oriented,
then the pushforward maps f! = g! are equal.

6. Excision Let M1 be a closed subset of M and U
be an open subset of M such that U is contained
in the interior of M1. Then the inclusion of
pairs (MnU, M1nU) ,! (M, M1) induces an iso-
morphism in K-theory, K�(M, M1, P) ffi
K�(MnU, M1nU, P jMnU).

7. Exactness Let M1 be a closed subset of M and
� : M1 !M be the inclusion. Let P be a principal
PU(H) bundle over M. Then the short exact
sequence

0! IM1
! CðM;KPÞ ! C M1;KPjM1

� �
! 0

gives rise to the six-term exact sequence in K-theory,

K0ðM;M1;PÞ�!K0ðM;PÞ�!K0ðM1; �
!ðPÞÞ

" #�
K1ðM1; �

!ðPÞÞ �K1ðM;PÞ �K1ðM;M1;PÞ
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8. Cup product Let P be a principal PU(H) bundle
over M and Q be a principal PU(H) bundle over N.
An identificationH�H ffi H gives rise to a principal
PU(H) bundle P�Q over M�N whose Dixmier–
Douady invariant is DD(P�Q) = p	1(DD(P))þ
p	2(DD(Q)), where pj denote projections onto the
jth factor, j = 1, 2. Then there is a canonical map
given by external tensor product,

KiðM;PÞ � KjðN;QÞ ! KiþjðM�N;P�QÞ

called the cup product.
9. Bott periodicity Let P be a principal PU(H)

bundle over M. Bott periodicity says that there is
a canonical isomorphism

K�ðM;PÞ ffi K�þnðM� Rn; �ðPÞÞ

where � : M� Rn !M is the projection onto the
first factor. Let b 2 Kn(Rn) be the Bott element.
Then the isomorphism above is given by �!(x) [
b 2 K�þn(M� Rn, �!(P)) for all x 2 K�(M, P).

There is a natural homomorphism of rings called the
twisted Chern character, which depends both on a
choice of P and a de Rham representative H of DD(P),

ChP : K�ðM;PÞ ! H�ðM;HÞ

Here H�(M, H) denotes the twisted cohomology,
which is by definition the cohomology of the
complex (��(M), d �H^). The twisted Chern char-
acter is characterized by the following axioms:

1. Naturality If f : N !M is a smooth map, and if
x 2 K�(M, P), then Chf(P)(f

!(x)) = f 	(ChP(x)).
2. Additivity If x, y 2 K�(M, P), then ChP(x� y) =

ChP(x)þ ChP(y).
3. ChP respects the K0(M)-module structure of

K0(M, P).
4. Normalization If P is trivial, then ChP reduces

to the ordinary Chern character Ch.

It turns out that the twisted Chern character
induces an isomorphism of the rings K�(M, P)�Q
and H�(M, H). The Chern–Weil representative of the
twisted Chern character is derived in Bouwknegt
et al. (2002).

Twisted K-Theory and Duality in Type II
String Theories

Let E be an oriented S1-bundle over M,

S1�!E
�#
M

characterized by its first Chern class c1(E) 2
H2(M, Z), in the presence of (possibly nontrivial)
H-flux H 2 H3(E, Z). We will argue that the T-dual
of E is again an oriented S1-bundle over M, denoted
by Ê,

Ŝ1�! Ê
�̂#
M

supporting H-flux Ĥ 2 H3(Ê, Z), such that

c1ðÊÞ ¼ �	H; c1ðEÞ ¼ �̂	Ĥ

where �	 : Hk(E, Z)!Hk�1(M, Z) and, similarly, ��	
denote the pushforward maps. Then we can form
the following commutative diagram:

The correspondence space E�M Ê is a circle bundle
over E with first Chern class �	(c1(Ê)), and it is also
a circle bundle over Ê with first Chern class
��	(c1(E)), by the commutativity of the diagram
above. If Ê = E or if Ê = M� S1, then the correspon-
dence space E�M Ê is diffeomorphic to E� S1.

T-duality gives an isomorphism of the twisted
K-theories of E and Ê as well as an isomorphism
between the twisted cohomologies of E and Ê, and
can be expressed in the following commutative
diagram:

K�ðE;PÞ �!T K�þ1ðÊ; P̂Þ

ChP# #ChP̂

H�ðE;HÞ �!T	 H�þ1ðÊ; ĤÞ

where the horizontal arrows are isomorphisms. Here
P is a principal PU(H) bundle over E such that
DD(P) = H and P̂ is a principal PU(H) bundle over
Ê such that DD(P̂) = H. We refer to Bouwknegt
et al. (2004) for details. The T-duality isomorphism
above gives compelling evidence that a type IIA
string theory A on a circle bundle of radius R in the
presence of a background H-flux, and a type IIB
string theory B on a ‘‘T-dual’’ circle bundle of radius

E × M Ê

E Ê

M

p p

π π
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1/R in the presence of a ‘‘T-dual’’ background H-flux,
are equivalent in the sense that the string states of
string theory A are in canonical one-to-one correspon-
dence with the string states of string theory B.

We briefly mention two other applications of
twisted K-theory. Consider the adjoint action of a
compact connected simple Lie group G on itself,
and the corresponding twisted G-equivariant
K-theory, twisted by a multiple of the generator
of H3(G, Z). The relevance of the equivariant case
to conformal field theory was highlighted by the
result of Freed, Hopkins and Teleman (see Freed
(2002)) that it is graded isomorphic to the
Verlinde algebra of G, with a shift given by the
dual Coxeter number. Here the Verlinde algebra
consists of equivalence classes of positive-energy
representations of the loop group of G which was
originally shown to be a ring in a rather nontrivial
way. On the other hand, the ring structure of the
twisted G-equivariant K-theory of G is just
induced by the product on G, which makes this
result all the more remarkable.

Fractional analytic index theory, developed in
Mathai et al. is a generalization of Atiyah–Singer
index theory, assigning a fractional-valued analytic
index to each projective elliptic operator on a compact
manifold, where the fraction need not be an integer.
These projective elliptic operators act on projective
vector bundles, where the usual compatibility condi-
tion on triple overlaps to give a global vector bundle,
may fail by a scalar factor. These are the geometric
objects in twisted K-theory, when the twist is torsion.
In Mathai et al., a fractional index theorem is
proved, computing the fractional-valued analytic
index of projective elliptic operators essentially in
terms of topological data. The Dirac operator in
the absence of a spin structure is also defined there
for the first time resolving a long standing mystery,
and its index is computed.

Some topics not covered in this brief account of
K-theory include: KK-theory, cf. Blackadar (1986)
and Kasparov (1988), which is natural setting for
the Atiyah–Singer index theorem and its general-
izations, as well as higher algebraic K-theory.

See also: C*-Algebras and Their Classification;
Characteristic Classes; Cohomology Theories;
Equivariant Cohomology and the Cartan Model; Gerbes
in Quantum Field Theory; Index Theorems; Intersection
Theory; Mathai–Quillen Formalism; Spectral Sequences.
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Introduction

To describe transport by a random flow, one needs
to apply the statistical methods to the motion of
fluid particles, that is, to the Lagrangian dynamics.
We first present the propagators describing evolving
probability distributions of different configurations
of fluid particles. We then use those propagators to
describe decay and steady states of a passive scalar
field transported by random flows.

Consider an evolution of a passive scalar tracer
�(r, t) in a random flow. The mean value of the
scalar tracer at a given point is an average over
values brought by different trajectories:

�ðr; sÞh i ¼
Z
Pðr; s; R; 0Þ �ðR; 0Þ dR ½1�

Here, P(r, s; R, t) is the probability density function
(PDF) to find the particle at time t at position R
given its position r at time s. That PDF is called the
propagator or the Green function. Multipoint
correlation functions of the tracer

CNðr; sÞ � �ðr
1
; sÞ . . .�ðr

N
; sÞh i

¼
Z
PNðr; s;R;0Þ�ðR1

;0Þ . . .�ðRN;0ÞdR ½2�

are expressed via the multiparticle Green functions
PN which are the joint PDFs of the equal-time
positions R= (R1, . . . ,RN) of N fluid trajectories.

The trajectory of the fluid particle that passes at
time s through the point r is described by the vector
R(t; r, s) which satisfies R(t; r, t) = r and the stochas-
tic equation

_R ¼ vðR; tÞ þ uðtÞ ½3�

Here, u(t) describes the molecular Brownian motion
with zero average and covariance hui(t)uj(t0)i
= 2��ij�(t � t0). We also consider macroscopic
velocity v as random with various statistical properties

in space and time. There is a clear scale separation
between macroscopic velocity v and molecular
diffusion u that allows one to treat them separately.

Using [3], one can write the Green’s function as
an integral over paths that satisfy q(s) = r and
q(t) = R:

Pðr; s; R; tÞ ¼
�Z

DpDq exp �
Z t

s

{pð�Þ � ½ _qð�Þ
�

� vðqð�Þ; �Þ � uð�Þ�d�
��

v;u

½4�

¼
�Z

DpDq exp �
Z t

s

½{pð�Þ � ð _qð�Þ
�

� vðqð�Þ; �ÞÞ þ �p2ð�Þ� d�
��

v

½5�

¼
�Z

Dq exp

�
� 1

4�

Z t

s

½ _qð�Þ

� vðqð�Þ; �Þ�2 d�

��
v

¼ Pðr; s; R; tjvÞh iv ½6�

The integration over the auxiliary field p in [4]
enforces the delta function of [3]. One passes from
[4] to [5] by averaging over the Gaussian Brownian
noise, and from [5] to [6] by calculating Gaussian
integral over p.

Generally, exact calculations are only possible for
Gaussian random processes short-correlated in time-
like in [5]. The simplest case is the Brownian motion
when the advection is absent. One then obtains from
[6] the Gaussian PDF of the displacement:

PðR; tÞ ¼ ð4��tÞ�d=2e�R2=ð4�tÞ ½7�

which satisfies the heat equation (@t � �r2) P(r, t) = 0.
The short-correlated case is far from being an exotic
exception but rather presents a long-time limit of an
integral of any finite-correlated random function.
Indeed, such an integral can be presented as a sum of
many independent equally distributed random numbers,



the statistics of such sums is a subject of the central limit
theorem. One can move beyond the central limit
theorem considering the correlation time finite (yet
small comparing to the time of evolution). Such
generalization is the subject of the large deviation
theory. Consider some quantity X which is an integral
of some random function over time t much larger than
the correlation time � . At t� � , X behaves as a sum of
many independent identically distributed random
numbers yi: X =

PN
1 yi with N / t=� . The generating

function hezXi of the moments of X is the product,
hezXi= eNS(z), where we have denoted hezyi� eS(z)

(assuming that the generating function hezyi exists for
all complex z). The PDF P(X) is given by the inverse
Laplace transform (2�i)�1

R
e�zXþNS(z) dz with the

integral over any axis parallel to the imaginary one.
For X / N, the integral is dominated by the saddle point
z0 such that S0(z0) = X=N and

PðXÞ / e�NHðX=N�hyiÞ ½8�

Here H =�S(z0)þ z0S0(z0) is the function of the
variable X=N � hyi; it is called entropy function as it
appears also in the thermodynamic limit in statis-
tical physics. A few important properties of H (also
called rate or Cramér function) may be established
independently of the distribution P(y). It is a convex
function which takes its minimum at zero, that is,
for X equal to the mean value hXi= NS0(0). The
minimal value of H vanishes since S(0) = 0. The
entropy is quadratic around its minimum with
H00(0) = ��1, where � = S00(0) is the variance of y.
We thus see that the mean value hXi= Nhyi grows
linearly with N. The fluctuations X� hXi on the
scale O(N1=2) are governed by the central limit
theorem that states that (X� hXi)=N1=2 becomes for
large N a Gaussian random variable with variance
hy2i � hyi2 � � as in [7]. Finally, its fluctuations on
the larger scale O(N) are governed by the large
deviation form [8]. The possible non-Gaussianity of
the y’s leads to a nonquadratic behavior of H
for (large) deviations from the mean, starting from
X� hXi=N ’ �=S000(0). Note that if y is Gaussian,
then X is Gaussian too for any t, but the universal
formula [8] with H = (X�Nhyi)2=2N� is valid
only for t� � .

Single-Particle Diffusion

For the pure advection without noise, the dis-
placement of the single Lagrangian trajectory is
R(t)� R(0) =

R t
0 V(s) ds, with V(t) = v(R(t), t) being

the Lagrangian velocity. One can show that V(t) is
statistically stationary in the frame of reference with
no mean flow and under statistical homogeneity and

stationarity of the incompressible Eulerian velocities.
For �= 0, the mean square displacement satisfies the
equation

d

dt
h½RðtÞ � Rð0Þ�2i ¼ 2

Z t

0

hVð0Þ � VðsÞi ds ½9�

The behavior of the displacement is crucially
dependent on the Lagrangian correlation time � of
V(t) defined byZ 1

0

hVð0Þ � VðsÞi ds ¼ hv2i� ½10�

No general relation between the Eulerian and
the Lagrangian correlation times has been estab-
lished, except for the case of short-correlated
velocities. For times t� � , the two-point function
in [9] is approximately equal to hV(0)2i= hv2i.
The fluid particle transport is then ballistic with
h[R(t)� R(0)]2i ’ hv2it2 and the PDF P(R, t) is
determined by the whole single-time velocity PDF.
When the correlation time of V(t) is finite (a generic
situation in a turbulent flow where � is of order of a
large-scale turnover time), an effective diffusive regime
is expected to arise for t� � with h(R(t)� R(0))2i ’
2hv2i�t. Indeed, the particle displacements over time
segments much larger than � are almost independent.
At long times, the displacement �R(t) behaves then as a
sum of many independent variables and falls into the
class of stationary processes treated in the previous
section. In other words, �R(t) for t� � becomes
a Brownian motion in d dimensions, normally
distributed with h�Ri(t)�Rj(t)i ’ Dij

e t, where the
so-called eddy diffusivity tensor is as follows:

Dij
e ¼

1

2

Z 1
0

hVið0ÞVjðsÞ þ Vjð0ÞViðsÞi ds ½11�

The symmetric second-order tensor Dij
e is the only

characteristics of the velocity which matters in this
limit of t� � . The trace of the tensor is equal to
hv2i� , that is, equal to the large-time value of the
integral in [9], while its tensorial properties reflect
the rotational symmetries of the advecting velocity
field. If the latter is isotropic, the tensor reduces to a
diagonal form characterized by a single scalar value
De. The main problem of turbulent diffusion is to
obtain the effective diffusivity tensor given the
velocity field v and the value of the molecular
diffusivity �.

Two-Particle Dispersion in Smooth
Flows

Even when velocity v(R, t) is a smooth function of
the coordinates, Lagrangian dynamics can be quite
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complicated. Indeed, d ordinary differential equations
_R = v(R, t) generally produce chaotic dynamics (for
d � 3 already for steady flows and for d = 2 for time-
dependent flows). The tools for the description of what
is called chaotic advection are similar to those of the
theory of dynamical chaos. The description consistently
exploits two simple ideas: to single out the variables
that can be represented by the sum of a large number of
independent random quantities and to separate vari-
ables that fluctuate on different timescales.

The distance, R12 = R1 � R2, between two fluid
particles with trajectories Ri(t) = R(t; r i) passing at
t = 0 through points r i satisfies the equation

_R12¼ vðR1; tÞ � vðR2; tÞ ½12�

If the velocity field can be considered smooth on
the scale R12, then one expands v(R1, t)� v(R2, t) =
�(t, R1)R12, introducing the strain matrix � which
can be treated as independent of R12. The distance
thus satisfies locally a linear system of ordinary
differential equations (we omit subscripts replacing
R12 by R)

_RðtÞ ¼ �ðtÞRðtÞ ½13�

This equation, with the strain treated as given and
R(0) = r, may be explicitly solved for arbitrary �(t)
only in the 1D case

ln½RðtÞ=r� ¼ ln WðtÞ ¼
Z t

0

�ðsÞ ds � X ½14�

When t is much larger than the correlation time � of
the strain, the variable X is a sum of N independent
equally distributed random numbers with N = t=�
and one can apply [8]. In the multidimensional case,
to use the large deviation theory, one introduces the
evolution matrix W such that R(t) = W(t)R(0). The
modulus R is expressed via the positive symmetric
matrix WTW. In almost every realization of the
strain, the matrix t�1 ln WTW stabilizes at t !1,
that is, its eigenvectors tend to d-fixed orthonormal
eigenvectors f i. To understand that intuitively,
consider some fluid volume, say a sphere, which
evolves into an elongated ellipsoid at later times. As
time increases, the ellipsoid is more and more
elongated and it is less and less likely that the
hierarchy of the ellipsoid axes will change. The
limiting eigenvalues

�i ¼ lim
t!1

t�1 ln jWf ij ½15�

are called Lyapunov exponents. The major property
of the Lyapunov exponents is that they are realiza-
tion independent if the flow is ergodic (i.e., spatial
and temporal averages coincide). The relation [15]
states that two fluid particles separated initially by r

pointing into the direction f i will separate (or
converge) asymptotically as exp (�it). The incom-
pressibility constraints det (W) = 1 and

P
�i = 0

imply that a positive Lyapunov exponent will exist
whenever at least one of the exponents is nonzero.
Consider indeed

EðnÞ ¼ lim
t!1

t�1 lnh½RðtÞ=r�ni ½16�

whose derivative at the origin gives the largest
Lyapunov exponent �1. The function E(n) obviously
vanishes at the origin. Furthermore, E(�d) = 0, that
is, incompressibility and isotropy make that hR�di is
time independent as t!1. Apart from n = 0, �d,
the convex function E(n) cannot have other zeroes if
it does not vanish identically. It follows that dE=dn
at n = 0, and thus �1, is positive. A simple way to
appreciate intuitively the existence of a positive
Lyapunov exponent is to consider the saddle-point
2D flow vx =�x, vy =��y with the axes randomly
rotating after time interval T. A vector initially at
the angle 	 with the x-axis will be stretched after
time T if cos	 � [1þ exp (2�T)]�1=2, that is, the
measure of the stretching directions is larger
than 1=2.

A major consequence of the existence of a positive
Lyapunov exponent for any random incompressible
flow is the exponential growth of the interparticle
distance R(t). In a smooth flow, it is also possible to
analyze the statistics of the set of vectors R(t) and to
establish a multidimensional analog of [8]. The idea is
to reduce the d-dimensional problem to a set of d
scalar problems for slowly fluctuating stretching
variables excluding the fast fluctuating angular degrees
of freedom. Consider the matrix I(t) = W(t)WT(t),
representing the tensor of inertia of a fluid element
such as the above-mentioned ellipsoid. The matrix is
obtained by averaging Ri(t)Rj(t)d=‘2 over the initial
vectors of length ‘ and I(0) = 1. Introducing the
variables that describe stretching as the lengths of the
ellipsoid axis e2
1 , . . . , e2
d , one can deduce similarly to
[8] the asymptotic PDF:

Pð
1; . . . ; 
d; tÞ

/ exp �t Hð
1=t � �1; . . . ; 
d�1=t � �d�1Þ½ �

	 �ð
1 � 
2Þ . . . �ð
d�1 � 
dÞ

	 �ð
1 þ � � � þ 
dÞ ½17�

The entropy function H depends on the statistics
of �. In the �-correlated case, H is everywhere
quadratic:

HðxÞ / d�1
Xd

i¼1

x2
i ; �i / dðd � 2iþ 1Þ ½18�
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Two-Particle Dispersion in Nonsmooth
Flows

To consider dispersion in the inertial interval of
turbulence, one should assume �v(r, t)j / r�, where
generally � < 1. Rewriting then eqn [12] for the
distance between two particles as _R = �v(R, t), we
infer that dR2=dt = 2R � �v(R, t) / R1þ�. It suggests

RðtÞ1�� � Rð0Þ1��/ t ½19�

For large t, R(t) / t1=(1��), with the dependence of
the initial separation quickly forgotten. Of course,
for the random process R(t), relation [19] is of the
mean-field type and should pertain (if true) to the
large-time behavior of the averages ðhR(t)pi /
tp=(1��), for p > 0Þ implying their super-diffusive
growth, faster than the diffusive one / tp=2. The
power-law scaling may be amplified to the scaling
behavior of the PDF of the interparticle distance,
P(R, t) =�P(�R,�1��t). The power-law growth of
the second moment, hR(t)2i/ t3, is the celebrated
Richardson dispersion relation, which was the first
quantitative phenomenological prediction in devel-
oped turbulence. It seems to be confirmed by
experimental data and the numerical simulations. It
is important to remark that, even assuming the
validity of the Richardson relation, it is impossible
to establish general large-time properties of the PDF
P(R; t) such as those for the single-particle PDF of
the distance between two particles. This is because
the correlation time of the Lagrangian velocity
difference, R=�v(R) / hR2i1=3/ t, is comparable
with the total time of the process.

It is instructive to contrast the exponential growth
[16] of the distance between the trajectories with the
power-law growth [19]. In a smooth flow, the closer
two trajectories are initially, the more time is needed
to effectively separate them. In a nonsmooth
turbulent flow, the trajectories separate in a finite
time independent of their initial distance R(0),
provided that the latter is also in the inertial range.
This explosive separation of trajectories results in a
breakdown of the deterministic Lagrangian flow
since the trajectories cannot be labeled by the
initial conditions. That agrees with the fundamental
theorem stating that the ordinary differential equa-
tion _R = v(R, t) does not have unique solution
if v(r, t) is non-Lipschitz. As shown by the
example of the equation _x = jxj� with two solutions
x = [(1� �)t]1=(1��) and x = 0 both starting at zero,
one should expect multiple Lagrangian trajectories
starting or ending at the same point for velocity
fields with � < 1. Even though the deterministic
Lagrangian description breaks down, the statistical
description is still possible and one can make

sense of propagators like P(r, s; R, tjv). They are
expected to be weak solutions of the equation
[@t �r � v(R, t)]P(r, s; R, tjv) = 0 in the nonsmooth
case. According to this assumption, the Lagrangian
trajectories behave stochastically already in a
given velocity field and for negligible molecular
diffusivity – and not only due to a random noise or
to random fluctuations of the velocities.

The general conjecture about the existence and
diffuse nature of propagators is known to be true for
the Gaussian ensemble of velocities decorrelated in
time (Kraichnan 1968):

hviðr; tÞvjðr 0; t0Þi ¼ 2�ðt � t0ÞDijðr � r 0Þ ½20�

Here the Lagrangian velocity v(R, t) has the same
white noise temporal statistics as the Eulerian
velocity v(r, t) for fixed r and the displacement
along a Lagrangian trajectory R(t)� R(0) is a
Brownian motion for all times. To model non-
smooth velocity field of turbulence, we choose
Dij(r) = D0�

ij � (1=2)dij(r) and

dijðrÞ ¼ D1½ðd � 1þ �Þ�ijr � � �r ir jr ��2� ½21�

Here D0 gives the eddy diffusivity of a single fluid
particle (discussed earlier), whereas dij(r) describes
the statistics of the velocity differences. For 0 < � < 2,
the Kraichnan ensemble is supported on the velo-
cities that are Hölder continuous in space with a
fixed exponent � arbitrarily close to �=2. It mimics
this way the main property of turbulent velocities.
The rough (distributional) behavior of Kraichnan
velocities in time, although not very physical, is not
expected to modify essentially the qualitative prop-
erties of propagators (it is the spatial regularity, not
the temporal one, of a vector field that is crucial for
the uniqueness of its trajectories).

In exactly the same way as one derives [6] and [7]
from [4], one gets P(R, t) = j
̂j1=2(4�t)�d=2e�
ijRiRj=4t,
where (
̂�1)ij = Dij(0)þ ��ij. In much the same way
one can examine the two-particle PDF. The PDF
P2(r, s; R, t) of the distance R between two particles
satisfies the equation

ð@t �M2ÞP2ðr; s; R; tÞ ¼ �ðt � sÞ�ðr� RÞ ½22�

where M2 = �D1(d � 1)r1�d@rr
d�1þ�@r and [22] can

be readily solved:

lim
r!0
P2ðr; s; R; tÞ / Rd�1

jt � sjd=ð2��Þ

	 exp �const:
R2��

jt � sj

� �
½23�
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That confirms the diffusive character of the limiting
process describing the Lagrangian trajectories in
fixed non-Lipschitz velocities: the endpoints of the
process stay at finite distance when the initial points
converge. The PDF [23] changes from Gaussian to
log–normal when � changes from 0 to 2. The
Richardson dispersion hR2(t)i / t3 is reproduced
for �= 4=3.

Multiparticle Propagators

In studying multiparticle statistics, an important
question is what memory of the initial configuration
remains when final distances far exceed initial
ones. To answer this question, one must analyze
the conservation laws of turbulent diffusion.
Many-particle evolution in nonsmooth velocities
exhibits nontrivial statistical integrals of motion
(martingales) that are proportional to the positive
powers of the distances. The integrals involve
geometry in such a way that the distance growth is
balanced by the decrease of the shape fluctuations.
The existence of multiparticle conservation laws
indicates the presence of a long-time memory and is
a reflection of the coupling among the particles due
to the simple fact that they are all in the same
velocity field. The conserved quantities may be easily
built for the limiting cases. Already for a smooth
velocity, the d-volume �i1i2...id Ri1

12 . . . Rid
1d is indeed

preserved for ðd þ 1Þ Lagrangian trajectories. In the
opposite case of a very irregular velocity, the fluid
particles undergo a Brownian motion. The distances
between the Brownian particles grow according to
hR2

nm(t)i= R2
nm(0)þDt. The statistical integrals

of motion are hR2
nm � R2

pri, h2(d þ 2)R2
nmR2

pr �
d(R4

nm þ R4
pr)i, and an infinity of similarly built

harmonic polynomials (zero modes of Laplacian).
The statistics of the relative motion of N particles

is described by the joint PDF averaged over rigid
translations: Prel

N (r, s; R, t) =
R
PN(s, r; Rþ 
, t) d
.

For smooth velocities,

Prel
N ðr;0; R; tÞ ¼

Z DYN
n¼1

�ðRnþ
�WðtÞrnÞ
E

d
 ½24�

Such PDF depends only on the statistics of the
evolution matrix W(t) discussed earlier. Under the
evolution governed by W(t), all distances between
points grow exponentially for large times while their
ratios Rnm=Rkl tend to a constant. For whatever initial
positions, asymptotically in time, the points tend to be
situated on the line. Note that the existence of
deterministic trajectories leads to the collapse property
limrN!rN�1

Prel
N (r; R; t) =Prel

N�1(r 0; R0; t) �(RN�1 � RN),
where R0 = (R1, . . . , RN�1).

The long-time asymptotics of the propagators in
the nonsmooth case can be found explicitly for the
Kraichnan ensemble of velocities:

ð@t þMNÞPrel
N ðr; s; R; tÞ ¼ �ðt � sÞ�ðR� rÞ ½25�

MN ¼
X
n<m

dijðrnmÞrr i
n
rr j

m
½26�

When initial points get close or final points far
apart and time gets large, the multiparticle PDF is
factorized:

lim
�!0
Prel

N ð�r; 0; R; tÞ ¼
X



��
 f
ðrÞg
ðR; tÞ ½27�

where f
 must be taken as zero modes of My
N and its

powers while @tg
 =�MNg
. The remarkable fea-
ture of the zero modes of My

N is that they are
conserved in mean by the Lagrangian evolution:

@t f ðRðtÞÞh i ¼
Z

f ðRÞMNPrel
N ðr; 0; R; tÞ dR0

¼
Z
Prel

N ðr; 0; R; tÞMy
Nf ðRÞ dR0 ¼ 0

The scaling exponents of the zero modes depend, in
a nontrivial way, on the number of particles N. For
�� 1 and d� 1, one finds

�N ¼
N

2
ð2� �Þ �NðN � 2Þ

2ðd þ 2Þ � ½28�

Passive Scalar

For practical applications, for example, in the
diffusion of pollution, the most relevant quantity is
the average h�(r, t)i which can be expressed via the
single-particle propagator. As discussed earlier, for
times longer than the Lagrangian correlation time,
the particle diffuses and h�i obeys the effective heat
equation

@t �ðr; tÞh i ¼ Dij
e þ ��ij

� 	
rirj �ðr; tÞh i ½29�

with the eddy diffusivity Dij
e given by [11]. The

simplest decay problem is that of a uniform scalar
spot of size L released in the fluid. Its averaged
spatial distribution at later times is given by the
solution of [11] with the appropriate initial condi-
tion. On the other hand, the decay of the scalar in
the spot is governed by the multipoint Lagrangian
propagators. Taking the point of measurement
inside the spot, consider the single-point moment
h�Ni(t) described by [2]. If there is no molecular
diffusion and the trajectories are unique (spatially
smooth velocity), particles that end at the same
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point remained together throughout the evolution
and all the moments are preserved. On the contrary,
when velocity is nonsmooth and the propagator is
diffusive, we expect the decay even at the limit �! 0.
This is an example of the so-called dissipative
anomaly: the symmetry t! �t remains broken
even when the symmetry-breaking factor � goes
to zero. Consider a spherical spot of � released in
a spatially smooth incompressible 3D flow with
�1 > �2 > 0 > �3. During the time less than
td = j�3j�1 ln (L=rd), diffusion is unimportant and �
inside the spot does not change. At larger time, the
dimensions of the spot with negative Lyapunov
exponents are frozen at rd, while the rest keep
growing exponentially, resulting in an exponential
growth of the total volume exp (
1 þ 
2). That leads
to an exponential decay of scalar moments averaged
over velocity statistics: h[�(t)]Ni/ exp (��Nt). The
decay rates �N can be expressed via the PDF [18] of
stretching variables 
i. Since � decays as the inverse
volume,

h½�ðtÞ�Ni /
Z

d
1d
2 exp �tHð
1=t � �1; 
2=t � �2Þ½

�Nð
1 þ 
2Þ� ½30�

At large t, the integral is determined by the saddle
point. At small N, the saddle point lies within the
parabolic domain of H so �N increases with N
quadratically. At large N, the main contribution is
due to the realization with smallest possible spot of
size L so �N saturates.

For the decay in incompressible nonsmooth flow,
using the Kraichnan model one gets

h�2nðtÞi ¼
Z
P2n 0; R;�1ð ÞC2n t1=ð2��ÞR;0


 �
dR ½31�

When J0 =
R

C2(r, t)dr 6¼ 0, the function td=(2��)

C2(t1=(2��)r,0) tends to J0 �(r) in the long-time limit
and [31] is reduced to

h�2nðtÞi 
 ð2n� 1Þ!! Jn
0tnd=ð��2Þ

	
Z
P2n 0; R1;R1; . . . ;Rn;Rn;�1ð Þ dR ½32�

The decay is self-similar: P(t, �) = td=2(2��)

Q(td=2(2��)�). That means that the PDF of �=
ffiffi
��
p

is asymptotically time independent, with ��(t) =
�h(r�)2i being time-dependent (decreasing) dissipa-
tion rate. This should be contrasted with the lack of
self-similarity for the smooth case.

One can also consider steady state of � pumped by
a source 	(r, t):

@t�þ ðv � rÞ�þ ��� ¼ 	 ½33�

Assuming that pumping is white Gaussian with a
zero mean and variance 	(r1, t1)	(r2, t2) =�(r12)�
(t2 � t1), r ij = r i � r j, one can express the correlation
functions via the multiparticle propagators. For
example, assuming zero conditions at the distant
past and space homogeneity, one gets

C2ðr; tÞ ¼
Z t

�1
dt0
Z

PðR; r; t0Þ�ðRÞ dR ½34�

The function �(R) is nonzero within the correlation
scale L of the pumping which restricts integration to
R(t) < L. For smooth velocity, this gives
F2(r) = j�3j�1�(0) ln (L=r) at r < L. For nonsmooth
velocity, the statistics of scalar fluctuations at
small scales is described by the set of structure
functions SN(r) � h[�(r)� �(0)]Ni/ r�N with the
scaling exponents determined by the zero
modes (see Falkovich et al. (2001)). Therefore,
existence of Lagrangian statistical invariants
explains the anomalous scaling of passive scalar
(here, anomaly means that scale invariance broken
by pumping is not restored even when the pumping
scale goes to infinity).

See also: Anomalies; Intermittency in Turbulence; Large
Deviations in Equilibrium Statistical Mechanics; Lyapunov
Exponents and Strange Attractors; Random Walks in
Random Environments; Stochastic Differential Equations;
Turbulence Theories.
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Introduction

Large deviation theory (LDT) deals with the study
of probabilities of extremely rare events. As an
example, consider the case of independent identi-
cally distributed random variables �1, . . . ,�N with
the mean value E(�i) = m. Then the typical devia-
tions of the sum MN = �1 þ � � � þ �N from its mean
value Nm are of the order of

ffiffiffiffiffi
N
p

, while in LDT we
study the probabilities of the deviations which are
linear in N. In ‘‘good’’ cases we know that for b > 0

PrfMN �Nm � bNg � expf�IðbÞNg
as N !1

½1�

where I(�) > 0 is the ‘‘rate’’ function.
Questions of LDT are very natural in statistical

mechanics, and they have deep physical meaning,
notwithstanding the fact that the corresponding
events are rare. One reason is that (some) rare
events in the grand canonical ensemble become
typical events in the canonical ensemble.

An interesting feature of LDT in statistical
mechanics is that the behavior [1] of LD is not
universal, and sometimes is replaced by a nonclassi-
cal one:

PrfMN �Nm � bNg � exp �~IðbÞN�
� �

½2�

with � < 1. That usually happens in the ‘‘phase
transition’’ regime, and then the quantity ~I(b), as
well as the exponent �, have very much to do with
the geometry of a droplet of one phase formed inside
the other.

Below, we will illustrate all these features on the
example of the Ising model.

The Ising Model in the Finite Box

Our random variables �x will take values �1, with
x 2 Zd. They are called spins. For every finite box
� � Zd, we will define Gibbs states in �. To do this
we need the Hamiltonians

H�;�ð�Þ ¼ �
X
x;y n:n:
x;y2�

�x�y �
X
x;y n:n:

x2�;y 62�

�x�y

Here, � is some spin configuration on Zd, which is
called ‘‘boundary condition,’’ while � 2 �� is any
spin configuration in �.

The ‘‘grand canonical Gibbs measure’’ ��, �, T in �
with boundary condition � at inverse temperature
�= T�1 is given by

��;�;Tð�Þ ¼ Z�1
�;�;T expð��H�;�ð�ÞÞ ½3�

where

Z�;�;T ¼
X
�2��

expð��H�;�ð�ÞÞ

is called ‘‘partition function’’; it makes the measure
[3] to be a probability distribution.

The boundary condition � 	 þ1(�1) will be
denoted by þ(�). For every value of T, the Gibbs
measures ��(l),�, T with (�)-boundary condition in
the cubic box �(l) of size l converge, as l!1, to
the probability measures that we will denote by
��, T . If the two happen to be different, then �þ, T is
called the (þ)-phase, and ��, T the (�)-phase. That
happens to be the case iff the temperature T is lower
than the critical temperature Tc = Tc(d). The critical
temperature depends on dimension; Tc(1) = 0, while
Tc(d) > 0 for d � 2. The expectation

E�þ;T ð�0Þ 	 mð�Þ

is called spontaneous magnetization; m(�) > 0 iff
� > T�1

c .

LD Properties of the Gibbs States ��(l),�, T

In what follows, we will discuss the LD properties of
the sum M� = �1 þ � � � þ � �j j, where the spins
�x, x 2 �, are distributed according to the Gibbs
state ��,�, T . Note that E��, T

(�0) =�m(�).

Classical Case

If we look on the LDs of the sum M� when the
temperature T is high enough (in which case the
limiting states �þ, T and ��, T coincide), or else if the
temperature is low, and the deviations are negative –
that is, we consider the events M� þ �j jm(T�1) 
 b �j j
with b < 0 – then their probabilities behave classically:

There exists a (high) temperature T0 such that if
T > T0, then

lim
�!Zd

1

j�j Pr M� þ �j jm T�1
� �


 b �j j
� �

¼ �ITðbÞ for b 
 0 ½4�

lim
�!Zd

1

j�j Pr M� þ �j jm T�1
� �

� b �j j
� �

¼ �ITðbÞ for b � 0 ½5�
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where the function IT(b) � 0 is strictly concave on
the segment (m(T�1)� 1, m(T�1)þ 1). It vanishes
at only one point b = 0.

There exists a (low) temperature T1 such that if
T < T1, then the relation [4] holds with the function
IT(b) > 0 strictly concave on the segment (m(T�1)�
1, 0). The limit [5] also does exist, but it can vanish
once we are in the phase transition region. In order
to see some nontrivial behavior, we have to change
the normalization 1= �j j in [5].

Nonclassical Case

The proper normalization happens to be the surface
term, 1= �j j(d�1)=d:

There exists a temperature T1 such that if T < T1,
then

lim
�!Zd

1

j�jðd�1Þ=d Pr M� þ �j jm T�1
� �

� b �j j
� �

¼ �WT bð Þ for b > 0 ½6�

The function WT(b) obeys WT(b) = b(d�1)=dwT , with
wT > 0, provided the value b > 0 is not too large:
b 
 b(d), where b(d) is some constant, depending on
the dimension and temperature; one can show that
b(d) � 1=2d. For larger b’s the dependence is more
complex.

The key object here is the constant wT . To obtain
it, one has to solve the following variational
problem. Let �T(�), � 2 Sd�1 be the surface tension
between the (þ)-phase and the (�)-phase of the Ising
model at the temperature T. Then, for every closed
compact (hyper)surface Md�1 � Rd, we define its
surface energy as

WT Mð Þ ¼
Z

M

�T �sð Þ ds

where �s is the normal vector to M at s 2M. The
functional WT(M) has the meaning of the energy of
the M-shaped droplet of the (þ)-phase floating in the
(�)-phase. It is called the ‘‘Wulff functional.’’ Let
WT be the surface which minimizes WT(�) over all
the surfaces enclosing the unit volume. Such a
minimizer does exist and is unique up to translation.
It is called the ‘‘Wulff shape.’’ The value wT is just
the surface energy of the Wulff shape:

wT ¼ WT WTð Þ

The value b(d) is defined as the maximal value of
b’s, for which the dilatation b1=dWT can fit into the
unit cube. For higher values of b, the shape of the
(þ)-phase droplet in the cube with (�)-boundary
condition is deformed by its walls, so its surface
energy is given by a more complicated variational
problem.

Moderate Deviations and the Droplet
Condensation

The reason behind the different order of the
probabilities of the events M� þ �j jm(T�1) 

b �j j, b < 0, and M� þ �j jm(T�1) � b �j j, b > 0, at
low temperatures is the following. A typical config-
uration contributing to the first event contains many
small droplets of (�)-spins, of size 
 ln �j j, floating
in the sea of (þ)-spins. On the contrary, in the case
of the second event a typical configuration con-
tains, in addition to small droplets, one large
droplet of the size of �. It has a random shape,
but in the limit �! Zd that shape converges to a
nonrandom one, which happens to be the Wulff
shape WT . (The precise meaning of that statement
depends on dimension; in case d = 2 the conver-
gence holds in the Hausdorff metrics, while in
higher dimensions it is known only in L1 sense.)
That statement makes the following question
natural: consider the event

M� � E M�ð Þ � �j j	; 0 < 	 < 1

For which 	 should we expect, in addition to
microscopic (þ)-droplets of size 
 ln �j j, the forma-
tion of a large droplet, of volume � �j j	, in a
corresponding typical configuration? In other
words, how many extra (þ)-spins should we pump
into our systems in order for the microscopic
droplets to condense into a macroscopic one? (In
the formulation of this question, we have to use the
expectation E(M�) instead of the asymptotically
equivalent quantity � �j jm(T�1). The difference,
E(M�)þ �j jm(T�1) � O( @�j j), being irrelevant in
the LD case, becomes significant here.)

The answer is the following:

� if 	 < d=(d þ 1), then a typical configuration
contains only microscopic droplets;
� if 	 > d=(d þ 1), then any typical configuration

contains, in addition to microscopic droplets, one
large droplet of volume � �j j	.

Therefore, the condensation happens at the value
	 = d=(d þ 1). This picture has its counterpart in the
behavior of the probabilities of ‘‘moderate deviations’’
(MD), that is, events when M� þ �j jm(T�1) � �j j	:

� if 	 < d=ðd þ 1Þ, then the deviation is due to
independent fluctuations of sizes of many small
droplets, and the usual Gaussian behavior holds:

Pr M� � E M�ð Þ � �j j	f g

� exp � �j j	ð Þ2

2Var M�ð Þ

( )
¼ exp �c �j j2	�1

n o
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� if 	 > d=ðd þ 1Þ, then the deviation is due to the
formation of a large droplet, and so

Pr M� � E M�ð Þ � �j j	f g � exp �c0 �j j	ððd�1Þ/dÞ
n o

Note that the two estimates match at 	= d=(d þ 1).

Other Questions

There are many related questions; some are partially
solved, others are widely open, if considered on a
rigorous mathematical level.

One can ask about the asymptotic behavior of
probabilities of the events like

M� � E M�ð Þ ¼ b�

where the values b� lie in the LD or MD region. The
difference between such questions and those treated
above is of the same nature as the difference between
the integral and the local limit theorems. Partial answers
to them are given in Dobrushin and Shlosman (1994).

Many results about the Wulff shape and its
relation to the Ising model are known, starting by
Dobrushin et al. (1992). Some are still challenging.
One such question concerns the so-called roughening
phase transition. It is known rigorously that the

Wulff shape WT in the d � 3 Ising model has flat
facets at low temperatures T. It is believed that such a
feature holds true only for T < TR, where the
roughening temperature TR is strictly less than the
critical temperature Tc(d) for d = 3. At the tempera-
tures T 2 (TR, Tc(3)), the Wulff shape WT does not
have facets. This conjecture seems to be very difficult.

The question about the typical behavior of
the MD of the Ising model at the threshold
value M� � E(M�) � �j jd=(dþ1) was recently
answered in Biscup et al. (2003).
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Introduction

Topological strings have been well studied since
they were introduced in the early 1990s. Essen-
tially, they are simplified string theories that
capture the information about a sector of the full
(or ‘‘physical’’) string theory. Thus, while sharing
many of the structural features of usual string
theory, they hold out the possibility of being
amenable to explicit calculations. This is especially
true with regard to stringy quantum corrections
(the higher genus contributions from the point of
view of the string world sheet), which are normally
rather intractable in the full physical string theory.
This has allowed them to play a useful role in
enhancing the understanding of string theory and
many of its mysterious quantum properties, such as
the various dualities.

In particular, in the last several years, topological
strings have served as an important laboratory for
testing and understanding the connection between the
large-N expansion of gauge theories and closed-
string theories. In this article we will sketch how
this connection is illustrated in a duality between
large-N Chern–Simons gauge theory and closed
topological string theories. We will survey the origin
and current status of these developments and
indicated some of its remarkable mathematical
ramifications.

Background

In order to appreciate the conjecture relating the
Chern–Simons theory and topological string the-
ories, we need to go back to the seminal work of
’t Hooft, who pointed to the connection between the
large-N expansion of gauge field theories and string
theories.

The starting point is a gauge field theory (with,
say, gauge group U(N)), where we take the limit of
the rank N of the gauge group to infinity (see Brezin
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and Wadia (1993) for a collection of papers on the
topic). The idea is then to make an expansion in
inverse powers of N for various observables such as
the free energy and correlation functions. For
definiteness, let us take a gauge theory containing
only gauge fields A in the adjoint representation of
U(N). The quantum theory is (schematically) defined
by the path integral

Z ¼
Z
½DA�eiSðAÞ ½1�

For now, the action S(A) for the gauge fields is left
unspecified. It could be either the usual Yang–Mills
functional or of the Chern–Simons form which we
describe below. S(A) is normalized in such a
way that the gauge coupling constant, denoted
by �, only appears via an overall multiplicative
factor of 1=�.

Then the expression, for instance, for the free
energy F = ln Z has an expansion in a power series
in �, whose individual terms are given by the usual
Feynman diagrammatic rules. Namely, we have is
a sum over connected vacuum diagrams (those
without any external legs) formed from the
vertices determined by the action S(A). Even
without going into the details of the action, we
can write down the dependence on N and �
coming from a diagram with h faces, V vertices,
and E edges. Every edge is associated with a
propagator (arising from the inverse of the quad-
ratic term in S(A)) and thus comes with a weight
of �. Every vertex, coming from the cubic and
higher-order terms in S(A), comes with a factor of
��1. There is a factor of N coming from summing
over the color indices that circulate in every loop
(face). We thus get a weight of Nh�E�V and so the
total contribution to the free energy can be
organized as

F ¼
X1

g¼0;h¼1

Cg;hNh�2g�2þh

¼
X1

g¼0;h¼1

Cg;hN2�2g�2g�2þh ½2�

Here we have defined � � �N, the ’t Hooft
coupling, as the combination that will be kept
fixed when taking the limit of large N. We have
also used the fact that V � Eþ h = 2� 2g, where g
is the number of handles of the closed two-
dimensional surface one can associate with the
Feynman diagram. (It is best to visualize the
Feynman diagram as a ‘‘fatgraph’’ which forms
the skeleton of a closed Riemann surface.) The
coefficients Cg,h represent the sum of the

contributions from all genus g diagrams with h
boundaries and depend on the details of the
theory.

We note that the reorganization of the contribu-
tions to the free energy is reminiscent of the genus
expansion in a string theory. In fact, eqn [2] as it
stands looks like an open-string expansion on world
sheets with g handles and h boundaries. Indeed, in
many cases the gauge theory arises as a limit of an
open-string theory. (Recall that a massless nonabe-
lian gauge boson is one of the low-lying excitations
of an open-string theory.) So the double expansion
in terms of g and h is not too surprising.

However, the interesting conjecture of ’t Hooft
is in the relation to closed-string theory. Note
that the expansion in inverse powers of N depends
only on the number of handles g. In fact, 1=N
seems to play the role of closed-string coupling in
that it suppresses higher genus diagrams. The total
contribution to a given genus g comes from
summing over all the holes h in eqn [2], for
example,

F ¼
X1
g¼0

N2�2gFgð�Þ ½3�

The conjecture is to identify this with a closed-string
expansion in which Fg(�) is a closed-string ampli-
tude on a genus g Riemann surface. (In carrying out
the sum over the holes, we have assumed the
existence of a radius of convergence. This is
plausible since the number of planar diagrams
(g = 0), for instance, grows only exponentially with
the number of holes.) The question, since ’t Hooft,
has been: what is this closed-string theory? In other
words, what is the background on which the closed
string propagates?

A breakthrough came from Maldacena’s identi-
fication of the background for the particular case of
U(N) N = 4 supersymmetric Yang–Mills theory.
His conjecture was that this theory is dual to type
IIB closed-string theory on AdS5 � S5 with a
curvature scale set by � and with closed-string
coupling / �=N. This proposal passed a number of
nontrivial checks and is widely held to be true. It
also stimulated the search for closed-string duals to
other large-N gauge theories.

In what follows, we explain how the conjecture of
’t Hooft has a nice realization in the case of three-
dimensional U(N) Chern–Simons gauge theory on
S3. The dual closed-string theory, obtained by
summing over the holes, turns out to be the
A-model topological string on the (six-dimensional)
resolved conifold background. The parameter �
maps into a Kahler parameter in the closed-string
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geometry and once again the closed-string coupling
is /�=N.

The Large-N Expansion of Chern–Simons
Theory

Nonabelian Chern–Simons theory is based on the
following action functional for the U(N) gauge
connection A:

SCSðAÞ ¼
k

4�

Z
M

tr A ^ dAþ 2
3 A ^ A ^ A

� �
½4�

Here M is a three-dimensional manifold. k is called the
level and is integer quantized for the path-integral
equation [1] to be single valued. Note that, classically,
� as defined earlier is proportional to 1=k. One of the
nice properties of SCS(A) is that it is independent of the
metric on M, unlike the Yang–Mills functional. Thus,
it is a prototype of a topological field theory. In fact,
the observables in this theory capture topological
information about the 3-manifold M.

Witten succeeded in quantizing the Chern–
Simons theory by relating its Hilbert space to the
space of conformal blocks in the two-dimensional
U(N) WZW theory. (for more details on the
quantization, see Chern-Simons Models: Rigorous
Results). Here, merely the answers for various
observables in the theory will be quoted. In
particular, the free energy for the theory on S3

can be written in a completely explicit form:

ZðS3;N; kÞ ¼ exp FðS3;N; kÞ

¼ 1

ðN þ kÞN=2
YN�1

j¼1

2 sin
j�

N þ k

� �N�j

½5�

One of the features one observes in the quantization
is the shift (‘‘finite renormalization’’) of the effective
level from k to kþN. This can also be seen in
perturbation theory. Consequently, while taking the
large-N limit, the natural quantity to be held fixed
as the ’t Hooft coupling is �= 2�N=(kþN).

We can then carry out the ’t Hooft expansion in
powers of � and 1=N, of expressions, for example,
for the free energy in eqn [5]:

F ¼N2

2
log�� 3

2

� �
� 1

12
log N þ �0ð�1Þ

þ
X1
g¼2

1

N2g�2

B2g

2gð2g� 2Þ

þ
X1
g¼0

X1
h¼2

Fg;h�
2g�2þh ½6�

The coefficents Fg,h are nonzero only for even h and
are given by

F0;h ¼�
2�ðh� 2Þ

ð2�Þh�2ðh� 2Þhðh� 1Þ

F1;h ¼
�ðhÞ

6ð2�Þhh

Fg;h ¼
2�ð2g� 2þ hÞ
ð2�Þ2g�2þh

2g� 3þ h

h

� �

� B2g

2gð2g� 2Þ

½7�

where the last line is for g > 1. B2g are the Bernoulli
numbers. The first few terms in eqn [6] are
nonperturbative contributions which do not have a
Feynman-diagram interpretation. The power series in
� is, on the other hand, of the same form as eqn [2].
In fact, there is an open-string interpretation for these
terms which will be considered later.

Given the explicit form of the answer, we can
carry out the summation over the holes h. Using
some resummation techniques, we find

F ¼
X1
g¼0

�i
t

N

� �2g�2

FgðtÞ ½8�

with t � i� and

FgðtÞ ¼
ð�1ÞgjB2gB2g�2j

2gð2g� 2Þð2g� 2Þ!

þ jB2gj
2gð2g� 2Þ!

X1
n¼1

n2g�3e�nt ½9�

(This expression is for g > 1. There are very similar
expressions for genus 0 and 1 as well.) With the
identification of the string coupling gs = � it=N, the
Fg(t) actually turn out to be the genus g amplitudes
of a closed topological string, in line with the
general expectation of the previous section. This is
explained in the following.

Topological Strings

Physical strings are defined in terms of a two-
dimensional sigma model (the theory on the world
sheet) made reparametrization invariant by coupling
to two-dimensional gravity. Topological strings are
simpler versions of this, where the world-sheet
theory is a two-dimensional topological sigma
model. The latter is defined in terms of a sigma
model (usually with N = 2 superconformal symme-
try) with an additional twist which drastically cuts
down the physical states to a subset of the low-lying
modes. There are actually two inequivalent twists
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denoted by A and B, respectively, but we will
restrict to the A twist in this article. One of the
simplifications of the A twisted sigma model is that
the path integral localizes to contributions from only
holomorphic maps from the world sheet to the
target space (which will be taken to be a Calabi–Yau
3-fold). Also, all the observables in the theory
depend only on the Kahler parameters of the target
space and not the complex structure parameters (see
Topological Sigma Models as well as the book by
Hori et al. (2003) for more details).

The topological string theory is defined by an
appropriate integration of the observables of the
topological sigma model over the moduli space of
the world-sheet Riemann surface. For instance, the
free energy of the string theory at genus g is given by

Ftop
g ðtÞ ¼

Z
Mg

<
Y6g�6

i¼1

ðb; �iÞ >X ½10�

Here b is one of the reparametrization ghost fields
on the world sheet and �i are Beltrami differentials.
The averaging is with respect to the world-sheet
sigma model for the Calabi–Yau target X, as the
subscript indicates. We have also shown the depen-
dence of Fg on the Kahler parameters of X,
collectively denoted by t. The localization to the
holomorphic maps in the path integral implies that
Ftop

g (t) takes the generic form

Ftop
g ðtÞ ¼

X
�

Ng;�q� q� �
Y

i

qni

i ½11�

Here qi = e�ti and ni are the integer coefficents
labeling the element � 2 H2(X). This is in the same
basis of two cycles of H2(X) in terms of which the
complex Kahler parameters ti are expressed. (Recall
that in string theory the Kahler parameters are
complexified because of the presence of an addi-
tional 2-form field.) The Ng,� are the Gromov–
Witten invariants for X and are in general rational
numbers. For nonzero �, the corresponding terms
are often called world-sheet instanton contributions
since they correspond to topologically nontrivial
maps from the world sheet to 2-cycles in the target
space. The all-genus free energy of the topological
string is also defined to be

Ftopðt; gsÞ ¼
X1
g¼0

g2g�2
s Ftop

g ðtÞ ½12�

with gs being the string coupling.
Since topological strings are related to physical

strings by a twist on the world sheet, it is natural
that topological string computations are related to
computations in the physical string theory. In fact,

as shown by Antoniadis, Gava, Narain, and Taylor
as well as Bershadsky, Cecotti, Ooguri, and Vafa,
observables such as Ftop

g (t) are related to special
superpotential terms in the type II string compacti-
fication on the Calabi–Yau X. Using duality to
M-theory, these answers were reinterpreted by
Gopakumar and Vafa in terms of contributions
coming from BPS states of wrapped D-branes. This
gives a completely different perspective on topolog-
ical strings. For instance, the all-genus free energy
can naturally be reorganized as

Ftopðt; gsÞ

¼
X1
g¼0

X
�

X1
d¼1

ng
�

1

d
2 sin

dgs

2

� �2g�2

qd� ½13�

where the ng
� are integer invariants (Gopakumar–

Vafa) since they count the number of BPS states.
This will prove to be useful in extracting all-genus
answers for topological string amplitudes, which is
normally quite difficult using the perturbative
definition given earlier.

The Large-N Dual to Chern–Simons
Theory

We are now in a position to state the duality
(Gopakumar and Vafa 1999) between large-N
Chern–Simons theory and topological strings in a
precise way. The conjecture is that the closed
topological string theory on the S2 resolved conifold
geometry is exactly dual to the U(N) Chern–Simons
theory on S3. The resolved conifold geometry is a
noncompact Calabi–Yau 3-fold described by the
equation

xy� zw ¼ 0 ½14�

where the singularity is resolved by a 2-sphere
x = 	z, w = 	y. The resulting space can thus be
characterized as an O(�1)þO(�1) bundle over P1.
It has a single Kahler parameter t for the nontrivial
2-cycle of the S2. In addition, the string theory is
characterized by the string coupling gs. These
parameters map on the gauge theory side to the
’t Hooft parameter � and N via the dictionary

t ¼ i�; gs ¼
�

N
½15�

This conjecture can be checked by comparing
various exact calculations in the Chern–Simons
theory with corresponding calculations in the topo-
logical string on this conifold background. The use
of the duality to M-theory enables us to make exact
computations on this side as well. One of the
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nontrivial checks of this duality comes from a
comparison of the free energies. In eqns [8] and
[9], we already have carried out the sum over the
holes in the Chern–Simons theory and organized it
as a closed-string genus expansion. Note that these
expressions are already of the form [11] expected of
a closed topological string. One simply has to check
that it is indeed that on the S2 resolved conifold.

In the language of the integer invariants ng
�, the S2

resolved conifold is particularly simple. The only
nonzero invariant is n0

1 = 1. Physically, this corre-
sponds to a single brane wrapped on the genus-zero
S2. Putting this into eqn [13], and making the
expansion in powers of gs, we find exactly eqn [9]
for the genus-g contribution to the free energy. This
is quite a remarkable agreement and represents a
triumph for the ideas of large-N duality.

Geometric Transitions and Large-N
Duality

To understand the reason for this duality a bit
better, we utilize an old observation of Witten that
Chern–Simons theory is an open topological string
theory. As mentioned earlier, the expansion [2] (or
[6]) is suggestive of an open-string expansion in
terms of handles and holes. Witten observed that
open topological strings on the noncompact 3-fold
T	M (with Dirichlet boundary conditions on M for
the end points of the string) is Chern–Simons theory
on M. In fact, in the modern language of D-branes,
we would say that U(N) Chern–Simons theory is the
world-volume theory of N D-branes wrapped on M,
for the topological A-model on T	M.

In particular, Chern–Simons theory on S3 is the
theory of branes wrapped on S3 inside T	S3. The
latter is the conifold geometry but now deformed by
a nonzero size S3. It is described by the equation

xy� zw ¼ � ½16�

where � is the deformation which parametrizes the
size of the S3.

The above large-N duality can be considered as an
open–closed string duality. Namely, that the theory
of open A-model topological strings on the S3

resolved conifold (with N D-branes) is dual to closed
A-model topological strings on the S2 resolved
conifold. Cast in this way, we see that the duality
involves a transition in the background geometry in
going from the open-string to the closed-string
description. The sum over the holes changes the
background. The S3, as it were, shrinks to zero size
and a transverse S2 opens up. This geometric
transition makes the connection between the

Chern–Simons theory and the closed topological string
somewhat less mysterious. Maldacena’s conjecture for
super Yang–Mills involves a similar passage from
D-branes in flat space to a closed-string theory on
anti-de Sitter space. In fact, it appears as if the best way
to understand ’t Hooft’s idea in generality is to think of
it as an open–closed string duality.

Further Checks and Consequences

The free energy is not the only gauge-invariant
observable in Chern–Simons theory. One important
class of observables, which played an important role
in the connection with knot invariants, are the
Wilson loop expectation values. Given a knot K in
S3, we can define, in terms of an arbitrary
representation R of U(N), the trace of the holonomy
around the knot averaged with respect to the Chern–
Simons path-integral measure:

WRðKÞ ¼< trR P exp i

I
K

A

� �
> ½17�

P denotes path ordering. Similarly, we can also
define the expectation values of links: products of
traces of holonomies around various interlinked
paths. The nonperturbative solution of Chern–
Simons theory gives exact answers for the expecta-
tion values of these Wilson loops. The discussion
below is, however, confined to knots.

Since the trace of holonomies is being considered
in different representations, it makes sense to study
the generating functional

ZðU;VÞ ¼
X

R

trRðUÞtrRðVÞ

¼ exp
X1
n¼1

1

n
tr UntrVn

" #
½18�

The source V here is a U(M) matrix, unrelated to the
U(N) holonomy U around K. The second equality in
[18] follows from use of the Frobenius formula. It
was shown by Ooguri and Vafa that this generating
functional is the natural object from the point of
view of the open–closed string duality.

We have already mentioned that the U(N) Chern–
Simons theory can be thought of as the theory of N
topological D-branes wrapped on the Lagrangian S3

cycle inside T	S3. For a knot K in the S3, we consider
another Lagrangian 3-cycle ĈK in T	S3 which
intersects the S3 exactly in K. A canonical construc-
tion for ĈK is

ĈK ¼
n
ðqðsÞ;pÞ 2 T	S3j

X
i

pi _qi ¼ 0
o

½19�
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where the knot K is parametrized by the closed curve
q(s). By construction, ĈK intersects the S3 in K.
Now consider M D-branes wrapped on ĈK. One now
has to consider the fields coming from the strings
stretching between the two sets of branes. One can
show that integrating out these fields (which are in the
bifundamental of the product group U(N)� U(M))
modifies the original Chern–Simons action to

SeffðAÞ ¼ SCSðAÞ þ
X1
n¼1

1

n
trUntrVn ½20�

Here V is the holonomy around K of the U(M)
gauge field Ã. Thus, this configuration of M probe
branes gives rise exactly to the generating function
eqn [18] for Wilson loops of K.

The geometric transition which relates the Chern–
Simons theory to the closed-string theory now
suggests what one needs to do to compute this
generating function on the closed-string side. We
have to follow the configuration of the M probe
branes on ĈK through the conifold transition in
which the S3 shrinks and one blows up the S2. It is
not easy in general to figure out the Lagrangian
cycle CK which results from following ĈK through
the transition. It has only been done in a class of
knots including the simple unknot. But assuming we
know CK, the generating function for Wilson loops
is given by the free energy on the S2 resolved
conifold in the presence of M probe branes on CK.
This requires one to know more than the closed-
string partition function computed earlier. We now
also need to compute amplitudes for world sheets
with boundary on CK. These are called open-string
Gromov–Witten invariants and the study of this
subject is in its infancy. For simple knots such as the
unknot, for which CK is known, these can be
computed. One finds again a remarkable agreement
with the nonperturbative answers of Chern–Simons
theory. Thus, the computation of knot invariants
gets related to open-string Gromov–Witten invar-
iants. There have been a number of other tests
involving more general knots and links. One also
has to be careful of subtleties such as in the choice
of framing. The reader is referred to the articles
by Marino (2002, 2004) for these topics.

Conclusions

The large-N duality of ’t Hooft is realized in Chern–
Simons theory in a very explicit way. Thanks to the
analytic control we have over both Chern–Simons
theory as well as closed topological strings, the
conjecture passes very nontrivial checks that extend
to all-genus case. This is more than we can do in the

AdS/CFT conjecture where most computations are
at tree level in the supergravity limit. In contrast,
here we see the essential stringiness of the closed-
string dual to Chern–Simons theory.

Also, by viewing it as an open–closed string
duality, many aspects of the correspondence were
clarified. It, therefore, provides a useful toy model
for a general understanding of open–closed string
duality. Indeed, a proof of this duality using world
sheet techniques has been proposed by Ooguri and
Vafa. One would like to carry over some of the
intuition that operates in this duality to the case of
other physically interesting gauge theories.

From the mathematical point of view, as already
indicated, this duality leads to previously unsuspected
relations between Gromov–Witten invariants and
invariants of 3-manifolds, including those of knots.
In fact, by considering more general geometric
transitions and using this duality locally, one can
learn about all-genus topological string amplitudes
for a wide class of noncompact toric geometries. This
line of development culminated in the formulation of
the topological vertex by Aganagic, Klemm, Marino,
and Vafa, which captures the essence of the
topological closed-string amplitudes for noncompact
toric geometries. As in the case of the general
correspondence between the gauge theory and grav-
ity, this duality sheds new light on both sides of the
equation. We learn to see new integrality properties
in knot and 3-manifold invariants which have an
interpretation in terms of enumerative problems in
3-folds. The surprises that such a deep connection
presages have not yet been exhausted.

See also: AdS/CFT Correspondence; Chern–Simons
Models: Rigorous Results; Duality in Topological
Quantum Field Theory; Free Probability Theory; The
Jones Polynomial; Knot Theory and Physics; Large-N
Dualities; Quantum 3-Manifold Invariants; Schwarz-Type
Topological Quantum Field Theory; String Field Theory;
Topological Gravity, Two-Dimensional; Topological
Quantum Field Theory: Overview.
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Introduction

Gopakumar and Vafa (1999) conjectured that U(N)
Chern–Simons gauge theory on S3 is dual, for large
values of N, to a closed topological string theory
on a suitable Calabi–Yau 3-fold X. They suggested
that this duality is realized by a geometric ‘‘transi-
tion,’’ a topological surgery which can be realized by
birational contractions followed by the complex
deformations of Calabi–Yau varieties. Here we will
give some general comments on the history of this
conjecture and then present some of its mathema-
tical implications; we will focus on the geometric
transition and the novel mathematics that it has
generated.

A duality relating gauge theories and string
theories (with gravity) was first conjectured by
’t Hooft (1974). In 1998 Maldacena conjectured a
duality between Yang–Mills gauge theory with
N = 4 SUSY on a four-dimensional manifold M
and IIB type closed string on the anti-de Sitter space
AdS5 � S5. Chern–Simons string theory is a three-
dimensional theory and purely topological, hence it
is in principle simpler than four-dimensional Yang–
Mills theory, which also involves a metric.

In this survey, we discuss the IIA open/closed
dualities: we will mostly be concerned with the partition
function, that is we will be working in the context of
‘‘topological strings.’’ The duality has been extended to
a duality of strings, adding fluxes on the closed sector
and branes on the open sector. There is much
mathematical evidence supporting the conjecture.

Overview

The conjecture says that U(N) Chern–Simons gauge
theory on S3 is dual, for large values of N, to type
IIA closed topological string theory on a suitable
Calabi–Yau manifold X. A starting point for the
geometry, and its mathematical implications, is that
S3 can be thought of as a vanishing cycle in a local
Calabi–Yau manifold Y = T�S3, which deforms to a
singular Calabi–Yau Y0; X is a Calabi–Yau bira-
tional resolution of Y0. X are Y are related by a
geometric transition. In fact, Witten showed that
quantum Chern–Simons theory on S3 can be thought
of as open IIA (with U(N) branes) on Y = T�S3; thus,
a more general conjecture says, loosely speaking,

that open IIA theory on a Calabi–Yau manifold Y is
dual, for large N, to closed IIA on a Calabi–Yau X
which is related to Y via a geometric transition. A
consequence of a physics ‘‘duality’’ is a matching of
the free energies of the dual theories. In this
particular case, if the conjecture is true, the Chern–
Simons free energy Z(S3, U(N)) should determine,
and be determined by, the closed prepotential
F cl(X, t). Note that Z(S3, U(N)) is purely topologi-
cal, and that F cl(X, t) includes all genera, as we will
discuss later. A mathematical application is comput-
ing Gromov–Witten invariants for higher genus via
large-N dualities (Mariño 2004). Another conse-
quence involves the matching of the observable in S3

and X.
This conjecture is now supported by a vast

amount of evidence. Vafa, Gopakumar and Ooguri
noted, via a string-theory analysis, that topological
and knot invariants of S3 (computed through U(N)
Chern–Simons theory on S3) determine and are
determined by, for large N, the Gromov–Witten
invariants of X in a neighborhood of the exceptional
locus of the birational contraction X!Y0.

The extension to the full string theory would say
that open string of type IIA compactified on a
Calabi–Yau manifold Y with branes is conjectured
to be dual to closed string of type IIA compactified
on a Calabi–Yau manifold X with fluxes, if X and Y
are related by a geometric transition.

A mathematical consequence of this statement
is that the closed Gromov–Witten invariants of X
agree, with a suitable identification of the para-
meters, with combinations of open Gromov–Witten
invariants and knot invariants of Y. This has been
shown to hold for some classes of examples.

This circle of ideas has stimulated much work in
physics and mathematics on the nature of the
mathematical correspondence behind this duality, as
well as the property of the enumerative and topo-
logical invariants involved. The ‘‘mirrors’’ of the above
transitions have been studied in a series of papers,
starting with the work of Dijkgraaf and Vafa (2002).

The mathematics behind the open/closed dualities
is still not understood: it is reasonable to speculate
that the natural setup is a framework of symplectic
field theory.

We shall start by discussing the principal topics
of this large-N duality: Chern–Simons quantum field
theory, IIA closed prepotential (and Gromov–Witten
invariants), and Chern–Simons as open string (and
IIA open prepotential). Next we shall study the
geometric transitions and conclude with some
mathematical predictions of the duality.
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We shall not discuss some other interesting
implications of this duality. For example, we shall
not discuss its mirror IIB duality: it is known that
the part of the closed prepotential in IIA correspond-
ing to rational curves can be expressed as its IIB
mirror dual with periods over certain suitable cycles;
the IIA open contribution corresponding to open
discs is expressed in terms of integrals over chains
and the Abel–Jacobi map. We only remark that this
large-N duality has also been interpreted as a duality
between seven-dimensional manifolds with G2

holonomy.

History

The chronology of various important contributions
in the field of large-N duality is as follows:

� 1976: ’t Hooft’s conjecture
� 1988: Clemens introduces transitions
� 1988: Witten introduces quantum Chern–Simons

theory on 3-manifolds
� 1992: Witten discusses Chern–Simons theory as

open string
� 1998: Gopakumar–Vafa–Ooguri
� 2001: Verification for unknot, Katz–Liu, Li, and

Song
� 2001: Lift to manifolds with G2 holonomy
� 2002: The conjecture verified for many examples

of conifold transitions, including compact case;
the topological vertex is introduced
� 2003: Relations with Donaldson–Thomas invariants

Background

The varieties of interest in the physical theory
must satisfy certain ‘‘supersymmetry’’ conditions; in
particular, a complex algebraic manifold is required
to be Calabi–Yau, a real seven-dimensional Rieman-
nian manifold is required to have G2 holonomy
group. Also of particular interest are the Lagrangian
real submanifolds of the Calabi–Yau 3-folds. By a
Calabi–Yau manifold X we mean a manifold with
c1(X) = 0, h0(�k) = 0, where �k is the sheaf of
holomorphic k-forms, and 0 < k < dim (X). If
dim X � 2, we also assume that X is simply
connected, but not necessarily compact. For exam-
ple, if dim (X) = 1, X is a torus, if dim (X) = 2, X is
a K3 surface, if dim (X) � 3, X is simply called a
Calabi–Yau manifold. A compact Kähler manifold
(M, g, J) of complex dimension m � 3 is a Calabi–
Yau variety if and only if its holonomy is SU(m). A
subvariety L of a symplectic manifold (X,!) is
Lagrangian if !jL = 0 and dim L = (1=2) dim X.
Sometimes we consider noncompact manifolds,

thought of as neighborhoods of a compact projective
Calabi–Yau manifold. Typically, our symplectic
manifold is a Calabi–Yau 3-fold (X,!) together
with its Kähler form !. If there exists an antiholo-
morphic involution, then the fixed locus is a
Lagrangian submanifold.

The Dualities

We will take the point of view that dualities in
physics imply relations between geometric invari-
ants, without dwelling on the physics of the dualities
themselves. A consequence of a physics ‘‘duality’’ is
the matching of the prepotential of two dual string
theories.

A Few Comments on Chern–Simons Theory: Free
Energy (Partition Function)

Let L be a closed oriented manifold together with a
principal G-bundle. The classical Chern–Simons
action is defined as S(L, A) =

R
L �(A), where � is a

3-form on L which depends on a connection A and a
suitable bilinear invariant form on the Lie algebra g.
It is well defined under gauge transformations
modulo the integers; e2�iS(L, A) is well defined. In
the large-N dualities considered here, the groups of
interests are SU(N) and U(N). The first check of the
duality was found with G = SU(N) and M = S3; later
it was discovered that the correct group for the
matching of the observables must be U(N), while
both can be used for the free energies. We shall
consider G = SU(N) and M = S3. Without loss of
generality, the bundle can be taken to be the product
U(N)� S3; any bilinear invariant form on the Lie
algebra su(N) is necessarily an integer multiple k of
the Cartan–Killing form on the Lie algebra. Then
S = S(k, A) and

Sðk;AÞ¼ � k

8�2

Z
S3

tr A ^ dAþ 2
3 A ^ A ^ A

� �

where k is the ‘‘level’’ of the theory. Witten defines
the quantum Chern–Simons theory by taking the
integral of the Chern–Simons action over all possible
connections A modulo gauge equivalence G:

ZðS3;SUðNÞÞ

¼
Z
A=G
ðDAÞe2�iSðAÞ

¼
Z
A=G
ðDAÞexp � ki

4�

Z
S3

tr A^dAþ 2
3A^A^A

� �� �

Witten shows how to calculate the free energy
Z(S3,SU(N)) through topological surgery, assuming
Z(S2�S1)=1. Witten also defines the partition
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function of knots and links in L (the ‘‘expectation
values’’), which are knot and link invariants. The
expectation values are computed by evaluating the
trace of the holonomy transformation of a U(N)
connection around the knot, and then taking a
suitable average of the U(N) connections. These
invariants depend on a choice of the framing of the
knot (or link).

The explicit computations involve physics, repre-
sentation theory, and topology. If L = S3, then:

Z S3; SUðNÞ
� �

¼ðkþNÞ�N=2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
kþN

N

r

�
YN�1

j¼1

2 sin
j�

kþN

� �� �N�j

Reshetikin and Turaev, among others, described
mathematically the Chern–Simons free energy and
the expectation values.

A Few Comments on Closed-String Theory: Free
Energy (Prepotential)

In IIA closed-string theory on X, a Calabi–Yau
manifold, one considers holomorphic stable maps
of closed Riemann surfaces of genus g,� : �g!X,
with ��(�g) = [�]2H2(X, Z), for all genera g and
homology classes � 2H2(X, Z).

Then one forms the closed prepotential F cl(X, t),
which encodes the enumerative invariants of
such maps to X, and which depends on the
Kähler parameters t of X. Sometimes the prepoten-
tial is also called ‘‘free energy’’ in the physics
literature or Gromov–Witten prepotential, as it
contains the Gromov–Witten invariants of X.
Setting F g(q) =

P
� 2H2(X, Z) Cg,�q�, the closed pre-

potential is defined as

F clðX; qÞ¼
X1
g>0

g2g�2
s F gðqÞ

Here q is a formal variable such that q�1þ�2 = q�1 � q
�
2

(for �1, �2 2H2(X, Z)) and gs is the string coupling
constant. Cg,� are the genus g Gromov–Witten
invariants of X, corresponding to the class � and
they have been defined as

Cg;� ¼
Z
½Mg;0ðX;�Þ�virt

1

It is difficult to explicitly compute the invariants
Cg,�; in particular, there is no known general
method for calculating these invariants. They are
computed mostly via ‘‘localization’’ methods, in the
presence of a suitable torus action. In the case of
g = 0 the invariants are often computed via IIA–IIB

duality, calculating certain periods in the mirror
manifold W.

Example (Faber–Pandharipande). Let XffiOP1(�1)

OP1(�1); X is a neighborhood of a rigid
rational curve, which can be thought of as a local
Calabi–Yau manifold; then all the effective curves
�2H2(X,Z) must be of the form �=d[P1], 8d2N.
Faber and Pandharipande showed that

F clðX; qÞ ¼
X1
d¼1

qd

2 sinðdgs=2Þ2
½1�

This formula was proved with localization methods
after it was conjectured by Gopakumar and Vafa using
large-N dualities. In fact, a consequence of a duality
between two theories is the matching of the free energies
of two dual string theories. In this particular case, the
conjectures imply that Chern–Simons free energy
determines, and is determined by, the all-genus closed
prepotential of a suitable Calabi–Yau manifold X:

ZðS3;UðNÞÞ ¸ F clðX; tÞ

Note that the left-hand side is purely topological,
as we saw in the previous section, while the right-
hand side is holomorphic.

The trait d’union between the two prepotentials is
given by the interpretation of Chern–Simons theory
on S3 as open-string theory on T�S3 and the
geometric transition.

A Few Comments on Open-String Theory
with Branes: Open Prepotential

Let Y be a Calabi–Yau manifold together with {[Li},
Lagrangian submanifolds; to each submanifold
Li is assigned a gauge group Gi : Li is wrapped
with Gi-branes. Here we shall focus on the case
Gi = U(Ni) and we will write (Y; Li, U(Ni)).

Witten shows that the open prepotential
F op(Y,�, top, gs) depends on ’t Hooft’s coupling con-
stants �i associated to Chern–Simons theory on the
Lagrangian submanifolds (Li, U(Ni)), together with
the open Kähler parameters top 2H2(X; [ Li, Z), and
the string coupling constant gs. To describe the open
prepotential, Witten argues, we consider all maps
of Riemann surfaces with boundary to Y, with
the condition that the boundaries are mapped to the
Lagrangian submanifolds Li; one should also include
all the ‘‘highly degenerate holomorphic maps,’’ in
particular those which contract �g, h to a ‘‘ribbon
graph’’ on the Lagrangian [Li. The contribution of
these highly degenerate maps is captured by the
quantum Chern–Simons theory of the Lagrangians
{Li, U(Ni)}.
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Application 1 (Chern–Simons free energy as open
prepotential). Let us consider open IIA on
Y = T�S3 with U(N)-branes wrapped on L = S3:
L is a Lagrangian submanifold with the standard
symplectic structure; note that in T�L there are no
nontrivial homology curves. Then, according to
Witten, the corresponding open prepotential
F op(Y, [ Li) must only depend on the ‘‘highly
degenerate’’ maps and must consist of the Chern–
Simons term FCS on L = S3. In particular,

FCS ¼ log ZðS3Þ ¼ F opðY; �; gsÞ

where �= 2N�=(kþN) is the ’t Hooft coupling
constant. Periwal (1993) showed that, for large N,
log Z(S3) could be expanded as a closed-string
expansion:

FCS �ð Þ ¼
X
g�0

F g �ð Þg2 2g
s

where gs =: 2�=(kþN) is the Chern–Simons cou-
pling constant. In 1998 Gopakumar and Vafa, using
physics arguments, deduced that the expansion
would have the closed form [1], which was later
proved by Faber and Pandharipande.

The explicit description of the open prepotential
in the presence of homology classes is not known;
one would need to combine the enumerative
invariants of open maps together with the quantum
Chern–Simons factor. We shall discuss an approach
at the end of this note, but consider first the
geometric transition.

The Transition

The conjecture says that U(N) Chern–Simons gauge
theory on S3 is dual, for large values of N, to IIA
closed topological string theory on a suitable
Calabi–Yau manifold X. A starting point to find
such X is that S3 is a Lagrangian 3-cycle in the
manifold Y = T�S3; performing a topological surgery
by replacing S3 with S2 one obtains a (local) Calabi–
Yau manifold X, on which the dual IIA theory is
compactified. The key observation is that Y can be
identified with the algebraic variety of equation
{xy� zw = t} � C4 and that this is a complex
smoothing (in fact the Milnor fiber) of Y0 with
equation {xy� zw = 0} � C4. On the other hand, X
is a small resolution of this singularity, where P1 is
the exceptional locus of the birational contraction.
The origin is an ‘‘ordinary double point’’ singularity
and the nontrivial sphere S3 � Y is the vanishing
cycle of the degeneration. The manifolds involved
are noncompact: the exceptional curve [P1] = t is
the only nontrivial homology class in X, and the

enumerative invariants in X can be thought as the
contribution of the exceptional curve in a neighbor-
hood of a Calabi–Yau manifold. We shall present
the steps leading to this construction and the
evidence for the conjecture.

The Local Construction of X

Let Y� = f(w1, . . . , w4)2C4 such that
P4

j = 1 w2
j =�g.

Proposition 1 Let � be a nonzero real positive
parameter; then:

� L = S3 � T�S3 is a Lagrangian submanifold of
T�S3 with its standard symplectic structure;
� T�S3 ffi Y� and L ffi L�

def
= fRe(

P4
j = 1 w2

j =�)g.

In fact, we can embed T�S3 in R8 as

X4

j¼1

q2
j ¼ 1;

X4

j¼1

qjpj ¼ 0

where S3 = {pi = 0}; consider then the morphism
C4!R8 defined by setting

qj ¼
ReðwjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�þ

P
i v2

i

q ; pj ¼ ImðwjÞ

which induces the diffeomorphism Y� ffi T�S3 of the
statement.

Remark 1 Let Y0 = f
P4

j = 1 w2
j = 0g � C4; then:

� Y0 is singular at the origin,
� Y� is a complex deformation of Y0, and
� L� is called a ‘‘vanishing cycle.’’

With a change of coordinates we can write the
equation of Y� as {xy� zw = 0}; the singularity is
still at the origin. This singularity is an ordinary
double point, which is often referred in physics
literature as ‘‘the conifold singularity.’’ Let
X�C4�P1 be defined:

�zþ �y ¼ 0; �xþ �w ¼ 0

[�, �]2P1.

Remark 2 X is smooth and the morphism

� : X�!Y0; ððx; y; z;wÞ; ½�; ��Þ 7! ðx; y; z;wÞ

is an isomorphism �j
XnP1

: (XnP1) ’ (Y0n{0}) and
P1 7! (0, 0, 0, 0, )�C4. � is a small (nondivisorial)
birational resolution of the singularity at the origin.
Y� is a deformation (smoothing) of Y0. Note that
topologically S3 ffi L� � Y� has been replaced by
P1 ffi S2 � X. The algebraic properties of the topo-
logical surgery between Y� and X were first studied
by Clemens in 1988.
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Transitions in Geometry

A transition between X and Y is a birational
contraction from a smooth Calabi–Yau X to a
singular variety Y0 followed by a complex deforma-
tion to another smooth Calabi–Yau manifold Y:

X
#

Y

?

Y0

The vanishing cycles of the complex deformation
[Li are always Lagrangian submanifolds of Y. The
transition makes sense if dim (X) = dim (Y) � 2 and
it is nontrivial if dim (X) = dim (Y) � 3, when the
topology of X is different from the topology of Y.
The possible transitions among Calabi–Yau 3-folds
have been classified.

Conjecture 1 Let X and Y be Calabi–Yau mani-
folds related by a geometric transition: then IIA
open theory with U(U) branes compactified on
(Y, [Li) is dual to IIA closed theory compactified
on X (with fluxes).

As a consequence:

Conjecture 2 Let X and Y be Calabi–Yau mani-
folds related by a geometric transition: then
F op(Y,�, gs, top) =F cl(X, q, gs) for a suitable identi-
fication of the parameters.

The results stated in the previous section can be
summarized in the the following statement, which is
the proof of the above conjecture for the special case
of a local conifold transition:

Theorem 1 Let X ffi OP1(�1)
OP1(�1) and
Y = T�S3 with U(N) branes wrapped on L = S3.
Then X and Y are related by a conifold transition
and log FCS(S3) =F op(Y,�) =F cl(X, q), with the
identification

� ¼ 2N�

kþN
¼ q; gs ¼

2�

kþN

This matching of the free energies is supporting
evidence for the large-N conjecture. At this moment,
we still do not know if Conjectures 1 and 2 hold for
more general transitions.

A Few Comments on Knots and Links

Later, Ooguri and Vafa extended the conjecture to
the observables, that is, by adding knots and links in
S3; the guiding principle is that a knot (or link) C � S3

should determine a noncompact Lagrangian sub-
manifold LC � X; it is conjectured that the knot
(and link) invariants, expressed as expectation

values, should determine and be determined by the
enumerative invariants of morphisms of bounded
Riemann surfaces, with boundaries mapped onto
LC. We refer to these invariants as open Gromov–
Witten invariants. While both statements have been
verified with mathematical techniques only when C
is the unknot, there is much supporting evidence for
the conjecture in general. We will not describe these
aspects here but only make a few remarks.

The expectation values of a knot C are computed
by taking first the trace of a holonomy matrix of a
U(N) connection A along C and then integrating over
all connections (modulo gauge equivalence). As for
the case of the Chern–Simons free energy, the
definition of expectation values has been worked
out both in the realm of physics and of mathematics.
The expectation values are knot and link invariants,
and depend on a choice of the framing of the knot (or
link). The open Gromov–Witten invariants have not
yet been constructed, as we shall discuss in the
following section; however, starting with the work of
Katz and Liu, Li and Song open invariants have been
successfully calculated in the presence of a torus
action. The resulting invariants do depend on the
choice of the torus action, which has been shown to
match the choice of the framing of the knot (or link).

More on the Open Prepotential

The open Gromov–Witten invariants, in analogy with
the closed case, should ‘‘count’’ in an appropriate sense
open morphisms; at this point, it is not known how to
define this quantity. To proceed in analogy with the
closed case, one would need to define the appropriate
moduli space of open maps and its virtual fundamental
class. On the other hand, open invariants have been
successfully calculated in the presence of a torus
action, assuming the existence of the moduli and
virtual fundamental class and that the Atiyah–Bott
localization theorems can be applied. We shall follow
this approach in sketching how the IIA prepotential
has been computed in many examples.

Open Invariants

Let [�]2H2(Y; [Li, Z) be the relative homology
class of Riemann surfaces in Y with boundary on the
union of the Lagrangian 3-cycles [iLi and a class
[	]2H1([Li).

If �g, h is a Riemann surface of genus g and h
boundary components, let � : �g, h!Y be a morph-
ism with

��ð�g;hÞ ¼ ½�� 2H2ðY;[Li;ZÞ
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The open generating function is

FoðY;[Li; top; gsÞ ¼
X1

g;h�0

g2g�2þh
s Fg;hðtopÞ

with

Fg;hðtopÞ ¼
X
�;	

Cg;h;�;	q
�y	

Here q and y are formal variables such that
q�1þ�2 =q�1 � q�2 and yh1þh2 =yh1 � yh2 , for �1,�22
H2(Y; [Li,Z),	1,	22H1([Li,Z); top is the open
Kähler parameter, gs is the string coupling constant
and Cg,h,�,	 should ‘‘count’’ in an appropriate sense
the maps �.

Example (Ooguri–Vafa; Katz–Liu; Li–Song). If
Y =OP1

(�1)
OP1
(�1), then t is the class of the P1 ffi

S2, t=2 represents the class of the lower hemisphere in
S2. The Lagrangian L is the Lagrangian L in the
previous sections, which corresponds to the unknot in
S3 � Y; it is the fixed locus of an antiholomorphic
involution on X and it intersects S2 in an equator.
Then, for a suitable choice of the torus action:

FoðY;[Li; top; gsÞ ¼
X

d

yd

2d sin d�=2ð Þ e�dt=2

There is a complete form for more general torus
actions. The above formula was first computed by
Ooguri and Vafa, using string-theory arguments,
and then computed by the mathematicians, Katz and
Liu, and Li and Song.

More on the Open IIA Prepotential

If there is only one rigid open curve in Y, say a disk
C, with boundary on L � Y, then, as Witten
showed, the open prepotential is a combination of
the open enumerative invariants as described above
with �= d[C] and 	= @C and the expectation values
of the unknot @C. The variable Y is changed in the
trace of the holonomy of a connection.

In the presence of a torus action, one can treat the
fixed locus as if it were rigid and proceed accordingly.

With these techniques, Conjecture 2 has been
verified for many cases of conifold transitions, with
top nontrivial, for a suitable identifications of the
parameters, including when both X and Y are
compact manifolds (Diaconescu–Florea 2003).

See also: AdS/CFT Correspondence; Chern–Simons
Models: Rigorous Results; Large-N and Topological
Strings; Mirror Symmetry: A Geometric Survey; String
Field Theory.
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Introduction

As a prototype of lattice gauge theory, quantum
chromodynamics (QCD) will be considered in this
article. All statements about QCD can easily be
extended to other theories, with different gauge
group and different content of particles.

QCD is a gauge theory with gauge group SU(3)
(color group), coupled to spin-1/2 particles (quarks)
belonging to the fundamental representation of the
color group. There exist in Nature six different
species (flavors) of quarks, with masses ranging
from mup � 5 MeV to mtop � 180 GeV: the values of
these masses are determined by other interactions
and can be treated as input parameters of the theory
as well as the number of quark flavors. In standard
notation, the Lagrangian reads

L ¼ � 1

2
trðG��G��Þ þ

X
f

� f ði 6D � mf Þ f ½1�

The sum runs over the six quark flavors f.
G�� = @�A� � @�A� þ ig[A�, A�] is the field strength
tensor, A� =

P
TaAa

� the (gluon) gauge field,
Ta(a = 1, . . . , 8) are the eight generators of the
gauge group in the fundamental representation,
normalized as tr(TaTb) = (1=2)�ab.  f is a color
triplet of fields. Under a gauge transformation U(x),

 f ðxÞ! 0f ðxÞ ¼ UðxÞ f ðxÞ ½2�

A�ðxÞ! A0�ðxÞ
¼ UðxÞA�UyðxÞ þ iUðxÞ@�UyðxÞ ½3�

D� is the covariant derivative of  

D� f ¼ ð@� � igA�Þ f ½4�

and transforms like  f by construction.
L is invariant under the gauge transformation

equations [2] and [3]. As a consequence of gauge
invariance, the theory has one single coupling
constant g.

To make connection with the observations, one
has to solve the theory, that is, one has to construct
a Hilbert space on which the fields act as operators
obeying the equations of motion and the canonical
commutation relations. In textbook field theory,

this is done by splitting the Lagrangian L into two
parts:

L ¼ L0 þ LI ½5�

with L0 the part of L which is bilinear in the fields
and LI the rest. L0 can be solved exactly since it
describes free particles and the corresponding
equations of motion are linear. The resulting Hilbert
space is the Fock space of free particles. LI is treated
as a perturbation producing scattering between the
fundamental particles. This approach works well
in quantum electrodynamics, where the observed
particles (electrons and photons) coincide with the
excitations of the fundamental fields of the
Lagrangian.

In QCD, the fundamental excitations (the quarks
and the gluons) are observed as particles neither in
Nature nor as a product of high-energy collisions
between elementary particles. This feature is known
as confinement of color. The conjecture is that
excitations with nontrivial color are forbidden to
propagate as free particles. However, if hadrons are
probed at short distances by photons or by leptons,
everything works as if they were composite states of
quarks. The accepted explanation relies on asymp-
totic freedom: the effective coupling constant
becomes small at short distances (high momentum
transfers) and the constituents behave as free
particles.

At large distances, the fundamental excitations are
not observed, the interaction is strong and the
perturbative picture describing scattering between
quarks and gluons is not adequate for the real
world.

An alternative quantization procedure is needed
which does not rely on perturbation theory. A
formally exact quantization procedure is the Feynman
path integral. The solution of the theory is given in
terms of a functional integral Z[J], which generates
the correlators of the fields in the ground state
(vacuum). Indicating symbolically the Lagrangian
coordinates, namely the fields, by a single symbol �,
one has

Z½ J � ¼
Z Y

x

d�ðxÞexp �S½�� �
Z

JðxÞ�ðxÞdx

� �
½6�

The connected Euclidean vacuum correlators are
given in terms of functional derivatives of Z[J]

< 0jTð�ðx1Þ�ðx2Þ � � ��ðxnÞÞj0 >conn

¼ 1

Z½0�
�nZ½ J �

�Jðx1Þ�Jðx2Þ � � � �JðxnÞ

����
JðxÞ¼0

½7�
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‘‘Euclidean’’ means that they are analytic con-
tinuations to imaginary times. Going to Euclidean
system is necessary to isolate the vacuum state. The
amplitudes can be analytically continued back to
Minkowski space. The Hilbert space and all the
physical observables can be constructed in terms of
the correlators, a property known as reconstruction
theorem. Formally (i.e., assuming that everything
makes sense only if the functional integral exists),

< 0jTð�ðx1Þ�ðx2Þ � � ��ðxnÞÞj0 >conn

¼ 1

Z

Z Y
x

d�ðxÞ

� expð�S½��Þ�ðx1Þ�ðx2Þ � � ��ðxnÞ ½8�

The continuation to imaginary time changes sign to
the kinetic energy, and Z formally becomes the partition
function of a four-dimensional statistical model with
Hamiltonian SE[�], a general fact in Feynman integrals.

By definition of functional integral, Z is defined
by discretizing a finite volume V of spacetime to a
finite set of points and then sending their number to
infinity, making a set dense in V. If the limit exists, a
ZV is obtained. The volume V is then sent to infinity,
to cover the whole spacetime (thermodynamical
limit) and ZV eventually converges to Z. A rigorous
proof of the existence of these limits does not exist
for QCD, but there are qualitative arguments that
this is the case, which will be presented below.

In the lattice formulation of field theory, a regular
lattice, usually cubic, is taken as a discretization of
spacetime.

From the very definition of Feynman integral, it
follows that the formulation of field theory on the
lattice is nothing but an approximation to the limit
which defines Z. It will provide a good approxima-
tion if the lattice spacing is small enough with
respect to the physical lengths involved and if the
lattice is large compared to them.

Perturbation theory amounts to split the action
into a bilinear term S0 and an interaction term SI

containing the higher powers of the fields. The Z
integral is then computed by expanding the weight
in a power series of SI:

Z Y
x

d�ðxÞ expð�S0 � SIÞ

¼
Z Y

x

d�ðxÞ expð�S0Þ
X

n

ð�SIÞn

n!
½9�

The Feynman integral thus becomes Gaussian, can
be computed, and gives the usual perturbative
expansion. The two limits (integral and series
expansion) do not commute in general. For QCD,

there are indeed arguments that the renormalized
perturbative expansion does not converge and is
plagued by singularities known as renormalons.

Wilson’s Formulation

For field theories of scalar particles, the lattice
discretization is performed by assigning a value of
the field to each site of the lattice. The Wilson
formulation for gauge theories is not made in terms of
the fields A�, which are defined in the Lie algebra of
the gauge group, but in terms of parallel transports,
which are elements of the group itself. The building
blocks are parallel transports along links parallel to
spacetime axes connecting neighboring sites

U�ðxÞ

� P exp

�
ig

Z xþ�̂

x

A�dx�
�
� expðigaA�ðxÞÞ ½10�

where �̂ indicates the vector of length a in the �
direction and P the ordered product. The last
approximate equality is valid in the limit of small
lattice spacing a. g is the coupling constant.

Under a gauge transformation V(x);

U�ðxÞ!VðxÞU�ðxÞVyðxþ �̂Þ ½11�

It follows from eqn [11] that the parallel transport
along a closed path is gauge invariant. The density
of action can be written in terms of the parallel
transport along the elementary square of links in the
hyperplanes �� ���, known as plaquette:Y

��

¼ tr½U�ðxÞU�ðxþ �̂ÞUy�ðxþ �̂ÞUy�ðxÞ� ½12�

By expanding in powers of a, one easily finds

Y
��

¼ Nc �
1

2
a4tr½G��G��� þOða6Þ ½13�

with Nc the number of colors, 3 for QCD. The
lattice action can be defined as

S ¼
X
x��

� 1� 1

Nc
���

� �
½14�

with �= 2Nc=g
2, and tends to the continuum action

as a! 0, O(a2). An infinite number of higher-order
terms in a exist, which come from the expansion of
the links, but they are expected to be irrelevant in
the continuum limit a! 0.

The measure of the Feynman integral is assumed
to be the Haar measure of the gauge group for each
link, which again can be shown to tend to the
continuum measure in the continuum limit.
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Everything is gauge invariant, contrary to the
perturbative formulation, where a gauge fixing is
required to define the vector meson propagator.

By Weierstrass theorem, the integral is finite for any
finite number of links, the gauge group being compact.

Any other choice of the lattice action differing from
the Wilson action of eqn [14] by terms of higher order in
a will have the same continuum limit: there is significant
freedom in the choice of the action.

In the language of statistical mechanics, the
Euclidean lattice formulation is a spin model.
Different choices of the action correspond to different
spin models. In the vicinity of a second-order phase
transition, however, the correlation length becomes
large with respect to the lattice spacing and all the
irrelevant terms become negligible. All the spin
models at the critical point belong to the same
universality class and define the same field theory.

This is what happens for QCD because of
asymptotic freedom. By renormalization group
arguments, the lattice spacing behaves as

að�Þ � 1

�
expð�b0�Þ ½15�

at sufficiently large �, where �b0 is the coefficient of
lowest-order term of the �-function, b0 is positive and �
is a physical scale. As � !1, a tends exponentially to
zero in physical units and the coarse structure of the
lattice becomes unimportant, indicating that the short-
distance limit in the definition of the Feynman integral
exists. The theory also develops a mass scale � which
insures the existence of a finite correlation length and
hence of the thermodynamical limit. In practice, when �
is increased, the lattice space becomes exponentially
small in physical units. As a consequence, however, the
physical scale becomes exponentially large in lattice
units, and an exponentially large lattice is needed to
insure the large-distance convergence. This makes life
difficult if the Feynman integral has to be computed
numerically.

Quarks

Fermion fields are defined on lattice sites. The
naive lattice transcription of the fermion term
in eqn [1] consists in replacing the covariant
derivatives by finite differences with parallel
transports to make the result gauge covariant. In
principle, D� (x) = Uy(x) (xþ �̂)�  (x) is a correct
definition. In practice, a more symmetric difference
is used which is correct O(a2), namely

DL
� ðxÞ

¼ 1

2
½UðxÞ ðxþ �̂Þ �Uyðx� �̂Þ ðx� �̂Þ� ½16�

The fermionic Lagrangian then reads

X
x

� ðxÞ½i6DL �m� ðxÞ

�
X

x;x0��

� �ðxÞM�1
��ðx;x0Þ �ðx0Þ ½17�

It is convenient to indicate this expression in the
form Sf = � M�1 , where  is a large column whose
elements are labeled by the site x and by the
component �. The functional integral over  can
explicitly be done by using the standard rules of
integration on Grassman variables, since the action
is bilinear,

Z ¼
Z Y

dU�ðxÞd ðxÞd � ðxÞ

� expð�SE½U� � � M Þ ½18�

The result is

Z ¼
Z Y

dU�ðxÞ expð�SE½U�Þ det M ½19�

The effect of fermions is to multiply the weight by a
functional determinant which depends on the gauge
field configuration.

A problem exists, however, in this procedure
already at the level of free fermions, that is, putting
U = 1 in the action and in the determinant of
eqn [18]. The equation of motion reads, in Fourier
transform,

X
�

�� sin 2	
k�
L

� �
�m

� �
~ ðkÞ ¼ 0 ½20�

With respect to the continuum, the momentum
p� = 2	k�=L has been replaced by its sinus. At
small values of p�, eqn [20] coincides with the
Dirac equation. However, an alternative solution
exists at p� � 	, for each � independently. The new
equation differs from the other by a change of sign
of ��. Changing sign of one of the gammas means
changing sign to �5 � �1�2�3�4, which is the
chirality of the fermion. Instead of one fermion,
we then have 24 = 16 fermion species, organized in
pairs with opposite chiralities. It is impossible to
have a single fermion with a given chirality. A
number of recipes have been proposed to circum-
vent this artifact of the lattice regulation, for
example, introduce by hand a term in the action
which removes the spurious particles in the limit of
zero lattice spacing (Wilson’s fermions); double the
lattice spacing by constructing two sublattices on
even and odd sites, respectively, which propagate
fermions of opposite chirality (staggered fermions),
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so that the argument of the sinus in the derivative is
doubled. More recently, an idea which goes back to
Ginsparg and Wilson has been implemented, which
consists in replacing a strictly local equation of
motion like eqn [20] by an equation with the
same continuum limit which is nonlocal, but with a
nonlocality falling off exponentially at large
distances, a recipe which makes propagation of
chiral fermions possible. This is an important
improvement, even if very demanding in computer
power.

Numerical Simulations

Solving analytically the lattice version of QCD
would allow one to follow constructively all the
steps which bring to the definition of Z, that is, the
ultraviolet and the infrared limit, as explained
earlier. Presently that is out of reach. Also an
attempt by Wilson to solve the lattice renormaliza-
tion group equations by techniques of decimation is
not conclusive.

The problem can be attacked numerically. One
way would be to compute the integral numerically.
That is, however, prohibitive: it would be like
solving exactly the equations of motion for the
molecules of a gas. The lattice theory is in fact a
four-dimensional statistical mechanics with the
Boltzmann factor �= 2Nc=g

2 and Hamiltonian
equal to the Euclidean action. As in statistical
mechanics the way out is to create a significant
sample of configurations with weight exp (��SE)
and to determine the field correlators which describe
physics by an average on this ensemble. This is done
by Monte Carlo techniques.

The basic principle is to start from an arbit-
rary field configuration and make a sequence of
random changes, normally on a single link at a
time, with uniform probability in the group
measure so as to converge toward the equilibrium
distribution exp (��SE). For that purpose, the
probability PC0C to change from a configuration C
to another C0 is constrained to obey the detailed
balance relation

PC0C expð��S½C�Þ ¼ PCC0 expð��S½C0�Þ ½21�

A common algorithm is known as metropolis. The
way to implement the condition (eqn [21]) is to accept
the new trial configuration C0 if S[C0] 	 S[C], and to
accept it with probability exp (� �[S(C0)� S(C)]) if
S[C0] 
 S[C]. An alternative method is known as
‘‘heat-bath’’. If the probability of the configuration for
one link at a fixed value of the other variables is

explicitly known, the change can be accepted with that
probability.

In the presence of dynamical quarks, the integral
eqn [18] is converted into an integral on bosonic
variables by inverting the matrix M:

Z ¼
Z Y

dU�ðxÞ d
ðxÞ d
ðxÞy

� expð�SE½U� � 
y½MyM��1
Þ ½22�

The property has been used such thatR Q
d
(x) d
y(x) exp (�
y[MyM]�1
) = jdet Mj. A

metropolis updating is then performed on the
combined U� and 
 variables. To have a choice
of the trial uniform in the measure, an algorithm is
commonly used which is based on ergodicity,
known as hybrid molecular dynamics. A fictitious
conjugate momentum is associated with all
variables, and a fictitious Hamiltonian is defined
by adding to the action, considered as a potential
energy, the sum of the squares of the conjugate
momenta. A classical evolution is then performed in
time by small steps which should displace the state
in phase space ergodically: the evolution is called a
trajectory. After a number of steps, a metropolis test
is made as explained above.

Typically, the computer time needed to produce a
significant configuration is proportional to the
volume V of the lattice for pure gauge systems, to
V5=4 in the hybrid algorithm for full QCD.

As explained before, in order to have a good
approximation to the Feynman integral the lattice
spacing has to be small compared to the physical
scales, for example, with respect to the Compton
wavelength of the heaviest quark. On the other
hand, to control volume effects it has to be large
compared to the biggest physical length, for
example, with respect to the Compton wavelength
of the lightest quark. Since there is a factor
mtop=mup � 3� 103 between these two lengths, the
lattice size needed would be prohibitive from
numerical point of view. In practice, lattices of
size L4 are affordable with L 	 64� 128. For
this reason, only the light quarks u, d, s are kept,
which have mass smaller than the typical scale of
the theory, which can be identified as the square
root of the string tension. In the limit in which light
quark masses are small compared to QCD scale,
the Lagrangian is invariant under any unitary
mixing of them. A global SU(3) invariance exists,
which is known as flavor symmetry, and is broken
by the difference of quark masses. Heavier
quarks can be described by an effective theory,
since they have negligible dynamical effects at low
energies.
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A Selection of Physics Results

String Tension

A big excitement followed the first numerical
calculations by M Creutz at the beginning of the
1980s in which the static potential V(r) between a
quark and an antiquark was computed in pure-
gauge theory on the lattice. One way to measure it is
to measure the correlator of two Polyakov lines at a
distance r on a significant ensemble of field config-
urations. The Polyakov line is the parallel transport
in the fundamental representation along the time
axis across the lattice: with periodic boundary
conditions it is a closed loop, and hence it is gauge
invariant. It can be proved that the log of this
correlator is equal to �V(r)aLt with Lt the extension
of the lattice in the time direction. It was found that

VðrÞ ¼ �r ½23�

The parameter � is known as string tension. A
potential of the form eqn [23] means confinement:
an infinite amount of energy is required to pull apart
the particles at infinite distance. The parameter �
can be determined phenomenologically from the
mass spectrum of the mesons and �2	 � 1 GeV.
What is measured on the lattice is

�að�Þ2n2 ½24�

where n is the distance of the two Polyakov lines in
lattice spacings and a(�) the lattice spacing in
physical units. In fact, the computer only produces
pure numbers. If the lattice QCD belongs to the
same universality class of QCD at the critical point,
that is, if the lattice really defines QCD, the
dependence of a(�) on � is dictated by the
�-function of the renormalization group. At suffi-
ciently large �= 6=g2,

að�Þ � 1

�latt

expð�b0�Þ ½25�

with b0 = (11=3)Nc=16	2. �latt is the energy scale of
the theory. The measurement of the potential gives
indeed a dependence of the lattice spacing on �
consistent with eqn [25] and allows one to deter-
mine �=�2

latt. The absolute value of the lattice
spacing can be determined by comparison with the
physical value of the string tension. The theory is
able to produce a physical scale. The correlation
length is finite and as a consequence the infrared
limit of the Feynman integral exists.

Mass Spectrum

Any operator with the quantum numbers of a
particle can be used as interpolating field for it.

The correlator of the operator at large distances
behaves like a sum of exponentials exp (�mr) with
m the masses of the particles with the same quantum
numbers. At large distances the lightest particle
dominates, especially if the operator has a good
overlap, that is, if its matrix element between
vacuum and the state of the particle is the biggest.
From the correlators mr can be determined. On the
lattice r = na(�) so that, by eqn [25] what is really
determined is the ratio m=�latt. If �latt has been
determined, for example, from the string tension,
the mass of the particle results in physical units.
Alternatively, the ratios of any two masses can be
determined and the scale fixed by the value of one of
them. A good agreement is obtained already in pure
gauge (quenched approximation) indicating that the
quark loops are relevant at the level of 10%
typically. This fact supports the idea that the large
Nc-limit is a good approximation to reality, quark
loops being nonleading in that limit. The light
particle masses are more difficult to compute,
being sensitive to the masses of light quarks which
cannot be taken at realistic values due to computa-
tional difficulties: large lattices are required and big
fluctuations are present near the chiral point. The
spectrum of particles made of heavy quarks can be
computed using effective theories, and nicely fits
experiment. A byproduct is a precise determination
of the gauge coupling constant, competitive with
phenomenological determinations from short dis-
tance perturbative QCD.

Weak Interaction Matrix Elements

There exist matrix elements of currents (or products
thereof) entering in weak amplitudes which involve
large distances and are not computable in perturba-
tion theory. Lattice can be used to evaluate them.
Renormalization problems can appear in this
approach when the cutoff is removed, which,
however, are not difficulties of principle but only
of technical nature. This activity is of fundamental
importance to have precise predictions in order to
understand the limits of the standard model.

Finite-Temperature QCD and the Deconfinement
Transition

The static thermodynamics of a system of fields is
described by the partition function

ZT ¼ tr½expð�H=TÞ� ½26�

It is easy to show that ZT is equal to the Euclidean
Feynman integral on the imaginary time interval
(0, 1=T) with boundary conditions in time periodic
for bosons and antiperiodic for fermions. Indeed, the
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Boltzmann factor is formally an imaginary time
evolution by 1/T. A lattice of extension LtL

3
S with

Ls � Lt provides the partition function at a tem-
perature T = 1=aLt, if a is the lattice spacing in
physical units.

Finite-temperature simulations are important to
investigate the transition from the phase in which
color is confined to a phase in which quarks and
gluons can propagate as free particles. This phase is
called deconfined phase or quark gluon plasma.

Big experiments at Brookhaven and at CERN are
looking for this phase transition in high-energy
collisions between heavy nuclei, but no definite
evidence has yet been produced for it. Lattice
simulations instead definitely prove that such a
transition exists. For pure SU(3) gauge theory
(quenched) at T � 270 MeV, a first-order phase
transition is observed, at which the string tension
vanishes. In a more realistic theory with
dynamical quarks, a transition is also observed at
T � 160 MeV, where chiral symmetry, which is
spontaneously broken at zero temperature, is
restored. This transition is also associated to decon-
finement even if, in the presence of light quarks, the
string tension does not exist. Indeed, when pulling
apart a quark and an antiquark, an instability for
production of quark–antiquark pairs sets in when
the potential energy becomes large enough, which
physically manifests itself as a production of light
mesons. An alternative order parameter is needed.
The possibility of defining alternative order para-
meters is discussed in next section.

The equation of state can also be studied relating
internal energy to pressure, which is useful to
understand heavy ion collisions.

From the features of the deconfinement transition,
information can be extracted on the mechanisms by
which QCD confines color.

A connected issue is the behavior of QCD at
nonzero baryon density or chemical potential. The
corresponding thermodynamics is described by a
grand canonical ensemble

Z�¼ tr½exp½�ðH þ �NÞ=T�� ½27�

where N =
R

d3x y is the baryon number operator
and � the chemical potential. In the process of
converting the partition function Z� into a Feynman
integral, the term H at the exponent of eqn [27]
generates the Euclidean action, which is real. The
term proportional to N becomes imaginary. The
integral is well defined, but the analogy with a four-
dimensional statistical mechanics is broken, the
effective Hamiltonian being non-Hermitian and no
sampling can be made. Approximate methods have
been developed, but the problem is open. Exploring

numerically the region of phase space with � 6¼ 0
would be interesting, since a rich structure is
expected, which could be relevant to dense systems
such as neutron stars.

Mechanisms of Color Confinement

Understanding how QCD manages to confine color
is one of the most fascinating problems in field
theory.

To prove confinement, one should, in principle,
prove that, at zero temperature, no gauge-invariant
quasilocal operator exists, carrying nontrivial color
and obeying cluster property at large distances. This
proof is not known. There exists evidence form
lattice simulations that a string tension exists, as
discussed before. In any case, a guess can be made of
the physical mechanism of confinement. If confine-
ment is an absolute property reflecting a symmetry
property of the vacuum, an order parameter should
exist which discriminates between confined and
deconfined phase, and the transition between the
two phases has to be a true transition. Observing a
crossover in some part of the boundary between the
two phases would disprove this view. A lattice
determination of the order of the deconfining
transition is therefore of fundamental importance.

A possible mechanism of confinement proposed by
G ’t Hooft is dual superconductivity of the vacuum:
dual means interchange of electric with magnetic
with respect to ordinary superconductors. In the same
way as the magnetic field is constrained into
Abrikosov flux tubes in an ordinary superconductor,
the chromoelectric field acting between a quark and
an antiquark would be constrained into flux tubes by
a dual Meissner effect producing an energy propor-
tional to the distance, or a string tension.

This mechanism can be investigated by lattice
simulations, by checking if any magnetically charged
operator exists whose vacuum expectation value is
nonzero in the confined phase signaling condensation
of magnetic charges and zero in the deconfined phase.
Progress has been made in this direction which,
however, is not yet conclusive. Chromoelectric flux
tubes between q–q̄ pairs are observed in lattice field
configurations.

Topology

Euclidean QCD admits classical solutions with finite
action and with a nontrivial topology which makes
them stable. These solutions, known as instantons
or multi-instantons, realize a mapping of the three-
dimensional sphere at infinity on the gauge group, and
the topological charge is the winding number of this
mapping. The Jacobian of this mapping is the Chern
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current K� and its divergence @�K�(x) � Q(x) is the
density of topological charge. Q =

R
d4x Q(x) is the

topological charge which has integer values.
Explicitly,

QðxÞ ¼ g2

16	2
tr½G��G

�
�� � ½28�

with G��� = (1=2)�����G�� the dual field strength tensor.
Q(x) plays an important role in hadron physics,

being related to the anomaly of the flavor singlet
axial current J5

� =
P

f
� �5�� f . J5

� is conserved at the
classical level in the chiral limit mf = 0, but this
symmetry does not survive quantization. In fact,

@�J5
� ¼ 2Nf QðxÞ ½29�

A consequence of eqn [29] is the high mass m
0 �
1 GeV of the flavor singlet partner 
0 of the
pseudoscalar flavor octet. An Nc!1 argument by
Witten and Veneziano relates m
0 to the response of
the quenched (no quark) vacuum to topological
excitation, the topological susceptibility � �

R
d4x <

0jTQ(x)Q(0)j0 > . The relation is

2Nf

f 2
	

� ¼ ½m2

0 þm2


 � 2m2
K�½1þOð1=NcÞ� ½30�

This approximate relation has been checked on the
lattice. � has been determined by different methods
which agree in confirming it. This is an important
verification of QCD.

Instantons are stable solutions in the continuum,
approximately stable in the lattice discretized ver-
sion. A cooling procedure which locally freezes
short-distance quantum fluctuations would leave
the instantons untouched if they were stable. On
the lattice the instanton is stable anyhow if the

distance in correlation reached by the local cooling
procedure is small compared to the size of the
instanton: cooling is indeed a diffusion process and
the distance involved grows as the square root of the
number of cooling iterations. Instanton configura-
tions can nicely be exposed by cooling.

See also: Anomalies; Quantum Chromodynamics;
Renormalization: General Theory; Spin Foams;
Symmetry Breaking in Field Theory.
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Introduction

The Leray–Schauder theory gives a powerful and
versatile continuation method for proving the
existence, multiplicity, and bifurcation of solutions
of nonlinear operator, differential and integral
equations. Let X and Y be topological spaces, A 
 X,
f : X!Y, a continuous mapping, and y 2 Y. The
fundamental idea of a continuation method to solve

the equation f (x) = y in A consists in embedding it into
a one-parameter family of equations

Fðx; �Þ ¼ zð�Þ ½1�

where the continuous functions F : X� [0, 1]! Y,
z : [0, 1]! Y are chosen in such a way that F( � , 1) =
f , z(1) = y and

1. equation F(x, 0) = z(0) has a nonempty set of
solutions in A;

2. one of those solutions at least can be continued
into a solution in A of [1] for each � 2 [0, 1].

Simple examples show that Assertion 2 can be
violated when all solutions of [1] leave A after some
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�� 2 ]0, 1[. A way to avoid such a situation consists
in ‘‘closing the boundary,’’ through the ‘‘boundary
condition’’:

Fðx; �Þ 6¼ zð�Þ for each ðx; �Þ 2 @A� ½0; 1�

When this condition is satisfied, Assertion 2 can
still fail when two existing solutions for � small
disappear after coalescing at some �0 < 1. Losing all
solutions through this process can be eliminated by
reinforcing Assumption 1 into

20. Equation F(x, 0) = z(0) has a ‘‘robust’’ nonempty
set of solutions in A.

This statement can be made precise through the
concept of topological degree of a mapping, an
‘‘algebraic’’ count of the number of its zeros. In a
finite-dimensional setting, this concept was intro-
duced by Kronecker for smooth mappings and
by Brouwer for continuous mappings. Its extension
by Leray and Schauder to some classes of mappings
in Banach spaces made much wider applications
to nonlinear differential and integral equations
possible.

Topological Degree of a Mapping

If U � Rn is a bounded open set, z 2 Rn and
F : �U ! Rn is a C1 mapping such that z 62 F(@U)
and det F0(x) 6¼ 0 on F�1(z), the Brouwer degree
degB[F, U, z] is defined (analytically) by

degB½F;U; z� :¼
X

x2F�1ðzÞ
sign det F0ðxÞ

¼
X

x2F�1ðzÞ
ð�1Þ�ðxÞ

where �(x) is the sum of the multiplicities of the
negative eigenvalues of F0(x). The case of a
continuous F such that z 62 F(@U) is treated by
approximating F through mappings of the above
type, and showing that the corresponding degrees
stabilize to an unique value, defining degB[F, U, z] in
the general case. This number remains the same
under sufficiently small perturbations of F and/or z,
which expresses the ‘‘robustness’’ mentioned above.
When n = 2 and U is bounded by a closed Jordan
curve, then degB[F, U, 0] is nothing but the winding
number of F=kFk along @U.

Leray and Schauder have extended Brouwer
degree to the important class of compact perturba-
tions of identity in a normed space. A compact
mapping f : A!B between metric spaces is a
continuous mapping on A such that f(A) is relatively
compact. If f : A!B is continuous and compact on

each bounded B � A, f is called ‘‘completely con-
tinuous’’ on A.

If X is a real normed space, U � X an open bounded
set, f : �U!X compact, and z 62 (I � f )(@U), the
Leray–Schauder degree degLS[I � f , U, z] of I � f in
U over z is constructed from Brouwer degree by
approximating the compact mapping f over �U by
mappings f� with range in a finite-dimensional sub-
space X� of X containing z. One shows that the values
of the Brouwer degrees degB[(I � f�)jX�

, U \X�, z]
stabilize for sufficiently small positive � to a common
value which defines degLS[I � f , U, z].

Again, this topological degree is an algebraic
count of the number of elements of (I � f )�1(z),
equal to 0 when z 62 (I � f )(U). When f is of class
C1, and I � f 0(x) invertible at each fixed point x 2
(I � f )�1(z), (I � f )�1(z) is finite and the
Leray–Schauder formula holds:

degLS½I � f ;U; z� ¼
X

x2ðI�f Þ�1ðzÞ

ð�1Þ�ðxÞ ½2�

where �(x) is the sum of the algebraic multiplicities
of the eigenvalues of f 0(x) contained in [1, þ1].

Let I = [0, 1]. For A � X� I, and � 2 I, we write
A� = {x 2 X : (x,�) 2 A}. The Leray–Schauder degree
inherits the basic properties of Brouwer degree:

1. Additivity. If U = U1 [U2, where U1 and U2

are open and disjoint, and if z =2 (I � f )(@U1) [
(I � f )(@U2), then

degLS½I � f ;U; z� ¼ degLS½I � f ;U1; z�
þ degLS½I � f ;U2; z�

2. Existence. If degLS[I � f , U, z] 6¼ 0, then
z 2 (I � f )(U).

3. Homotopy invariance. Let � � X� I be a
bounded open set, and let F : ��!X be compact.
If x� F(x,�) 6¼ z for each (x,�) 2 @�, then
degLS[I � F( 	 ,�), ��, z] is independent of �.

In particular, if a is an isolated fixed point of f,
and B(a, r) denotes the open ball of center a and
radius r, degLS[I � f , B(a, r), 0] is defined and inde-
pendent of r for sufficiently small r > 0. Its value is
called the ‘‘Leray–Schauder index’’ of I � f at a, and
denoted by indLS[I � f , a].

Fixed-Point Theorems for Compact
Perturbations of Identity in a Normed
Space

An important application of Leray–Schauder degree
is the obtention of general fixed point theorems for
compact mappings in normed spaces based on
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continuation along a parameter. If F : A �
X� I!X, we denote by �A the (possibly empty)
solution set defined by

�A ¼ fðx; �Þ 2 A : x ¼ Fðx; �Þg

Let � � X� I be a bounded open set and
F : ��!X be a compact mapping. The general
Leray–Schauder fixed-point theorem goes as follows:

Theorem If the following conditions hold:

(i) �
�� \ @� = ; (a priori estimate)

(ii) degLS[I � F( 	 , 0), �0, 0] 6¼ 0 (degree condition),
then �

�� contains a continuum C along which
� takes all values in I. In other words, �

��

contains a compact connected subset C connect-
ing �

��
0 to �1. If one refines Assumption (ii) into

(iii) �
��
0 is a finite nonempty set {a1, . . . , a�} and

indLS[I � F( 	 , 0), a1] 6¼ 0, the conclusion takes
the form of an ‘‘alternative’’: if assumptions
(i) and (iii) hold, then (a1, 0) belongs either to
a continuum in �

�� containing one of the points
(a2, 0), . . . , (a�, 0), or to a continuum in �

��

along which � takes all the values in I.

Condition (iii) automatically holds in the following
important special case: If �

�� \ @� = ;, F( 	 , 0) = 0,
and 0 2 �0, then �

�� contains a continuum C 3 (0, 0)
along which � takes all values in I. When dealing with
the fixed-point problem x = f (x) with f : �U � X!X
compact, U open and bounded, a natural choice is
F(x, �) =�f (x), � = U � I, giving the statement: If
0 2 U and if x 6¼ �f (x) for each (x,�) 2 @U � I, then
{(x,�) 2 �U � I : x =�f (x)} contains a continuum C 3
(0, 0) along which � takes all values in I.

Condition (i) requires the a priori knowledge of
the localization of the solution set �

�� and is in
general very difficult to check. An important special
case occurs when �X is a priori bounded: if F is
completely continuous on X� I, F(	 , 0) = 0, and
�X � B(r)� I for some r > 0, then �X contains a
continuum C 3 (0, 0) along which � takes all values
in I. Its special case with F(�, x) =�f (x) can be
stated as Schaefer’s alternative: Let f : X!X be
completely continuous. Then either there exists, for
each � 2 [0, 1], at least one x 2 X such that
x =�f (x), or the fixed point set {x 2 X :
x =�f (x), 0 < � < 1} is unbounded in X. Schaefer’s
alternative is equivalent to the following Schauder
fixed-point theorem:

Theorem Any compact mapping f : B(r)!B(r) has
a fixed point.

A simple consequence of Schauder’s theorem is
that, for any continuous and bounded g : R ! R,
any open bounded D � Rn, any � different from an

eigenvalue of �� on D with Dirichlet boundary
conditions, the nonlinear Dirichlet problem

�uþ �uþ gðuÞ ¼ hðxÞ in D

u ¼ 0 on @D

has a weak solution for each h 2 L2(D).
An interesting consequence of Leray–Schauder

theorem with �X a priori bounded is that, for any
bounded domain D � Rn with @D of class C2, the
Dirichlet problem for the equation of surfaces with
constant mean curvature �

ð1þ kruk2Þ�u�
Xn

i;j¼1

@iu @ju @
2
iju

¼ n�ð1þ kruk2Þ3=2

has a unique solution for arbitrary smooth boundary
data if and only if the mean curvature of the boundary
@D is everywhere greater than [n=(n� 1)]j�j.

The use of auxiliary continuous functionals gives
a fixed-point theorem in the absence of a priori
bounds:

Theorem (Capietto–Mawhin–Zanolin). Let � �
X� I be an open set and F : ��!X be completely
continuous. If �

��
0 is bounded, degLS[I � F( 	 , 0),

U0, 0] 6¼ 0 for some open bounded neighborhood
U0 of �

��
0 , and if there exists a continuous

mapping ’ : X� I!Rþ, proper on �
��, and c� <

min�
��
0
’(	 , 0) 
 max�

��
0
’(	 , 0) < cþ such that �� 62

{c�, cþ} and �@� 62 [c�, cþ], then �
�� contains a

continuum C along which � takes all values in I.

This result implies, for example, that for g : R!R
continuous, odd and superlinear (limjuj!1 g(u)=
u =þ1), and p : [0, 1]� R2 with at most linear
growth in u and u0 at infinity, the two-point
boundary-value problem

u00 þ gðuÞ ¼ pðt; u; u0Þ; uð0Þ ¼ uð1Þ ¼ 0

has, for all sufficiently large j, at least one solution
uj having exactly jþ 1 zeros on [0, 1], and
kujkC1!1 if j!1.

Extensions of Leray–Schauder degree

Fixed-point theorems for operators between suitable
nonlinear spaces can also be proved using topologi-
cal continuation arguments. For example, if C � X
is a nonempty convex set, one has the following
extension of a result of the previous section to
mappings in C: if U � C is open and bounded,
F : clCU � I!C compact and such that x 6¼ F(x,�)
for each (x,�) 2 @CU � I, F(	 , 0) = x0 2 U, then
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F(	 ,�) has a fixed point in U for each � 2 I. The
special case where C is a wedge is useful in finding
positive solutions of nonlinear differential or inte-
gral equations. For nonlinear spaces, the degree has
to be replaced by the fixed-point index,
which generalizes both the ‘‘Hopf–Lefschetz num-
ber’’ and Leray–Schauder degree.

The Leray–Schauder degree also has been
extended to other classes of operators. Compact
operators can be replaced by k-set-contractive or
condensing mappings f, with respect to various
measures of noncompactness, and fixed-point pro-
blems can be replaced by problems of the form x 2
F(x) for multivalued mappings F. Equivariant degree
theories have been developed when U is invariant
and f equivariant with respect to the action of some
compact Lie group G on X. The special case of
G = S1 is of special importance in the study of
periodic solutions of autonomous differential sys-
tems. Degree theories have also been constructed for
various classes of mappings between two different
Banach spaces or manifolds, which include mono-
tone-like and nonlinear Fredholm operators. We just
describe a simple but useful situation in this
direction.

Many differential equations, when expressed as
equations in an abstract space, do not have the
fixed-point form but can be written as Lx = Nx with
L : D(L) � X! Z linear, N : �U!Z, X and Z real
normed spaces. If L is invertible, the equation is
trivially equivalent to the fixed-point problem
x = L�1Nx, to which Leray–Schauder theory can be
applied when L�1N is compact. The situation is
more delicate when L has no inverse. If L is a linear
Fredholm mapping of index zero (its range R(L) is
closed and has a finite codimension equal to the
dimension of its null space N(L)), the set F (L) of
linear continuous mappings of finite rank A : X!Z
such that Lþ A : D(L)!Z is a bijection is none-
mpty and the compactness of (Lþ A)�1G does not
depend upon the choice of A 2 F (L). G is then called
‘‘L-compact’’ on E, and ‘‘L-completely continuous’’
on E when compact on each bounded set of E.

The following continuation theorem for perturbed
Fredholm mapping of index zero holds.

Theorem Let � � X� I be open and bounded,
L : D(L) � X!Z linear Fredholm of index zero,
N : �� ! Z L-compact, and let �={(x,�)2 (D(L)�I)
\��:Lx=N(x,�)}. If

(i) � \ @� 6¼ ; (a priori estimate),
(ii) N(��0 � {0}) � Y, with Y � R(L) = Z (transvers-

ality condition), and
(iii) degB[N( 	 , 0)jkerL, �0 \ kerL, 0] 6¼ 0 (degree

condition)

then � contains a continuum C along which � takes
all values in I.

When dealing with equation Lx = f (x) with f
L-completely continuous, an interesting special case
of the above result follows from the choice
N(x,�) =�f (x)þ (1� �)Qf (x), with Q : Z!Z a
projector such that N(Q) = R(L). In this case, the
homotopy is equivalent to

Lx ¼ �f ðxÞ ð� 2�0; 1�Þ
Qf ðxÞ ¼ 0; x 2 NðLÞ ð� ¼ 0Þ

An application (among many) of this result,
for g : R!R continuous such that �1 <
lim supu!�1 g(u) < lim infu!þ1 g(u) < þ1, D � Rn

open, bounded, �k an eigenvalue of the Dirichlet
problem for �� on D, is the weak solvability of the
nonlinear problem

�uþ �kuþ gðuÞ ¼ hðxÞ in D

u ¼ 0 on @D

for each h 2 L2(D) such thatZ
D

hðxÞ’ðxÞ dx <
h

lim sup
u!�1

gðuÞ
i

�
Z

D

’þðxÞ dx�
h

lim inf
u!þ1

gðuÞ
i Z

D

’�ðxÞ dx

for all eigenfunctions ’ associated to �k. The
addition of the nonlinearity g ‘‘widens’’ the range
{h 2 L2(D) :

R
D h’= 0} of the corresponding linear

problem.

Bifurcation Theory

Leray–Schauder degree is a powerful tool in bifurca-
tion theory, where, given a family F of solutions,
one tries to detect and analyze other ones branching
or bifurcating from F . Consider the equation

x ¼ �Lxþ Rðx; �Þ ½3�

in a real normed space X, where L : X!X, linear,
and R : X� R ! X are completely continuous, and
R(0,�) = 0 for each � 2 R. Thus, {(0,�) :� 2 R} is
the trivial solution set of [3]. A bifurcation point
(��, 0) for [3] is the limit of a sequence (�k, xk) of
solutions of [3] in Rn{0}.

If

lim
x!0

kRðx; �Þk
kxk ¼ 0

uniformly on bounded �-sets ½4�

it is easy to prove that if (��, 0) is a bifurcation point for
[3], then �� is a characteristic value (reciprocal of an
eigenvalue) of L. Leray–Schauder theory gives a partial
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converse to this result known as Krasnosel’skii’s
bifurcation theorem:

Theorem For each real characteristic value �� of L
with odd algebraic multiplicity, (��, 0) is a bifurcation
point of [3]. Of fundamental importance in the proof is
the special case of [2] with f = L and N(I � L) = {0}.

Another fruitful concept is Krasnosel’skii’s bifur-
cation from infinity. We say (��,1) is a bifurcation
point for [3] if there exists a sequence (�n, xn) of
solutions of [3] such that �n!�� and kxnk!1.
The corresponding bifurcation result goes as follows
(Krasnosel’skii): if

lim
kxk!1

kRðx; �Þk
kxk ¼ 0

uniformly on bounded �-sets ½5�

then, for each real characteristic value �� of L with
odd algebraic multiplicity, (��,1) is a bifurcation
point of [3].

Global versions of Krasnosel’skii’s theorems can be
given, whose statements are reminiscent of Leray–
Schauder’s alternative theorem. Let S denote the
closure in R �X of the set of (�, x) 2 R � (X n {0})
satisfying [3]. For bifurcation from zero, one has
Rabinowitz global bifurcation theorem:

Theorem If [4] holds and �� is a real characteristic
value of L with odd algebraic multiplicity, then S
contains a component C which either is unbounded,
or contains (���, 0), where ��� 6¼ �� is a character-
istic value of L.

As an application, one can show that the non-
linear Sturm–Liouville problem

�ðpðxÞu0Þ0 þqðxÞu¼�aðxÞuþhðx;u;u0;�Þ ðx2�0;1½Þ
a0uð0Þþb0u0ð0Þ¼ a1uð1Þþb1u0ð1Þ¼0

with p2C1 positive, q, a, h continuous, a positive,
(a2

0þb2
0)(a2

1þb2
1) 6¼0 and h(x,u,v)=o(jujþ jvj) if

jujþ jvj ! 0 uniformly on compact �-intervals, has,
for each k2N, an unbounded component of
solution Ck in R�C1([0,1]) emanating from (�k,0),
with �k an eigenvalue of the problem with h�0
(Rabinowitz).

One has also global bifurcation from infinity: if
[5] holds and if �� is a real characteristic value of L
with odd algebraic multiplicity, then [3] has an

unbounded component of solutions D which con-
tains (��,1).

See also: Bifurcation Theory; Bifurcations in Fluid
Dynamics; Bifurcations of Periodic Orbits; Minimal
Submanifolds; Minimax Principle in the Calculus of
Variations; Partial Differential Equations: Some
Examples; Riemann–Hilbert Problem; Topological
Defects and Their Homotopy Classification; Viscous
Incompressible Fluids: Mathematical Theory.
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Introduction

Local continuous transformations were introduced
by Lie as a tool for solving ordinary differential
equations. In this program, he followed the spirit of
Galois, who used finite groups to develop algo-
rithms for solving algebraic equations (the general
quadratic, cubic, and quartic), or else to prove that
some equations (the generic quintic) could not be
solved by quadrature.

Lie’s work led eventually to the definition and
study of Lie groups. Lie groups are beautiful in their
own right – so beautiful that they have been studied
independently of their origin as a tool for solving
differential equations and studying the special
functions determined by certain classes of these
equations.

Lie Groups

Lie groups exist at the interface of the two great
divisions of mathematics: algebra and topology.
Their algebraic properties derive from the group
axioms. Their geometric properties arise from the
parametrization of the group elements by points in a
differentiable manifold. The rigidity of these struc-
tures arises from the continuity requirements
imposed on the group composition and inversion
maps.

The algebraic axioms are standard.

Definition A group G consists of a set
gi, gj, gk, . . .2G together with a combinatorial
operation � that satisfy the four axioms:

(i) Closure. If gi 2 G, gj 2 G, then gi � gj 2 G.
(ii) Associativity. If gi, gj, gk 2 G, then (gi � gj)�

gk = gi � (gj � gk).
(iii) Identity. There is a unique operation e 2 G that

satisfies e � gi = gi = gi � e.
(iv) Inverse. Every group operation gi 2 G has an

inverse, denoted g�1
i , that satisfies gi � g�1

i = e =
g�1

i � gi.

Lie groups have more structure than groups. In
particular, each gi 2 G is a point in an n-dimen-
sional manifold Mn. That is, the subscript i
actually identifies a point x 2Mn, so that we
can write gi = g(x) or most simply gi = x.
The group multiplication can be expressed in the

form gi � gj = gk ! g(x) � g(y) = g(z), where x 2Mn,
y 2Mn, z =�(x, y) 2Mn. The group inversion map
can be expressed in the form g(x)! g(x)�1 = g(y),
y = (x) 2Mn. The topological axioms for
Lie groups can be taken as:

(v) Continuity of composition. The mapping
z =�(x, y) defined by the group composition
law is differentiable.

(vi) Continuity of inversion. The mapping y = (x)
defined by the group inversion law is
differentiable.

The dimension of the Lie group is the dimension
of the manifold that parametrizes the operations in
the group.

The most familiar examples of Lie groups consist
of n� n nonsingular matrices over the fields R, C, Q
of real numbers, complex numbers, and quaternions.
For example, the set of 2� 2 real unimodular
matrices

a b
c d

� �
; ad � bc ¼ 1

is a three-dimensional submanifold embedded in
R22

= R4.

Matrix Lie Groups

Not every Lie group is a matrix group. Yet, it is a
surprising and useful result that almost every Lie
group encountered in physics is a matrix Lie
group. These are all subgroups of the general
linear groups GL(n; F) of n� n nonsingular
matrices over the field F (R, C, Q). These groups
have real dimension n2 � (1, 2, 4), respectively. The
special linear subgroups SL(n; F) are defined as the
subgroups of n� n matrices with determinant
þ1: M 2 SL(n; F) if det M =þ1. This definition is
problematic for quaternions, as they do not
commute. To avoid this problem, it is useful to
map quaternions into 2� 2 complex matrices in
the same way complex numbers can be mapped
into 2� 2 real matrices:

aþ ib!
a b

�b a

� �

q0 þ Iq1 þ J q2 þKq3 !
q0 þ iq3 iq1 þ q2

iq1 � q2 q0 � iq3

� �

Here (1, i) are basis vectors for C1 considered as
a real two-dimensional linear vector space,
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(1, I ,J ,K) are basis vectors for Q1 considered as a
real four-dimensional linear vector space, and (a, b)
and (q0, q1, q2, q3) are all real. The squares of the
imaginary quantities i and I ,J ,K are all �1: i2 = �1;
I2 =J 2 =K2 =�1 and the imaginary quaternion
basis elements anticommute: {I ,J } =
{J ,K} = {K, I } = 0. The unimodular subgroup
SL(n; Q) of GL(n; Q) is obtained by replacing each
quaternion matrix element by a 2� 2 complex
matrix, setting the determinant of the resulting 2n�
2n matrix group to þ1, and then mapping each of the
n2 complex 2� 2 matrices back to quaternions.

Many other important groups are defined by
imposing linear or quadratic constraints on the n2

matrix elements of GL(n; F) or SL(n; F). The
compact metric-preserving groups U(n; F) leave
invariant lengths (preserve a positive-definite metric
g = In) in linear vector spaces. The matrices M 2
U(n; F) satisfy MyInM = In. These conditions define
the orthogonal groups O(n) = U(n; R) and the uni-
tary groups U(n) = U(n; C). Their noncompact
counterparts O(p, q) and U(p, q) leave invariant
nonsingular indefinite metrics

g ¼ Ip;q ¼
Ip 0
0 �Iq

� �

in real and complex n = (pþ q)-dimensional linear
vector spaces: MyIp, qM = Ip, q.

Intersections of matrix Lie groups are also Lie
groups. The special metric-preserving groups are
intersections of the special linear groups SL(n; F) �
GL(n; F) (with F = Q, SL(n; Q) is defined as
described above) and the metric-preserving sub-
groups U(n; F) � GL(n; F):

SLðn;RÞ \Uðn;RÞ¼ SOðnÞ; nðn� 1Þ=2
SLðn;CÞ \Uðn;CÞ¼ SUðnÞ; n2� 1

SLðn;QÞ \Uðn;QÞ¼ SpðnÞ ¼ USpð2nÞ; nð2nþ 1Þ

The real dimensions of these groups are given in the
right-hand column. Under the replacement of qua-
ternions by 2� 2 complex matrices, the group of
n� n metric-preserving and unimodular matrices
Sp(n) over Q is identified as USp(2n), an isomorphic
group of 2n� 2n matrices over C.

Noncompact forms SO(p,q),SU(p,q), and Sp(p,q)=
USp(2p,2q) are defined similarly.

The Lie group SU(2) rotates spin states to spin
states in a complex two-dimensional linear vector
space. It leaves lengths, inner products, and
probabilities invariant. If an interaction is spin
independent, only an invariant (‘‘Casimir invar-
iant’’) constructed from the spin operators can
appear in the Hamiltonian. The same group can act

in isospin space, rotating proton to neutron states.
The Lie group SU(3) similarly rotates quark states
or color states into quark states or color states,
respectively. The Lie group SU(4) rotates spin–
isospin states into themselves. The conformal group
SO(4, 2) leaves angles but not lengths in spacetime
invariant. It is the largest group that leaves the
source-free Maxwell equations invariant. It is also
the largest group that transforms all the (bound,
scattering, and parabolic) hydrogen atom states
into themselves.

Lie groups such as the Poincaré group (inhomo-
geneous Lorentz group) and the Galilei group have
the matrix structures

t1

Oð3; 1Þ t2

t3

t4

0 0 0 0 1

2
6666664

3
7777775

x
y

z

ct

1

2
6666664

3
7777775

v1 t1

Oð3Þ v2 t2

v3 t3

0 0 0 1 t4

0 0 0 0 1

2
6666664

3
7777775

x
y

z

t

1

2
6666664

3
7777775

respectively. In these transformations t = (t1, t2, t3)
describes translations in the space (x-, y-, and z-)
directions, v = (v1, v2, v3) describes boosts, and t4

resets clocks. The matrices in these defining matrix
representations are reducible.

The Heisenberg covering group H4 is a four-
dimensional Lie group with a simple 3� 3 matrix
structure:

Heisenberg covering group ¼ H4 ¼
1 l d
0 n r
0 0 1

2
4

3
5;

n 6¼ 0

This matrix representation of H4 is faithful but
nonunitary.

‘‘Linearization’’ of a Lie Group

At the topological level, a Lie group is homoge-
neous. That is, every point in a manifold that
parametrizes a Lie group looks like every other
point. At the algebraic level, this is not true – the
identity group operation e is singled out as an
exceptional group element. At the analytic level, the
group composition law z =�(x, y) is nonlinear, and
can therefore be arbitrarily complicated.
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The study of Lie groups is enormously simplified
by exploiting these three observations. Specifically,
it is useful to ‘‘linearize’’ the group multiplication
law in the neighborhood of the identity. The
linearization leads to a local Lie group. This is a
linear vector space on which there is an additional
structure. Once the local Lie group properties are
known in the neighborhood of the identity, they are
known everywhere else in the group, since the group
is homogeneous.

A Lie group is linearized in the neighborhood of
the identity by expressing an operator near the
identity in the form g(�) = I þ �X, where the local
Lie group operator �X = �xiXi, the Xi are n
linearly independent vector fields on the manifold
Mn, and the small coordinates �xi measure the
distance (in some rough sense) of g(�) from the
point that parametrizes the identity group opera-
tion e = g(0). For another group operation
g(�Y) = I þ �Y in the neighborhood of the identity,
the following holds.

1. The product g(�X)g(�Y) = (I þ �X)(I þ �Y) = I þ
(�Xþ �Y)þ (h.o.t) is in the local Lie group.

2. The commutator gi � gj � g�1
i � g�1

j in the group
leads to

gð�XÞgð�YÞgð�XÞ�1gð�YÞ�1

¼ I þ 1
2 �� XY � YXð Þ þ h:o:t

¼ I þ 1
2 �� X;Y½ � þ h:o:t

in the local Lie group.

The first condition shows that the local Lie
group is a linear vector space. The n vector fields
Xi can be chosen as a set of basis vectors in this
space.

The second condition shows that the commutator
of two vectors in this linear vector space is also in
this linear vector space. The commutator endows
this linear vector space with an additional combina-
torial operation (‘‘vector multiplication’’) and pro-
vides it with the structure of an algebra, called a Lie
algebra.

Definition A Lie algebra la consists of a set of
operators X, Y, Z, . . . , together with the operations
of vector addition, scalar multiplication, and com-
mutation [X,Y] that satisfy the following three
axioms:

(i) Closure (linear vector space). If X, Y 2 la,�Xþ
�Y 2 la and [X, Y] 2 la.

(ii) Antisymmetry. [X, Y] = �[Y, X].
(iii) Jacobi identity. [X, [Y, Z]]þ [Y, [Z, X]]þ

[Z, [X, Y]] = 0.

The structure of a Lie algebra, or local Lie group,
is summarized by the structure constants, defined in
terms of the basis vectors Xi, by

Xi;Xj

� �
¼ cij

kXk summation convention

The structure constants cij
k are components of a

third-order tensor, covariant and antisymmetric
in two indices (cij

k =�cji
k) and contravariant in

the third. These components obey the Jacobi
identity, which places a quadratic constraint on
them:

cij
scsk

t þ cjk
scsi

t þ cki
scsj

t ¼ 0

Linearization of a Lie group generates a Lie
algebra. A Lie group can be recovered by the
inverse process. This is the exponential operation.
A group operation a finite distance from the origin
(the point identified with the identity group opera-
tion) of the manifold that parametrizes the Lie
group can be obtained from the limiting procedure
(�= 1=K! 0):

gðXÞ ¼ lim
K!1

Y
I þ 1

K
X

� �K

¼ eX ¼ EXPðXÞ

The exponential operation is well defined for real
numbers, complex numbers, quaternions, n� n
matrices over these fields, and vector fields.

A 1:1 correspondence between Lie groups and Lie
algebras does not exist. Isomorphic Lie groups have
isomorphic Lie algebras. But nonisomorphic Lie
groups may also possess isomorphic Lie algebras.
The best known examples of nonisomorphic Lie
groups and their isomorphic Lie algebras are

SOð3Þ 6¼ SUð2Þ; soð3Þ ¼ suð2Þ
SOð4Þ 6¼ SUð2Þ� SUð2Þ; soð4Þ ¼ suð2Þþsuð2Þ
SOð5Þ 6¼ Spð2Þ ¼USpð4Þ; soð5Þ ¼ spð2Þ ¼ uspð4Þ

There is a 1:1 correspondence between Lie algebras
and ‘‘locally’’ isomorphic Lie groups. This has been
extended to global Lie groups by a beautiful
theorem due to E Cartan.

Theorem (Cartan) There is a 1:1 correspondence
between Lie algebras and simply connected Lie
groups. Every Lie group with the same Lie algebra
is either the simply connected (‘‘universal covering’’)
group or is the quotient of this universal covering
group by one of its discrete invariant subgroups.

This relation is summarized in Figure 1.
As a concrete example, the Lie algebra of

SO(3), which is the group of real 3� 3 matrices
satisfying MyI3M = I3 and det(M) = þ1, is
spanned by the three ‘‘angular momentum vector
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fields’’ Li(x) = �ijkxj@k or the three angular
momentum matrices

L1 ¼ L23 ¼

0 0 0

0 0 þ1

0 �1 0

2
664

3
775

L2 ¼ L31 ¼ �L13 ¼

0 0 �1

0 0 0

þ1 0 0

2
664

3
775

L3 ¼ L12 ¼

0 þ1 0

�1 0 0

0 0 0

2
664

3
775

The Lie group SU(2) is the group of complex 2� 2
matrices satisfying MyI2M = I2 and det(M) =þ1. Its
Lie algebra is spanned by the three spin matrices
Sj = (i=2)�j, which are multiples of the Pauli spin
matrices �j :

S1 ¼
i

2

0 þ1

þ1 0

� �
; S2 ¼

i

2

0 �i

þi 0

� �

S3 ¼
i

2

þ1 0

0 �1

� �

The two Lie algebras are isomorphic as they share
isomorphic commutation relations [J1, J2] = �J3 (and
cyclic), Jj = Lj or Jj = Sj. The group SU(2) is simply
connected. Its maximal discrete invariant subgroup D
consists of all multiples of the identity, �I2, so that
�= 	1. According to Cartan’s theorem, SO(3) =
SU(2)=D2, D2 = {I2, �I2}. The group SO(3) is doubly
connected, with a two-element homotopy group.

Matrix Lie Algebras

A deep theorem of Ado guarantees that every Lie
algebra is equivalent to a matrix Lie algebra, even
though the same is not true of Lie groups.

Sets of n� n matrices that close under vector
addition, scalar multiplication, and commutation
(M1 2 la,M2 2 la) [M1,M2] = M1M2 �M2M1 2 la)
form matrix Lie algebras. The antisymmetry proper-
ties and Jacobi identity are guaranteed by matrix
multiplication.

Lie algebras for the general linear groups
GL(n; F) consist of n� n matrices over F. Lie
algebras for the special linear groups SL(n; F)
consist of traceless n� n matrices. The Lie algebras
of the unitary groups consist of anti-Hermitian
matrices. The Lie algebras of U(p, q; F) consist of
matrices that obey

MyIp;q þ Ip;qM ¼ 0; M 2 uðp; q; FÞ

The matrix Lie algebras of other matrix Lie groups
are obtained by constructing the most general Lie
group operation in the neighborhood of the identity
by linearization. For example, the Lie algebra of the
Heisenberg covering group H4 is

1 l d

0 n r

0 0 1

2
64

3
75!

1 �l �d

0 1þ �n �r

0 0 1

2
64

3
75

! I3 þ �n N þ �r Rþ �l Lþ �d D

N ’ aya R ’ ay

0 0 0

0 1 0

0 0 0

2
64

3
75

0 0 0

0 0 1

0 0 0

2
64

3
75

Simply connected
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Figure 1 Cartan’s theorem states that there is a 1:1 correspondence between Lie algebras and simply connected Lie groups. All

other Lie groups with this Lie algebra are quotients of the covering group by one of its discrete invariant subgroups Dj 
 DMax: There is

a relation between the discrete invariant subgroup Dj and the homotopy group of SG=Dj . Reproduced with permission from Gilmore R

(1974) Lie Groups, Lie Algebras, and Some of Their Applications. New York: Wiley.
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L ’ a D ’ I ¼ a; ay
� �

0 1 0

0 0 0

0 0 0

2
64

3
75

0 0 1

0 0 0

0 0 0

2
64

3
75

The four 3� 3 matrices N, R, L, D that span the Lie
algebra h4 of H4 satisfy commutation relations
isomorphic with the commutation relations satisfied
by the photon operators (aya, ay, a, I = [a, ay]). The
3� 3 matrix representations of the group H4 and
the algebra h4 are faithful. The representation of H4

is nonunitary and that of h4 is non-Hermitian.
There is a simple way to relate a large class

of operator Lie algebras to matrix Lie algebras.
If A, B, C, . . . belong to a Lie algebra of n� n
matrices with [A, B] ¼ C, the matrix-to-operator
mapping

A! A ¼ xiAi
j@j

preserves commutation relations, for

A;B½ � ¼ xiAi
j@j;x

rBr
s@s

� �
¼ xiAi

j @j; x
r

� �
Br

s@s � xrBr
s @s; x

i
� �

Ai
j@j

¼ xiAi
jBj

s@s � xrBr
iAi

j@j ¼ xi A;B½ �i
j@j ¼ C

This relation depends on the bilinear products xi@j

satisfying commutation relations

xi@j; x
r@s

� �
¼ xi@s�j

r � xr@j�s
i

These commutation relations are satisfied by pro-
ducts of creation and annihilation operators ayi aj for
either bosons (byi bj) or fermions (f yi fj). These matrix-
to-operator mappings can be extended to include
bilinear products such as xixj, xi@j, @i@j and their
boson and fermion counterparts aiaj, ayi aj, ayi a

y
j . For

example, the vector fields associated with the
operator J1 for SO(3) and SU(2) are xi(L1)i

j@j =
x2@3 � x3@2 and ui(S1)i

j@j = (i=2)(u1@2 þ u2@1).
Boson and fermion bilinear products ayi aj(1 � i,

j � n) are isomorphic to u(n). Boson bilinear products
bibj, byi bj, byi b

y
j are isomorphic to usp(2n) while

fermion bilinear products fifj, f yi fj, f yi f yj are isomorphic
to so(2n).

Structure of Lie Algebras

The study of Lie algebras is greatly facilitated by
studying their structure. The structure is determined
by the commutation properties of the Lie algebra.

Invariant Subalgebra

If a Lie algebra has an invariant subalgebra, then
the commutator of anything in the algebra with

anything in the subalgebra is in the subalgebra.
Suppose a is a linear vector subspace of g.
If [g, a] 
 a, then a is an invariant subspace of g.
In particular, [a, a] 
 a and a is therefore also
a subalgebra of g: it is an invariant subalgebra
in g.

Example The Lie algebra iso(3) consists of the
three rotation operators Lij = xi@j � xj@i and the
three displacement operators Pk = @k. The subset
of displacement operators is an invariant subspace
in iso(3), since it is mapped into itself by all
commutators. It is also a subalgebra in iso(3). This
particular invariant subalgebra is commutative.

Solvable Algebra

If g is a Lie algebra, the linear vector space obtained
by taking all possible commutators of the operators
in g is called the ‘‘derived’’ algebra: [g, g] = g(1) 
 g.
If g(1) = g, there is no point in continuing this
process. If g(1) � g, it is useful to define g = g(0)

and to continue this process by defining g(2) as the
derived algebra of g(1): g(2) = [g(1), g(1)]. We can
continue in this way, defining g(nþ1) as the algebra
derived from g(n). Ultimately (for finite-dimensional
Lie algebras), either g(nþ1) = 0 or g(nþ1) = g(n) for
some n. If the former case occurs,

g ¼ gð0Þ � gð1Þ � gð2Þ � 
 
 
 � gðnÞ � gðnþ1Þ ¼ 0

the Lie algebra g(0) is called solvable. Each algebra
g(i) is an invariant subalgebra of g(j), i > j.

Example The Lie algebra spanned by the boson
number, creation, annihilation, and identity opera-
tors is solvable. The series of derived algebras has
dimensions 4, 3, 1, 0.

gð0Þ gð1Þ gð2Þ gð3Þ

aya � � �
ay ay � �
a a � �
I I I �

Semidirect Sum Algebra

When a Lie algebra g has an invariant subalgebra a,
the linear vector space of the Lie algebra g can be
written as the direct sum of the linear vector
subspace of the subalgebra a plus a complementary
subspace b. The subspace b is generally not by itself
a Lie algebra. The Lie algebra g is written as a
semidirect sum of the two subspaces. The semidirect
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sum structure satisfies the commutation relations
shown:

b; b½ � 
 b ^ a

g ¼ b ^ a b; a½ � 
 a

a; a½ � 
 a

The subspace b can be given the structure of an
algebra modulo the component of the commutator
in a: b = g mod a.

Example The three-dimensional Lie algebra spanned
by the photon operators ay, a, I has a semidirect sum
decomposition where b is spanned by ay, a and a is
spanned by I. The subspace b is not closed under
commutation, and a is commutative. The Lie algebra
iso(3) also has the structure of a semidirect sum, with
b = b = so(3) and the invariant subalgebra a is
spanned by the three displacement operators Pk.

Nonsemisimple Algebra

A Lie algebra is nonsemisimple if it has a solvable
invariant subalgebra.

Example The Lie algebra spanned by bilinear
products of photon creation and annihilation opera-
tors ayi aj, creation operators ayi , annihilation opera-
tors aj, and the identity operator I(1 � i, j � n)
is nonsemisimple. The solvable invariant subalgebra
is spanned by the 2nþ 2 operators consisting of the
single photon operators ayi , aj, the identity operator
I, and the total number operator n̂ =

Pn
i = 1 ayi ai.

Semisimple Algebra

A Lie algebra is semisimple if it has no solvable
invariant subalgebras.

Example The Lie algebra so(4) is semisimple. This
Lie algebra has two invariant subalgebras, both
isomorphic to so(3). The direct sum decomposition

soð4Þ ¼ soð3Þ þ soð3Þ

is well known to physical chemists and is respon-
sible for the dualities that exist between rotating and
laboratory frame descriptions of molecular systems.

Simple Algebra

A Lie algebra is simple if it has no invariant
subalgebras at all. The prettiest page in the theory
of Lie groups is the classification theory of the
simple Lie algebras. We turn to this subject now.

Lie Algebra Tools

Two powerful tools have been developed for study-
ing the structure of a Lie algebra. These are the
regular representation and the Cartan–Killing form.

Regular Representation

This representation assigns the structure constants to
a set of n n� n matrices according to

X� ! RðX�Þ	
 ¼ c�	

; X�;X	

� �
¼ c�	


X


The matrices of the regular representation contain
exactly as much information as the components of
the structure tensor. They can be studied by
standard linear algebra methods. For example, a
secular equation can be used to put the commuta-
tion relations into canonical form.

The structure of the matrices of the regular
representation determines the structure of the Lie
algebra. The identification is carried out according to
the usual rules of representation theory, as shown in
Figure 2. If a basis X� can be found in which all the
matrices of the regular representation are simulta-
neously reducible, the algebra possesses an invariant
subalgebra. If the representation is not fully reduci-
ble, the invariant subalgebra is solvable. If the regular
representation is fully reducible, the algebra consists
of the direct sum of two (or more) smaller, mutually
commuting subalgebras. If the regular representation
is irreducible, the algebra is simple.

If a Lie algebra is solvable (solv), all matrices in
the regular representation can be transformed to
upper triangular matrices. If the Lie algebra is
nilpotent (nil � solv), the diagonal matrix elements
in the upper triangular matrices are zero. The
converses are also true.

Cartan–Killing Form

The Cartan–Killing form is a second-order sym-
metric tensor that is constructed from the third-
order antisymmetric tensor c�	


 by cross-contraction

g�� ¼ c�	

c�


	 ¼ g�� ¼ tr RðX�ÞRðX�Þ ¼ X�;X�

� 	
¼ X�;X�

� 	
The metric g�� can be used to place an inner product
(X�, X�) on this linear vector space. This inner
product is not necessarily positive definite.

Nonsemisimple Semisimple Simple

Reducible Fully reducible Irreducible

Figure 2 When the regular matrix representation of a Lie

algebra is reducible, fully reducible, or irreducible, the Lie

algebra is nonsemisimple, semisimple, or simple.
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The matrix g�� can also be treated by standard
linear algebra methods. Since it is real and
symmetric, it can be diagonalized. If there are
n� negative eigenvalues, nþ positive eigenvalues,
and n0 vanishing eigenvalues (n = n� þ nþ þ n0), the
Lie algebra has a corresponding linear vector space
decomposition of the form

g ¼ g� þ gþ þ g0

The inner product is positive definite on the
subspace gþ and negative definite on g�. We call
g0 the singular subspace. The subspace g0 is closed
under commutation and in fact is a nilpotent
invariant subalgebra of g.

Decomposition of Lie Algebras

The most general Lie algebra g is the semidirect sum
of a semisimple Lie algebra ss and a solvable
invariant subalgebra solv:

ss; ss½ � ¼ ss

g ¼ ss ^ solv ss; solv½ � 
 solv

solv; solv½ � � solv

The decomposition of g into its component parts
is accomplished by a simple two-step algorithm.

1. Compute the Cartan–Killing metric for g and
determine the singular subspace. If there is none,
stop. If the dimension of g0 > 0, nil = g0 is the
maximal nilpotent invariant subalgebra of g.

2. Compute the structure constants of the Lie
algebra g0= g� nil = g mod nil = g=nil, the
Cartan–Killing metric tensor on g0, and the
decomposition g0= g0� þ g0þ þ g00. Then a = g00 is
abelian and invariant in g0. In fact, a is the largest
abelian invariant subalgebra in g0.

The algorithm stops here, for the algebra
g00= g0mod a = g0=a = g0� þ g0þ has no singular sub-
space under its Cartan–Killing metric.

Under this algorithm, the decomposition of g into
its semisimple part and its maximal solvable
invariant subalgebra is

g ¼ g0� þ g0þ
� 	

^ g00 ^ g0

� 	

The maximum solvable invariant subalgebra solv
in g is the semidirect sum of a and nil: solv = g00 ^
g0 = a ^ nil. In addition, ss = g mod solv =
g=solv = g0� þ g0þ. The subspace g0� is closed
under commutation and exponentiates into a
compact subgroup of G0. The subspace g0þ

exponentiates to a noncompact coset in G0 that is
simply connected.

Every element in a semisimple Lie algebra can be
expressed as the commutator of two elements in the
Lie algebra. In this sense, a semisimple algebra
reproduces itself under commutation.

To illustrate this algorithm, we tear apart the
eight-dimensional Lie algebra spanned by the photon
operators ayi aj, 1 � i, j � 2 and ay3a3, ay3, a3, I,
where the photon operators obey [ai, ayj ] = �ijI. The
regular representative of the general linear combi-
nation X =

P
ij mija

y
i aj þ nay3a3 þ ray3 þ la3 þ �I is

RðXÞ ¼

0 �m12 m21

0 m12 �m21

�m21 m21 þm11 �m22 0
m12 �m12 0 �m11 þm22

2
6666666666664

0
n l

�n �r
0

3
7777777777775

ay1a1

ay2a2

ay1a2

ay2a1

ay3a3

ay3
a3

I

The Cartan–Killing inner product is the trace of the
square of this matrix:

ðX;XÞ ¼ tr RðXÞ2 ¼ 2ðm11 �m22Þ2

þ 8m12m21 þ 2n2

The subspace g0 is spanned by ay1a1 þ ay2a2, ay3, a3, I,
leaving the four operators ay1a1 � ay2a2, ay1a2,
ay2a1, ay3a3 to span g0. A simple calculation shows
that g00 is spanned by ay3a3. As a result:

The Lie algebra is the direct sum g = sl(2; R)þ
u(1)þ h4.

Subspace Spanned by

g0þ ay1a1 � ay2a2, 1ffiffi
2
p (ay1a2 þ ay2a1)

g0�
1ffiffi
2
p (ay1a2 � ay2a1)

g00 ay3a3

g0 ay1a1 þ ay2a2, ay3, a3, I
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Structure of Semisimple Lie Algebras

The Cartan–Killing metric g�� is nonsingular on a
semisimple Lie algebra. The metric and its inverse g��,
can be used to raise and lower indices. In particular, the
tensor whose components are c��� = c	��g	� is third-
order antisymmetric: c��� = c��� = c��� =�c��� . . . .
Classification of semisimple Lie algebras is equivalent to
classifying such tensors.

Another useful way to describe semisimple Lie
algebras is to search for a canonical structure for the
commutation relations. A useful canonical form is
an eigenvalue form

X;Y½ � ¼ �Y

In a basis Xi, with X = xiXi and Y = yjXj, this
equation reduces to a standard eigenvalue equation
for the regular representation

X
j

X
k

yj RðxiXiÞj k � ��j
k

� �
Xk ¼ 0

Thus, the search for a standard form for the commuta-
tion relations reduces to a study of the secular equation

det RðXÞ � �Ið Þ ¼
Xn

j¼0

ð��Þn�j�jðXÞ ¼ 0 ½1�

The coefficients �j(X) are homogeneous polynomials
of degree j in the coefficients xi of X = xiXi.

In order to extract maximum information from
this secular equation, a generic vector X 2 g is
chosen. Such a choice minimizes all degeneracies.
With a generic choice of X 2 g, it is useful to define
the rank, l, of the Lie algebra g as:

1. the number of functionally independent coeffi-
cients �j(X) in the secular equation;

2. the number of independent roots, �1,�2, . . . ,�l

of the secular equation;
3. the dimension of the subspace H � g that

commutes with X; and
4. the number of independent (Casimir) operators

that commute with all Xi : Cj(X) =�j(x
i!Xi):

[Cj(X), Xi] = 0.

For example, for so(3) or su(2), the secular
equation for X = xiXi is

det

0 x3 �x2

�x3 0 x1

x2 �x1 0

2
64

3
75� �I3

2
64

3
75

¼ ð��Þ3 þ ð��Þ�2ðxÞ ¼ 0

where �2(x) = x2
1 þ x2

2 þ x2
3. The rank is l = 1. There

is one independent coefficient �2(x) and one
independent root of this equation, �1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� �ijxixj

p
=

i
ffiffiffiffiffiffiffiffiffi
x 
 x
p

. The only linear operators that commute
with X are scalar multiples of X. There is one
independent homogeneous operator that commutes
with all generators Xi, obtained by the substitutions
xi ! Li (for so(3)) or xi ! Si (for su(2)):

C2ðLÞ ¼ �2ðxi ! LiÞ ¼ L2
1 þ L2

2 þ L2
3

The secular equation [1] is over the field of real
numbers. This is not an algebraically closed field.
There is no guarantee that the number of indepen-
dent functions �j(x) in the secular equation is equal
to the number of (real) roots of this equation until
we extend the field from R to C, which is
algebraically closed. As a result, the classification
of semisimple Lie algebras is done over complex
numbers. After the complex extensions of the simple
Lie algebras have been classified, their different
inequivalent real forms can be determined.

Root Spaces

When the secular equation for the regular represen-
tation of a generic element in a Lie algebra is solved,
the commutation relations can be put into a simple
and elegant canonical form. This canonical form
depends on the rank, l, of the Lie algebra, not the
dimension, n, of the Lie algebra. This provides a
very useful simplification, as n � l2.

For this canonical form, the independent roots
�1(x),�2(x), . . . ,�l(x) are gathered into a single
vector a with l components. The vectors a =
(�1,�2, . . . ,�l) are called root vectors. The root
vectors exist in an l-dimensional space on which a
positive-definite inner product can be defined. The
root vectors for a rank-l semisimple Lie algebra g
span this Euclidean space. The basis vectors of g
can be identified with the roots in the root space.

The roots in a root space have the following
properties:

1. A positive-definite metric can be placed on the
root space.

2. The vector 0 is a root.
3. The root 0 is l-fold degenerate.
4. If a is a root and ca is a root, c = 	1, 0.
5. If a and b are roots,

b 0 ¼ b � 2a 
 b
a 
 a a

is also a root and 2a 
 b=a 
 a is an integer, n1. In
fact, b 0 is the root obtained by reflecting b in the
hyperplane orthogonal to a.

6. The set of reflections generated by nonzero roots
itself forms a group, the Weyl group of the Lie
algebra.
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7. The angle between roots a and b is determined by

cos2ða; bÞ ¼ a 
 b
a 
 a

a 
 b
b 
 b ¼

n1

2

n2

2
¼ 0;

1

4
;
2

4
;
3

4
; 1

The integers n1, n2 for noncolinear roots are
constrained by jn1n2j < 4.

8. The relative lengths of the roots are determined
by the angles between them:

9. When the roots are normalized so thatX
a 6¼0

�i�j ¼ �ij or
X
a 6¼0

a 
 a ¼ l

the commutation relations can be placed in the
canonical form presented in the next section.

It is possible to build up all possible root space
diagrams using an ‘‘Aufbau’’ construction. We start
with a rank-1 root space. This consists of three roots
in R1: a, 0, �a.

To construct rank-2 root spaces, a new noncolinear
root b is adjoined to the two nonzero roots. The new
root and the old roots span R2. The new root can only
have a limited set of angles with the roots already
present. The set of roots a, b is completed by reflection
in hyperplanes orthogonal to all roots present. If any
pair of roots violates the angle conditions, the result
is not a root space. In this way, the rank-2 root
spaces G2(30�),B2 =C2(45�),A2(60�), and D2 =A1þ
A1(90�) are constructed from A1. Proceeding in this
way, it is possible to construct rank-3 root spaces
(B3, C3, A3 = D3) from the rank-2 root spaces, the
rank-4 root spaces from the rank-3 root spaces, and so
forth. Ultimately, there are four unending chains
An, Bn, Cn, Dn and five exceptional root spaces
G2, F4, E6, E7, E8. The rank-2 root spaces are shown
in Figure 3 and the rank-3 root spaces are shown in

– α1 = –e1 + e2
– α1 = –e1 + e2

α1 + 2α2 = e1 + e2

α1 + α2 = e1
2α1 + α2 = 2e1

α1 + α2 = e1 + e2

α1 = e1 + e2
α1 = e1 – e2

α2 = e2

α2 = 2e2

– α2 = –e2

– α2 = –2e2

– α1 – α2 = –e1 –2α1 – α2 = –2e1

– α1 – 2α2 = –e1 – e2
– α1 – α2 = –e1 – e2

±e1 ±e2; ±e1; ±e2 ±e1 ±e2; ± 2e1; ± 2e2

e1 = 1
6

α1 α2
B2

2 1

α1 α2
C2

2 1

e1 = 1/12

– α1 = –e1 + e2 α2 = e1 + e2

α1 = e1 – e2– α2 = –e1 – e2

±e1 ± e2

α2

B2 =
α1

1 1

– α2

– α2

α2

α1
±e1

±e2

= +

A1 A2⊕
α1 α2

G2 =
3 1

– α1 = – √3/2e1 +     e2
3
2

√3/2e1 +    e2
3
2

– α1 – α2 = – √3/2e1 +    e2
1
2

– α1 – 2α2 = – √3/2e1 –    e2
1
2

α1 + 2α2 = √3/2e1 –    e2
1
2

α1 + α2 = √3/2e1 –    e2
1
2

– α1 – 3α2 = – √3/2e1 –    e2
3
2

α1 = √3/2e1 –     e2
3
2

–2α1 – 3α2 = – √3e1 2α1 + 3α2 = – √3e1

= √1/12e1

e2 = α2

–e2 = – α2

α1 + 3α2

′

Figure 3 Rank-2 root spaces: G2 30�, B2 = C2 45�, A2 60�, D2 = A1 þ A1 90�.

cos2 (�(a, b)) �(a, b) a 
 a=b 
 b

3/4 30�, 150� 3	1

2/4 45�, 135� 2	1

1/4 60�, 120� 1
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Figure 4. The normalization factors (cf. point (9) above)
are shown for the rank-2 root spaces in Figure 3.

Canonical Commutation Relations

The canonical commutation relations are expressed
in terms of root vectors. The l operators in g with
the l-fold degenerate root vector 0 are H1, H2, . . . ,
Hl. These l operators mutually commute. In a
matrix Lie algebra, they can be taken as simulta-
neously commuting diagonal matrices. Associated
with each nonzero root a 6¼ 0, there is exactly one
basis vector, Ea , in g. The canonical commutation
relations are expressed in terms of the roots as
follows:

Hi;Hj

� �
¼ 0 1 � i; j � l

Hi;Ea½ � ¼�iEa

Ea ;E�a½ � ¼a 
H

Ea ;Eb
� �

¼
NabEaþb a þ b a root

0 a þ b not a root

(

The structure constants Nab are determined from a
recursion relation derived from a chain of roots
b � m a, b � (m � 1)a, . . . , b þ (n � 1)a, b þ na,

where b � (m þ 1)a and b þ (n þ 1) a are not roots
(cf. Figure 5). The structure constants are

N2
a; b ¼ 1

2 nð1þmÞða 
 aÞ

The operators H and Ea are often called diagonal
and shift operators, respectively. They are general-
izations of the shift operators J3 and J	 of angular
momentum theory. The general idea is as follows.
Since the operators Hi mutually commute, the
matrices �(Hi) representing these operators can be
chosen as diagonal in any matrix representation.

e3 –e2,+e3

+e2–e3

+e1+e2

e1

–e1+e2
+e1+e3

–e,+e3

–e2,+e4
–e2+e4

e1–e3

e1–e4

e1–e4e1–e4

–e1+e2

e2+e3

+e1,–e2

–e1,+e2

+e1,–e3

–e1+e3

–e1+e4

+e2 +e3

+e1 +e3

+e2–e3

+e1–e3

–e2–e3+e2–e3

+e1–e3

–e2–e3

+e2–e3

2e1

–2e2

–2e1

2e2

–2e3

+e1–e3

–e2+e3

–e1–e3

–e3

e1

–e1,–e3

e

B3

D3C3

A3

Figure 4 Rank-3 root spaces: A3, B3, C3, D3 = A3.

β + α

α– α

– β

β + 2αββ – α

Figure 5 An a chain containing �.
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The action of any of these operators on a basis
vector in this representation is Hijmi= mijmi. The
operator Ea shifts the eigenvalue of H according to

HðEa jmiÞ ¼ ð½H;Ea � þ EaHÞjmi ¼ ða þmÞðEa jmiÞ

In this sense the operators Ea act on basis vectors
jmi in such a way that the eigenvalue m is shifted by
a to mþ a.

For the simple classical Lie algebras, the roots can
be expressed in terms of an orthogonal Euclidean
basis set as shown in Table 1 and Figures 3 and 4
for the rank-2 and rank-3 root spaces. The roots for
the five remaining inequivalent simple Lie algebras
(‘‘exceptional’’ algebras) are shown in Table 2.

The diagonal and shift operators for several of the
classical Lie algebras can be related to bilinear
products of boson or fermion creation and annihila-
tion operators. For u(n), the bilinear products ayi aj

are related to Ea with a = ei � ej, 1 � i 6¼ j � n, and
Hi = ayi ai. This holds for either boson or fermion
operators. For sp(2n; R), we have the identifications
with bilinear products of boson operators as
follows: þei þ ej $ byi b

y
j , þei � ej $ byi bj, �ei �

ej $ bibj, and Hi = byi bi. In particular, þ2ei $ by2i

and �2ei $ b2
i . For so(2n), we have the identifica-

tions with bilinear products of fermion operators as
follows: þei þ ej $ f yi f yj , þei � ej $ f yi fj, �ei � ej $
fifj, and Hi = f yi fi. In particular, f yi f yi = f 2

i = 0. These
identifications make it a relatively simple matter to
construct unitary matrix representations of the
compact Lie groups SU(n) that are symmetric or

antisymmetric, of USp(2n) that are symmetric, and
of SO(2n) that are antisymmetric (bosons $ sym-
metric, fermions $ antisymmetric).

Dynkin Diagrams

Every root in a rank-l root space can be represented as
a linear combination of l ‘‘basis roots.’’ These basis
roots can be chosen in such a way that all coefficients
are integers. In fact, the basis roots can be chosen so
that all linear combinations that are roots involve only
positive integers (and zero) or only negative integers
and zero. This comes about because every shift
operator Ed can be written as a multiple commutator

Ed � Ea ; Eb ;Eg
� �� �

; d ¼ a þ b þ g

One simple way to construct such a basis set of
fundamental roots is to construct an (l � 1)-dimen-
sional plane through the origin of the root space that
contains no nonzero roots, and choose as l funda-
mental roots the l roots on one side of this
hyperplane that are closest to it. For the classical
simple Lie algebras, the fundamental roots are:

Root Space a1 a2 a l�1 a l

Al�1 e1 � e2 e2 � e3 e l�1 � e l

Dl e1 � e2 e2 � e3 e l�1 � e l e l�1 þ e l

Bl e1 � e2 e2 � e3 e l�1 � e l þ1e l

Dl e1 � e2 e2 � e3 e l�1 � e l þ2e l

Table 2 Roots for the simple exceptional Lie algebras

Root space Rank Dimension Roots Conditions

G2 2 14 þe i � e j 1 � i 6¼ j 6¼ k � 3

	[(e i þ e j )� 2ek ]

F4 4 52 	e i 	 e j , 	2e i 1 � i < j � 4

	e1 	 e2 	 e3 	 e4

E6 6 78 	e i 	 e j 1 � i < j � 5
1
2 (	e1 	 e2 	 e3 	 e4 	 e5)	

ffiffi
3
p

4 e6 a

E7 7 133 	e i 	 e j 1 � i < j � 6
1
2 (	e1 	 e2 	 e3 	 e4 	 e5 	 e6)	

ffiffi
2
p

4 e7 b

E8 8 248 	e i 	 e j 1 � i < j � 8
1
2 (	e1 	 e2 	 e3 	 e4 	 e5 	 e6 	 e7 	 e8) a

aEven number of þ signs.
bEven number of þ signs within bracket.

Table 1 Roots for the simple classical Lie groups and algebras

Group Algebra Root space Rank Roots Conditions

SU(l ) su(l) Al�1 l � 1 þe i � e j 1 � i 6¼ j � l

SO(2l ) so(2l) Dl l 	e i 	 e j 1 � i < j � l

SO(2l þ 1) so(2l þ 1) Bl l 	e i 	 e j , 	ek 1 � i < j , k � l

Sp(l) = USp(2l) sp(l) = usp(2l) Cl l 	e i 	 e j , 	2ek 1 � i < j , k � l
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Shrink

Figure 6 A chain with single links can be removed from a

diagram. If the original is an allowed Dynkin diagram, the shrunk

diagram is also allowed, and conversely.

p q Root space Constraint
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All roots in the rank-2 root spaces have been
expressed in terms of both two orthogonal vectors
and two fundamental roots in Figure 3.

If ai and aj are fundamental roots, their inner
product is zero or negative

cos ai;aj

� 	
¼ 0;�

ffiffiffi
1

4

r
;�

ffiffiffi
2

4

r
;�

ffiffiffi
3

4

r

This information has been used to classify the root
spaces of the inequivalent simple Lie algebras (over
C). The procedure is as follows. Each of the l
fundamental roots in a rank-l root space is repre-
sented by a dot in a plane. Dots representing roots
ai and aj are connected by nij lines, where
cos (ai, aj) = �

ffiffiffiffiffiffiffiffiffiffi
nij=4

p
. Orthogonal roots are not

connected by any lines. Such diagrams are called
Dynkin diagrams. Disconnected Dynkin diagrams
describe semisimple Lie algebras. Connected Dynkin
diagrams classify simple Lie algebras.

The properties of Dynkin diagrams arise from two
simple observations:

O1: The root space is positive definite.
O2: If u is a unit vector and vi are an orthonormal

set of vectors,X
ðu 
 viÞ2 � 1
arbitrary 1 Bl ,Cl i ¼ p þ 1

2 2 F4
These two observations lead to three important
properties of Dynkin diagrams.
D1: There are no loops. If ai (i = 1, 2, . . . , k) are in a
loop, then there are at least as many lines as
vertices. With ui = ai=jaij,

Xk

i¼1

ui;
Xk

j¼1

uj

 !
¼ kþ 2

Xk

i<j

ui 
uj > 0
Since 2ui 
uj � �1 if ui 
uj 6¼ 0, there cannot be
as many lines as vertices.
u1 v1up vq

(B, C, F )
D2: The number of lines connected to any node is
<4. If ai are connected to v, then with
ui = ai=jaij,X

v 
 uið Þ2¼
X

ni=4 < 1
w1
since v is linearly independent of the ai.
u1

wr – 1

v1up – 1 vq – 1

(D, E )
x

Figure 7 The only remaining candidate Dynkin diagrams have

either two vertices (B, C, F ) or one vertex (D, E ) connected to

three lines.
D3: A simple chain connecting any two nodes can be
shrunk. If the original diagram is allowed, the
shrunk diagram is also allowed, and conversely.
Since the shrunk diagram in Figure 6 violates D2,
the original is not an allowed Dynkin diagram.

According to these results, the maximum number
of lines that can be attached to a vertex is three. If a
vertex is attached to three lines, it can be connected
to three (one line each) other vertices, two (two plus
one) other vertices, or only one other vertex (all
three lines). This last case describes Dynkin diagram
G2 (cf. Figures 3 and 5).

The only remaining possibilities are shown in
Figure 7.

For diagrams of type (B, C, F) we define vectors

u ¼
Xp

i¼1

iui v ¼
Xq

j¼1

jvj

where as usual ui, vj are unit vectors ak=jakj. The
Schwartz inequality applied to u and v leads to the
inequality

1þ 1

p

� �
1þ 1

q

� �
> 2

The solutions with p � q are
For diagrams of type (D, E), we define vectors

u ¼
Xp�1

i¼1

iui; v ¼
Xq�1

j¼1

jvj; w ¼
Xr�1

k¼1

kwk

where as usual ui, vj, wk are unit vectors am=jamj.
With similar arguments, we obtain the inequality

1

p
þ 1

q
þ 1

r
> 2
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The solutions with p � q � r are
p q r Root space Regular Euclidean solid

arbitrary 2 2 Dp þ 2

3 3 2 E6 Tetrahedron

4 3 2 E7 Cube–octahedron

5 3 2 E8 Icosahedron–dodecahedron
All allowed Dynkin diagrams are shown in Figure 8.
In these diagrams roots making an angle of 120�

with each other (joined by single lines) have equal
length. Roots joined by double lines or triple lines
have different lengths. The arrows on double lines
α1 α2 αl – 1 αl

Al 

αl  – 1

αl  – 2α1 α2 αl

Dl 

α1 α2 αl –1 αl

Bl 

α1 α2 αl –1 αl

Cl 

α1 α2

G2

α1 α2 α3 α4

F4

α1 α2 α3 α4 α5

α6

E6

α1 α2 α3 α4 α5 α6

α7

E7

α1 α2 α3 α4 α5 α6

α8

α7

E8

Figure 8 Four infinite series (Al , Dl , Bl , Cl ) of Dynkin diagrams

exist and correspond to the classical simple Lie groups (SU

(l þ 1), SO(2l), SO(2l þ 1), USp(2l)). The five exceptional Dynkin

diagrams include a short finite series (El , l = 6, 7, 8), F4, and G2.
indicated the shorter and longer roots. Arrows point to
longer roots. The root space G2 and F4 are self-dual, so
it does not matter which way the arrow points.

Coxeter–Dynkin diagrams also appear in classical
geometry and catastrophe theory.
Real Forms

The metric tensor g	
 for a simple Lie algebra (over C)
in the canonical basis H, Ea is

1

1

1

1

1

0

0

1

1

0

0

g ←

H1

H2

Hl

E+α

E–α

E+β

E–β

½2�

In this basis, the Lie algebra decomposes into
positive- and negative-definite subspaces according to

g ¼ gþ þ g�

gþ spanned by Hi; Eþa þ E�að Þ=
ffiffiffi
2
p

g� spanned by Eþa � E�að Þ=
ffiffiffi
2
p

The choice of basis suggested above diagonalizes the
Cartan–Killing form in eqn [2]: g! Ip, q, with
p = l þ (1=2)(n� l) positive values þ1 on the diag-
onal and q = (1=2)(n� l) values �1 on the diagonal.
The trace of this matrix is the trace of g: þl.

An arbitrary element in this (complex) Lie algebra
is a linear superposition of the form

X ¼
X

i

hiHi þ
X
a 6¼0

eaEa ½3�

where all n coefficients hi, ea are complex. If all
these coefficients are taken real, the resulting Lie
algebra closes under commutation and describes a
noncompact Lie group. The subalgebra describing
the maximal compact subgroup is spanned by the
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linear combinations (Eþa � E�a)=
ffiffiffi
2
p

. The remain-
ing operators exponentiate to a noncompact coset

EXP hiHi þ ea
þ Eþa þ E�að Þ=

ffiffiffi
2
pn o

which is topologically equivalent to RK, K = l þ
(1=2)(n� l) = (1=2)(nþ l). Of all the real forms of
the complex Lie algebra described by this set of
canonical commutation relations (or root space, or
Dynkin diagram), this is the least compact real form.

The compact real form is obtained from [3] by
taking linear combinations

X ¼
X

i

ihiHi þ
X
a 6¼0

iea
þ Eþa þ E�að Þ=

ffiffiffi
2
p

þ
X
a 6¼0

ea
� Eþa � E�að Þ=

ffiffiffi
2
p

where hi, ea
þ, ea

� are real. The compact real forms of
the simple Lie algebras are:
Root space Group

Al � 1 SU(l)

Dl SO(2l)

Bl SO(2l þ 1)

Cl USp(2l) ¼ Sp(l)
If the imaginary factor i is absorbed into the
Cartan–Killing metric, this metric is diagonal, all
matrix elements are �1, the trace of this form is �n,
and the linear combinations for X are real.

Every complex simple Lie algebra (i.e., simple Lie
algebra over C) has a spectrum of inequivalent real
forms. These can all be obtained from the compact
real form by an analog of Minkowski’s ‘‘rotation
trick,’’ derived by Cartan. Cartan introduced a
metric-preserving linear mapping (‘‘involutive auto-
morphism’’) T : g! g with the property T2 = I and
(TX, TY) = (X, Y), with X, Y 2 g. The operator T
has eigenvalues 	1 and induces a decomposition
(‘‘Cartan decomposition’’) in g as follows:

g ¼ kþ p

TðgÞ ¼ TðkÞ þ TðpÞ

# #

k � p

As a result, the subspaces k and p are orthogonal.
The subspaces obey the following commutation and
inner-product properties:

k; k½ � 
 k;

k; p½ � 
 p;

p; p½ � 
 k;

k; kð Þ < 0

k; pð Þ ¼ 0

p; pð Þ < 0
Under the analytic continuation p ! ip, the com-
pact Lie algebra g is rotated to a noncompact Lie
algebra g0 whose commutation relations and inner-
product properties are

g ¼ kþ p ! g0 ¼ kþ p0

k; k½ � 
 k; ðk; kÞ < 0

k; p0½ � 
 p0; k; p0ð Þ ¼ 0

p0; p0½ � 
 k; p0; p0ð Þ > 0

The maximal compact subalgebra of g0 is k. The
subspace p0 exponentiates to a simply connected
submanifold on which the Cartan–Killing metric is
positive definite. This manifold is topologically
equivalent to RK, K = dim p. It is not geometrically
equivalent to RK once an invariant metric is placed
on it.

Three linear mappings that satisfy T2 = I suffice
to generate all real forms of all the simple classical
Lie algebras.
Block Matrix Decomposition

The compact Lie algebra u(n; F) has a block
submatrix decomposition (n = pþ q):

uðn; FÞ¼ Ap 0
0 Aq

� �
þ 0 þB
�By 0

� �

where Ayp = �Ap, Ayq = �Aq and B is an arbitrary
p� q matrix over F. Under the map

TðgÞ ¼ Ip;qgIp;q; Ip;q ¼
Ip 0
0 �Iq

� �

the diagonal subspace

Ap 0
0 Aq

� �

has eigenvalue þ1 and the off-diagonal subspace

0 þB
�By 0

� �

has eigenvalue �1. Under the Cartan rotation

uðn; FÞ ! uðp; q; FÞ ¼ Ap 0
0 Aq

� �
þ 0 þB
þBy 0

� �
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The real forms of the classical Lie groups obtained
in this way are

Dn;Bn

SOð2nÞ
! SOðp; qÞ

SOð2nþ 1Þ

An�1

SUðnÞ ! SUðp; qÞ

Cn

SpðnÞ ! Spðp; qÞ
USpð2nÞ ! USpð2p; 2qÞ

Subfield Restriction

The Lie algebra su(n) of complex traceless anti-
Hermitian matrices has a subalgebra so(n) of real
antisymmetric matrices. The algebra su(n) can be
expressed in terms of real n� n antisymmetric
matrices An and traceless symmetric matrices Sn:

suðnÞ ¼ soðnÞ þ suðnÞ � soðnÞ½ � ¼ An þ iSn

The Cartan rotation is

suðnÞ ! slðn; RÞ ¼ soðnÞ þ i suðnÞ � soðnÞ½ �
¼ An þ Sn

The classical Lie group generated by this transfor-
mation is SL(n; R).

A similar rotation can be carried out on unitary
matrices over the quaternion field, u(n; Q) = sp(n).
This algebra contains the subalgebra u(n) in which
quaternions q = q0 þ Iq1 þ J q2 þKq3 are restricted
to complex numbers q = q0 þ iq1. There is a natural
decomposition

spðnÞ ¼ uðnÞ þ spðnÞ � uðnÞ½ �

It is useful at this point to replace each quaternion
matrix element by a 2� 2 complex matrix: sp(n) !
usp(2n). This is a unitary representation of the
symplectic algebra. Replacing the complex matrix
Table 3 Real forms of the simple classical Lie algebras

Mapping Real form Maximal

Block submatrix so(p, q) so(p)þ s
so(p, q) so(p)þ s
su(p, q) u(1)þ su
sp(p, q) = usp(2p, 2q) usp(2p)þ

Subfield restriction sl(n; R) so(n)

sp(2n; R) u(n)

Field embedding so�(2n) u(n)

su�(2n) sp(n) = u
elements in u(n) by 2� 2 real matrices simultaneously
generates a real matrix representation of u(n) named
ou(2n). This is an orthogonal representation of the
unitary algebra. The decomposition above is

spðnÞ ! uðnÞ þ spðnÞ � uðnÞ½ �
! ouð2nÞ þ uspð2nÞ � ouð2nÞ½ � ¼ A2n þ iS2n

where as before A2n and S2n are 2n� 2n antisym-
metric and symmetric matrices. The Cartan rotation
maps this to sp(2n; R),

uspð2nÞ ! spð2n; RÞ ¼ A2n þ S2n

The classical Lie group generated in this way is
Sp(2n; R). Matrices in this group satisfy the quadratic
constraint MtGM=G, Gt =�G,det(G) 6¼ 0. The real
symplectic groups leave invariant Hamilton’s equations
of motion: dpi=dt=�@H=@qi, dqi=dt=þ@H=@pi.

Field Embeddings

The image of u(n)! ou(2n) consists of a set of
2n� 2n antisymmetric matrices of dimension n2.
These matrices form a subset of so(2n), which
consists of 2n� 2n antisymmetric matrices of
dimension 2n(2n� 1)=2. As a result, ou(2n) is a
subalgebra in so(2n). Thus, ou(2n) � k and
so(2n) � g and we have a Cartan decomposition

soð2nÞ ¼ ouð2nÞ þ soð2nÞ � ouð2nÞ½ �
# #

ouð2nÞ þ i soð2nÞ � ouð2nÞ½ � ¼ so�ð2nÞ

In the same way, the image of sp(2n) ! usp(2n)
consists of an n(2nþ 1)-dimensional set of 2n� 2n
anti-Hermitian matrices. This is a subset of su(2n),
which has dimension (2n)2 � 1. It is also a sub-
algebra of su(2n). Thus, usp(2n) � k and su(2n) � g,
so we have a Cartan decomposition

suð2nÞ ¼uspð2nÞ þ suð2nÞ � uspð2nÞ½ �
# #

uspð2nÞ þ i suð2nÞ � uspð2nÞ½ � ¼ su�ð2nÞ

These real forms are summarized in Table 3.
compact subalgebra Root space Condition

o(q) Dn p þ q = 2n

o(q) Bn p þ q = 2n þ 1

(p)þ su(q) An�1 p þ q = n

usp(2p) Cn p þ q = n

An�1

Cn

Dn

sp(2n) A2n�1



Table 5 Real forms of the exceptional Lie algebras

Maximal compact

subgroup

Root space ClassRank(Character) Root space Dimension

G2 G2(�14) G2 14

G2(þ2) A1 þ A1 6

F4 F4(�52) F4 52

F4(�20) B4 36

F4(þ4) C3 þ A1 24

E6 E6(�78) E6 78

E6(�26) F4 52

E6(�14) D5 þ D1 46

E6(þ2) A5 þ A1 38

E6(þ6) C4 36

E7 E7(�133) E7 133

E7(�25) E6 þ D1 79

E7(�5) D6 þ A1 69

E7(þ7) A7 63

E8 E8(�248) E8 248

E8(�24) E7 þ A1 136

E8(þ8) D8 120

Table 4 Equivalence among real forms of the simple classical

Lie algebras

A1 = B1 = C1 


su(2) = so(3) = sp(1) = usp(2) �3

su(1, 1) = sl(2; R) = so(2, 1) = sp(2; R) þ1

D2 = A1 þ A1 


so(4) = so(3) þ so(3) �6

so�(4) = so(3) þ so(2, 1) �2

so(3, 1) = sl(2; C) 0

so(2, 2) = so(2, 1) þ so(2, 1) þ2

B2 = C2 


so(5) = sp(2) = usp(4) �10

so(4, 1) = sp(1, 1) = usp(2, 2) �2

so(3, 2) = sp(4; R) þ2

D3 = A3 


so(6) = su(4) �15

so(5, 1) = su�(4) �5

so�(6) = su(3, 1) �3

so(4, 2) = su(2, 2) þ1

so(3, 3) = sl(4; R) þ3
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The root spaces A1[SU(2)], B1[SO(3)], and
C1[U(1; Q) ’ USp(2; C)] are equivalent. As a result,
the different real forms of their complex extensions
are related to each other. Similar remarks hold for
the real forms of B2 = C2, D2 = A1 þ A1, and
D3 = A3. The relations among these real forms are
summarized in Table 4. This table is useful in
inferring ‘‘spinor representations’’ among classical
groups. Thus, SO(3) has spinor representations
based on SU(2) and Sp(1); SO(4) has spinor
representations based on SU(2)� SU(2); SO(5) has
spinor representations based on USp(4); and SO(6)
has spinor representations based on SU(4).

For completeness, the real forms for the excep-
tional Lie algebras are collected in Table 5.

Real forms of the complex extension of a simple
Lie algebra are almost uniquely distinguished by an
index. This is the trace of the Cartan–Killing form
[2], once the appropriate factors of i have been
absorbed into it. If nc is the dimension of the
maximal compact subgroup, 
= tr(g) =þ1(n� nc)
�1(nc) = n� 2nc. The index ranges from �n for the
compact real form (for which nc = n) to þl for the
least compact real form.
Riemannian Symmetric Spaces

Exponentiation lifts Lie algebras to Lie groups and
subspaces in Lie algebras into submanifolds in Lie
groups. In particular, exponentiation of a Cartan
decomposition
g ¼ k þ p

# # #
G ¼ K � ðP ¼ G=KÞ

lifts the subspace p to the quotient (P = G=K).
A metric may be defined on the Lie group G as

follows. Define the distance between the identity
and some nearby point g(�) = EXP(�X) =
EXP(�xiXi) by

ds2ð0Þ ¼ Grs�x
r�xs

Move I and g(�) to the neighborhood of any point
g(x) 2 G by left multiplication: g(x)I ! g(x),
g(x)g(�xiXi)! g((xþ dx)iXi). The infinitesimals
dxi(x) at x (defined by g(x)) and �xi = dxi(0) at I
are linearly related,

�xi ¼Mi
jðxÞ dxjðxÞ

By requiring that the distance ds between I and
g(�xiXi) at the identity be the same as the
distance between g(xiXi)I and g(xiXi)g(�xiXi) =
g((xþ dx)iXi) at g(xiXi) leads to the condition

ds2 ¼ Grsð0Þ�xr�xs

¼ Grsð0ÞMr
iðxÞMs

jðxÞ dxiðxÞ dxjðxÞ
¼ GijðxÞ dxiðxÞ dxjðxÞ

An invariant metric G(x) over the Lie group G is
defined by

GijðxÞ ¼ Grsð0ÞMr
iðxÞMs

jðxÞ
GðxÞ ¼MtðxÞGð0ÞMðxÞ
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It is useful to identify G(0) with the Cartan–Killing
inner product on g. Since M(x) is nonsingular, the
signature of G(x) is invariant over the group.

The invariant metric on G can be restricted to
subspaces K � G and P = G=K � G. The signature
on these subspaces is the same as the signature on
the subspaces k and p in g. Thus, if G is compact,
the invariant metric is negative definite on K and on
P = G=K and positive definite on the analytically
continued space P0= G0=K. In short, it is definite
(negative, positive) on P, P0. These spaces are
Riemannian spaces and they are globally symmetric.
They have been investigated by studying the proper-
ties of the secular equation of the Lie algebra g,
restricted to the subspace p:

det RðpiPiÞ � �I
� �

¼
X

j

ð��Þn�j�̂jðpÞ ¼ 0 ½4�

where the Pi are basis vectors that span p. The
coefficients �̂j(p) in the secular equation [4] for
Riemannian symmetric spaces are related to the
coefficients �j(x) in the secular equation [1] for Lie
algebras. A rank for the Riemannian symmetric
space P = EXP(p) can be defined from the secular
equation following exactly the prescription followed
for the Lie algebra g. The rank of the Riemannian
symmetric space P = EXP(p) is

1. the number of functionally independent coeffi-
cients �̂j(p) in the secular equation;

2. the number of independent roots of the secular
equation;

3. the dimension of the maximal Euclidean sub-
space in P; and

4. the number of independent (Laplace–Beltrami)
operators that commute with all displacement
operators Pi: �j(P) = �̂j(p

i ! Pi).

Rank-1 Riemannian symmetric spaces are isotropic
as well as homogeneous.

Tables 3 and 5 contain all the information required
to enumerate all the classical and exceptional Rieman-
nian symmetric spaces. All the classical Riemannian
symmetric spaces are tabulated in Table 6. The
Table 6 All classical Riemannian symmetric spaces

Root space Quotient Dime

Apþq�1 SU(p, q)=S[U(p)� U(q)] 2pq

An�1 SL(n; R)=SO(n) 1
2 (n þ

A2n�1 SU�(2n)=USp(2n) (2n þ
Bpþq SO(p, q)=SO(p)� SO(q) pq

Dpþq SO(p, q)=SO(p)� SO(q) pq

Dn SO�(2n)=U(n) n(n �
Cpþq USp(2p, 2q)=USp(2p)� USp(2q) 4pq

Cn Sp(2n; R)=U(n) n(n þ
exceptional Riemannian symmetric spaces can be
constructed from the information in Table 5 following
the procedure used to construct Table 6 from Table 3.

As particular examples of Riemannian symmetric
spaces we consider the compact spaces SO(pþ q)=
[SO(p)� SO(q)] and their noncompact counterparts
SO(p, q)=[SO(p)� SO(q)]. These spaces have rank
min(p, q), dimension pq, and can be represented
explicitly in matrix form as

0 X

�Xt 0

� �
! EXP

0 X

�Xt 0

� �

¼
Dp Y

�Yt Dq

" #

Here X is a p� q matrix and �=þ1 for the
noncompact case and �1 for the compact case. The
block diagonal matrices Dp and Dq are defined from
the metric-preserving conditions (MtIpþqM = Ipþq,
MtIp, qM = Ip, q)

D2
p ¼ Ip þ �YYt; D2

q ¼ Iq þ �YtY

The pq coordinates in the Riemannian symmetric
spaces can be taken as the pq elements of the
submatrix Y.

These Riemannian symmetric spaces can be
treated as algebraic submanifolds in RK, K = pqþ
(1=2)q(qþ 1). The K coordinates on RK can be
identified with the pq matrix elements of Y and the
(1=2)q(qþ 1) matrix elements of the real symmetric
matrix Dq. These coordinates obey the (1=2)q(qþ 1)
algebraic constraints defined by

D2
q � �YtY ¼ Iq

For SO(3)/SO(2) and SO(2,1)/SO(2), this condition
is determined from the matrix

I2 þ �x �yð Þ x
y

h ih i1=2 x
y

�x �y z

2
64

3
75 to be

z2 � �ðx2 þ y2Þ ¼ 1
nsion Rank 


min(p, q) 1� (p � q)2

2)(n � 1) n � 1 n � 1

1)(n � 1) n � 1 �2n � 1

min(p, q) pq � 1
2 p(p � 1)� 1

2 q(q � 1)

min(p, q) pq � 1
2 p(p � 1)� 1

2 q(q � 1)

1) n/2 �n

min(p, q) �2(p � q)2 � (p þ q)

1) n þn
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For �=�1, the space is the sphere S2 defined by z2 þ
(x2 þ y2) = 1. For �=þ1, the space is the two-sheeted
hyperboloid H2

2 defined by z2 � (x2 þ y2) = 1. More
specifically, it is the upper sheet containing (0, 0, 1) of
the two-sheeted hyperboloid. The second sheet occurs
in the coset O(2,1)=SO(2). The symmetric spaces
SO(nþ 1)=SO(n) and SO(n, 1)=SO(n) are the sphere
Sn and the upper sheet of the two-sheeted hyperboloid
Hn

2þ. Both have dimension n and rank 1. The spaces
are simply connected, homogeneous, and isotropic.

For SO(4, 2)=SO(4)� SO(2), the eight-dimensional
algebraic manifold is defined by the three con-
straints in R11:

y9 y10

y10 y11

� �2

�� y1 y2 y3 y4

y5 y6 y7 y8

� � y1 y5

y2 y6

y3 y7

y4 y8

2
6664

3
7775

¼ 1 0

0 1

� �

The compact analytically continued space
SO(6)=SO(4)� SO(2) is obtained by setting �=�1.
These spaces have dimension 8 and rank 2. They are
homogeneous but not isotropic. For each, there are
‘‘two inequivalent directions.’’ There are two inde-
pendent Laplace–Beltrami operators on these spaces,
one quadratic and one quartic.

The complete list of globally symmetric pseudo-
Riemannian symmetric spaces can be constructed
almost as easily. Two linear operators, T1 and T2,
are introduced that obey T2

1 = I, T2
2 = I, T1T2 =

T2T1 6¼ I. The two are used to split g into
subspaces

T1 g�� ¼ � g�� ; T2 g�� ¼ � g��

where �= 	1, � = 	1. The decomposition and
double rotation

g ¼ gþþ þ gþ� þ g�þ þ g��

#T1

g0 ¼ gþþ þ gþ� þ iðg�þ þ g��Þ
#T2

g00 ¼ gþþ þ igþ� þ iðg�þ þ ig��Þ

generates a noncompact subgroup K00 as well as a
pseudo-Riemannian symmetric space P00:

K00 ¼ EXP gþþ þ igþ�ð Þ; P00 ¼ EXP ig�þ þ g��ð Þ

These have also been classified.
The simplest example of a pseudo-Riemannian
symmetric space is SO(2,1)=SO(1,1):

soð2; 1Þ !
0 �3 �2

��3 0 �1

�2 �1 0

2
64

3
75!

0 0 0
0 0 �1

0 �1 0

2
64

3
75

þ
0 �3 �2

��3 0 0

�2 0 0

2
64

3
75!M ¼

z x y

�x � �
y � �

2
64

3
75

The metric-preserving condition MtI2, 1M = I2, 1

leads to the constraint equation z2 þ x2 � y2 = 1.
This space is the single-sheeted hyperboloid H2

1. It is
two dimensional and has rank 1, but it is not
isotropic. Intersections with the plane x = 0 are
hyperbolas and with the planes y = const. are circles.
This space is not simply connected.
Summary

Lie groups are among the most powerful mathema-
tical tools available to physicists. They play a major
role in physics because they occur as transformation
groups from coordinate system to coordinate system
in real space (rotation group SO(3), Lorentz group
O(3,1), Galilei group, Poincaré group ISO(3,1)) or
in spaces describing internal degrees of freedom
(SU(2) for spin or isospin, SU(3) for quarks and
color, SU(4) for spin–isospin, etc.).

It is remarkable that a beautiful classification
theory for simple (the building blocks) Lie groups
exists, because of the rather amorphous nature of the
definition of a Lie group. In a search for structure,
the first step in the analysis of Lie groups is
linearization of the group multiplication law in the
neighborhood of the identity to a linear vector space
on which there is a Lie algebra structure. This in itself
is sufficient to create a strong connection to quantum
mechanics. Although there is not a 1:1 correspon-
dence between Lie groups and their Lie algebras,
there is a very beautiful connection between them.
This relates algebra (discrete invariant subgroups)
and topology (homotopy groups) in an elegant way.

The structure of Lie algebras is described using
tools from linear algebra: secular equations and
inner products. Together, these tools are used to
reduce Lie algebras to their basic units: nilpotent
and solvable invariant subalgebras, and semisimple
and simple Lie algebras. The commutation relations
for simple Lie algebras can be put into a canonical
form using another miracle of this theory: a positive-
definite root space that summarizes the properties of
the secular equation and the Cartan–Killing inner
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product. As the secular equation can only be solved
exactly over an algebraically closed field, the
classification of simple Lie algebras covers complex
Lie algebras. Each complex extension has several
real forms, which are easily classified.

Even more remarkable is the connection between
simple Lie groups and Riemannian spaces that ‘‘look
the same everywhere.’’ All Riemannian symmetric
spaces are quotients of a simple Lie group by a
subgroup that is maximal in some precise sense
(Cartan decomposition sense). Cartan was able to
classify all Riemannian symmetric spaces as a
consequence of his classification of all the real
forms of all the simple Lie groups. The algebraic
tools used to classify Lie algebras (secular equations,
Dynkin diagrams) were used again to classify these
spaces (Dynkin diagrams! Araki–Satake diagrams).
These spaces are classified by a root space, group–
subgroup pair, dimension, rank, and character.
Construction of invariant operators (Casimir invar-
iants, Laplace–Beltrami operators) is algorithmic.

Nonsemisimple Lie groups/algebras can be con-
structed from simple Lie algebras by carefully
introducing singular change of basis transforma-
tions. This leads to ‘‘group contraction,’’ not
discussed above. In this way, the Poincaré group
can be constructed systematically from the groups
SO(3, 2) or SO(4, 1): SO(3,2)! ISO(3,1),SO(4,1)!
ISO(3,1) in the limit of ‘‘large R.’’ Here, R is the
‘‘radius’’ of some universe of hyperbolic nature, with
signature (3, 2) or (4, 1). The Galilei group can be
constructed by contraction from the Poincaré group in
the limit c=3� 1010 cms�1!1.

We have not discussed here the theory of the
representations of Lie groups. A beautiful theorem by
Wigner and Stone guarantees that the tensor represen-
tations of a compact group are complete. Gel’fand has
given expressions for the complete set of tensor
representations of the classical compact Lie groups.
They are expressed by ‘‘dressing’’ the appropriate
Dynkin diagrams or else in terms of irreducible
representations of the symmetric group Sn. Gel’fand
has also given explicit, analytic, closed-form expres-
sions for the matrix elements of any of the shift
operators in any of these representations. For the
noncompact real forms, most of the unitary irreducible
representations can be obtained from these expressions
for matrix elements (‘‘master analytic representation’’)
by appropriate analytic continuation.
Since Lie groups exist at the interface of algebra
and topology, it is to be expected that there is a very
close relation with the theory of special functions. In
fact, the theory of special functions forms an
important chapter in the theory of Lie groups. On
the topological side, the shift operators Ea (think J	)
have coordinate representations hx0jEa jxi involving
first-order differential operators. On the algebraic
side, the matrix elements hn0jEa jni are square roots
of products of integers (divided by products of
integers). These topological and algebraic expres-
sions are related to each other in a myriad of ways.
All of the standard properties of special functions
(Rodriguez formulas, recursion relations in coordi-
nates and indices, differential equations, generating
functions, etc.) occur in a systematic way in a Lie-
theoretic formulation of this subject.

Finally, no review or even book could do justice
to the applications that Lie group theory finds in
physics.

The rich interplay that exists between freedom
and rigidity of structure found in Lie group theory
can be found in only the purest works of art – for
example, the fugues of Bach.

See also: Classical Groups and Homogeneous Spaces;
Compact Groups and their Representations; Cosmology:
Mathematical Aspects; Equivariant Cohomology and the
Cartan Model; Finite-Type Invariants of 3-Manifolds;
Functional Equations and Integrable Systems; Lie
Superalgebras and Their Representations; Lie,
Symplectic, and Poisson Groupoids and Their Lie
Algebroids; Measure on Loop Spaces; Quasiperiodic
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Basic Definitions

Let A be an algebra over a field K of characteristic
zero (usually K = R or C) with internal laws þ and �.
One sets Z2 = Z=2Z = {0, 1}. A is called a super-
algebra or Z2-graded algebra if it can be written into
a direct sum of two spaces A=A0 �A1, such that

A0 � A0 � A0; A0 � A1 � A1; A1 � A1�A0

Elements of A0 are called even or of degree 0 while
elements of A1 are called odd or of degree 1.
A superalgebra A is called associative if (X � Y) �
Z = X � (Y � Z) for all X, Y, Z 2 A. It is called
commutative if X � Y = (�1)degX.degYY �X for all
X, Y 2 A, where deg X is the degree of the element X.

A homomorphism � from a superalgebra A into a
superalgebra A0 is a linear application from A into
A0 which respects the Z2-gradation, that is, �(A0) �
A0

0
and �(A1) � A0

1
.

A Lie superalgebra G over a field K of character-
istic zero (usually K = R or C) is a superalgebra in
which the product, denoted [ , ], satisfies the
following properties:

Z2-gradation

[Gi;Gj] � Giþj ði; j 2 Z2Þ

Graded-antisymmetry

[Xi;Xj] ¼ �ð�1ÞdegXi:degXj[Xj;Xi]

Generalized Jacobi identity

ð�1ÞdegXi:degXk[Xi; [Xj;Xk]]

þ ð�1ÞdegXj:degXi[Xj; [Xk;Xi]]

þ ð�1ÞdegXk:degXj[Xk; [Xi;Xj]] ¼ 0

Note that G0 is a Lie algebra, called the even or
bosonic part of G, while G1, called the odd or
fermionic part of G, is not an algebra.

An associative superalgebra G=G0 � G1 over the
field K acquires the structure of a Lie superalgebra by
taking for the product [ , ] of two elements X, Y 2 G
the Lie superbracket (also called supercommutator or
graded commutator)

[X;Y] ¼ X � Y � ð�1ÞdegX:degYY �X

The notation [ , ] for the supercommutator is used to
avoid confusion with the usual commutator [X, Y] =
X � Y � Y �X.

A Lie superalgebra G is Z-graded if it can be
written as a direct sum of finite-dimensional Z2-
graded subspaces Gi such that

G ¼
M
i2Z

Gi; where [Gi;Gj] � Giþj

The Z-gradation is said to be consistent with the Z2-
gradation if

G0 ¼
X
i2Z

G2i and G1 ¼
X
i2Z

G2iþ1

It follows that G0 is a Lie subalgebra and that each
Gi(i 6¼ 0) is a G0-module.

A subalgebra K=K0 �K1 of a Lie superalgebra G
is a subset of elements of G which forms a vector
subspace of G that is closed with respect to the Lie
product of G such that K0 � G0 and K1 � G1.
A subalgebra K of G is called a proper subalgebra of
G if K 6¼ G. An ideal I of G is a subalgebra of G such
that [G, I] � I , that is, X 2 G, Y 2 I ) [X, Y] 2 I .
An ideal I of G is called a proper ideal of G if I 6¼ G.
If I and I0 are two ideals of G, [I , I0] is an ideal of G.

The definitions of the centralizer, the center, and
the normalizer of a Lie superalgebra follow those of
a Lie algebra. Let S be a subset of elements in the
Lie superalgebra G. The centralizer CG(S) is the
subset of G given by

CGðSÞ ¼ fX 2 G j [X;Y] ¼ 0; 8Y 2 Sg

The center Z(G) of G is the set of elements of G
which commute with any element of G (in other
words, it is the centralizer of G in G):

ZðGÞ ¼ fX 2 G j [X;Y] ¼ 0; 8Y 2 Gg

The normalizer NG(S) is the subset of G given by

NGðSÞ ¼ fX 2 G j [X;Y] 2 S; 8Y 2 Sg

The Lie superalgebra G is said to be nilpotent if
considering the series [G,G[i�1]]=G[i] with G[0] =G,
then there exists an integer n such that G[n] = {0}.

The Lie superalgebra G is said to be solvable if
considering the series [G(i�1),G(i�1)]=G(i) with G(0] =G,
then there exists an integer n such that G(n) = {0}. A
Lie superalgebra G is solvable if and only if G0 is
solvable.

Let G be a noncommutative Lie superalgebra.
The Lie superalgebra G is called simple if it does
not contain any nontrivial ideal. The Lie super-
algebra G is called semisimple if it does not
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contain any nontrivial solvable ideal. Let us
recall that if A is a semisimple Lie algebra, it
can be written as the direct sum of simple Lie
algebras Ai :A= �i Ai. This is not the case for
superalgebras.

Let G=G0 � G1 be a Lie superalgebra and V=
V0 � V1 be a Z2-graded vector space. Consider
the algebra EndV of endomorphisms of V,
which naturally acquires a superalgebra structure
by EndV= End0 V � End1 V, where Endi V= {� 2
EndVj�(V j) � V iþj}. A linear representation � of G
is a homomorphism of G into EndV, that is,

�ð�Xþ �YÞ ¼ ��ðXÞ þ ��ðYÞ
�ð[X;Y]Þ ¼ [�ðXÞ; �ðYÞ]
�ðG0Þ � End0V and �ðG1Þ � End1V

for all X, Y 2 G and �,� 2 C. The vector space V is the
representation space. The vector space V has the
structure of a G-module by X(v) = �(X)v for X 2 G
and v 2 V. The dimension (resp. superdimension) of the
representation � is the dimension (resp. graded dimen-
sion) of the vector space V : dim �= dimV0 þ dimV1
and sdim�= dimV0 � dimV1. In particular, the repre-
sentation ad :G!EndG (G being considered as a
Z2-graded vector space) such that ad(X)Y = [X, Y]
is called the adjoint representation of G.

In the basis (e1, . . . , em, emþ1, . . . , emþn) of V=
V0 � V1 (called homogeneous basis), where dimV0 = m
and dimV1 = n, an element of G is represented by the
matrix

M ¼ A B
C D

� �

where A, B, C, and D are m�m, m� n, n�m, and
n� n matrices, respectively. Even elements corre-
spond to block diagonal matrices (i.e., B = C = 0),
odd elements to block antidiagonal matrices (i.e.,
A = D = 0). One defines the supertrace function
denoted by str:

strðMÞ ¼ trðAÞ � trðDÞ

To a given representation � of G, one can associate a
bilinear form B� on G as

B�ðX;YÞ ¼ strð�ðXÞ�ðYÞÞ; 8X;Y 2 G

�(X) are the matrices of the generators X in the
representation � and str denotes the supertrace. A
bilinear form B on G is called

1. consistent if B(X, Y) = 0 for all X 2 G0 and all
Y 2 G1,

2. supersymmetric if, for all X, Y 2 G,

BðX;YÞ ¼ ð�1ÞdegX:degYBðY;XÞ

3. invariant if, for all X, Y, Z 2 G,

Bð[X;Y];ZÞ ¼ BðX; [Y;Z]Þ

The bilinear form associated to the adjoint repre-
sentation of G is called the Killing form on
G : K(X, Y) = str(ad(X)ad(Y)). It is consistent, super-
symmetric, and invariant.

Classification of Simple Lie
Superalgebras

The simple Lie superalgebras have been classified by
V G Kac. One distinguishes two general families: the
classical Lie superalgebras and the Cartan type
superalgebras.

Classical Lie Superalgebras

A simple Lie superalgebra G=G0 � G1 is called
classical if the representation of the even subalgebra
G0 on the odd part G1 is completely reducible. The
superalgebra is said to be of type I if the representa-
tion of G0 on G1 is the direct sum of two irreducible
representations of G0. In that case, one has G1 =
G�1 � G1 with

[G�1;G1] ¼ G0 and [G�1;G�1] ¼ 0

The superalgebra is said to be of type II if the
representation of G0 on G1 is irreducible.

A classical Lie superalgebra G is called basic if
there exists a nondegenerate invariant bilinear form
on G. The basic Lie superalgebras split into four
infinite families: A(m, n) or sl(mþ 1jnþ 1) for m 6¼ n
and A(n, n) or sl(nþ 1jnþ 1)=Z= psl(nþ 1jnþ 1),
where Z is a one-dimensional center for m = n
(unitary series), B(m, n) or osp(2mþ 1j2n), C(n) or
osp(2j2n), D(m, n) or osp(2m j 2n) (orthosymplectic
series); and three exceptional superalgebras F(4),
G(3), and D(2, 1;�), the last one being actually a
one-parameter family of superalgebras. The classical
Lie superalgebras which are not basic are called
strange, and correspond to two infinite families
denoted by P(n) and Q(n).

A basic Lie superalgebra G=G0 � G1 admits a
consistent Z-gradation G= �i2Z Gi (called distin-
guished), such that (see Tables 1 and 2)

� for superalgebras of type I, Gi = 0 for jij > 1 and
G0 =G0,G1 =G�1 � G1 and
� for superalgebras of type II, Gi = 0 for jij > 2 and
G0 =G�2 � G0 � G2,G1 =G�1 � G1.

Cartan Type Superalgebras

The Cartan type Lie superalgebras are the simple Lie
superalgebras in which the representation of the
even subalgebra on the odd part is not completely
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reducible. They are classified into four infinite
families called W(n) with n 	 2, S(n) with n 	 3,eS(n), and H(n) with n 	 4. S(n) and eS(n) are called
special Cartan type Lie superalgebras and H(n)
Hamiltonian Cartan type Lie superalgebras.

Classical Lie Superalgebras

The classical Lie superalgebras are described as matrix
superalgebras as follows. Let V=V0 � V1 be a Z2-
graded vector space, with dimV0 = m, dimV1 = n.
The Lie superalgebra gl(mjn) is defined as the super-
algebra EndV= End0 V � End1 V supplied with the
Lie superbracket.

The unitary superalgebra A(m� 1, n� 1) = sl(m jn)
is defined as the superalgebra of matrices M 2 gl(mjn)
satisfying the supertrace condition str(M) = 0. In the
case m = n, sl(njn) contains a one-dimensional ideal I
generated by I2n and one sets A(n� 1, n� 1) =
sl(n jn)=I 
 psl(n jn).

The orthosymplectic superalgebra osp(m j 2n) is
defined as the superalgebra of matrices M 2 gl(m j n)
satisfying the conditions

At ¼ �A; DtG ¼ �GD; B ¼ CtG

where t denotes the usual transposition and the
matrix G is given by

G ¼ 0 In

�In 0

� �

The strange superalgebra P(n) is defined as the
superalgebra of matrices M 2 gl(n j n) satisfying the
conditions

At ¼ �D; Bt ¼ B; Ct ¼ �C; trðAÞ ¼ 0

The strange superalgebra eQ(n) is defined as the
superalgebra of matrices M 2 gl(n j n) satisfying the
conditions

A ¼ D; B ¼ C; trðBÞ ¼ 0

The superalgebra eQ(n) has a one-dimensional center
Z. The simple superalgebra Q(n) is given by
Q(n) = eQ(n)=Z.

Structure of the Classical Lie
Superalgebras

Let G=G0 � G1 be a classical Lie superalgebra. A
Cartan subalgebra H of G is defined as a Cartan
subalgebra of G0, that is, the maximal nilpotent
subalgebra of G0 coinciding with its own normal-
izer: H= {X 2 G0 j [X,H] � H}. It follows that the
Cartan subalgebras of a Lie superalgebra are
conjugate since the Cartan subalgebras of a Lie
algebra are conjugate and any inner automorphism
of the even part G0 can be extended to an inner
automorphism of G; hence, they all have the
same dimension. By definition, the dimension of
a Cartan subalgebra H is the rank of G : rankG=
dim H.

A classical Lie superalgebra G with Cartan
subalgebra H can be decomposed as G=

L
�2H� G�

(H� is the dual of H), where

G� ¼ fx 2 G j [h; x] ¼ �ðhÞx; h 2 Hg

The set � � H�

� ¼ f� 2 H�jG� 6¼ 0g

is by definition the root system of G. A root � is
called even (resp. odd) if G� \ G0 6¼ ; (resp.

Table 1 Z2-gradation of the classical Lie superalgebras

Superalgebra G G0 G1

A(m � 1, n � 1) Am�1 � An�1 � U(1) (m, n)� (m,n)

A(n � 1, n � 1) An�1 � An�1 (n, n)� (n, n)

C(n þ 1) Cn � U(1) (2n)� (2n)

B(m, n) Bm � Cn (2m þ 1, 2n)

D(m, n) Dm � Cn (2m, 2n)

F(4) A1 � B3 (2, 8)

G(3) A1 �G2 (2,7)

D(2, 1;�) A1 � A1 � A1 (2, 2, 2)

P(n) An ½2� � ½1n�1�
Q(n) An ad(An)

Table 2 Z-gradation of the classical basic Lie superalgebras

Superalgebra G G0 G1 � G�1 G2 � G�2

A(m � 1,n � 1) Am�1 � An�1 � U(1) (m, n)� (m, n)

A(n � 1, n � 1) An�1 � An�1 (n, n)� (n, n)

C(n þ 1) Cn � U(1) (2n)þ � (2n)�
B(m,n) Bm � An�1 � U(1) (2m þ 1, n)� (2m þ 1, n) [2]� [2n�1]

D(m,n) Dm � An�1 � U(1) (2m, n)� (2m, n) [2]� [2n�1]

F(4) B3 � U(1) 8þ � 8� 1þ � 1�
G(3) G2 � U(1) 7þ � 7� 1þ � 1�
D(2, 1;�) A1 � A1 � U(1) (2, 2)þ � (2, 2)� 1þ � 1�
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G� \ G1 6¼ ;). The set of even roots �0 is the root
system of the even part G0 of G. The set of odd root
�1 is the weight system of the representation of G0
in G1. One has � = �0 [�1. A root can be both
even and odd (however this only occurs in the case
of the superalgebra Q(n)). The vector space spanned
by all the possible roots is called the root space. It is
the dual H� of the Cartan subalgebra H as vector
space.

Except for A(1, 1), P(n), and Q(n), using a non-
degenerate invariant bilinear form B on the super-
algebra G, one can define a bilinear form (
 , 
)
on the root space H� by (�i,�j) = B(Hi, Hj), where
the Hi form a basis of H. The following properties
hold:

1. G(�= 0) =H except for Q(n).
2. dim G� = 1 when � 6¼ 0 except for A(1, 1), P(2),

P(3), and Q(n).
3. Except for A(1, 1), P(n), Q(n), one has

(a) [G�,G�] 6¼ 0 if and only if �, �,�þ � 2 �,
(b) (G�,G�) = 0 for �þ � 6¼ 0,
(c) if � 2 � (resp. �0, �1), then �� 2 � (resp.

�0, �1), and
(d) � 2 � ) 2� 2 � if and only if � 2 �1 and

(�,�) 6¼ 0.

In the rest of this section, we restrict to the case
of a basic Lie superalgebra G of rank r, with Cartan
subalgebra H and root system � = �0 [�1. Then G
admits a Borel decomposition G=Nþ �H�N�,
where N� are subalgebras such that [H,N�] � N�
with dim Nþ= dim N�. If G=H

L
� G� is the root

decomposition of G, a root � is called positive if
G� \ Nþ 6¼ ; and negative if G� \ N� 6¼ ;. A root is
called simple if it cannot be decomposed into a sum
of positive roots. The set of all simple roots is
called a simple root system of G and is denoted here
by �0. The set B=H�Nþ is called a Borel
subalgebra of G. Such a Borel subalgebra is solvable
but not maximal solvable. Indeed, adding to B a
negative simple isotropic root generator (i.e., a
generator associated to an odd root of zero length),
the obtained subalgebra is still solvable since the
superalgebra sl(1j1) is solvable. However, B con-
tains a maximal solvable subalgebra B0 of the even
part G0.

In general, for a basic Lie superalgebra G, there
are many inequivalent classes of conjugacy of Borel
subalgebras (while for the simple Lie algebras, all
Borel subalgebras are conjugate).

To each class of conjugacy of Borel subalgebras of
G is associated a simple root system �0. Hence,
contrary to the Lie algebra case, to a given basic
Lie superalgebra G will be associated in general

many inequivalent simple root systems, up to a
transformation of the Weyl group W(G) of G (the
Weyl group of a basic Lie superalgebra being
generated by the Weyl reflections with respect to
the even roots; under a transformation of W(G), a
simple root system will be transformed into an
equivalent one with the same Dynkin diagram). The
generalization of the Weyl group for a basic Lie
superalgebra G gives a method for constructing all
the simple root systems of G and hence all the
inequivalent Dynkin diagrams of G. For � 2 �1, one
defines

w�ð�Þ ¼ � � 2
ð�; �Þ
ð�; �Þ� if ð�; �Þ 6¼ 0

w�ð�Þ ¼ � þ � if ð�; �Þ ¼ 0; ð�; �Þ 6¼ 0

w�ð�Þ ¼ � if ð�; �Þ ¼ ð�; �Þ ¼ 0

w�ð�Þ ¼ ��

Note that the transformation associated to an odd
root � of zero length cannot be lifted to an
automorphism of the superalgebra since w� trans-
forms even roots into odd ones, and vice versa, and
the Z2-gradation would not be respected. A simple
root system �0 being given, from any root � 2 �0

such that (�,�) = 0, one constructs the simple root
system w�(�0), where w� is the generalized Weyl
reflection with respect to � and one repeats the
procedure on the obtained system until no new basis
arises.

In the set of all inequivalent simple root
systems of a basic Lie superalgebra, there is one
simple root system that plays a particular role,
the distinguished simple root system, for which
the number of odd roots is equal to one,
constructed as follows. Consider the distinguished
Z-gradation of G,G= �i2Z Gi. The even simple
roots are given by the simple root system of the
Lie subalgebra G0 and the odd simple root is the
lowest weight of the representation G1 of G0. See
Table 3 for the root systems and Table 4 for the
distinguished simple root systems of the basic Lie
superalgebras.

Let �0 = (�1, . . . ,�r) be a simple root system
of G, such that (�i,�j) 2 Z and jmin (�i,�j)j= 1 if
(�i,�j) 6¼ 0. Then one defines the symmetric Cartan
matrix a with integer entries as aij = (�i,�j). One
associates to �0 a Dynkin diagram according to the
following rules:

1. One associates to each simple even root a white
dot, to each simple odd root of nonzero length
(aii 6¼ 0) a black dot, and to each simple odd root
of zero length (aii = 0) a gray dot.
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2. The ith and jth dots are joined by �ij lines where

�ij ¼
2jaijj

minðjaiij; jajjjÞ
if aii:ajj 6¼ 0

�ij ¼
2jaijj

minðjaiij; 2Þ
if aii 6¼ 0 and ajj ¼ 0

�ij ¼ jaijj if aii ¼ ajj ¼ 0

3. We add an arrow on the lines connecting the ith
and jth dots when �ij > 1, pointing from i to j if
aii.ajj 6¼ 0 and jaiij > jajjj or if aii = 0, ajj 6¼ 0,
jajjj < 2, and pointing from j to i if aii = 0,
ajj 6¼ 0, jajjj > 2.

4. For D(2, 1;�), �ij = 1 if aij 6¼ 0 and �ij = 0 if
aij = 0. No arrow is put on the Dynkin diagram.

The distinguished Dynkin diagrams of the basic Lie
superalgebras are listed in Table 5.

Representation Theory of Basic Lie
Superalgebras

We restrict in the following to the basic Lie
superalgebras. We assume that G 6¼ psl(n, n) but the
following results still hold for sl(n j n). Let G=Nþ �
H�N� be a Borel decomposition of G where Nþ
(resp. N�) is spanned by the positive (resp. negative)
root generators of G,H is a Cartan subalgebra, and
H� is the dual of H. A representation � :G!EndV
with representation space V is called a highest-

weight representation with highest weight � 2 H� if
there exists a nonzero vector v� 2 V such that

Nþv� ¼ 0

hðv�Þ ¼ �ðhÞv�ðh 2 HÞ

The G-module V is called a highest-weight module,
denoted by V(�), and the vector v� 2 V a highest-
weight vector. From now on, H is the distinguished
Cartan subalgebra of G with basis of generators
(H1, . . . , Hr) where r = rankG and Hs denotes the
Cartan generator associated to the odd simple root.
The Kac–Dynkin labels are defined by

ai ¼ 2
ð�; �iÞ
ð�i; �iÞ

for i 6¼ s and as ¼ ð�; �sÞ

A weight � 2 H� is called a dominant weight if ai 	 0
for all i 6¼ s, integral if ai 2 Z for all i 6¼ s, and integral
dominant if ai 2 Z	0 for all i 6¼ s. A necessary
condition for the highest-weight representation of G
with highest weight � to be finite dimensional is that �
be an integral dominant weight.

One then defines the Kac module. Consider
G= �i2Z Gi the distinguished Z-gradation of G and
let K=G0 �Nþ, where Nþ= �i>0 Gi, be a sub-
algebra of G. Denote by U(G) and U(K) the
corresponding universal enveloping superalgebras.
Let � 2 H� be an integral dominant weight and
V0(�) be the G0-module with highest weight �,
which is extended to a K-module by setting

Table 3 Root systems �0, �1 of the basic Lie superalgebras

Superalgebra G �0 �1

A(m � 1, n � 1) "i � "j , �k � �l �("i � �k )

B(m,n) �"i � "j , �"i , ��k � �l , �2�k �"i � �k , ��k

B(0, n) ��k � �l , �2�k ��k

C(n þ 1) ��k � �l , �2�k �"� �k

D(m,n) �"i � "j , ��k � �l , �2�k �"i � �k

F(4) ��, �"i � "j , �"i
1
2 (�"1 � "2 � "3 � �)

G(3) �2�, �"i , "i � "j ��, �"i � �
D(2, 1;�) �2"i �"1 � "2 � "3

1 � i , j � m, 1 � k , l � n for A(m � 1, n � 1), B(m, n), C(n þ 1), D(m, n). 1 � i , j � 3 for F (4), G(3), D(2, 1;�), with "1 þ "2 þ "3 = 0 in

the case of G(3). For A(n � 1, n � 1), one has to add the condition "1 þ 
 
 
 þ "n = �1 þ 
 
 
 þ �n .

Table 4 Distinguished simple root systems of the basic Lie superalgebras

Superalgebra G Distinguished simple root system �0

A(m � 1, n � 1) �1 � �2, . . . , �n�1 � �n , �n � "1,"1 � "2, . . . , "m�1 � "m

B(m, n) �1 � �2, . . . , �n�1 � �n , �n � "1, "1 � "2, . . . , "m�1 � "m , "m

B(0, n) �1 � �2, . . . , �n�1 � �n , �n

C(n) "� �1, �1 � �2, . . . , �n�1 � �n , 2�n

D(m, n) �1 � �2, . . . , �n�1 � �n , �n � "1, "1 � "2, . . . , "m�1 � "m , "m�1 þ "m

F(4) 1
2 (� � "1 � "2 � "3), "3, "2 � "3, "1 � "2

G(3) � þ "3, "1, "2 � "1

D(2, 1;�) "1 � "2 � "3, 2"2, 2"3
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NþV0(�) = 0. From this K-module, it is possible to
construct a G-module in the following way. One
considers the factor space U(G)�U(K) V0(�) consist-
ing of elements of U(G)� V0(�) such that the
elements h� v and 1� h(v) have been identified
for h 2 K and v 2 V0(�). This space acquires the
structure of a G-module by setting g(u� v) = gu� v
for u 2 U(G), g 2 G, and v 2 V0(�). This G-module is
called the induced module from the K-module V0(�)
and denoted by IndGKV0(�). For example, in the case
of type I basic Lie superalgebras, if {f1, . . . , fd}
denotes a basis of odd generators of G=K, then

IndGKV0ð�Þ ¼
M

1�i1<


<ik�d

fi1 . . . fikV0ð�Þ

The Kac module V(�) is defined as follows:

1. For a superalgebra G of type I (the odd part is the
direct sum of two irreducible representations of the
even part), the Kac module is the induced module

Vð�Þ ¼ IndGK V0ð�Þ

2. For a superalgebra G of type II (the odd part is an
irreducible representation of the even part), the

induced module IndGK V0(�) contains a submodule
M(�) =U(G)Gbþ1

� V0(�), where  is the longest
simple root of G0 which is hidden behind the odd
simple root – that is, the longest simple root of
sp(2n) in the case of osp(m j 2n) and the simple
root of sl(2) in the case of F(4), G(3), and
D(2, 1;�) – and b = 2(�, )=( , ) is the compo-
nent of � with respect to  . The Kac module is
defined as the quotient of the induced module
IndGK V0(�) by the submodule M(�):

Vð�Þ ¼ IndGK V0ð�Þ=UðGÞGbþ1
� V0ð�Þ

In the case where the Kac module is not simple, it
contains a maximal submodule I (�) and the
quotient module V(�) =V(�)=I (�) is a simple
module.

The fundamental result concerning the representa-
tions of basic Lie superalgebras is the following:

1. Any finite dimensional irreducible representation
of G is of the form V(�) =V(�)=I (�), where � is
an integral dominant weight.

2. Any finite-dimensional simple G-module is
uniquely characterized by its integral dominant
weight �: two G-modules V(�) and V(�0) are
isomorphic if and only if � = �0.

3. The finite-dimensional simple G-module V(�) =
V(�)=I (�) has the weight decomposition

Vð�Þ ¼
M
���

V�

with

V� ¼ fv 2 VjhðvÞ ¼ �ðhÞv; h 2 Hg

The presence of odd roots will have another
important consequence in the representation theory
of superalgebras. Indeed, one might find that in certain
representations, weight vectors, different from the
highest one specifying the representation, are annihi-
lated by all the generators corresponding to positive
roots. Such vector have, of course, to be decoupled
from the representation. Representations of this kind
are called atypical, while the other irreducible repre-
sentations not suffering this pathology are called
typical. For a basic Lie superalgebra G with root
system �, one defines �0 = {� 2 �0j�=2 =2�1} and
�1 = {� 2 �1j2� =2�0}. Let 	0 be the half-sum of the
roots of �þ

0
, 	1 the half-sum of the roots of �þ

1
, and

	= 	0 � 	1. The representation � with highest
weight � is called typical if

ð�þ 	; �Þ 6¼ 0 for all � 2 �
þ
1

The highest weight � is then called typical. If
there exists some � 2 �

þ
1 such that (�þ 	,�) = 0,

Table 5 Distinguished Dynkin diagrams of the basic Lie

superalgebras

Superalgebra G Distinguished Dynkin diagram

A(m � 1, n � 1)

B(m, n)

B(0, n)

C(n þ 1)

D(m, n)

F(4)

G(3)

D(2, 1;�)
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the representation � and the highest weight � are
called atypical. The number of distinct elements � 2
�
þ
1 for which � is atypical is the degree of

atypicality of the representation �. If there exists
one and only one � 2 �

þ
1 such that (�þ 	,�) = 0,

the representation � and the highest weight � are
called singly atypical.

The Kac module V(�) is a simple G-module if and
only if the highest weight � is typical. All the finite-
dimensional representations of B(0, n) are typical. All
the finite-dimensional representations of C(nþ 1) are
either typical or singly atypical.

The dimension of a typical finite-dimensional
representation V of G is given by

dim Vð�Þ ¼ 2
dim �þ

1

Y
�2�þ

0

ð�þ 	; �Þ
ð	0; �Þ

where dim V0(�) = dim V1(�) if G 6¼ B(0, n), and if
G= B(0, n),

dim V0ð�Þ � dim V1ð�Þ ¼
Y
�2�

þ
0

ð�þ 	; �Þ
ð	0; �Þ

The atypicality conditions are the following:

� For A(m, n) with � = (a1, . . . , amþn�1)

a1 an – 1 an an + 1 am + n – 1

Xn�1

k¼i

ak �
Xj

k¼nþ1

ak þ an ¼ iþ j� 2n

where 1 � i � n � j � mþ n� 1.
� B(m, n) with � = (a1, . . . , amþn)(m 6¼ 0)

a1 an – 1 an an + 1 am + n – 1 am + n 

Xn

q¼i

aq �
Xj

q¼nþ1

aq ¼ iþ j� 2n

Xn

q¼i

aq �
Xj

q¼nþ1

aq � 2
Xmþn�1

q¼jþ1

aq � amþn

¼ 2mþ i� j� 1 ¼ 0

where 1 � i � n � j � mþ n� 1.

� C(nþ 1) with � = (a1, . . . , anþ1)

a1 a2 an an + 1

a1 �
Xi

q¼2

aq � iþ 1 ¼ 0

a1 �
Xi

q¼2

aq � 2
Xnþ1

q¼iþ1

aq � 2nþ i� 1 ¼ 0

where 1 � i � n.
� D(m j n) with � = (a1, . . . , amþn)

a1 an – 1 an an + 1 am + n – 2 an + m – 1

an + mXn

q¼i

aq �
Xj

q¼nþ1

aq ¼ iþ j� 2n

where 1 � i � n � j � mþ n� 1

Xn

q¼i

aq �
Xmþn�2

q¼nþ1

aq � amþn ¼ m� nþ i� 1

where 1 � i � n

Xn

q¼i

aq �
Xj

q¼nþ1

aq � 2
Xmþn�2

q¼jþ1

aq

¼ amþn�1 þ amþn þ 2mþ i� j� 2

where 1 � i � n � j � mþ n� 2

See also: Lie Groups: General Theory; Lie, Symplectic,
and Poisson Groupoids and Their Lie Algebroids.
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Introduction

Groupoids are mathematical structures able to describe
symmetry properties more general than those described
by groups. They were introduced (and named) by
H Brandt in 1926. Around 1950, Charles Ehresmann
used groupoids with additional structures (topological
and differentiable) as essential tools in topology and
differential geometry. In recent years, Mickael Karasev,
Alan Weinstein, and Stanisław Zakrzewski indepen-
dently discovered that symplectic groupoids can be used
for the construction of noncommutative deformations
of the algebra of smooth functions on a manifold, with
potential applications to quantization. Poisson group-
oids were introduced by Alan Weinstein as general-
izations of both Poisson Lie groups and symplectic
groupoids.

We present here the main definitions and first
properties relative to groupoids, Lie groupoids, Lie
algebroids, symplectic and Poisson groupoids and
their Lie algebroids.

Groupoids

What is a Groupoid?

Before stating the formal definition of a groupoid, let us
explain, in an informal way, why it is a very natural
concept. The easiest way to understand that concept is
to think of two sets, � and �0. The first one, �, is called
the ‘‘set of arrows’’ or ‘‘total space’’ of the groupoid,
and the other one, �0, the ‘‘set of objects’’ or ‘‘set of
units’’ of the groupoid. One may consider an element
x 2 � as an arrow going from an object (a point in �0)
to another object (another point in �0). The word
‘‘arrow’’ is used here in a very general sense: it means a
way for going from a point in �0 to another in �0. One
should not consider an arrow as a line drawn in the set
�0 joining the starting point of the arrow to its
endpoint: this happens only for some special groupoids.
Rather, one should think of an arrow as living outside
�0, with only its starting point and its endpoint in �0, as
shown in Figure 1.

The following ingredients enter the definition of a
groupoid.

1. Two maps � : �! �0 and � : �! �0, called the
‘‘target map’’ and the ‘‘source map’’ of the

groupoid. If x 2 � is an arrow, �(x) 2 �0 is its
endpoint and �(x) 2 �0 its starting point.

2. A ‘‘composition law’’ on the set of arrows; we can
compose an arrow y with another arrow x, and get
an arrow m(x, y), by following first the arrow y,
then the arrow x. Of course, m(x, y) is defined if and
only if the target of y is equal to the source of x. The
source of m(x, y) is equal to the source of y, and its
target is equal to the target of x, as illustrated in
Figure 1. It is only by convention that we write
m(x, y) rather than m(y, x): the arrow which is
followed first is on the right, by analogy with the
usual notation f � g for the composition of two
maps g and f. When there is no risk of confusion, we
write x � y, or x . y, or even simply xy for m(x, y).
The composition of arrows is associative.

3. An ‘‘embedding’’ " of the set �0 into the set �, which
associates a unit arrow "(u) with each u 2 �0.
That unit arrow is such that both its source and its
target are u, and it plays the role of a unit when
composed with another arrow, either on the right or
on the left: for any arrow x, m("(�(x)), x) = x, and
m(x, "(�(x))) = x.

4. Finally, an ‘‘inverse map’’ � from the set of
arrows onto itself. If x 2 � is an arrow, one may
think of �(x) as the arrow x followed in the
reverse sense. We often write x�1 for �(x).

Now we are ready to state the formal definition of
a groupoid.

Definition 1 A groupoid is a pair of sets (�, �0)
equipped with the structure defined by the following
data:

(i) an injective map " : �0!�, called the unit
section of the groupoid;

(ii) two maps � : �!�0 and � : �!�0, called,
respectively, the target map and the source
map; they satisfy

� � " ¼ � � " ¼ id�0
½1�

(iii) a composition law m : �2!�, called the pro-
duct, defined on the subset �2 of ���, called
the set of composable elements,

�2 ¼ fðx; yÞ 2 �� �; �ðxÞ ¼ �ðyÞg ½2�

m(x,y)

x y

α (m(x,y)) = α(x) β(x) = α (y) β(y) = β(m(x,y))

Γ

Γ0

Figure 1 Two arrows x and y 2 �, with the target of y ,�(y) 2 �0,

equal to the source of x ,�(x ) 2 �0, and the composed arrow m(x , y ).
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which is associative, in the sense that whenever
one side of the equality

mðx;mðy; zÞÞ ¼ mðmðx; yÞ; zÞ ½3�

is defined, the other side is defined too, and the
equality holds; moreover, the composition law
m is such that for each x 2 �,

m " �ðxÞð Þ; xð Þ ¼ m x; " �ðxÞð Þð Þ ¼ x ½4�

(iv) a map � : �! �, called the inverse, such that, for
every x 2 �, (x, �(x)) 2 �2 and (�(x), x) 2 �2, and

mðx; �ðxÞÞ ¼ "ð�ðxÞÞ; mð�ðxÞ;xÞ ¼ "ð�ðxÞÞ ½5�

The sets � and �0 are called, respectively, the
total space and the set of units of the groupoid,
which is itself denoted by �

�
ƒ
�

�0.

Identification and Notations

In what follows, by means of the injective map ", we
will identify the set of units �0 with the subset "(�0)
of �. Therefore, " will be the canonical injection in �
of its subset �0.

For x and y 2 �, we will sometimes write x . y, or
even simply xy for m(x, y), and x�1 for �(x). In
addition, we will write ‘‘the groupoid �’’ for ‘‘the
groupoid �

�
ƒ
�

�0.’’

Properties and Comments

The above definitions have the following consequences.

Involutivity of the inverse map The inverse map �
is involutive:

� � � ¼ id� ½6�

We have indeed, for any x 2 �,

� � �ðxÞ ¼mð� � �ðxÞ; �ð� � �ðxÞÞÞ
¼mð� � �ðxÞ; �ðxÞÞ ¼ mð� � �ðxÞ;mð�ðxÞ; xÞÞ
¼mðmð� � �ðxÞ; �ðxÞÞ; xÞ ¼ mð�ðxÞ; xÞ ¼ x

Unicity of the inverse Let x and y 2 � be such that

mðx; yÞ ¼ �ðxÞ and mðy; xÞ ¼ �ðxÞ

Then we have

y ¼m y; �ðyÞð Þ ¼ m y; �ðxÞð Þ
¼m y;m x; �ðxÞð Þð Þ ¼ m mðy; xÞ; �ðxÞð Þ
¼m �ðxÞ; �ðxÞð Þ ¼ m � �ðxÞð Þ; �ðxÞð Þ ¼ �ðxÞ

Therefore for any x 2 �, the unique y 2 � such that
m(y, x) = �(x) and m(x, y) =�(x) is �(x).

The fibers of � and � and the isotropy groups The
target map � (resp. the source map �) of a groupoid
�

�
ƒ
�

�0 determines an equivalence relation on �:
two elements x and y 2 � are said to be �-equivalent
(resp. �-equivalent) if �(x) =�(y) (resp. if
�(x) = �(y)). The corresponding equivalence classes
are called the �-fibers (resp. the �-fibers) of the
groupoid. They are of the form ��1(u) (resp. ��1(u)),
with u 2 �0.

For each unit u 2 �0, the subset

�u ¼ ��1ðuÞ \ ��1ðuÞ
¼ fx 2 �; �ðxÞ ¼ �ðxÞ ¼ ug ½7�

is called the ‘‘isotropy group’’ of u. It is indeed a
group, with the restrictions of m and � as composi-
tion law and inverse map.

A way to visualize groupoids We have seen
(Figure 1) a way in which groupoids may be
visualized, by using arrows for elements in � and
points for elements in �0. There is another very
useful way to visualize groupoids, shown in
Figure 2.

The total space � of the groupoid is represented as
a plane, and the set �0 of units as a straight line in that
plane. The �-fibers (resp. the �-fibers) are represented
as parallel straight lines, transverse to �0.

Examples of Groupoids

The groupoid of pairs Let E be a set. The ‘‘group-
oid of pairs’’ of elements in E has, as its total
space, the product space E� E. The diagonal
�E = {(x, x); x 2 E} is its set of units, and the target
and source maps are

� : ðx; yÞ 7! ðx; xÞ; � : ðx; yÞ 7! ðy; yÞ

Its composition law m and inverse map � are

mððx; yÞ; ðy; zÞÞ ¼ ðx; zÞ
�ððx; yÞÞ ¼ ðx; yÞ�1 ¼ ðy; xÞ

Groups A group G is a groupoid with set of units
{e}, with only one element e, the unit element of the

m(x,y)

α(x) β(y)β(x) = α(y)

x
y

Γ0

ι(x)
ι(y)

ι(m(x,y))

α-f
ibe

r β-fiber

Figure 2 A way to visualize groupoids.

Lie, Symplectic, and Poisson Groupoids and Their Lie Algebroids 313



group. The target and source maps are both equal to
the constant map x 7! e.

Definition 2 A topological groupoid is a groupoid
�

�
ƒ
�

�0 for which � is a (maybe non-Hausdorff)
topological space, �0 a Hausdorff topological subspace
of �,� and � surjective continuous maps, m : �2 ! � a
continuous map, and � : �! � a homeomorphism.

A Lie groupoid is a groupoid �
�

ƒ
�

�0 for which
� is a smooth (maybe non-Hausdorff) manifold, �0 a
smooth Hausdorff submanifold of �, � and � smooth
surjective submersions (which implies that �2 is a
smooth submanifold of �� �), m : �2 ! � a smooth
map, and � : �! � a smooth diffeomorphism.

Properties of Lie Groupoids

Dimensions Let �
�

ƒ
�

�0 be a Lie groupoid. Since �
and � are submersions, for any x 2 �, the �-fiber
��1(�(x)) and the �-fiber ��1(�(x)) are submanifolds
of �, both of dimension dim �� dim �0. The inverse
map �, restricted to the �-fiber through x (resp. the
�-fiber through x), is a diffeomorphism of that fiber
onto the �-fiber through �(x) (resp. the �-fiber
through �(x)). The dimension of the submanifold
�2 of composable pairs in �� � is 2 dim �� dim �0.

The tangent bundle of a Lie groupoid Let �
�

ƒ
�

�0 be
a Lie groupoid. Its tangent bundle T� is a Lie
groupoid, with T�0 as set of units, T� : T�!T�0

and T� : T�! T�0 as target and source maps. Let us
denote by �2 the set of composable pairs in �� �, by
m : �2 ! � the composition law, and by � : �! � the
inverse. Then the set of composable pairs in T�� T�
is simply T�2, the composition law on T� is
Tm : T�2 ! T�, and the inverse is T� : T�! T�.

When the groupoid � is a Lie group G, the Lie
groupoid TG is a Lie group too. We will see that
the cotangent bundle of a Lie groupoid is a Lie
groupoid, and more precisely a symplectic groupoid.

Isotropy groups For each unit u 2 �0 of a Lie
groupoid, the isotropy group �u (defined earlier) is a
Lie group.

Examples of Topological and Lie Groupoids

Topological groups and Lie groups A topological
group (resp. a Lie group) is a topological groupoid
(resp. a Lie groupoid) whose set of units has only
one element e.

Vector bundles A smooth vector bundle � : E!M
on a smooth manifold M is a Lie groupoid, with the
base M as set of units (identified with the image of
the zero section); the source and target maps both
coincide with the projection �; the product and the

inverse maps are the addition (x, y) 7! xþ y and the
opposite map x 7! �x in the fibers.

The fundamental groupoid of a topological space Let
M be a topological space. A ‘‘path’’ in M is a
continuous map � : [0, 1]!M. We denote by [�] the
homotopy class of a path � and by �(M) the set of
homotopy classes of paths in M (with fixed end-
points). For [�] 2 �(M), we set �([�]) = �(1),
�([�]) = �(0), where � is any representative of the
class [�]. The concatenation of paths determines a
well-defined composition law on �(M), for which
�(M)

�
ƒ
�

M is a topological groupoid, called the
‘‘fundamental groupoid’’ of M. The inverse map is
[�] 7! [��1], where � is any representative of [�] and
��1 is the path t 7! �(1� t). The set of units is M, if
we identify a point in M with the homotopy class of
the constant path equal to that point.

When M is a smooth manifold, the same
construction can be made with piecewise smooth
paths, and the fundamental groupoid �(M)

�
ƒ
�

M is a
Lie groupoid.

Symplectic and Poisson Groupoids

Symplectic and Poisson Geometry

Let us recall some definitions and results in
symplectic and Poisson geometry, used in the next
sections.

Symplectic manifolds A ‘‘symplectic form’’ on a
smooth manifold M is a differential 2-form !, which
is closed, that is, which satisfies

d! ¼ 0 ½8�

and nondegenerate, that is, such that for each point
x 2M and each nonzero vector v 2 TxM, there
exists a vector w 2 TxM such that !(v, w) 6¼ 0.
Equipped with the symplectic form !, a smooth
manifold M is called a ‘‘symplectic manifold’’ and
denoted by (M,!).

The dimension of a symplectic manifold is always
even.

The Liouville form on a cotangent bundle Let N
be a smooth manifold, and T�N be its cotangent
bundle. The Liouville form on T�N is the 1-form �
such that, for any � 2 T�N and v 2 T�(T

�N),

�ðvÞ ¼ �;T�NðvÞh i ½9�

where �N : T�N ! N is the canonical projection.
The 2-form != d� is symplectic, and is called the

‘‘canonical symplectic form’’ on the cotangent
bundle T�N.
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Poisson manifolds A Poisson manifold is a smooth
manifold P equipped with a bivector field (i.e., a
smooth section of ^2 TP) � which satisfies

½�;�� ¼ 0 ½10�

the bracket on the left-hand side being the Schouten
bracket. The bivector field � will be called the
Poisson structure on P. It allows us to define a
composition law on the space C1(P, R) of smooth
functions on P, called the Poisson bracket and
denoted by (f , g) 7! {f , g}, by setting, for all f and
g 2 C1(P, R) and x 2 P,

ff ; ggðxÞ ¼ � df ðxÞ; dgðxÞð Þ ½11�

That composition law is skew-symmetric and satis-
fies the Jacobi identity, therefore turns C1(P, R) into
a Lie algebra.

Hamiltonian vector fields Let (P, �) be a Poisson
manifold. We denote by �] : T�P! TP the vector
bundle map defined by

�;�]ð	Þ
� �

¼ �ð	; �Þ ½12�

where 	 and � are two elements in the same fiber of
T�P. Let f : P! R be a smooth function on P. The
vector field Xf = �](df ) is called the Hamiltonian
vector field associated to f. If g : P! R is another
smooth function on P, the Poisson bracket {f , g} can
be written as

ff ; gg ¼ dg;�]ðdf Þ
� �

¼ � df ;�]ðdgÞ
� �

½13�

The canonical Poisson structure on a symplectic
manifold Every symplectic manifold (M,!) has a
Poisson structure, associated to its symplectic
structure, for which the vector bundle map
�] : T�M!M is the inverse of the vector bundle
isomorphism v 7! �i(v)!. We will always consider
that a symplectic manifold is equipped with that
Poisson structure, unless otherwise specified.

The KKS Poisson structure Let G be a finite-
dimensional Lie algebra. Its dual space G� has a
natural Poisson structure, for which the bracket of
two smooth functions f and g is

ff ; ggð
Þ ¼ 
; df ð
Þ; dgð
Þ½ �h i ½14�

with 
 2 G�, the differentials df (
) and dg(
) being
considered as elements in G, identified with its
bidual G��. It is called the Kirillov, Kostant, and
Souriau (KKS) Poisson structure on G�.

Poisson maps Let (P1, �1) and (P2, �2) be two
Poisson manifolds. A smooth map ’ : P1 ! P2 is
called a Poisson map if, for every pair (f , g) of
smooth functions on P2,

f’�f ; ’�gg1 ¼ ’�ff ; gg2 ½15�

Product Poisson structures The product P1 � P2

of two Poisson manifolds (P1, �1) and (P2, �2) has
a natural Poisson structure: it is the unique
Poisson structure for which the bracket of
functions of the form (x1, x2) 7! f1(x1)f2(x2) and
(x1, x2) 7! g1(x1)g2(x2) (where f1 and g1 2 C1

(P1, R), f2 and g2 2 C1(P2, R)) is

ðx1; x2Þ 7! ff1; g1g1ðx1Þff2; g2g2ðx2Þ

The same property holds for the product of any
finite number of Poisson manifolds.

Symplectic orthogonality Let (V,!) be a symplectic
vector space, that means a real, finite-dimensional
vector space V with a skew-symmetric nondegenerate
bilinear form !. Let W be a vector subspace of V.
The ‘‘symplectic orthogonal’’ of W is

orth W ¼ v 2 V;!ðv;wÞ ¼ 0 for all w 2Wf g ½16�

It is a vector subspace of V, which satisfies

dim WþdimðorthWÞ ¼ dim V; orthðorthWÞ ¼W

The vector subspace W is said to be isotropic if
W � orthW, coisotropic if orthW �W, and
Lagrangian if W =orthW. In any symplectic vector
space, there are many Lagrangian subspaces; there-
fore, the dimension of a symplectic vector space is
always even; if dim V =2n, the dimension of an
isotropic (resp. coisotropic, resp. Lagrangian) vector
subspace is � n (resp. 	 n, resp. =n).

Coisotropic and Lagrangian submanifolds A sub-
manifold N of a Poisson manifold (P, �) is said to be
coisotropic if the bracket of two smooth functions,
defined on an open subset of P and which vanish on
N, vanishes on N too. A submanifold N of a
symplectic manifold (M,!) is coisotropic if and only
if for each point x 2 N, the vector subspace TxN of
the symplectic vector space (TxM,!(x)) is coisotro-
pic. Therefore, the dimension of a coisotropic
submanifold in a 2n-dimensional symplectic mani-
fold is 	 n; when it is equal to n, the submanifold N
is said to be Lagrangian.

Poisson quotients Let ’ : M! P be a surjective
submersion of a symplectic manifold (M,!) onto a
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manifold P. The manifold P has a Poisson structure
� for which ’ is a Poisson map if and only if
orth( ker T’) is integrable. When that condition is
satisfied, that Poisson structure on P is unique.

Poisson Lie groups A Poisson Lie group is a Lie
group G with a Poisson structure �, such that the
product (x, y) 7! xy is a Poisson map from G�G,
endowed with the product Poisson structure, into
(G, �). The Poisson structure of a Poisson Lie group
(G, �) always vanishes at the unit element e of G.
Therefore, the Poisson structure of a Poisson Lie
group never comes from a symplectic structure on
that group.

Definition 3 A symplectic groupoid (resp. a Pois-
son groupoid) is a Lie groupoid �

�
ƒ
�

�0 with a
symplectic form ! on � (resp. with a Poisson
structure � on �) such that the graph of the
composition law m

ðx; y; zÞ 2 �� �� �; ðx; yÞ 2 �2 and z ¼ mðx; yÞf g
is a Lagrangian submanifold (resp. a coisotropic
submanifold) of �� �� �� with the product
symplectic form (resp. the product Poisson structure),
the first two factors � being endowed with the
symplectic form ! (resp. with the Poisson structure �),
and the third factor �� being � with the symplectic form
�! (resp. with the Poisson structure ��).

The next theorem states important properties of
symplectic and Poisson groupoids.

Theorem 4 Let �
�

ƒ
�

�0 be a symplectic groupoid
with symplectic 2-form ! (resp. a Poisson groupoid
with Poisson structure �). We have the following
properties.

(i) For a symplectic groupoid, given any point
c 2 �, each one of the two vector subspaces of
the symplectic vector space (Tc�,!(c)),

Tcð��1ð�ðcÞÞÞ and Tcð��1ð�ðcÞÞÞ

is the symplectic orthogonal of the other one.
For a symplectic or Poisson groupoid, if f is
a smooth function whose restriction to each
�-fiber is constant, and g a smooth function
whose restriction to each �-fiber is constant,
then the Poisson bracket {f , g} vanishes
identically.

(ii) The submanifold of units �0 is a Lagrangian
submanifold of the symplectic manifold (�,!)
(resp. a coisotropic submanifold of the Poisson
manifold (�, �)).

(iii) The inverse map � : �! � is an antisymplecto-
morphism of (�,!), that is, it satisfies ��!=�!

(resp. an anti-Poisson diffeomorphism of (�, �),
i.e., it satisfies ��� =��).

Corollary 5 Let �
�

ƒ
�

�0 be a symplectic groupoid
with symplectic 2-form ! (resp. a Poisson group-
oid with Poisson structure �). There exists on �0 a
unique Poisson structure �0 for which � : �! �0

is a Poisson map, and � : �! �0 an anti-Poisson
map (i.e., � is a Poisson map when �0 is equipped
with the Poisson structure ��0).

Examples of Symplectic and Poisson Groupoids

The cotangent bundle of a Lie groupoid Let �
�

ƒ
�

�0

be a Lie groupoid.
We have seen above that its tangent bundle T�

has a Lie groupoid structure, determined by that of
�. Similarly (but much less obviously), the cotan-
gent bundle T�� has a Lie groupoid structure
determined by that of �. The set of units is the
conormal bundle to the submanifold �0 of �,
denoted by N��0. We recall that N��0 is the vector
sub-bundle of T��0

� (the restriction to �0 of the
cotangent bundle T��), whose fiber N�p�0 at a
point p 2 �0 is

N�p�0 ¼ � 2 T�p�; �; vh i ¼ 0 for all v 2 Tp�0

n o

To define the target and source maps of the
Lie algebroid T��, we introduce the notion of
‘‘bisection’’ through a point x 2 �. A bisection
through x is a submanifold A of �, with x 2 A,
transverse both to the �-fibers and to the �-fibers,
such that the maps � and �, when restricted to A,
are diffeomorphisms of A onto open subsets �(A)
and �(A) of �0, respectively. For any point x 2M,
there exist bisections through x. A bisection A
allows us to define two smooth diffeomorphisms
between open subsets of �, denoted by LA and RA

and called the left and right translations by A,
respectively. They are defined by

LA : ��1 �ðAÞð Þ ! ��1 �ðAÞð Þ

LAðyÞ ¼ m �j�1
A � �ðyÞ; y

� �

and

RA : ��1 �ðAÞð Þ ! ��1 �ðAÞð Þ

RAðyÞ ¼ m y; �j�1
A � �ðyÞ

� �

The definitions of the target and source maps for
T�� rest on the following properties. Let x be a
point in � and A be a bisection through x. The two
vector subspaces, T�(x)�0 and ker T�(x)�, are com-
plementary in T�(x)�. For any v 2 T�(x)�, v� T�(v)
is in ker T�(x)�. Moreover, RA maps the fiber
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��1(�(x)) into the fiber ��1(�(x)), and its restriction
to that fiber does not depend on the choice of A; it
depends only on x. Therefore, TRA(v� T�(v)) is in
ker Tx� and does not depend on the choice of A. We
can define the map b� by setting, for any 
 2 T�x� and
any v 2 T�(x)�,

b�ð
Þ; vh i ¼ 
;TRA v� T�ðvÞð Þh i

Similarly, we define b� by setting, for any 
 2 T�x�
and any w 2 T�(x)�,

b�ð
Þ;wD E
¼ 
;TLA w� T�ðwÞð Þh i

We see that b� and b� are unambiguously defined,
smooth, and take their values in the submanifold
N��0 of T��. They satisfy

�� � b� ¼ � � ��; �� � b� ¼ � � ��

where �� : T��! � is the cotangent bundle
projection.

Let us now define the composition law bm on T��.
Let 
 2 T�x� and � 2 T�y� be such that b�(
) = b�(�).
This implies �(x) =�(y). Let A be a bisection
through x and B a bisection through y. There exist
a unique 
h� 2 T��(x)�0 and a unique �h� 2 T��(y)�0

such that


 ¼ L�1
A

� �� b�ð
Þ� �
þ ��x
h�

� ¼ ðR�1
B Þ
� b�ð
Þð Þ þ ��y�h�

Then bm(
, �) is given by

bmð
; �Þ ¼ ��xy
h� þ ��xy�h� þ ðR�1
B Þ
� L�1

A

� �� b�ðxÞ� �

We observe that in the last term of the above expression
we can replace b�(
) by b�(�), since these two expressions
are equal, and that (R�1

B )�(L�1
A )�= (L�1

A )�(R�1
B )�, since

RB and LA commute.
Finally, the inverse b� in T�� is ��.
With its canonical symplectic form, T��

�̂
ƒ

�̂
N��0 is

a symplectic groupoid. When the Lie groupoid � is a
Lie group G, the Lie groupoid T�G is not a Lie
group, contrary to what happens for TG. This shows
that the introduction of Lie groupoids is not at all
artificial: when dealing with Lie groups, Lie group-
oids are already with us! The set of units of the
Lie groupoid T�G can be identified with G� (the
dual of the Lie algebra G of G), identified itself with
T�e G (the cotangent space to G at the unit element e).
The target map b� : T�G! T�e G (resp. the source
map b� : T�G! T�e G) associates to each g 2 G
and 
 2 T�gG, the value at the unit element e of the
right-invariant 1-form (resp. the left-invariant
1-form) whose value at x is 
.

Poisson Lie groups as Poisson groupoids Poisson
groupoids were introduced by Alan Weinstein as a
generalization of both symplectic groupoids and Poisson
Lie groups. Indeed, a Poisson Lie group is a Poisson
groupoid with a set of units reduced to a single element.

Lie Algebroids

The notion of a Lie algebroid, due to Jean Pradines, is
related to that of a Lie groupoid in the same way as the
notion of a Lie algebra is related to that of a Lie group.

Definition 6 A Lie algebroid over a smooth
manifold M is a smooth vector bundle � : A!M
with base M, equipped with

(i) a composition law (s1, s2) 7! {s1, s2} on the space
�1(�) of smooth sections of �, called the bracket,
for which that space is a Lie algebra; and

(ii) a vector bundle map � : A! TM, over the identity
map of M, called the anchor map, such that, for all
s1 and s2 2 �1(�) and all f 2 C1(M, R),

fs1; fs2g ¼ ffs1; s2g þ ð� � s1Þ 
 fð Þs2 ½17�

Examples

Lie algebras A finite-dimensional Lie algebra is a
Lie algebroid (with a base reduced to a point and the
zero map as anchor map).

Tangent bundles and their integrable sub-bundles A
tangent bundle �M : TM!M to a smooth manifold
M is a Lie algebroid, with the usual bracket of
vector fields on M as composition law, and the
identity map as anchor map. More generally, any
integrable vector sub-bundle F of a tangent bundle
�M : TM!M is a Lie algebroid, still with the
bracket of vector fields on M with values in F as
composition law and the canonical injection of F
into TM as anchor map.

The cotangent bundle of a Poisson manifold Let
(P, �) be a Poisson manifold. Its cotangent bundle
�P : T�P! P has a Lie algebroid structure, with
�] : T�P! TP as anchor map. The composition law
is the bracket of 1-forms. It will be denoted by
(�, 	) 7! [�, 	] (in order to avoid any confusion with
the Poisson bracket of functions). It is given by the
formula, in which � and 	 are 1-forms and X a
vector field on P:

½�; 	�;Xh i ¼ � �; d 	;Xh ið Þ þ� d �;Xh i; 	ð Þ
þ LðXÞ�ð Þð�; 	Þ ½18�

We have denoted by L(X)� the Lie derivative of
the Poisson structure � with respect to the vector
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field X. Another equivalent formula for that
composition law is

½	; �� ¼ Lð�]	Þ� � Lð�]�Þ	 � d �ð	; �Þð Þ ½19�

The bracket of 1-forms is related to the Poisson
bracket of functions by

½df ;dg� ¼ dff ;gg for all f and g 2 C1ðP;RÞ ½20�

Properties of Lie Algebroids

Let � : A be a Lie algebroid with anchor map
� : A! TM.

A Lie algebras homomorphism For any pair (s1, s2)
of smooth sections of �,

� � fs1; s2g ¼ ½� � s1; � � s2�

which means that the map s 7! � � s is a Lie algebra
homomorphism from the Lie algebra of smooth
sections of � into the Lie algebra of smooth vector
fields on M.

The generalized Schouten bracket The composi-
tion law (s1, s2) 7! {s1, s2} on the space of sections of
� extends into a composition law on the space of
sections of exterior powers of (A, �, M), which is
called the ‘‘generalized Schouten bracket.’’ Its
properties are the same as those of the usual
Schouten bracket. When the Lie algebroid is a
tangent bundle �M : TM!M, that composition law
reduces to the usual Schouten bracket. When the Lie
algebroid is the cotangent bundle �P : T�P! P to a
Poisson manifold (P, �), the generalized Schouten
bracket is the bracket of forms of all degrees on the
Poisson manifold P, introduced by J-L Koszul,
which extends the bracket of 1-forms used earlier.

The dual bundle of a Lie algebroid Let $ : A� !M
be the dual bundle of the Lie algebroid � : A!M.
There exists on the space of sections of its exterior
powers a graded endomorphism d�, of degree 1 (that
means that if � is a section of ^kA�, d�(�) is a section
of ^kþ1A�). That endomorphism satisfies

d� � d� ¼ 0

and its properties are essentially the same as those of
the exterior derivative of differential forms. When
the Lie algebroid is a tangent bundle �M : TM!
M, d� is the usual exterior derivative of differential
forms.

On the spaces of sections of the exterior powers of
a Lie algebroid and of its dual bundle we can
develop a differential calculus very similar to the
usual differential calculus of vector and multivector

fields and differential forms on a manifold. Opera-
tors such as the interior product, the exterior
derivative, and the Lie derivative can still be defined
and have properties similar to those of the corre-
sponding operators for vector and multivector fields
and differential forms on a manifold.

The total space A� of the dual bundle of a Lie
algebroid � : A!M has a natural Poisson structure:
a smooth section s of � can be considered as a
smooth real-valued function on A� whose restriction
to each fiber $�1(x)(x 2M) is linear; this property
allows us to extend the bracket of sections of �
(defined by the Lie algebroid structure) to obtain a
Poisson bracket of functions on A�. When the Lie
algebroid A is a finite-dimensional Lie algebra G, the
Poisson structure on its dual space G� is the KKS
Poisson structure discussed earlier.

The Lie Algebroid of a Lie Groupoid

Let �
�

ƒ
�

�0 be a Lie groupoid. Let A(�) be the
intersection of ker T� and T�0

� (the tangent bundle
T� restricted to the submanifold �0). We see that A(�)
is the total space of a vector bundle � : A(�)! �0,
with base �0, the canonical projection � being the map
which associates a point u 2 �0 to every vector in
ker Tu�. In this section, we define a composition law
on the set of smooth sections of that bundle, and a
vector bundle map � : A(�)! T�0, for which
� : A(�)! �0 is a Lie algebroid, called the Lie
algebroid of the Lie groupoid �

�
ƒ
�

�0.
We observe first that for any point u 2 �0 and any

point x 2 ��1(u), the map Lx : y 7!Lxy = m(x, y) is
defined on the �-fiber ��1(u), and maps that fiber
into the �-fiber ��1(�(x)). Therefore, TuLx maps the
vector space Au = ker Tu� onto the vector space
ker Tx�, tangent at x to the �-fiber ��1(�(x)). Any
vector w 2 Au can therefore be extended into the
vector field along ��1(u), x 7! bw(x) = TuLx(w). More
generally, let w : U! A(�) be a smooth section of
the vector bundle � : A(�)! �0, defined on an open
subset U of �0. By using the above-described
construction for every point u 2 U, we can extend
the section w into a smooth vector field bw, defined
on the open subset ��1(U) of �, by setting, for all
u 2 U and x 2 ��1(u):

bwðxÞ ¼ TuLxðwðuÞÞ

We have defined an injective map w 7! bw from the
space of smooth local sections of � : A(�)! �0, into
a subspace of the space of smooth vector fields
defined on open subsets of �. The image of that map
is the space of smooth vector fields bw, defined on
open subsets bU of � of the form bU = ��1(U), where
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U is an open subset of �0, which satisfy the two
properties:

1. T� � bw = 0,
2. for every x and y 2 bU such that �(x) =�(y),

TyLx(bw(y)) = bw(xy).

These vector fields are called ‘‘left-invariant vector
fields’’ on �.

The space of left-invariant vector fields on � is
closed under the bracket operation. We can therefore
define a composition law (w1, w2) 7! {w1, w2} on the
space of smooth sections of the bundle � : A(�)! �0

by defining {w1, w2} as the unique section such that

dfw1;w2g ¼ ½bw1; bw2�

Finally, we define the anchor map � as the map T�
restricted to A(�). With that composition law and
that anchor map, the vector bundle � : A(�)! �0 is
a Lie algebroid, called the Lie algebroid of the
Lie groupoid �

�
ƒ
�

�0.
We could exchange the roles of � and � and use

right-invariant vector fields instead of left-invariant
vector fields. The Lie algebroid obtained remains the
same, up to an isomorphism.

When the Lie groupoid �
�

ƒ
�

is a Lie group, its Lie
algebroid is simply its Lie algebra.

The Lie Algebroid of a Symplectic Groupoid

Let �
�

ƒ
�

�0 be a symplectic groupoid, with symplectic
form !. As we have seen above, its Lie algebroid
� : A! �0 is the vector bundle whose fiber, over
each point u 2 �0, is ker Tu�. We define a linear
map ![u : ker Tu�! T�u�0 by setting, for each w 2
ker Tu� and v 2 Tu�0,

![uðwÞ; v
D E

¼ !uðv;wÞ

Since Tu�0 is Lagrangian and ker Tu� complemen-
tary to Tu�0 in the symplectic vector space
(Tu�,!(u)), the map ![u is an isomorphism from
ker Tu� onto T�u�0. By using that isomorphism for
each u 2 �0, we obtain a vector bundle isomorphism
of the Lie algebroid � : A! �0 onto the cotangent
bundle ��0

: T��0 ! �0.
As seen in Corollary 5, the submanifold of units �0

has a unique Poisson structure � for which � : �! �0

is a Poisson map. Therefore, the cotangent bundle
��0

: T��0 ! �0 to the Poisson manifold (�0, �) has a
Lie algebroid structure, with the bracket of 1-forms as
composition law. That structure is the same as the
structure obtained as a direct image of the Lie
algebroid structure of � : A(�)! �0, by the above-
defined vector bundle isomorphism of � : A! �0

onto the cotangent bundle ��0
: T��0 ! �0. The Lie

algebroid of the symplectic groupoid �
�

ƒ
�

�0 can
therefore be identified with the Lie algebroid
��0

: T��0 ! �0, with its Lie algebroid structure of
cotangent bundle to the Poisson manifold (�0, �).

The Lie Algebroid of a Poisson Groupoid

The Lie algebroid � : A(�)! �0 of a Poisson group-
oid has an additional structure: its dual bundle
$ : A(�)� ! �0 also has a Lie algebroid structure,
compatible in a certain sense (indicated below) with
that of � : A(�)! �0.

The compatibility condition between the two Lie
algebroid structures on the two vector bundles in
duality � : A!M and $ : A� !M can be written as
follows:

d�½X;Y� ¼ LðXÞd�Y � LðYÞd�X ½21�

where X and Y are two sections of �, or, using the
generalized Schouten bracket of sections of exterior
powers of the Lie algebroid � : A!M,

d�½X;Y� ¼ ½d�X;Y� þ ½X; d�Y� ½22�

In these formulas d� is the generalized exterior
derivative, which acts on the space of sections of
exterior powers of the bundle � : A!M, considered
as the dual bundle of the Lie algebroid $ : A� !M.

These conditions are equivalent to the similar
conditions obtained by exchange of the roles of A
and A�.

When the Poisson groupoid �
�

ƒ
�

�0 is a symp-
lectic groupoid, we have seen that its Lie algebroid is
the cotangent bundle ��0

: T��0 ! �0 to the Poisson
manifold �0 (equipped with the Poisson structure for
which � is a Poisson map). The dual bundle is the
tangent bundle ��0

: T�0 ! �0, with its natural Lie
algebroid structure defined earlier.

When the Poisson groupoid is a Poisson Lie group
(G, �), its Lie algebroid is its Lie algebra G. Its dual
space G has a Lie algebra structure, compatible with
that of G in the above-defined sense, and the pair
(G,G�) is called a Lie bialgebra.

Conversely, if the Lie algebroid of a Lie groupoid
is a Lie bialgebroid (i.e., if there exists on the dual
vector bundle of that Lie algebroid a compatible
structure of Lie algebroid, in the above-defined
sense), that Lie groupoid has a Poisson structure
for which it is a Poisson groupoid.

Integration of Lie Algebroids

According to Lie’s third theorem, for any given
finite-dimensional Lie algebra, there exists a Lie
group whose Lie algebra is isomorphic to that
Lie algebra. The same property is not true for Lie
algebroids and Lie groupoids. The problem of
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finding necessary and sufficient conditions under
which a given Lie algebroid is isomorphic to the Lie
algebroid of a Lie groupoid remained open for more
than 30 years, although partial results were
obtained. A complete solution of that problem was
recently obtained by M Crainic and R L Fernandes.
Let us briefly sketch their results.

Let � : A!M be a Lie algebroid and � : A! TM its
anchor map. A smooth path a : I = [0, 1]! A is said to
be admissible if, for all t 2 I, � � a(t) = (d=dt)(� � a)(t).
When the Lie algebroid A is the Lie algebroid of a Lie
groupoid �, it can be shown that each admissible path
in A is, in a natural way, associated to a smooth path in
� starting from a unit and contained in an �-fiber.
When we do not know whether A is the Lie algebroid
of a Lie groupoid or not, the space of admissible paths
in A still can be used to define a topological groupoid
G(A) with connected and simply connected �-fibers,
called the Weinstein groupoid of A. When G(A) is a Lie
groupoid, its Lie algebroid is isomorphic to A, and
when A is the Lie algebroid of a Lie groupoid �,G(A) is
a Lie groupoid and is the unique (up to an isomorph-
ism) Lie groupoid with connected and simply con-
nected �-fibers with A as Lie algebroid; moreover, G(A)
is a covering groupoid of an open sub-groupoid of �.
Crainic and Fernandes have obtained computable
necessary and sufficient conditions under which the
topological groupoid G(A) is a Lie groupoid, that is,
necessary and sufficient conditions under which A is
the Lie algebroid of a Lie groupoid.

See also: Classical r-Matrices, Lie Bialgebras, and
Poisson Lie Groups; Lie Superalgebras and Their

Representations; Lie Groups: General Theory;
Nonequilibrium Statistical Mechanics (Stationary):
Overview; Poisson Reduction.
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Liquid crystals represent an important state of matter,
intermediate between regular solids with long-range
positional order of atoms or molecules (often accom-
panied by the orientational order, as in the case of
molecular crystals) and isotropic fluids with neither
positional nor orientational long-range order. The
basic feature of liquid crystals is orientational order of
building units, which might be individual molecules or
their aggregates, and complete or partial absence of the
long-range positional order. Molecular interactions
responsible for orientation order in liquid crystals are

relatively weak (most liquid crystals melt into the
isotropic phase at around 100–150 �C). As a result,
the structural organization of liquid crystals, most
importantly, the direction of molecular orientation,
is very sensitive to the external factors, such as
electromagnetic field and boundary conditions. This
sensitivity opened the doors for applications of
liquid crystals, including in information displays
and flat-panel TVs.

Liquid crystals, discovered more than 100 years
ago, represent nowadays one of the best studied
classes of soft matter, along with colloids, polymer
solutions and melts, gels and foams. There is
an extensive literature on physical phenomena in
liquid crystals, their chemical structure and material
parameters, display applications, etc.
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Thermotropic and Lyotropic Systems

Depending on the way the liquid crystalline state
(also known as ‘‘mesophase’’) is produced, one
distinguishes thermotropic and lyotropic liquid
crystals. Thermotropic liquid crystalline state can
exist in a certain temperature range for the materials
made of strongly anisometric molecules, either
elongated (calamitic molecules) or disk-like (discotic
molecules). Upon heating, many substances of this
type yield the following phase sequence: solid
crystal–liquid crystal–isotropic fluid.

Lyotropic liquid crystals form only in the presence of
a solvent, such as water or oil. Most commonly,
lyotropic mesophases are formed by solutions of
anisometric amphiphilic molecules (such as soaps,
phospholipids, and surfactants). Amphiphilic molecules
have two distinct parts: a (polar) hydrophilic head and a
(nonpolar) hydrophobic tail (generally, an aliphatic
chain). This feature gives rise to a special ‘‘self-
organization’’ of amphiphilic molecules in solvents.
Mesomorphic states also might be formed in the
solutions of certain polymers; polymers might also
form thermotropic (solvent-free) liquid crystals.

There are four basic types of liquid crystalline phases,
classified according to the dimensionality of the trans-
lational correlations of building units: nematic (no
translational correlations), smectic (1D correlations),
columnar (2D correlations), and various 3D-correlated
structures, such as cubic phases and blue phases.

‘‘Uniaxial nematic,’’ noted UN, is an optically
uniaxial fluid phase. The unit vector along the optic
axis is called the director n, n2 = 1; it indicates the
average orientation of the molecular axes (see
Figure 1). Even when the molecules are polar,
head-to-head overlapping and flip-flops establish
centrosymmetric arrangement in the nematic bulk.
Thus, n and �n are equivalent notations. It is

important to realize that n specifies only the
direction of orientation but not the degree of
orientational order. In biaxial nematics (BN), the
symmetry point group is one of a prism. A BN
phase is characterized by three directors, n, l, and
m = n� l, such that n � �n, l � �l, and m � �m.

When the building unit (molecule or aggregate) is
chiral, that is, not equal to its mirror image, UN
might show a helicoidal structure. It is then called a
cholesteric phase denoted Ch or N�. Note that UN,
BN, and N� phases are liquid phases (no long-range
correlations in molecular positions).

‘‘Smectics’’ are layered phases with a quasi-long-
range 1D translational order of centers of molecules
in a direction normal to the layers (see Figure 2).
This positional order is not exactly the long-range
order as in regular 3D crystals: as shown by Landau
and Peierls, the fluctuative displacements of layers in
1D lattice diverge logarithmically with the size of
the sample. However, for regular materials with
smectic period of the order of 1 nm, the effect is
noticeable only on scales of 1 mm and larger. In
smectic A (SmA), the molecules within the layers
show fluid-like arrangement, with no long-range
in-plane positional order; it is a uniaxial medium
with the optic axis n perpendicular to the layers (see
Figure 2). Some materials, such as octylcyanobiphe-
nyl (see Figure 1b), show both UN and SmA phase
(at somewhat lower temperatures). In the lyotropic
version of SmA, the so-called lamellar L� phase, the
amphiphilic molecules arrange into bilayers. If the
solvent is water, the exterior surfaces of the bilayer
are formed by polar heads; the hydrophobic tails are

(a)

n

(b)

Figure 1 (a) Nematic (uniaxial) type of ordering in thermotropic

liquid crystals; the molecular long axes are on average aligned

along the director n; (b) a molecule of octylcyanobiphenyl, a

typical thermotropic liquid crystalline material capable of both

nematic and SmA types of ordering.

Water

Water

Water

Thermotropic SmA Lyotropic Lα phase

n

Figure 2 SmA type of ordering in the thermotropic SmA liquid

crystal (left) and the lyotropic analog, L� phase (right) formed by

equidistant arrangement of amphiphilic bilayers in water.
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hidden in the middle of the bilayer (note that
membranes of many biological cells are organized
in the similar way). The periodic structure of
alternating surfactant and water layers gives rise to
the L� phase (see Figure 2). Interestingly, the
structure might retain its smectic ordering even
when strongly diluted, being stabilized by thermal
fluctuations of bilayers.

Other types of smectics show in-plane order,
caused, for example, by a collective tilt of the rod-
like molecules with respect to the normals to the
layers (the so-called SmC). In chiral materials, the
tilt of the molecules might lead to the helicoidal
structure; we do not consider them here, although
the chiral SmC phase is of considerable interest for
applications in fast-switching optical devices.

‘‘Columnar phases’’ are most frequently formed
by hexagonal packing of cylindrical aggregates, as in
the case of thermotropic materials formed by disc-
like molecules. The positional order is 2D only, as
the intermolecular distances along the axes of the
aggregates are not regular.

‘‘3D-correlated structures’’ demonstrate a periodic
structure along all three coordinates, but they are
still different from the 3D crystals, as the periodicity
is caused by the repetition of molecular orientations
rather than by regular repetition of the molecular
centers of mass. For example, in cubic lyotropic
phases, the 3D network is formed by periodically
curved layers of amphiphilic molecules; the mol-
ecules are free to move within the layers.

Order Parameter

The concept of an order parameter (OP) has
emerged in its modern form in the Landau model
of phase transitions and has been later expanded to
describe other features such as topologically stable
defects in the ordered media. The OP of the liquid
crystal can be related to the anisotropy of macro-
scopic properties such as diamagnetic or dielectric
susceptibility. Measuring these anisotropies allows
one to determine the degree of orientational order.
The magnetic measurements are especially conveni-
ent compared with their electric counterparts, as in
this case the local field acting on the molecules
differs very little from the external field. In UN, the
components of the (symmetric) magnetic suscepti-
bility tensor �

=
read in the frame in which the z-axis

is parallel to the director n, as

�
¼ ¼

�? 0 0
0 �? 0
0 0 �k

0
@

1
A ½1�

The quantity �a =�k � �? is called the anisotropy
of the magnetic susceptibility. In most thermotropic
UNs, �k < 0 and �? < 0 (diamagnetism), and �a > 0,
so that n orients along the applied magnetic field. In
the isotropic phase, �a = 0; in UN, �a is determined by
(1) molecular susceptibilities of individual molecules
and (2) degree of molecular order. For the latter, one
can chose the temperature-dependent quantity
s(T) = (1=2) 3 cos2 �� 1

� �
, where � is the angle

between the axis of an individual molecule and the
director n and . . .h i means an average over molecular
orientations. The OP is thus the traceless symmetric
tensor Q

=
with the components that vanish in the

isotropic phase, and are proportional to �a in the UN
phase:

Q
¼
¼Q

��a=3 0 0
0 ��a=3 0
0 0 2�a=3

0
@

1
A ½2�

One can choose the constant Q in such a way
that in an arbitrary coordinate system, where
�ij =�?�ij þ �aninj,

Qij¼ sðTÞ ninj � 1
3�ij

� �
½3�

The tensor OP allows one to describe the biaxial
nematic phase as well:

Qij¼ s Tð Þ ninj � 1
3�ij

� �
þ b Tð Þ lilj �mimj

� �
½4�

where n, l, and m are three orthogonal directors and
b is the ‘‘biaxiality parameter’’; b = 0 in UN.

Elasticity of the Nematic Phase

In real samples of liquid crystals, the average
molecular orientation changes from point to point
because of the external fields, boundary conditions,
presence of foreign particles, etc. The OP becomes
spatially nonuniform, Qij(r). In most problems of
practical interest, the typical scale of distortions is
much larger than the molecular scale; the deforma-
tions are weak in the sense that the scalar part of the
OP, s(T), remains constant despite the spatial
gradients of the director field n(r).

The free-energy density associated with the (small)
deformations of the UN, classified as splay, twist,
and bend of the director (see Figure 3) writes in
terms of the director gradients ni; j = (@ni=@xj) as

fFO ¼ 1
2K1ðdiv nÞ2 þ 1

2K2ðn � curl nÞ2

þ 1
2K3ðn� curl nÞ2 ½5�

and is known as the Frank–Oseen energy density with
Frank elastic constants of splay (K1), twist (K2), and
bend (K3); all three are necessarily positive definite; the
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dimensionality is that of a force. The elastic constants
can be estimated as the typical energy of molecular
interactions responsible for the orientational order
divided by the characteristic length (a molecular size):
K 	 U=l 	 kBT=l 	 4� 10�21J=10�9 	 4 pN, which
yields a good estimate for many thermotropic UNs,
as the experimental values are between 1 and 10 pN.
The energy density [5] is often supplemented with the
so-called divergence terms:

f13 þ f24 ¼ K13 divðn div nÞ
� K24 divðn div nþ n� curl nÞ ½6�

The K24 term can be re-expressed as a quadratic
form of the first derivatives whereas the K13 term is
proportional to the second derivatives ni, jk and thus
might in principle be comparable to fFO 	 ni, jnk, l.
The volume integrals of these terms can be
re-expressed as the surface integrals by virtue of
the Gauss theorem (but only when the elastic moduli
K13 and K24 are constant which might not be the
case at certain interfaces and at the core of defects).
Therefore, when one seeks for equilibrium director
configurations by minimizing the total free-energy
functional

R
(fFO þ f13 þ f24)dV, the K13 and K24

terms do not enter the Euler–Lagrange variational
derivative for the bulk. However, they can
contribute to the energy and influence the equili-
brium director through boundary conditions at the
surface. Usually, K24 term is retained when the
system experiences a topological change of the
director field. The K13 term is often neglected;
very little is known about K13 value.

In the presence of external field, the free-energy
density acquires additional terms. For example, for
the magnetic field B, the energy density [5], [6] should
be supplemented by the term �(1=2)��1

0 �a(B � n)2,

where �0 = 4�� 10�7 Hm�1 is the magnetic perme-
ability of free space (magnetic constant).

The possibility to orient the director by an applied
electric or magnetic field leads to numerous practical
applications. Any actual liquid crystal cell is
confined; say, by a pair of parallel glass plates. The
molecular interactions between the liquid crystal
and the boundary substrates are anisotropic. This
anisotropy establishes one (sometimes more) pre-
ferred orientation of n at the boundary, the so-called
‘‘easy axis.’’ The phenomenon is called the ‘‘surface
anchoring.’’ Orienting action of the substrates
usually keeps the director uniform if the external
field is absent. However, the external field can
overcome both the ‘‘anchoring’’ at the surfaces and
the elasticity of the nematic bulk and reorient the
director. This is the ‘‘Frederiks effect,’’ first dis-
covered for the magnetic case. When the field is
removed, the surface anchoring restores the original
director structure. Thus, one can use the external
field and surface anchoring to switch the liquid
crystal orientation back and forth. The dielectric
version of the effect is used in electrooptic devices,
including displays. The liquid crystal is usually
sandwiched between two transparent electroconduc-
tive plates (e.g., glass covered with indium tin oxide)
coated with a suitable alignment layer. The voltage
across the cell controls the director configuration
and thus the optical properties of the cell.

Elasticity of the Smectic A Phase

For the SmA phase, the elastic free-energy density
should be modified to take into account (1)
restrictions that the layered structure imposes onto
the director twist and bend, and (2) elastic cost of
changes in the thickness of the layers:

f ¼ 1
2K1ðdiv nÞ2 þ 1

2B	
2 ½7�

where B is the Young modulus (layers compressi-
bility modulus) and 	= (d � d0)=d0, the relative
difference between the equilibrium period d0 and
the actual layer thickness measured along the
director n. The ratio of K1 to B defines an important
length scale


 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
K1=B

p
½8�

called ‘‘the penetration length’’; 
 is of the order
of the layer separation but diverges when the
system approaches the SmA–nematic transition.
The splay constant K1 in the SmA phase is of the
same order as in a nematic phase stable at higher
temperatures. With 
 
 d0 
 (1� 3) nm, one finds

Splay

Twist

Bend
n

n

n

Figure 3 Basic types of director distortions in the bulk of the

uniaxial nematic.
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B 	 106 � 107 N=m2, a value that is 103 to 104 times
smaller than the compressibility modulus in a solid.

The SmA elastic free-energy density is often
written in terms of the mean curvature
H = (1=2)(�1 þ �2) and the Gaussian curvature
G = �1�2 of the layers:

f ¼ 1
2K1 �1 þ �2ð Þ2þK�1�2 þ 1

2B	
2 ½9�

As compared with eqn [7], it is supplemented by the
divergence saddle-splay term K; �2K1 < K � 0 (for
the system of flat layers to be energetically stable);
�1 = 1=R1 and �2 = 1=R2 are the local values of the
principal curvatures of the smectic layers.

Dynamics

Liquid crystals are fluids; they can flow preserving
the orientational order. Flow imposes an orienta-
tional torque on the liquid crystals. Most often, the
director tends to realign along the direction of flow.
There is also an inverse effect: director distortions
can cause the flow. This ‘‘backflow’’ effect is of
importance in liquid crystal displays. In the approxi-
mation of a constant scalar OP, the hydrodynamics
of liquid crystals is described in terms of seven
unknown variables: (1) mass density �(r, t), (2) three
components of the velocity field v(r, t), (3) energy
density, and (4) two components of the director field
n(r, t). These variables are found from seven
equations

1. conservation of mass,
2. three equations for the conserved components of

the linear momentum,
3. entropy balance equation, and
4. two director dynamics equations.

In contrast to an isotropic fluid, the stress tensor
depends not only on the gradients of the velocity,
but also on the director components. UN phase
should be characterized by five different viscosity
constants. The number of viscosities reduces to
three, when the director distortions are small.
These three can be chosen as the effective viscosities
for three idealized geometries of flow, also known as
Miezowicz geometries, in which one assumes that
the director is fixed (e.g., by a strong magnetic field)
(see Figure 4):

When n = (1, 0, 0) is perpendicular to both the
flow direction and the velocity gradient, the UN
behaves as an isotropic fluid with a viscosity �a;
however, director fluctuations coupled with the
certain values of the viscosity coefficients might
destabilize the initial director orientation (see
Figure 4a). When n is parallel to the flow

(Figure 4b) or parallel to the velocity gradient
(Figure 4c), the corresponding viscosities �b and �c

are generally different from �a and from each other;
�b < �a < �c for a typical thermotropic UN material
composed of the rod-like elongated molecules. The
result �b < �c can be explained by assuming that
the friction correlates with the cross section of the
molecules seen by the flow.

Topological Defects

Experimental Observations

When a thick UN sample (say, 100 mm thick) with
no special aligning layers is viewed under the
microscope, one usually observes a number of
mobile flexible lines, the so-called disclinations.
The disclinations are seen as thin and thick threads
(see Figure 5). Thin threads strongly scatter light and
show up as sharp lines. These are truly topologically
stable defect lines, along which the nematic sym-
metry of rotation is broken. The disclinations are
topologically stable in the sense that no continuous
deformation can transform them into a uniform
state, n(r) = const. Thin disclinations are singular in
the sense that the director is not defined along the
core of the defect line. Thick threads are line
defects only in appearance; they are not singular
disclinations. The director is smoothly curved and
well defined everywhere, except, perhaps, at a
number of point defects, the so-called hedgehogs
(see Figure 5).

In thin UN samples (1–50 mm) with the director
tangential to the bounding plates, the disclinations
are often perpendicular to the plates. Under
a microscope with two crossed polarizers, one
can see the ends of the disclinations as centers
with emanating pairs of dark brushes (see Figure 6)
giving rise to the so-called ‘‘Schlieren texture.’’ The
dark brushes display the areas where n is either in

x

v = [0, v(z), 0]

n = (1,0,0)
ηa

n = (0,1,0)
ηb

n = (0,0,1)
ηc

y

(a) (b) (c)

z

Figure 4 Miezowicz geometries for effective viscosities of the

uniaxial nematic.
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the plane of polarization of light or in the perpendi-
cular plane. The director rotates by an angle 
 �
when one goes around the end of the disclination at
the surface. Centers with four emanating brushes are
also observed; they correspond to point defects
located at the surface, the so-called boojums, (see
Figure 6). The director undergoes a 
2� rotation
around these four-brush centers. The principal
difference between the centers with two brushes
(ends of singular lines) and centers with four brushes
(surface point defects) can be seen after a gentle shift
of one of the bounding plates with respect to the
other. Upon shear-induced separation in the plane of
observation, the centers with two brushes are clearly
seen as connected by a singular trace – disclination,
while the centers with four brushes separate without
a visible singularity between them.

The intensity of linearly polarized light coming
through a uniform UN slab depends on the angle 

between the polarization direction and the projec-
tion of the director n onto the slab’s plane:

I ¼ I0 sin2 2
 sin2 �h



ne;eff � no

� �� �
½10�

where I0 is the intensity of incident light, 
 is the
wavelength of the light, ne, eff is the effective
refractive index that depends on the ordinary index

no, extraordinary index ne, and the director orienta-
tion. Equation [10] allows one to relate the number
jkj of director rotations by 
2� around the defect
core, to the number B of brushes:

jkj ¼ B=4 ½11�

Taken with a sign that specifies the direction of
rotation, k is called the ‘‘strength of disclination,’’
and is related to a more general concept of a
topological charge (but does not coincide with it).
Note that I = 0 when n is perpendicular to the plates
(so-called homeotropic state), as ne, eff = no. The
homeotropic state is used as one of the ground
states in modern flat-panel TV sets. By applying the
electric field, one tilts the director so that ne, eff 6¼ no

and the cell (or the corresponding pixel in the liquid
crystal panel) becomes transparent.

Nematic Droplets

When left intact, textures with defects in flat samples
relax into a more or less uniform state. Disclinations
with positive and negative k find each other and
annihilate. There are, however, situations when the
equilibrium state requires topological defects.
Nematic droplets suspended in an isotropic matrix
such as glycerin, water, polymer, etc., (see Figure 7)
and inverted systems, such as water droplets in a
nematic matrix are the most evident examples.

Consider a spherical nematic droplet of a
radius R and the balance of the surface anchoring
energy 	WaR

2 (Wa is the surface anchoring
coefficient), and the elastic energy 	KR; K is
some averaged Frank constant. Small droplets
with R << K=Wa avoid spatial variations of n at
the expense of violated boundary conditions. In
contrast, large droplets, R >> K=Wa, satisfy
boundary conditions by aligning n along the

200 µm Singular
disclination

Singular
disclination

Core

(a)

(b) (c)

Nonsingular
disclination

Nonsingular
disclination

n

n

Point
defect

hedgehog

Figure 5 (a) Thin singular disclinations and thick nonsingular

threads in the nematic (n-pentylcyanobiphenyle (5CB)) bulk.

Crossed polarizers; (b, c) typical director configurations asso-

ciated with thin and thick lines; thick lines are often associated

with point defects in the nematic bulk – hedgehogs.

100 µm

Boojums Disclination ends

Analyzer

Polarizer

Figure 6 Schlieren texture of a thin (13mm) slab of 5CB.

Centers with two and four brushes are the ends of singular

disclinations and point defects – boojums, respectively. Tangen-

tial director orientation. Crossed polarizers.

Liquid Crystals 325



preferred direction(s) at the surface. Since the
surface is a sphere, the result is the distorted
director in the bulk, for example, a radial hedgehog
when the surface orientation is normal (see Figure 7).
The characteristic radius R is macroscopic (microns),
as K 	 10 pN and Wa 	 10�5–10�6 J m�2. Point
defects in large nematic droplets must satisfy restric-
tions on their topological characteristics that have
their roots in the Poincaré and Gauss theorems of
differential geometry.

Topological Classification
of Defects in UN

The language of topology, or, more precisely, of
homotopy theory, allows one to associate the
character of ordering of a medium and the types of
defects arising in it, to find the laws of decay,
merger and crossing of defects, to trace out their
behavior during phase transitions, etc. The key point
is occupied by the concept ‘‘of topological invari-
ant,’’ also called a ‘‘topological charge,’’ which is
inherent in every defect. The stability of the defect is
guaranteed by the conservation of its charge.
Homotopy classification of defects includes three
steps.

First, one defines the OP of the system. In a
nonuniform state, the OP is a function of
coordinates.

Second, one determines the OP (or degeneracy)
space R, that is, the manifold of all possible values
of the OP that do not alter the thermodynamical
potentials of the system. In the UN, R is a unit
sphere denoted S2=Z2 (also called the projective
plane RP2) with pairs of diametrically opposite
points being identical. Every point of S2=Z2

represents a particular orientation of n. Since
n � �n, any two diametrically opposite points at
S2=Z2 describe the same state.

The function n(r) maps the points of the nematic
volume into S2=Z2. The mappings of interest are
those of i-dimensional ‘‘spheres’’ enclosing defects.
A line defect is enclosed by a linear contour, i = 1; a
point defect is enclosed by a sphere, i = 2, etc.

Third, one defines the homotopy groups �i(R).
The elements of these groups are mappings of
i-dimensional spheres enclosing the defect in real
space into the OP space. To classify the defects of
dimensionality t0 in a t-dimensional medium, one
has to know the homotopy group �i(R) with
i = t � t0 � 1.

Each element of �i(R) corresponds to a class of
topologically stable defects; all these defects are
equivalent to one another under continuous
deformations. The elements of homotopy groups
are topological charges of the defects. For UN,
the homotopy group �1(S2=Z2) = Z2 = {0, 1=2} is
composed of two elements; there is thus only one
class of topologically stable defects (that appear
as thin singular lines under the microscope, see
Figure 5) with the addition rules 1=2þ 1=2 = 0
and 1=2þ 0 = 1=2 describing interaction of dis-
clinations. The topological point defects in the
bulk (hedgehogs) are described by the second
homotopy group, �2(S2=Z2) = Z = {0, 1, 2, . . .}, and
can be labeled by integer topological charges. The
simplest point defect is a ‘‘radial’’ hedgehog, seen
in the center of the radial droplet (see Figure 7a).
Boojums are special point defects that, in contrast
to hedgehogs, can exist only at the boundary of
the medium (see Figure 7b).

The relative stability of stable disclinations
depends on the Frank elastic constants of splay
(K11), twist (K22), bend (K33) and saddle-splay
(K24) in the Frank–Oseen elastic free-energy
density functional; the role of the elastic constant
K13 in the structure of defects is not clarified yet.

Consider the simplest case of ‘‘planar’’ disclina-
tions with n perpendicular to the line. In this case,
the K24-term in the line’s energy is zero. Assuming
K11 = K22 = K33 = K, by minimizing the bulk integral
of [5], one finds the equilibrium director configura-
tion around the line of strength k

n ¼ cos k’þ c½ �; sin k’þ c½ �; 0f g ½12�

where ’= arctan (y=x), x and y are Cartesian coor-
dinates normal to the line, c is a constant. The energy
per unit length of a straight planar disclination is

F1l ¼ �Kk2 ln
L

rc
þ Fc ½13�

30 µm

(a) (b)

Figure 7 Polarizing-microscope texture of spherical nematic

droplets suspended in glycerin. (a) The director configuration is

radial and normal to the spherical surface; the inset shows the

point-defect hedgehog in the center of the droplet. (b) Tangential

director orientation at the interface results in the bipolar structure

with two defects-boojums at the poles. The director is twisted

because of the smallness of the twist elastic constant as

compared to the splay and bend constants.

326 Liquid Crystals



where L is the characteristic size of the system, rc

and Fc are, respectively, the radius and the energy of
the disclination core, a region in which the distor-
tions are too strong to be described by a pheno-
menological theory.

The restriction of planar director distortions does
not allow the model to grasp the crucial difference
between half-integer and integer k’s. The lines of
integer k, as already discussed, are fundamentally
unstable, as the director can be reoriented along the
axis. This ‘‘escape in the third dimension,’’ is usually
energetically favorable, since the singular core is
eliminated. When opposite directions of the
‘‘escape’’ meet, a point defect hedgehog is formed,
as illustrated in Figure 5c.

Unlike point defects such as vacancies in
solids, topological point defects in nematics
cause disturbances over the whole volume.
The curvature energy of the point defect is
proportional to the size R of the system. For
example, for the radial hedgehog with
n = (x, y, z)=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
, and the hyperbolic

hedgehog with n = (�x,�y, z)=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
,

one finds, respectively,

Frh¼ 8�RðK11 � K24Þ þ Fcr and

Fhh¼ 8�R
K11

5
þ 2K33

15
þ K24

3

	 

þ Fch ½14�

Defects in Smectics

Layered structure of smectics leads to linear
defects of positional order, dislocations, in addi-
tion to disclinations. There is also a special class
of distortions known as focal conic domains
(FCDs) that are associated with large-scale cur-
vatures of layers. Imagine that because of the
boundary conditions, flow, or the external fields,
the smectic layers are curved over the scale much
larger than the thickness of the layers. It is easy
to see from eqn [9] that the curved layers will
prefer to maintain their equidistance, as the
curvature energy is much smaller than the layers
dilation energy at the large scales of deforma-
tions. Generally, the family of equidistant curved
surfaces is associated with the focal surfaces at
which the principal curvatures diverge. These
focal surfaces are thus energetically very costly.
A radical way to reduce the elastic energy would
be to decrease the dimensionality of the focal
surfaces, say, by transforming them into lines and
points. The latter case corresponds simply to a
system of concentric spherical layers. The former
is more complicated and corresponds to FCDs in

which the focal surfaces are represented by pairs
of confocal lines: ellipse and hyperbola (limiting
case: circle and straight line), and the pair of
confocal parabolae. Experiments confirm that the
FCDs are the most frequent type of structural
deformations in smectic materials see Figure 8.

Conclusion

To summarize, over the last few decades, liquid
crystals transformed from a mysterious and
curious form of condensed matter into a key
technological material, thanks to the progress in
the understanding of their elastic, optical, and
viscous properties. However, the intrinsic com-
plexity of these materials still leaves plenty of
room for further studies, not only of an applied
nature, but also fundamental. In the field of
thermotropic liquid crystals, researchers continue
to discover new types of structural organization,
such as the phases formed by ‘‘banana-shaped’’
molecules that are dramatically different from the
phases formed by ‘‘regular’’ rod-like and disk-like
molecules. There is a continuous work to sharpen
our understanding of even the ‘‘old’’ problems, such
as mechanisms of surface alignment, nature and
quantitative values of the elastic constants K13, K24,
and �K. Even in the case of the electric Frederiks
effect that is at the heart of modern applications, the
search continues as the corresponding process of
director reorientation is generally very complex. In
addition to the dielectric torque, it is controlled by
various factors, for example, a nonlocal character of
the electric field in the anisotropic medium, finite
electric conductivity, flexoelectric effect (i.e., electric
polarization brought about by the director deforma-
tions), surface electric polarization at the bounding
plates, dependence of the dielectric and other
material properties on the frequency of the applied
field which might be comparable with the

60 µm

Figure 8 SmA phase with FCDs based on the confocal pairs

of ellipses and hyperbolas; the scheme on the right shows

the arrangement of the elliptic bases and smectic layers

wrapped around the confocal pairs of defects. Reproduced

from Lavrentovich OD (2003) In: Arodz et al. (eds.) Patterns of

Symmetry Breaking. Dordrecht: Kluwer Academic Publishers,

with kind permission of Springer Science and Business Media.
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characteristic frequency of dielectric relaxation, cou-
pling of the director reorientation and the material’s
flows, appearance of topological defects, etc. Many
research efforts nowadays are focused on composite
systems, such as liquid crystal colloids and polymer–
liquid crystal composites. Over the next decade or so,
one would expect that the emphasis in fundamental
studies will gradually shift from the thermotropic
liquid crystals to their lyotropic counterparts, as the
lyotropic type of orientational order is featured by
many systems of biological significance, such as
solutions of DNA, f-actin, etc.

See also: Non-Newtonian Fluids; Topological Defects
and Their Homotopy Classification.
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Introduction

Using Lagrange multipliers, the smallest and
the largest eigenvalue of a symmetric quadratic form

QðuÞ ¼
Xn

j;k¼1

ajkujuk ðajk ¼ akjÞ

can be obtained by minimizing and maximizing Q
on the unit sphere S n�1 = {u 2 Rn : kuk= 1}. If the
corresponding extremum is reached at u�, then u� is
an associated eigenvector.

In the setting of integral or partial differential
equations, a ‘‘recursive variational method’’ has
been proposed to determine all the eigenvalues 
1 �

2 � � � � � 
n and corresponding eigenvectors
u1, u2, . . . , un of Q or, in modern terms, of the
associated symmetric matrix A = (aij):


1 ¼ min
kuk¼1

QðuÞ ð¼ Qðu1ÞÞ


j ¼ min
kuk¼1;u�u1¼0;...;u�uj�1¼0

QðuÞ

ð¼ QðujÞÞ ðj ¼ 2; . . . ; nÞ

Further considerations have led to a nonrecursive
minimum–maximum principle:


j ¼ min
fXj�Rn : dim Xj¼jg

max
fu2Xj : kuk¼1g

QðuÞ ð1 � j � nÞ

and to a dual maximum–minimum principle
(Weyl):


j ¼ max
fp1;...;pj�12Rng

min
fkuk¼1;u�pi¼0;1�i�j�1g

QðuÞ

ð1 � j � nÞ

These principles have been widely used in various
existence and approximation questions of mathema-
tical physics, and extensions have been made to the
abstract setting of symmetric bilinear forms in
Hilbert spaces.

Around 1930, Ljusternik and Schnirelman have
extended this theory beyond the frame of quadratic
forms, replacing Q by a differentiable real-valued
function f and the unit sphere by a finite-
dimensional compact differentiable manifold M.
Their aim was the obtention of the ‘‘critical points’’
of f on M, that is, the points u 2M where the
differential f 0(u) of f at u (as a linear functional on
the tangent space TuM to M) is equal to zero, and of
the corresponding critical values, that is, the values
of f at critical points. When M is a sphere, the
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critical points are nontrivial solutions of the
equation

f 0ðuÞ ¼ �u ½1�

for some � 2 R (nonlinear eigenvalue problem).
Ljusternik and Schnirelman have replaced the
dimension of the vector spaces occurring in
the minimum–maximum principle for eigenvalues
by the concept of ‘‘category’’ of a closed set A in a
topological space X. An early success of their
approach was the existence of three geometrically
distinct closed geodesics without self-intersections
on any compact surface of genus zero. In 1960,
their theory has been extended to infinite-
dimensional manifolds and to other measures of
the ‘‘size’’ of a set than the category, allowing many
theoretical developments as well as various
applications to nonlinear differential equations.

Ljusternik–Schnirelman Category

Let X be a topological space (e.g., a normed vector
space, or a differentiable manifold, or a metric
space), and A a closed subset of X. The category of
A in X, catX(A), is the least integer k such that A
can be written as

Sk
j = 1 Aj, with Aj closed and

contractible in X, that is, continuously deformable
in X into a single point. If no such k exists, one sets
catX(A) = þ1. We write cat(X) for catX(X). For
example, if X is contractible (in itself), cat(X) = 1.
This is the case for any normed space X. For the
hypersphere, catRn(Sn�1) = 1, but cat(Sn�1) = 2.

The Ljusternik–Schnirelman category satisfies the
following properties, which are not too difficult to
prove. If A, B � X are closed,

1. catX(A) = 0 if and only if A = ;;
2. if A � B, catX(A) � catX(B);
3. catX(A [ B) � catX(A)þ catX(B);
4. if � : [0, 1]�X ! X is a continuous deformation

of X(�(0, A) = A), catX(A) � catX(�(1, A)); and
5. if X is a finite-dimensional manifold and A � X

is compact, there is a neighborhood B of A such
that catX(B) = catX(A).

Computing or even estimating the category of a
given set is in general difficult, requiring techniques
of algebraic topology. In particular, one can show
that, for the n-torus Tn = S1 � S1 � � � � � S1 (n times),
cat(Tn) = nþ 1, and for the n-dimensional projective
space Pn = Sn=Z2, obtained by identifying the anti-
podal points of Sn, cat(Pn) = nþ 1. It is clear that a
set of category p must contain at least p points. If X
is connected, any compact subset of category pþ 1
has (topological) dimension larger or equal to p.

Ljusternik–Schnirelman Minimax Method

The Ljusternik–Schnirelman category of M provides a
lower bound for the number of critical points of a
smooth function f on suitable finite-dimensional
manifolds M. Namely, if M is a compact Riemannian
C2-manifold without boundary, any f 2 C2(M, R)
has at least cat(M) distinct critical points, with
critical values

ck ¼ inf
A2Ak

sup
u2A

f ðuÞ ð1 � k � catðMÞÞ ½2�

where

Ak ¼ fA �M :A closed; catMðAÞ 	 kg
ð1 � k � catðMÞÞ ½3�

A fundamental technique in the proof is a deformation
lemma along the trajectories of the gradient system
associated to f (method of steepest descent). If rf
denotes the gradient of f in the Riemannian structure
of M, the Cauchy problem for the gradient system

d�

dt
¼ �rf ð�Þ; �ð0Þ ¼ u ½4�

has a unique globally defined continuous solution
� (t, u), which is such that

f ð� ð1; uÞÞ � f ðuÞ ¼
Z 1

0

d

dt
f ð�ðt; uÞÞ dt

¼ �
Z 1

0

krf ð�ðt; uÞÞk2 dt ½5�

Notice that, by property (4) of the category, each
deformation by � of a set in Aj remains in Aj. For
c 2 R, define

f c :¼ fu 2M : f ðuÞ � cg
Kc :¼ fu 2M : rf ðuÞ ¼ 0; f ðuÞ ¼ cg

½6�

From [5] it follows that given c 2 R and an open
neighborhood Uc of Kc, one has �(1, f cþ" nUc) � f c�"

for all sufficiently small " > 0. This implies that if
c := cj = cjþ1 = � � � = cjþq for some q 	 0, then
catM(Kc) 	 qþ 1. Assume, by contradiction, that
catM(Kc) � q, let Uc be an open neighborhood of Kc

such that catM(Uc) = catM(Kc) (Uc = ; if q = 0), " > 0
such that �(1, f cþ" nUc) � f c�", and A 2 Ajþq such
that supA f � cþ ", that is, A � f cþ". Then

catMð�ð1;A nUcÞÞ 	 catMðA nUcÞ
	 catMðAÞ � catMðUÞ 	 j

giving the contradiction c � sup�(1, A) f � c� ".
Notice that, for each j, cj = inf {c 2 R : catM(f c) 	 j},

which shows that the cj are precisely those levels of f
where catM(f c) changes. The presence of critical
values is detected by changes in the topology of the

Ljusternik–Schnirelman Theory 329



sublevel sets f c when c varies, a common feature of
many techniques for finding critical points of
functions.

A direct consequence is that for each even
f 2 C2(Rn, R), system [1] has at least n pairs of
solutions (u, �u) with kuk= 1. Indeed, the solu-
tions of [1] are the critical points of f on Sn�1. As f
takes the same values at antipodal points, it is well
defined on the projective space Pn�1, and
cat(Pn�1) = n.

TheLjusternik–Schnirelman theoremcan beextended
to the C1-situation. The category of M gives a lower
bound for the number of critical points of f on the closed
manifold M. If Crit(M) denotes the minimum of
the number of critical points of all C1-functions on M,
so that Crit(M) 	 cat(M), an interesting question is
to estimate the gap Crit(M)� cat(M). For M closed
connected, Crit(M) � dim(M)þ 1 (Takens). If
Crit(M) = 2, M is homeomorphic to a sphere, so that
the equality Crit(S) = cat(S) for homotopy spheres is
equivalent to Poincaré’s conjecture! Manifolds with
Crit(M) = cat(M)þ 1 are known, but not with
Crit(M) > cat(M)þ 1.

Ljusternik–Schnirelman Theory
in Infinite-Dimensional Manifolds

The main difficulty in extending the results of the
previous section to functions defined on infinite-
dimensional manifolds lies in the lack of compact-
ness. J T Schwartz and Palais have shown that such
an extension is possible for functions f satisfying on
M a compactness property (allowing an infinite-
dimensional deformation lemma), now referred to as
the Palais–Smale condition: each sequence (uk) with
(f (uk)) bounded and limk!1rf (uk) = 0 has a con-
vergent subsequence. Such a condition can be
localized at level c by replacing the boundedness of
(f (uk)) by limk!1 f (uk) = c. The infinite-dimensional
extension of Ljusternik–Schnirelman’s theorem goes
as follows: Let M be an infinite-dimensional Rieman-
nian (or even Finsler) connected complete manifold
of class C1 without boundary. Any f 2 C1(M, R)
bounded from below and satisfying Palais–Smale
condition has at least cat(M) distinct critical points.

A simple application can be given to the periodic
solutions of period T (T-periodic solutions) of
Lagrangian systems

u00 þ rVðuÞ ¼ hðtÞ ½7�

where V 2 C1(Rn, R), 2�-periodic in each compo-
nent uj(1 � j � n), h is continuous, T-periodic and
has mean value �h equal to zero. By the least action

principle, the T-periodic solutions of [7] are the
critical points of the action functional

f ðuÞ ¼
Z T

0

ku0ðtÞk2

2
� VðuðtÞÞ þ hðtÞuðtÞ

" #
dt

on the Hilbert space H1
T obtained by completion of

the space of T-periodic C1 functions for the norm
associated with the inner product

hu; vi :¼
Z T

0

uðtÞ � vðtÞ dt þ
Z T

0

u0ðtÞ � v0ðtÞ dt

It follows easily from condition �h = 0 that f is bounded
from below and that f (uþ 2�ej) = f (u) for all u 2 H1

T ,
with ej the jth unit vector in Rn(1 � j � n). Conse-
quently, we can see f as defined on the Riemannian

manifold Tn � fH1
T , where fH1

T = {u 2 H1
T : �u = 0}. It is

easy to show that cat(Tn � fH1
T) = cat(Tn) = nþ 1 and

that f satisfies Palais–Smale condition on Tn � fH1
T .

Consequently, system [7] has at least nþ 1 geometri-
cally distinct T-periodic solutions. The same result
holds for the more general systems

Mu00 þ Au þ rFðuÞ ¼ hðtÞ

occurring in the theory of multipoint Josephson
junctions or in space discretizations of the
sine-Gordon equation. In particular, the classical
forced pendulum equation

u00 þ a sin u ¼ hðtÞ

has at least two geometrically distinct T-periodic
solutions when h is T-periodic and �h = 0, a result
first proved, in a different way, by Mawhin and
Willem.

Another way to study nonlinear eigenvalue pro-
blems of the form

f 0ðuÞ ¼ �g0ðuÞ

in a Hilbert or a suitable reflexive Banach space X
is based upon a Rayleigh–Ritz approximation
through a sequence of finite-dimensional problems,
where the classical theory is applied. Conditions
upon f , g 2 C1(X, R) are given, generalizing
Ljusternik–Schnirelman’s ones, which ensure the
existence of infinitely many solutions. Again, some
compactness is needed to justify the limit process,
and expressed by some assumptions upon f and g
too lengthy to be reproduced here. The following
application is exemplary. Let � � RN be a bounded
domain and X = W1, p

0 (�), p > 1, be the Sobolev
space of functions u : � ! R obtained as the comple-
tion of the smooth functions with compact support
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in � for the norm kuk1, p = (
R

� kru (x)kp dx)1=p.
Define the functionals f and g on W1, p

0 (�) by

f ðuÞ ¼
Z

�

kruðxÞkpdx; gðuÞ ¼
Z

�

juðxÞjpdx

The critical points of f on {u 2 X : g(u) = 1} corre-
spond to the nontrivial solutions of the Dirichlet
eigenvalue problem

�pu ¼ �jujp�2u in �; u ¼ 0 on @� ½8�

for the p-Laplacian operator �p defined by

�puðxÞ :¼r � kruðxÞkp�2ruðxÞ
� �

which occurs in the modelization of various
problems in a porous medium. An eigenvalue is
any � 2 R such that problem [8] has a nontrivial
solution. The Ljusternik–Schnirelman technique
implies the existence of a sequence of eigenvalues
going to infinity, with the usual minimax character-
ization. When N = 1, direct computations show that
this sequence gives all eigenvalues, but the problem
remains open for N 	 2. The corresponding forced
problem

�pu� �jujp�2u ¼ hðxÞ in �; u ¼ 0 on @�

is always solvable (although not uniquely) when � is
not an eigenvalue, but solvability conditions at the
higher eigenvalues (Fredholm alternative) remain
almost terra incognita.

Index Theories and Critical Points
of Symmetric Functionals on
a Banach Space

Closely related to the Ljusternik–Schnirelman category
is the concept of index associated to the action of a
compact topological group G on a normed space X,
that is, to a continuous map G�X ! X, [g, u] 7! gu
such that 1 � u = u, (gh)u = g(hu), u 7! gu is linear.
The action is isometric if kguk= kuk, A � X
is invariant if gA = A for all g 2 G, f : X ! R is
invariant if f 
 g = f for all g 2 G, and h : X ! X
is equivariant if g 
 h = h 
 g for each g 2 G. Let
Fix G = {u 2 X : gu = u for all g 2 G}. The aim of an
index is to measure the size of invariant sets.
Explicitly, an index theory associates to each closed
invariant subset A of X a non-negative (possibly
infinite) integer G-ind(A), its G-index, such that

1. G-ind(A) = 0 if and only if A = ;;
2. if R : A ! B is equivariant and continuous,

G-ind(A) � G-ind(B);
3. G-ind(A [ B) � G-ind(A)þG-ind(B); and

4. if A is compact, there is a closed invariant
neighborhood U of A such that G-ind(U) =
G-ind(A).

A first example of index is Krasnosel’skii’s genus
or Z2-index which corresponds to the action
0 � u = u, 1 � u = �u of G = Z2. The invariant sets
are the ones symmetric with respect to the origin
and Z2-ind(A) is defined by Z2-ind(;) = 0 and, for
A 6¼ ;, as the smallest integer k such that there
exists an odd h 2 C(A, Rk n {0}). A consequence of
the Borsuk–Ulam theorem in algebraic topology is
that any symmetric bounded neighborhood of the
origin in Rn has Z2-index equal to n. Furthermore,
for a compact A � Rn n {0} symmetric with respect
to the origin, and eA = A=Z2 (A with antipodal
points identified), one has Z2-ind(A) = catRnn{0}(eA).

A second example, the S1-index, is important in
the study of periodic solutions of autonomous
Hamiltonian systems. S1-ind(;) = 0 and for a non-
empty closed invariant A � X, S1-ind(A) is defined
as the smallest integer k such that there exists a
positive integer n and h 2 C(A, Ck n {0})
with h 
 g = gn 
 h for all g 2 S1. A Borsuk–
Ulam-type theorem for S1-equivariant mappings
implies that if Z is a finite-dimensional invariant
subspace of X such that Fix S1 \ Z = {0} and D is
an open bounded invariant neighborhood of 0 in Z,
then S1-ind(@D) = (1=2)dim Z.

As the category of a Banach space X = 1, the
classical Ljusternik–Schnirelman approach does not
provide any information about the multiplicity of
the unconstrained critical points of f 2 C1(X, R). If f
is invariant under the action on X of a compact
group G and satisfies Palais–Smale condition, a
Ljusternik–Schnirelman minimax method associated
to a G-index provides multiplicity results for
unconstrained critical points. Letting

Aj ¼ fA � X : A is compact, invariant,

and G-indðAÞ 	 jg
cj ¼ inf

A2Aj

sup
A

f ðj ¼ 1; 2; . . .Þ

one shows as in classical Ljusternik–Schnirelman
theory that if c := cj = cjþ1 = � � � = cjþq for some j
and some q 	 0, then G-ind(Kc) 	 qþ 1. The proof
uses an equivariant deformation lemma.

Z2- and S1-Invariant Functionals

In the case of the Z2-action, the following multiplicity
result holds for possibly unbounded even f 2 C1(X, R)
satisfying the Palais–Smale condition and having the
mountain pass geometry: if Y \ {u 2 X : f (u) 	 0} is
bounded for each finite-dimensional subspace Y of X,

Ljusternik–Schnirelman Theory 331



f (0) = 0, and f (u) 	 a > 0 on @B(r), then f has
infinitely many couples of critical points. As an
application, the semilinear Dirichlet problem

�uþ �uþ jujp�1u ¼ 0 in �

u ¼ 0 on @�
½9�

has infinitely many solutions when � � RN is
bounded, 1 < p < (N þ 2)=(N � 2), and � < �1, the
smallest eigenvalue of �� with Dirichlet boundary
conditions. The corresponding energy functional,
defined on W1, 2

0 (�) by

f ðuÞ ¼
Z

�

kruðxÞk2

2
� � juðxÞj

2

2
� juðxÞj

pþ1

pþ 1

" #
dx

satisfies the Palais–Smale condition. This condition
fails in the critical case where p = (N þ 2)=(N � 2), at
least at some levels c, and this lack of compactness
creates both difficulties and interesting phenomena.
This situation, which occurs in many important
problems of geometry and physics (harmonic maps,
Yang–Mills connections, Yamabe problem, equations
of constant mean curvature, closed geodesics pro-
blems, etc.), reveals indeed, in physical terms, ‘‘phase
transitions’’ or ‘‘particle creations’’ at the levels where
the Palais–Smale condition fails. In the special case of
eqn [9] with p = (N þ 2)=(N � 2), if N 	 4, a positive
solution exists when � 2 [0,�1], and, if N = 3, the
same is true for � 2 [��,�1] and some �� 2 [0,�1],
with the optimal value ��=�1=4 when � is a ball. For
N 	 4, [9] has at least cat(�) nontrivial solutions
when � 2 [0,���] for some ��� < �1. Such a lack of
compactness, which can also occur for eqn [9] in RN

(nonlinear Schrödinger equation), is associated to the
invariance of f with respect to the action of some
noncompact group, coming, for example, from scale or
gauge invariance. P L Lions’ concentration–compact-
ness method is useful to analyze those problems.

The following multiplicity theorem holds for an
S1-invariant f 2 C1(X, R) satisfying Palais–Smale
condition. Let Fix(S1) = {0} and Z be a closed
invariant vector subspace of X of positive finite
dimension. If f is bounded from below, f (u) � c < 0
whenever u 2 Z and kuk= r, and f (0) 	 0 for u 2
Fix(S1) \ (f 0)�1(0), then f has at least dim Z=2
distinct S1-orbits of critical points of f with critical
values less or equal to c. This abstract theorem
provides multiplicity results for the periodic solu-
tions (closed orbits) of autonomous Hamiltonian
systems in R2n

Ju0 þ rHðuÞ ¼ 0 ½10�

where J is the symplectic matrix, H 2 C1(R2n, R),
and c 2 R is such rH(u) 6¼ 0 for u 2 H�1(c). If

H�1(c) bounds a strictly convex compact set C such
that B[r] � C � B[R] for some 0 < r < R <

ffiffiffi
2
p

r,
then [10] has at least n closed orbits on H�1(c). The
problem is reduced to finding the critical points of a
suitable dual action functional acting on some space
X of 2�-periodic functions having mean value zero.
The S1-action on X is defined by time translations
[� , u] 7! u� = u( � þ�) for all �= ei� 2 S1. One takes,
in the abstract result above, Z = {(cos t)eþ
(sin t) Je : e 2 R2n}, so that dim Z = 2n. The complete
proof is quite involved, and, although some
improvements of Ekeland–Lasry conditions have
been obtained, the problem remains open to know
if some pinching condition of the energy surface
between spheres or ellipsoids is necessary.

Some Extensions

When dealing with unbounded functionals, it may
be convenient to replace the Ljusternik–Schnirelman
category catX(A) by a relative category catX, Y(A)
with respect to a closed subset Y where, in the
covering of A occurring in the classical definition, a
set A0 � Y is added, which is continuously deform-
able in X into a subset of Y in such a way that
points of Y remain in Y during the deformation.
Clearly catX, ;(A) = catX(A). This allows us to prove,
under some restrictions on the coefficients and the
period, the existence of at least four periodic
solutions for the double pendulum with periodic
forcing of mean value zero. The classical Ljusternik–
Schnirelman category gives at least three periodic
solutions without restrictions, and the question of
their necessity to obtain four solutions is open.

The relative category also gives a simpler proof of
Conley–Zehnder’s version of the Arnol’d conjecture
(the existence of at least 2nþ 1 geometrically distinct
1-periodic solutions for the Hamiltonian system

Ju0 þ rHðt; uÞ ¼ 0

with H 1-periodic in each variable), under minimal
regularity assumptions upon H. The general con-
jecture, namely that the minimum number of fixed
points of all Hamiltonian symplectomorphisms of a
closed symplectic manifold M is larger than the
minimum number of critical points of smooth
functions f on M, remains open.

In another direction, a Ljusternik–Schnirelman
theory for functionals defined on closed convex sets
of a Banach space has been developed, which is
specially well suited for the study of the Plateau
problem for minimal surfaces, for surfaces of
constant mean curvature, as well as for variational
inequalities.
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See also: Bifurcations of Periodic Orbits; Compact
Groups and Their Representations; Floer Homology;
Ginzburg–Landau Equation; Inequalities in Sobolev Spaces;
Minimal Submanifolds; Minimax Principle in the Calculus
of Variations; Saddle Point Problems; Sine-Gordon
Equation; Spectral Theory for Linear Operators.
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Introduction

Discrete Schrödinger operators with quasiperiodic
potentials are operators acting on ‘2(Zd) and defined
by

H� ¼ �þ �V ½1�

where � is the lattice tight-binding Laplacian

�ðn;mÞ ¼ 1; dist ðn;mÞ ¼ 1
0; otherwise

�

and V(n, m) = Vn�(n, m) is a potential given by
Vn = f (Tn1

1 � � �T
nd

d �), � 2 Tb, where Ti�= �þ !i, and
! is an incommensurate vector. In certain cases �
may also be replaced by a long-range Laplacian
L(n, m) = L(n�m) with L(n)! 0 sufficiently fast.
The questions of interest in the study of quasiper-
iodic and other ergodic operators are the nature and
structure of the spectrum, behavior of the eigenfunc-
tions, and the quantum dynamics: properties of the

time evolution �t = eitH�0 of an initially localized
wave packet �0.

Of particular importance is the phenomenon of
Anderson localization which is usually referred to
the property of having pure point spectrum with
exponentially decaying eigenfunctions. A stronger
property of dynamical localization (see the section
‘‘Dynamical localization’’) indicates the insulator
behavior, while ballistic transport, which for d = 1
follows from the absolutely continuous spectrum,
indicates the metallic behavior.

Operators with ergodic potentials always have
spectra (and pure point spectra, understood as closures
of the set of eigenvalues) constant for a.c. realization of
the potential. The individual eigenvalues however
depend very sensitively on the phase. Moreover, the
pure point spectrum of operators with ergodic
potentials never contains isolated eigenvalues, so pure
point spectrum in such models is dense in a certain
closed set. An easy example of an operator with dense
pure point spectrum is H1 which is operator [1] with
��1 = 0, or pure diagonal. It has a complete set of
eigenfunctions, characteristic functions of lattice
points, with eigenvalues Vj. H� may be viewed as a
perturbation of H1 for small ��1. However, since Vj

are dense, small denominators (Vi � Vj)
�1 make any
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perturbation theory difficult, for example, requiring
intricate KAM-type schemes.

Various methods developed for the Anderson
model (where Vn are i.i.d.r.v.’s) such as Fröhlich–
Spencer multiscale analysis and its enhancements, or
Aizenman–Molchanov method, do not work for
quasiperiodic potentials as, among other reasons,
quasiperiodicity does not allow for nice perturba-
tions. The situation here is more difficult and the
theory is far less developed than for the random
case. With a few exceptions, the results are confined
to the one-dimensional setting, and also the case of
one frequency (b = 1) has been much better under-
stood than that of higher frequencies.

One might expect that H� with � small can be
treated as a perturbation of H0 = �, and therefore
have absolutely continuous spectrum. It is not the
case though for random potentials in d = 1, where
Anderson localization holds for all �. The same is
expected for random potentials in d = 2 (but not
higher). Moreover, in one-dimensional case, there
is strong evidence (numerical, analytical, as well as
rigorous) that even models with very mild stochas-
ticity in the underlying dynamics (and sufficiently
nice sampling functions) have point spectrum for
all values of �, like in the random case (e.g.,
Vn =�f (n��þ �), for any �> 1). At the same time,
for quasiperiodic potentials, one can in many cases
show absolutely continuous spectrum for � small
as well as pure point spectrum for � large (see
below), and therefore there is a metal–insulator
transition in the coupling constant. It is an
interesting question whether quasiperiodic poten-
tials are the only ones with metal–insulator
transition in 1D.

Perturbative and Nonperturbative
Approaches

It is probably fair to say that much of the theory of
qusiperiodic operators has been first developed
around the almost-Mathieu operator, which is

H�;!;� ¼ �þ �f ð�þ n!Þ ½2�

acting on ‘2(Z), with f : T!T; f (�) = cos (2��).
Several KAM-type approaches, starting with the
pioneering work of Dinaburg–Sinai in 1975, were
developed, in 1980s and 1990s, for this or similar
models in both large and small coupling regimes. Of
those, the most robust and detailed is the reduci-
bility result of Eliasson (1998) that settled the case
of small couplings for sufficiently regular potentials.

The common feature of those perturbative
approaches is that, besides all of them being rather

intricate multistep procedures, they rely extensively
on eigenvalue and eigenfunction parametrization
and perturbation arguments.

The common feature of the perturbative results in
the quasiperiodic setting is that they typically provide
no explicit estimates on how large (or small) the
parameter � should be, and, more importantly, �
clearly depends on ! at least through the constants in
the Diophantine characterization of !.

In contrast, the nonperturbative results allow
effective (in many cases even optimal) and, most
importantly, independent of !, estimates on �. The
latter property (uniform in ! estimates on �) has been
often taken as a definition of a nonperturbative result.

Recently developed nonperturbative methods are
also quite different from the perturbative ones in that
they do not employ multiscale schemes: usually only
a few (from one to three) sufficiently large scales are
involved, do not use the eigenvalue parametrization,
and rely instead on direct estimates of the Green’s
function. They are also significantly less involved,
technically. One may think that in these latter
respects they resemble the Aizenman–Molchanov
method for random localization. It is, however, a
superficial similarity, as, on the technical side, they
are still closer to and do borrow certain ideas from
the multiscale analysis proofs of localization.

Lyapunov Exponents

Here for simplicity we consider the quasiperiodic
case, although the definition of the Lyapunov
exponents and some of the mentioned facts apply
more generally to the one-dimensional ergodic case.

Let d = 1. For an energy E 2 R the Lyapunov
exponent �(E) is defined as

�ðEÞ ¼ lim
n!1

R 1
0 ln kMkð�;EÞkd �

k
½3�

where

Mkð�;EÞ ¼
Y0

n¼k�1

E� �f ð!nþ �Þ �1
1 0

� �

is the k-step transfer matrix for the eigenvalue
equation H� = E�.

In physics literature, positivity of the Lyapunov
exponent is often taken as an implicit definition of
localization, as Lyapunov exponent is often called
the inverse localization length. Thus, we will be
interested in the regime when Lyapunov exponents
are positive for all energies in a certain interval
intersecting the spectrum. If this condition holds for
all E 2 R, there is no absolutely continuous
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component in the spectrum for all �. Positivity of
Lyapunov exponents, however, does not imply
localization or exponential decay of eigenfunctions
(in particular, neither for the Liouville ! nor for the
resonant � 2 Tb).

Nonperturbative methods, at least in their original
form, stem to a large extent from estimates invol-
ving the Lyapunov exponents and exploiting their
positivity.

The general theme of the results on positivity of
�(E), as suggested by perturbation arguments, is that
the Lyapunov exponents are positive for large �.
This subject has had a rich history. The strongest
result in this general context up to date is the
following theorem (Bourgain 2003):

Theorem 1 Let f be a nonconstant real-analytic
function on Tb, and H given by [1]. then, for
�>�(f ), we have �(E)> (1=2) ln� for all E and all
incommensurate vectors !.

Corollaries of Positive Lyapunov Exponents

The almost-Mathieu operator On one hand the
almost-Mathieu operator, while simple looking,
seems to represent most of the nontrivial properties
expected to be encountered in the more general case.
On the other hand it has a very special feature: the
duality (essentially a Fourier) transform maps H� to
H4=�; hence �= 2 is the self-dual point. Aubry and
Andre in 1980, conjectured that for this model, for
irrational ! a sharp metal–insulator transition in the
coupling constant � occurs at the critical value of
coupling �= 2: the spectrum is pure point for �> 2
and purely absolutely continuous for � < 2. This
conjecture was modified based on later discoveries
of singular-continuous spectrum in this context for
frequencies or phases with certain arithmetic proper-
ties. The modified conjecture stated pure point
spectrum for Diophantine ! and a.e. � for �> 2
and pure absolutely continuous spectrum for � < 2
for all !,�. The spectrum at �= 2 is singular
continuous for all ! and a.e. �(this follows from a
combination of works by Gordon, Jitomirskaya,
Last, Simon Avila, and Krikoryan).

As with the KAM methods, the almost-Mathieu
operator was the first model where the positivity of
Lyapunov exponents was effectively exploited
(Jitomirskaya 1999):

Theorem 2 Suppose! is Diophantine and �(E,!)> 0
for all E 2 [E1, E2]. Then the almost-Mathieu operator
has Anderson localization in [E1, E2] for a.e. �.

The condition on � can be made explicit (arithmetic)
and close to optimal. This, combined with the

mentioned results on the Lyapunov exponents,
critical value �= 2, and duality, gives the following
description in the Diophantine case:

Corollary 3 The almost-Mathieu operator H!, �, �

has

1� for �> 2, Diophantine ! 2 R and almost every
� 2 R, only pure point spectrum with exponen-
tially decaying eigenfunctions.

2� for �= 2, all ! 62 Q, and a.e. � 2 R purely
singular-continuous spectrum.

3� for � < 2, Diophantine ! 2 R and a.e. � 2 R,
purely absolutely continuous spectrum.

Precise arithmetic descriptions of !, � are available.
Thus, the Aubry–Andre conjecture is settled at
least for almost all !, �. One should mention,
however, that while 1� can be made optimal by
existing methods, both 2� and 3� are expected to
hold for all � and all ! 62 Q, and such extension
remains a challenging problem (see Simon (2000)).

The method in the above work, while so far the
only nonperturbative method available allowing
precise arithmetic conditions, uses some specific
properties of the cosine. It extends to certain other
situations, for example, quasiperiodic operators
arising from Bloch electrons in a perpendicular
magnetic field, where the lattice is triangular or
has next-nearest-neighbor interactions. However, it
does not extend easily to the multifrequency or even
general analytic potentials. A much more robust
method was developed by Bourgain–Goldstein
(2000), which allowed them to extend (a measure-
theoretic version of) the above localization result to
the general real analytic as well as the multi-
frequency case. Note that essentially no results
were previously available for the multifrequency
case, even perturbative.

Theorem 4 Let f be nonconstant real analytic on
Tb and H given by [2]. Suppose �(E,!)> 0 for
all E 2 [E1, E2] and a.e. ! 2 Tb. Then for any �,
H has Anderson localization in [E1, E2] for a.e. !.

Combining this with Theorem 1, Bourgain (2003)
obtained that for �>�(f ), H as above satisfies
Anderson localization for a.e. !. Those results were
recently extended by S Klein to potentials belonging
to certain Gevrey classes. One very important
ingredient of this method is the theory of semialge-
braic sets that allows one to obtain polynomial
algebraic complexity bounds for certain ‘‘excep-
tional’’ sets. Combined with measure estimates
coming from the large deviation analysis of
(1=n) ln kMn(�)k (using subharmonic function theory
and involving approximate Lyapunov exponents),
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this theory provides necessary information on the
geometric structure of those exceptional sets. Such
algebraic complexity bounds also exist for the
almost-Mathieu operator and are actually sharp
albeit trivial in this case due to the specific nature
of the cosine.

Further corollaries of positive Lyapunov expo-
nents for analytic sampling functions f and b = 1
include Hölder regularity of the integrated density
of states, zero-dimensionality of spectral measures
for all !, �, almost Lipshitz continuity of spectral
gaps, continuity of measure of the spectrum (in
frequency), and vanishing of lower transport
exponents for all !, �. Some weaker statements are
available for b> 1 or f belonging to certain Gevrey
classes.

Without Lyapunov Exponents

While having led to significant advances, Lyapunov
exponents have obvious limitations, as any method
based on them is restricted to one-dimensional
nearest-neighbor Laplacians. It turns out that the
above methods can be extended to obtain nonper-
turbative results in certain quasi-one-dimensional
situations where Lyapunov exponents do not exist.
For example, nonperturbative localization results
extend to the strip (of arbitrary dimension).

The following nonperturbative theorem deals with
the case of small coupling:

Theorem 5 Let H be an operator [2], where f is
real analytic on T and ! is Diophantine. then, for
� < �(f ), H has purely absolutely continuous spec-
trum for a.e. �.

We note that an analog of this theorem does not
hold in the multifrequency case (see next section).
The results of this type are obtained by a method
(developed by Bourgain and Jitomirskaya in
2000–02) that studies large deviations for the
quantities of the form (1=n) ln j det (H � E)�j and
path-determinant expansion for the matrix elements
of the resolvent. Those techniques apply also to
certain other situations with long-range Laplacians,
for example, the kicked-rotor model. Theorem 5 is a
result on nonperturbative localization in disguise as
it was obtained using duality from a localization
theorem for a dual model which has in general a
long-range Laplacian and a cosine potential, and
was in turn obtained by an extension of the method
of Jitomirskaya (1999). A certain measure-theoretic
version of it allowing nonlocal Laplacians but
leading only to continuous spectrum is also available
(see Bourgain (2004)).

Multidimensional Case: d > 1

As mentioned above, there are very few results in
the multidimensional lattice case (d> 1). Essentially,
the only result that existed before the recent
developments was a perturbative theorem – an
extension by Chulaevsky–Dinaburg of Sinai’s
method to the case of operator [1] on ‘2(Zd) with
Vn =�f (n � !),! 2 Rd, where f is a cos-type function
on T. This also holds nonperturbatively for any real-
analytic f (see Bourgain (2004)). Note that since
b = 1, this avoids most serious difficulties and is
therefore significantly simpler than the general
multidimensional case. We therefore have:

Theorem 6 For any 	> 0 there is �(f , 	), and, for
�>�(f ,	), �(�, f ) � Td with mes(�) < 	, so that for
!=2�, operator [1] with Vn as above has Anderson
localization.

This should be confronted with the following
theorem of Bourgain:

Theorem 7 Let d = 2 and f (�) = cos 2�� in H = H!

defined as above. Then for any � measure of ! s.t.
H! has some continuous spectrum is positive.

Therefore, for large � there will be both ! with
complete localization as well as those with at least
some continuous spectrum. This shows that non-
perturbative results do not hold in general in the
multidimensional case! Perturbative results, how-
ever, had been obtained, see next section.

A similar (in fact, dual) situation is observed for
one-dimensional multifrequency (d = 1; b> 1) case
at small disorder. One has, by duality:

Theorem 8 Let H be given by [2] with �,! 2 Tb

and f real analytic on Tb. Then for any 	> 0 there is
�(f , 	) s.t. for � < �(f , 	) there is �(�, f ) � Tb with
mes(�) < 	 so that for !=2�, H has purely abso-
lutely continuous spectrum.

And also

Theorem 9 Let d = 1, b = 2 and f be a trigonometric
polynomial on T2 with a nondegenerate maximum.
Then for any �, measure of ! s.t. H! has some point
spectrum, dense in a set of positive measure, is positive.

Therefore, unlike the b = 1 case (see Theorem 5),
nonperturbative results do not hold for absolutely
continuous spectrum at small disorder.

Perturbative Localization by
Nonperturbative Methods

While the above demonstrates the limitations of
the nonperturbative results, the nonperturbative
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methods have been applied to significantly simplify
the proofs and obtain new perturbative results that
previously had been completely beyond reach.

Many such applications, that are outside the scope of
this article, are described in Bourgain (2004). In
particular, new results on the construction of quasiper-
iodic solutions in Melnikov problems and nonlinear
PDEs, obtained by using certain ideas developed for
nonperturbative quasiperiodic localization (e.g., the
theory of semialgebraic sets), are presented there.
Other results in this group contain localization for the
skew-shift model by Bourgain–Goldstein–Schlag, almost
periodicity for the quantum kicked-rotor model by
Bourgain and Bourgain–Jitomirskaya, and localization
for potentials in higher Gevrey classes by S Klein.

The main goal in a nonperturbative method is to
obtain exponential off-diagonal decay for the matrix
elements of the Green’s function of box-restricted
operators along with subexponential bounds on the
distance from the spectrum of such box restrictions
to a given energy. From that result one can obtain
localization through elimination of energy via an
argument involving complexity bounds on semialge-
braic sets (see Bourgain (2004)).

A nonperturbative way to achieve the desired
Green’s function estimates uses Cramer’s rule to
represent the matrix elements of the resolvent. Then,
in the one-dimensional (in space) case it is often
possible to obtain the estimates from the positivity of
Lyapunov exponents: uniformly for the numerator,
and from large deviation bounds for the subharmonic
functions for the denominator. This is done in one
step for a sufficiently large scale (see the subsection
‘‘Corollaries of positive Lyapunov exponents’’)

A perturbative way consists of establishing the
desired estimates in a multiscale scheme: namely, the
estimates are proved outside a set of parameters of
(subexponentially) decaying (in the size of the box)
measure. Moreover, this set should be shown to have
a semialgebraic description, in order to make possible
sublinear upper bounds on the number of times a
trajectory of a given phase (under the underlying
rotation or other ergodic transformation of the torus)
hits the ‘‘forbidden’’ set. This, plus certain subhar-
monic function arguments, allows passage to a larger
scale through a repeated use of the resolvent identity.

An application that is most relevant to the current
article is localization for a ‘‘true’’ d> 1 situation.
The best currently available result is the following
very recent theorem (Bourgain 2005):

Theorem 10 Let d = b and let f be real analytic on
Td such that for all i = 1, . . . , d and (�1, . . . , �i�1,
�iþ1, . . . , �d) 2 Td�1, the map

�i 7! vð�1; . . . ; �i; . . . ; �dÞ

is a nonconstant function of �i 2 T. Then for any
	> 0 there is �(f , 	) s.t. for �>�(f , 	) there is
�(�, f ) � Td with mes(�) < 	 so that for !=2�
operator [1] with Vn =�f (n1!1, n2!2) has Anderson
(and dynamical) localization.

This result was obtained previously, for d = 2
only, by Bourgain, Goldstein, and Schlag. There
were some serious purely arithmetic difficulties that
prevented an extension of this result to higher
dimensions. In the previous results on localization
there were two major steps: estimations on the
Green’s function for fixed energy and elimination of
energy. The main difficulty in the multidimensional
case lies in establishing the sublinear bound
described above, that enters in the first step. It is
for this bound that an arithmetic condition on ! was
needed. The condition used was to guarantee that
the number of (n1, n2) 2 [1, N]2 such that (n1!1,
n2!2)(mod Z2) 2 S is bounded from above by N� for
some � < 1, uniformly for all semialgebraic sets S of
degree D, with D0=D = o(1=N) and with the
measure of all horizontal and vertical sections Sx

satisfying log mesSx = o( log 1=N). This condition
roughly means that too many points close to an
algebraic curve of a bounded degree would force it
to oscillate more than it should. Such a statement is
essentially two dimensional and not extendable to
d � 3. In Theorem 10, Bourgain circumvents it by
using from the beginning the theory of semialgebraic
sets to eliminate energy and the translation variable
to get conditions on ! (that depend on the potential)
already in the first step.

Dynamical Localization

Anderson localization does not in itself guarantee
absence of quantum transport, or nonspread of an
initially localized wave packet, as characterized, for
example, by boundedness in time of moments of the
position operator. This was first observed in del Rio
et al. (1996), where a rather artificial example of
coexistence of exponential localization and quantum
transport was constructed. However, such phenom-
ena also happen in models of interest to physicists
such as the random dimer model. Considering for
simplicity the second moment

hx2iT ¼
1

T

Z T

0

X
n

j�tðnÞj2n2 dt

we will say that H exhibits dynamical localization
if hx2iT < const. We will say that the family
{H�}�2Tb exhibits strong dynamical localization ifR

Tb d� supthx2it < const. We note that the results
mentioned below will hold with more restrictive

Localization for Quasiperiodic Potentials 337



definitions of dynamical localization (involving the
higher moments of the position operator) as well.
Dynamical localization implies pure point spectrum
by RAGE theorem so it is a strictly stronger notion.

It turns out that nonperturbative methods allow
for such dynamical upgrades as well. For the almost-
Mathieu operator, strong dynamical localization
holds throughout the regime of localization. It was
shown by Bourgain and Jitomirskaya that in
Theorems 4 and 6 as well as some other localization
results, dynamical localization also holds (see
Bourgain (2004)). However, methods that require
elimination of certain frequencies based on implicit
conditions currently do not provide sufficient infor-
mation to obtain strong (i.e., averaged) dynamical
localization, like what was done in the almost-
Mathieu case.

Quasiperiodic Localization and Cantor
Spectrum

A remarkable feature of quasiperiodic operators
with b = d = 1 is their tendency to have Cantor
spectrum. In particular, it was conjectured that all
almost-Mathieu operators (for all nonzero couplings
and all irrational frequencies) have Cantor spec-
trum. This conjecture became known as the Ten
Martini problem. In a significant recent develop-
ment (Puig 2004), it was shown that for Diophan-
tine frequencies Cantor structure of the spectrum
follows from localization for phase �= 0, with
corresponding eigenvalues being the boundaries of
noncollapsed gaps. The key idea here is that for
energies dual to eigenvalues of H0, corresponding to
localized eigenfunctions, the rotation number of the
transfer-matrix cocycle is of the form k!(modZ),
thus they are the ends of the gaps (possibly
collapsed). However, a collapsed gap in this case
would correspond to reducibility of the system to
the identity which can be shown to contradict the
simplicity of pure point spectrum for the dual
model. Since those energies form a dense subset of
the spectrum the result follows. The same idea
works, thus establishing Cantor spectrum, for
potentials that are generic in certain sense. Localiza-
tion also played an important role in the final proof

of the Ten Martini conjecture, for all irrationals
(Avila and Jitomirskaya 2005). It can be shown that
proving localization for a large set of phases allows
one to conclude reducibility of the transfer-matrix
cocycle for the dual model, for a large set of
energies, and this in turn can be shown to contradict
the presence of an interval in the spectrum.
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Physique Théorique, Marseilles, France

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Loop quantum gravity (LQG) is a mathematical
formalism that defines a tentative quantum theory
of spacetime. Equally, the formalism provides a
description of the gravitational field in regimes in
which its quantum properties cannot be neglected.
The distinctive feature of LQG is to be a quantum
field theory consistent with general relativity.

According to general relativity, the physical fields
that form the world do not live on a background
spacetime. Rather, these fields make up spacetime
themselves (‘‘background independence’’). Accord-
ingly, the quanta of a quantum field theory compatible
with this principle – the s-knots described below – do
not live on a background spacetime: rather, they
themselves form physical spacetime.

This physical idea is realized in the formalism by
the gauge invariance under active diffeomorphisms
of the manifold on which the fields are originally
defined (‘‘diffeomorphism invariance’’). Such gauge
invariance renders the localization of the field’s
excitations on the manifold physically irrelevant.

LQG implements these physical motivations by
merging two traditional lines of thinking in theoretical
physics. The first is the long-standing idea that gauge
fields are naturally understood in terms of variables
associated to lines (holonomies of the gauge connec-
tion, Wilson loops, Faraday lines, . . .). This idea can be
traced to Faraday’s initial intuition that gave birth to
modern field theory: physical fields are real entities
formed by lines. The second is the background-
independent canonical or covariant quantization of
general relativity developed by following the ideas of
Wheeler, DeWitt, and Hawking. Each of these two
lines of research has encountered serious obstructions,
but the two turn out to solve each others’ difficulties:
the formulation in terms of holonomies renders the old
ill-defined background-independent quantum gravity
well defined; conversely, background independence
cures the divergences associated to the Wilson loop
basis.

The formalism of LQG can be separated into two
parts. A kinematics, describing the quantum proper-
ties of space, and a dynamics, describing its
evolution. Here we outline the LQG kinematics,
and we give only the main result of the LQG
dynamics.

LQG can be extended to include standard matter
couplings such as fermions and Yang–Mills fields. It
finds numerous applications, for instance, in early
cosmology, astrophysics and black hole thermo-
dynamics (see Black Hole Mechanics, Quantum
Cosmology).

So far no empirical evidence supports the physical
correctness of this – nor of any other – tentative
theory of quantum gravity.

General Relativity in Canonical Form

Classical general relativity is the field theory
describing the gravitational field and the structure
of physical spacetime. It is a well-established
physical theory, strongly supported empirically.

In its Riemannian version, the theory can be
written in canonical form in terms of two fields on a
three-dimensional (3D) manifold � with coordinates
xa(a = 1, 2, 3): a 2-form E = Ea�abc dxa dxb, called the
‘‘triad field’’ and a 1-form A = Aa dxa, called the
‘‘gravitational connection’’ (�abc is the totally anti-
symmetric tensor density). Both take values in the
su(2) algebra, and they satisfy the three ‘‘constraint’’
equations

G ¼ DaEa ¼ 0 ½1�

Ca ¼ tr½FabEa� ¼ 0 ½2�

C ¼ tr½FabEaEb� ¼ 0 ½3�

Da is the SU(2) covariant derivative defined by the
connection A, Fab is the SU(2) curvature of A, and
the trace is on su(2).

E and A are canonically conjugate: their Poisson
brackets are {Ea(x), Ab(y)} = 8�Gc�3�a

b�
3(x, y); where

G is the Newton constant, c is the speed of light, �a
b is

the Kronecker delta, and �3(x, y) is the Dirac-delta on
�, which is a scalar density in x. The Poisson brackets
of G with the fields define their SU(2) gauge
transformations: E transforms in the adjoint repre-
sentation and A transforms as a connection. The
Poisson brackets of Ca (more precisely, of an
appropriate linear combination of Ca and G) with
the fields determine their transformation under a
diffeomorphism of �: E transforms as a 2-form and A
as a 1-form. The Poisson brackets of C with the fields
generate their coordinate time evolution. If the t
derivatives of the fields E(xa, t) and A(xa, t) are
given by their Poisson brackets with (the 3D integral
of) C, then (assuming that the determinant
E =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det tr[EaEb]

p
does not vanish) the metric field
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g00 = 1, ga0 = 0, gab = tr[EaEb]=E is a general solution
of the Riemannian Einstein equations in a fixed gauge.

The physical Lorentzian theory can be obtained in
this formalism in two ways. Either by adding an
appropriate term to eqn [3], or by taking A in
sl(2,C) and satisfying a suitable reality condition.
(For more details, see Canonical General Relativity.)

Spin Network and s-Knot States

LQG can be defined as a Schrödinger quantization
of the canonical formalism described above. The
space of the quantum states is defined as a Hilbert
space K of Schrödinger wave functionals �[A] of the
gravitational connection. The nontrivial aspect of
this construction is the definition of a scalar product
invariant under the two kinematical gauge invar-
iances of the theory: the local SU(2) and the
diffeomorphisms transformations generated by the
constraints [1] and [2]. The state space K is defined
as follows (see Quantum Geometry and its Applica-
tions for an essentially equivalent construction).

Given an su(2) connection A and an oriented path
� : s 2 [0, 1]! xa(s) 2 �, recall that the ‘‘holonomy’’
U[A, �] of A along � is the element of SU(2) defined by

d

ds
U½A; ��ðsÞ þ _�aðsÞAað�ðsÞÞU½A; ��ðsÞ ¼ 0 ½4�

U½A; ��ð0Þ ¼ 1; U½A; �� ¼ U½A; ��ð1Þ ½5�

where _�a(s) � dxa(s)=ds is the tangent to the path.
The solution of this equation is usually written in
the form

U½A; �� ¼ Pe

R
�

A ½6�

where the path ordered P is understood as acting on
the power series expansion of the exponential.

Let A be the space of the smooth connections A on
�. (For technical reasons, it is convenient to consider
smooth fields A defined everywhere in � except at
most at a finite number of points, and the group
Diff � of the ‘‘extended diffeomorphisms’’ defined by
the continuous invertible maps � : �! � that are
smooth everywhere in � except at most at a finite
number of points.) A graph � is an ordered collection
of smooth oriented paths, �l, denoted as links, with
l = 1, . . . , L, where the links overlap only at their
endpoints, called nodes. Given a graph � and a
smooth, Haar-integrable complex function f : U 2
(SU(2))L 7! f (U) 2 C, the couple (�, f ) defines the
(‘‘cylindrical’’) functional of A

��; f ½A� ¼ f ðU ½A;��Þ ½7�

U ½A;�� � ðU½A; �1�; . . . ;U½A; �L�Þ ½8�

Let L be the linear space of all functionals ��, f [A],
for all � and f. L is dense (in an appropriate sense) in
the space of all continuous functionals on A.

An SU(2) and Diff � invariant scalar product can
be defined in L as follows. If two functionals
��, f [A] and ��, g[A] are defined by the same graph
�, define

h��; f j��;gi �
Z

dU f ðUÞ gðUÞ ½9�

where dU is the Haar measure on (SU(2))L. The
extension to functionals defined on different graphs
is obtained by observing that (�, f ) and (�0, f 0) define
the same functional if � contains �0 and f is
independent of the variables in � but not in �0. It
follows that any two given functionals ��0, f 0 and
��00, g00 can be written as functionals ��, f and ��, g

with the same graph �, where � is obtained from the
union of �0 and �00. Using this, the scalar product [9]
is defined for any two functionals in L:

h��0; f 0 j��00;g00 i � h��;f j��;gi ½10�

Standard completion in the Hilbert norm defines the
kinematical Hilbert space K of LQG. L is dense in K
and defines the Gelfand triple L � K � L�. K carries
a natural unitary representation of the group of local
SU(2) representations and a natural unitary repre-
sentation U� of the group of the extended diffeo-
morphism of �. These two properties are nontrivial;
they represent the main physical motivation for the
definition of the scalar product. The SU(2)-invariant
subspace of K is a proper subspace K0.

An orthonormal basis in K0 can be defined using
the Peter–Weyl theorem. The basis states are labeled
by a graph �, by the assignment of a nonvanishing
spin j� to each link � 2 � and by the assignment of a
basis element in in the space of the intertwiners
(invariant tensors in the tensor product of the
representations space of the adjacent links) at each
node n of �. The triple S = (�, j�, in) is called an
imbedded spin network. The quantum state
�S[A] = hAjSi in K0 labeled by the spin network
S = (�, j�, in) is the cylindrical function obtained by
contracting the representation matrices of the
holonomies U(A, �), in the representations j�, with
the invariant tensors at the nodes.

The diffeomorphism-invariant state space Kdiff is
the SU(2) and diffeomorphism invariant subspace of
L�. It is the (closure of the) image of the map
Pdiff :L ! L� defined by

ðPdiff�Þð�0Þ ¼
X

�00¼U��

h�00;�0i 8�;�0 2 K ½11�
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The sum is over all states �00 in L for which there
exists a diffeomorphism � such that �00= U��; this
is a finite sum. The scalar product on this image is
naturally defined by

hPdiff�S;Pdiff�S0 iKdiff
� ðPdiff�SÞð�S0 Þ ½12�

The space Kdiff obtained in this manner is separable.
The images jsi= PdiffjSi of the spin network states

are called s-knot states. They span Kdiff. They are
determined only by the diffeomorphism equivalence
class s of the spin network S. Namely, by an abstract
(non-imbedded) knotted graph, colored with spins
and intertwiners. These colored knots are called
s-knots or abstract spin networks. The s-knot states
have a straightforward physical interpretation as
quantum excitations of space, discussed below.

Operators and Quanta of Space

The state space defined above carries a quantum
representation of classical observables of general
relativity. The classical quantity U[A, �], a function
of the field variable A, acts naturally as a multi-
plicative operator on K. Thus, K provides a
Schrödinger functional representation �[A] of quan-
tum gravity, which diagonalizes the (holonomy of
the) gravitational connection. The two constraints
[1] and [2] generate SU(2) gauge and diffeomorph-
ism transformations on A. The corresponding
transformations on the Schrödinger functional states
�[A] are given by the unitary representations
mentioned above. The quantum implementation of
the two constraint equations [1] and [2], following
Dirac’s theory of constrained quantum systems, is
the requirement of invariance under these transfor-
mations. The space Kdiff is the solution to these
requirement.

The triad field operator E can be defined only if
suitably smeared. Since E is a 2-form, its geometri-
cally natural smearing is with a 2D surface. (The
1-form field A is smeared over a line in U[A, �].)
Given a finite 2D surface S : �= (�1, �2) 7! xa(�) 2 �,
the smeared field

E½S� ¼
Z
S

E ¼
Z

d2
� �abc

@xa

@�1

@xb

@�2
Ecðxð�ÞÞ ½13�

is quantized by the functional derivative operator

E½S� � �i�h
8�G

c3

Z
d2� �abc

@xa

@�1

@xb

@�2

�

�Acðxð�ÞÞ
½14�

This operator is well defined on K and the quantum
operators E[S] and U[A, �] define a linear represen-
tation of the Poisson algebra of the corresponding
classical quantities. Thus, they define a quantization

of the kinematics of general relativity. Notice that in
a general covariant quantum field theory field
operators can be well defined even if smeared on
low-dimensional regions, while in conventional
quantum field theory, these operators need to be
smeared over 3D or 4D regions.

A simple calculation shows that if S and �
intersect once,

Ev½S�U½A; �� ¼ �i�h
8�G

c3
U½A; �1�vU½A; �2� ½15�

where v 2 su(2), we have written Ev = tr[vE], �1, 2

are the two paths into which � is partitioned by the
surface, and the sign is determined by the relative
orientation of S and �. More generally, E[S]U[A, �]
is a sum of one such term per intersection between S
and �.

Composite operators can be constructed in terms
of these operators. In particular, using standard
formulas in classical general relativity, the area of
the surface S can be written as a Riemann sum

A½S� ¼ lim
N!1

X
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr½EðSnÞEðSnÞ�

p
½16�

where Sn, n = 1, . . . , N, is a Riemann partition of
the surface. A straightforward calculation based on
eqn [15] shows that, if S cuts n links of a spin
network carrying spins ( j1 . . . jn) = j, then the spin
network state jSi is an eigenstate of A[S] with
eigenvalue

Aj ¼
8� �hG

c3

X
i¼1;n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jiðji þ 1Þ

p
½17�

where ji = 1=2, 1, 3=2, 2, . . . These are therefore
discrete eigenvalues of the area. All eigenvalues of
the area operator A[S] are real and discrete and
A[S] is a self-adjoint operator. Similar results are
obtained for the volume operator. This gets a
discrete contribution for each node of a spin
network.

These spectral properties of the area and volume
operators determine the physical interpretation of
the spin network states: the nodes of the spin
network represent quanta of space with quantized
volume; the nodes are connected by links represent-
ing quanta of surface with quantized area. The
graph � determines the adjacency relations between
the individual quanta of space; the intertwiners in
are volume quantum numbers; the spins j� are area
quantum numbers.

The interpretation carries over to the s-nodes, which
represent the same quantum excitations of space, up to
its manifold coordinatization, which is physically
irrelevant because of the gauge invariance under
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diffeomorphisms of �. An s-knot state jsi with N
nodes represents a quantum excitation of space with N
quanta of space adjacent to one another according to
the connectivity of � (see Figure 1).

Notice that the quantum states jsi do not
represent quantum excitations living in the physical
space: they represent quantum excitations of the
physical space. For instance, the state j0i defined by
the empty graph does not represent an ‘‘empty’’
physical space, but the absence of any physical
space. A generic quantum state of the physical space
is represented by a normalizable linear superposition
of these discrete quantized spacetimes (see Knot
Invariants and Quantum Gravity).

In a nongeneral covariant context, the kinematical
quantization predictions of quantum theory (such as
the quantization of the angular momentum) are
obtained from the spectral properties of operators
that represent measurements at a given time. In the
general covariant Hamiltonian formalism, the corre-
sponding kinematical quantization predictions are
given by spectral properties of ‘‘partial observables’’
operators, which in general are not gauge invariant in
the sense of Dirac. Area and volume are partial
observables of this kind. Their spectra are therefore
interpreted as physical predictions of LQG (up to an
overall numerical factor, called the Immirzi parameter,
which is obtained in certain variants of the theory).

Dynamics

The dynamics of the theory is obtained in terms of a
‘‘Hamiltonian constraint’’ operator C that quantizes
the constraint [3]. Different variants of the operator
C, and of its Lorentzian version, have been
constructed. The operator is defined via a suitable
regularization procedure. The description of these
constructions exceeds the scope of this article, and

we limit ourself here to mentioning the main result
and a few general comments.

The main result of the LQG dynamics is that C
turns out to be well defined and ultraviolet-finite
when restricted to Kdiff. Finiteness holds also when
standard matter couplings, such as Yang–Mills fields
and fermions, are added.

The reason for this finiteness can be understood as a
consequence of the discrete nature of space implied by
the spectral properties of the geometric operators
described above. The limit in which the ultraviolet
cutoff, introduced to regulate C, is removed turns
out to be trivial on the diffeomorphism-invariant states
in Kdiff. This is because this limit probes the short-
distance regime, but there is no physical (gauge-
invariant) short distance, in a theory in which
geometry turns out to be quantized at the Plank
scale. Since the physical states inKdiff define a physical
geometry only at scales larger than the Planck scale
�hGc�3, the ‘‘short-distance’’ modes in the coordinate
manifold � turn out to be pure gauge. This interplay
between quantum field-theoretical and general-
relativistic physics is the distinctive character of LQG.

Finally, we sketch the formal structure that
dynamics can take in the general covariant
Hamiltonian formalism of LQG. The operator C
defines a linear operator P � �(C), usually (impro-
perly) denoted the ‘‘projector,’’ which sends states in
Kdiff into the kernel of C, formed by the generalized
Kdiff vectors that solve the Wheeler–De Witt equa-
tion C� = 0 (see Wheeler–De Witt Theory). Matrix
elements of P are interpreted as transition ampli-
tudes between quantum states of space.

Physical predictions for processes that take place
in a finite spacetime region R can be obtained, in
principle, as follows. One considers a state j�i
representing the result of the measurement of partial
observables of the 3D boundary of a spacetime
region R. j�i codes the nonrelativistic notions of
initial, boundary and final conditions. Then h0jPj�i
can be interpreted as a relative probability ampli-
tude associated to this result. A formal expansion of
this amplitude in powers of C generates a spinfoam
sum (see Spin Foams) that can be understood as the
‘‘quantum gravity sum over histories’’ in R.

A systematic technique for computing physical
transition amplitudes from the background-
independent and nonperturbative formalism of
LQG has not yet been developed.

See also: BF Theories; Black Hole Mechanics; Canonical
General Relativity; Knot Invariants and Quantum Gravity;
Knot Theory and Physics; Quantum Cosmology; Quantum
Dynamics in Loop Quantum Gravity; Quantum Geometry
and its Applications; Spin Foams; Wheeler–De Witt Theory.

Figure 1 The graph of an s-knot, namely an abstract spinfoam,

and the set of quanta of space it represents. Each node n of the

graph defines a quantum of space. The associated intertwiner in is

the corresponding volume quantum number. Two quanta of space

are adjacent if the corresponding nodes are linked. A link � cuts

the elementary surface separating the two quanta and its spin j� is

the area quantum number of this surface.
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Introduction

Einstein’s (1916) use of differential geometry as an
essential tool in his theory of general relativity has
long been a motivation for the study of Lorentzian
geometry. More recently, the influential mono-
graphs of R Penrose (1972) and of S Hawking and
G Ellis (1973), the latter still cited by some as the
Bible of general relativity, so fascinated differential
geometers that Lorentzian geometry took its place
alongside of global Riemannian geometry as a
worldwide research area.

Let M be a smooth n-dimensional manifold, n 	 2,
with a countable basis. A Lorentz metric g = < , >
on M is a symmetric nondegenerate (0, 2) tensor field
on M of index (�, þ , . . . , þ). The existence of such
a tensor field implies that M admits a (non-oriented)
line field; hence, some compact manifolds like S2 do
not admit such metrics. A nonzero tangent vector v in
TM is then timelike (resp., nonspacelike, null, space-
like) according to whether g(v, v) < 0 (resp.,

0, = 0, >0). A Lorentzian manifold (M, g) is a
pair consisting of a smooth manifold together with a
choice of Lorentz metric. In this article, we use the
convention that a spacetime (M, g) is a Lorentzian
manifold together with a choice of time orientation,
that is, a continuous timelike vector field X on M.
Then a tangent vector v based at p may be
consistently defined to be future (resp., past) directed
if g(X(p), v) < 0 (resp.,> 0). (Some authors also
require that (M, g) be space oriented.) If a Lorentzian
manifold happens not to be time orientable, then a
2-fold covering manifold with the induced pullback
metric will be time orientable. Also basic are the

notations p� q (resp., p 
 q) if there is a future-
directed timelike (resp., nonspacelike) curve from p
to q and the corresponding chronological (resp.,
causal) future of p given by Iþ(p) = {q 2M; p� q}
and Jþ(p) = {q 2M; p 
 q}.

For a Riemannian manifold (N, g0), the Riemannian
distance function

d0 : N �N ! ½0; þ1Þ ½1�

given by d0(p, q) = inf {L(c); c : [0, 1]! N is a piece-
wise smooth curve with c(0) = p and c(1) = q}. A
fundamental result in global Riemannian geometry
is the celebrated Hopf–Rinow theorem.

Hopf–Rinow Theorem For any Riemannian
manifold (N, g0), the following conditions are
equivalent:

(i) metric completeness: (N, d0) is a complete
metric space;

(ii) geodesic completeness: for any v in TN, the
geodesic cv(t) in N with initial condition
c0v(0) = v is defined for all values of an affine
parameter t;

(iii) for some point p in N, the exponential map
expp is defined on all of TpN;

(iv) finite compactness: every subset K of N that is
d0 bounded has compact closure.
Moreover, if any one of (i)–(iv) holds, then
(N, g0) also satisfies

(v) minimal geodesic connectedness: given any p, q
in N, there exists a smooth geodesic segment
c : [0, 1]! N with c(0) = p, c(1) = q and
L(c) = d0(p, q).

A Riemannian metric for a smooth manifold is
then said to be complete if it satisfies any of the
above properties (i) through (iv). The Heine–Borel
property of basic topology implies (via (iv)) that all
Riemannian metrics for a compact manifold are
automatically complete and many of the examples
studied in basic Riemannian geometry are complete.

Lorentzian Geometry 343



Also, if Riem(N) denotes the space of all Rieman-
nian metrics for a smooth manifold N, both geodesic
completeness (property (ii) above) and geodesic
incompleteness (the failure of property (ii) to hold
for all geodesics) are C0 stable properties on
Riem(N), that is, given a complete (resp., incom-
plete) metric g for N, there exists an open neighbor-
hood U(g) of g in Riem(N) in the Whitney C0 fine
topology such that all Riemannian metrics h in U(g)
are complete (resp., incomplete).

For spacetimes (M, g), however, many basic
examples furnished by general relativity fail to be
geodesically complete and compactness of the
underlying smooth manifold M does not imply that
the given Lorentz metric g (let alone all Lorentz
metrics for M) are complete. Also, the stability of
geodesic completeness and incompleteness is more
complicated than in the Riemannian case, necessi-
tating concepts like pseudoconvex geodesic systems
and disprisonment as studied by Beem and Parker.
To summarize, for spacetimes and their associated
Lorentzian distance functions, no naive analogs
for the Hopf–Rinow theorem are valid. Under
additional hypotheses, geodesic completeness may
be guaranteed. Marsden noted that a compact
spacetime with a homogenous Lorentz metric is
geodesically complete. Then Carriere showed that a
compact spacetime whose curvature tensor vanishes
is geodesically complete. Later Kamishima (assum-
ing constant curvature) and then Romero and
Sanchez more generally showed that a compact
Lorentzian manifold which admits a timelike Killing
field is geodesically complete.

At any point p in a given spacetime, emanating
from p are three families of geodesics: timelike,
spacelike, and null. It was hoped in the 1960s that
possibly continuity arguments could be obtained for
different types of geodesic completeness. However, a
series of examples showed by the mid-1970s that
timelike geodesic completeness, null geodesic com-
pleteness, and spacelike geodesic completeness are
logically inequivalent. (Here, a given geodesic is said
to be complete if it may be extended to be defined
for all values of an affine parameter.) Nomizu and
Ozeki for Riemannian manifolds showed that any
given Riemannian metric g0 for the smooth mani-
fold N could be made geodesically complete by
making a conformal change of metric �g0, where
� : N ! (0, þ1) is a smooth function. Especially in
general relativity, such conformal changes are
natural because the causal character of tangent
vectors and curves (and hence of the basic causality
conditions) are preserved. For spacetimes while
generally nonspacelike geodesic completeness could
not be produced by conformal changes, for some

subclasses of spacetimes, such as the strongly causal
ones, it was possible with a global conformal
change.

For a large class of spacetimes, the warped or
multiwarped products (originally inspired by several
cosmological models in general relativity and a basic
construction from Riemannian geometry), explicit
integral criterion involving the warping functions
have been given for timelike or null geodesic
completeness. Several early examples of this type
of result are discussed in Beem et al. (1996,
pp. 111–112).

Lorentz Distance and the Nonspacelike
Cutlocus

For an arbitrary, not necessarily complete, Riemannian
manifold (N, g0), the Riemannian distance function
given in eqn [1] is continuous, the metric topology
induced by d0 coincides with the given manifold
topology, and d0(p, q) is finite for all p, q in N.
Now, for an arbitrary spacetime (M, g), and p, q
in M, if there is no future-directed nonspacelike
curve from p to q, set d(p, q) = 0; if there is such a
curve, let

dðp; qÞ ¼ supfLðcÞ; c : ½0; 1� ! ðM; gÞ
is a piecewise smooth future-

directed nonspacelike curve

with cð0Þ ¼ p and cð1Þ ¼ qg ½2�

(Unlike the Riemannian case, [2] does not bound
d(p, q) from above by L(c) for any selected curve c
and hence the Lorentz distance may assume the
value þ1.)

This then defines what some authors term the
‘‘Lorentzian distance function’’

d ¼ dðgÞ :M�M! ½0; þ1� ½3�

and other authors term ‘‘proper time.’’ It is linked to
the causal structure of the given spacetime since

dðp; qÞ > 0 iff q is in IþðpÞ ½4�

and in place of the triangle inequality for the
Riemannian distance function, a reverse triangle
inequality holds:

if p � r � q; then dðp; qÞ � dðp; rÞ þ dðr; qÞ ½5�

Also in the context of eqn [2], a future-directed
nonspacelike curve c : [0, 1]!M from c(0) = p to
c(1) = q is defined to be maximal if L(c) = d(p, q).
Corresponding to the Riemannian theory, a max-
imal nonspacelike curve turns out to be a smooth
null or timelike geodesic segment.
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As mentioned earlier, geodesic completeness is
generally not a natural requirement to place on
a spacetime. But what emerges from [4] in place of
Riemannian completeness is an interplay between
the causal properties of the given spacetime and
the continuity (and other properties) of the
Lorentzian distance function (cf. Beem et al. (1996,
chapter 4)). At the extreme of totally vicious
spacetimes, the Lorentz distance is always þ1.
Less drastically, if (M, g) contains a closed timelike
curve passing through p, then d(p, q) =þ1 for all
q in Jþ(p). Also, certain cosmological models
contain pairs of points at infinite distance. In
general, Lorentzian distance is only lower semicon-
tinuous. Adding upper semicontinuity forces a
distinguishing spacetime to be causally continuous.
A spacetime is chronological iff d(p, p) = 0 for all p
in M. At the other extreme from totally vicious
spacetimes are globally hyperbolic spacetimes,
which share many properties somewhat analogous
to complete Riemannian manifolds. The Lorentzian
distance function of a globally hyperbolic spacetime
is both continuous and finite valued. (Indeed, a
strongly causal spacetime is globally hyperbolic iff
all Lorentz metrics g 0 in the conformal class
C(M, g) also have finite-valued distance functions
d(g 0).) Second, corresponding to property (v) of the
Hopf–Rinow Theorem, these spacetimes all satisfy
maximal nonspacelike geodesic connectability:
given any p, q in M with p � q, there exists a
future nonspacelike geodesic segment c : [0, 1]!M
with c(0) = p, c(1) = q and L(c) = d(p, q).

A basic concept from the calculus of variations is
that of a pair of conjugate points along a geodesic
segment c : [0, a]! (M, g). A smooth vector field
J(t) along c is said to be a ‘‘Jacobi field’’ if J satisfies
the Jacobi differential equation

J00 þ RðJ; c0Þc0 ¼ 0 ½6�

where R denotes the curvature tensor. Then
c(t), c(s) are said to be conjugate points along c if
there exists a nonzero Jacobi field J along c with
J(t) = J(s) = 0. Much of the basic comparison tech-
niques in global Riemannian geometry involving
lengths of geodesics in manifolds satisfying curva-
ture inequalities, such as the ‘‘Rauch comparison
theorems,’’ the ‘‘Toponogov triangle comparison
theorem,’’ and volume comparison theorems, were
first obtained through Jacobi field techniques
(cf. Petersen (1998) for a contemporary account).
Later, Riccati equation techniques became more
popular (cf. Karcher (1989)). For spacetimes, espe-
cially in the globally hyperbolic case, analogous
results have been obtained for nonspacelike geodesic

segments, with a key breakthrough in 1979 being
Harris’s version of the ‘‘Toponogov triangle com-
parison theorem’’ for timelike geodesic triangles in
globally hyperbolic spacetimes. The Raychaudhuri
equation used earlier in general relativity corre-
sponds for spacetimes to this passage in the
Riemannian setting from the Jacobi equation to the
Riccati equation. The basic conjugate point theory
and the Morse index theory for an arbitrary timelike
or null geodesic segment in a general spacetime are
reasonably close to the earlier Riemannian theory, if
vector fields of the form J(t) = f (t)�0(t) are accounted
for in the case of a null geodesic segment
� : [0, 1]! (M, g). But spacelike geodesics and
conjugate points are more problematic, as was first
established using symplectic techniques by Helfer in
1994. More recently, progress has been made in
applying important ideas of Gromov (1999) for
Riemannian manifolds to the spacetime context
(cf. Noldus (2004) for an example).

Inspired by fundamental concepts in global
Riemannian geometry, Beem and Ehrlich in 1979
introduced the concept of nonspacelike cut
point, again most tractable for globally hyperbolic
spacetimes. Let � : [0, a)! (M, g) be a future-
inextendible, future-directed nonspacelike geodesic
in an arbitrary spacetime. Define

t0 ¼ supft 2 ½0; aÞ; dð�ð0Þ; �ðtÞÞ ¼ Lð�j½0; t�Þg ½7�

(If there is a closed timelike curve through �(0),
then d(�(0), �(0)) = þ1 and t0 will not exist. If � is
a nonspacelike geodesic ray and hence
d(�(0), �(t)) = L(�j[0, t]) for all t, then t0 = a.) How-
ever, if 0 < t0 < a, then �(t0) is said to be the future
nonspacelike cut point of p = �(0) along �. For
general spacetimes, it may be shown that:

1. for 0 < s < t < t0, that �j[s, t] is the unique
maximal nonspacelike geodesic in all of (M, g)
between �(s) and �(t);

2. �j[0, t] is maximal for all t with 0 � t � t0; and
3. for all t with t0 < t < a, there is a longer

nonspacelike curve in (M, g) than �j[0, t] between
�(0) and �(t).

A nonspacelike cut point is a subtler concept than
a nonspacelike conjugate point since the existence of
a cut point is not necessarily captured by the
behavior of families of future nonspacelike curves
(or geodesics) close to the given geodesic segment �,
the basic viewpoint of the calculus of variations. But
since calculus of variations arguments shows that
past a nonspacelike conjugate point, longer ‘‘neigh-
boring curves’’ join �(0) to �(t), the future cut point
of p = �(0) along � comes no later than the first
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future conjugate point to p along � in either the
timelike or null geodesic case.

In a startling result which contradicted erroneous
arguments in all the standard textbooks, Margerin
in 1993 gave examples to show that even for
compact Riemannian manifolds, the first conjugate
locus of a point (i.e., the set of all first conjugate
points along all geodesics issuing from a given point)
need not be closed, even though elementary argu-
ments correctly show that the cut locus of any point
(i.e., the set of all cut points along all geodesics
issuing from the given point) is always closed. The
timelike first conjugate locus of a point in a
spacetime will generally not be closed, but because
a nonspacelike geodesic in a globally hyperbolic
spacetime must escape from any compact subset in
finite affine parameter, the future (or past) first
nonspacelike conjugate locus of any point in such a
spacetime is a closed subset. In a result analogous to
the Riemannian characterization, nonspacelike cut
points in globally hyperbolic spacetimes may be
characterized as follows: let q = �(t0) be the future
cut point of p = �(0) along the timelike (resp., null)
geodesic segment � from p to q. Then either one of
both of the following conditions hold: (1) q is the
first future conjugate point to p along �, or (2) there
exist at least two maximal timelike (resp., null)
geodesic segments from p to q.

Now given p in an arbitrary spacetime (M, g), the
future timelike (resp., null) cut locus of p is defined
to be the set of all timelike (resp., null) cut points
along all future timelike (resp., null) geodesics
issuing from p and the future nonspacelike cut
locus of p is defined as the union of the future
timelike and null cut loci. Employing alternatives
(1) and (2) in the preceeding paragraph, it may be
shown for globally hyperbolic spacetimes that the
null and nonspacelike cut loci are closed subsets
of M.

The null cut locus has a privileged status
by virtue of a phenomena not encountered for
Riemannian manifolds. Under a conformal change
of back-ground spacetime metric, null geodesics
remain null pregeodesics (i.e., may be reparame-
trized to be null geodesics in the deformed Lorentz
metric) while such deformations fail to preserve
timelike or spacelike geodesics, or to preserve
geodesics in the Riemannian case. Even though
null conjugate points along a null geodesic will not
remain invariant under conformal change of space-
time metric, it is remarkable that elementary
arguments involving the spacetime distance func-
tion show that global conformal diffeomorphisms
do preserve null cut points and hence the null cut
locus of any point.

Geodesic Incompleteness and the
Lorentzian Splitting Theorem

In global Riemannian geometry, an important concept
is that of a geodesic ray. In a complete Riemannian
manifold (N, g0), a unit geodesic c : [0,þ1)!
(N,g0) is said to be a (geodesic) ray if d0(c(0),
c(t))= t for all t � 0. By the triangle inequality, c(t) is
minimal between every pair of its points. By making a
limit construction, it may be shown that for each p in
N, there exists a geodesic ray c(t) with c(0)=p. An
allied concept is that of a (geodesic) line c : R!
(N,g0); here d0(c(t), c(s))= jt� sj for all t, s is required,
that is, c is minimal between every pair of its points.
The existence of a line is much stronger than the
existence of a ray. If (N,g0) has positive Ricci
curvature everywhere, then (N,g0) contains no lines
despite the fact that it contains a ray issuing from
each point. A helpful tool in this setting is the
compactness of sets of tangent vectors of the form

fw 2 TpN; g0ðw; wÞ ¼ 1g ½8�

for any p in N; hence, any infinite sequence of
tangent vectors based at p automatically has a
convergent subsequence.

For spacetimes, geodesic completeness cannot
generally be assumed. Yet a future nonspacelike
geodesic ray � : [0, b)! (M, g) may be defined to be
a future-directed, future-inextendible nonspacelike
geodesic with d(�(0), �(t)) = L(�j[0, t]) for all t in
[0, b). The reverse triangle inequality implies that �
is maximal between any pair of its points. Similarly,
a nonspacelike geodesic line � : (a, b)! (M, g) is a
past- and future-inextendible nonspacelike geodesic
with d(�(t), �(s)) = L(�j[t, s]) for all s, t. Hence, � is
maximal between any pair of its points. If nonspace-
like geodesic completeness is assumed, a =�1 and
b =þ1 above. Constructions here are more delicate
than in the Riemannian case because the sets

fv 2 TpM; gðv; vÞ ¼ �1g ½9�

of unit timelike tangent vectors, while closed in the
tangent space, are noncompact. Despite this techni-
cality, using the limit curve machinery of general
relativity in place of the compactness in [8], it has
been shown that a strongly causal spacetime admits
a past and future nonspacelike geodesic ray issuing
from every point (cf. Beem et al. (1996, chapter 8)).
(If the spacetime is not nonspacelike geodesically
complete, these rays will not necessarily be past or
future complete.) As in the Riemannian case, the
existence of a complete line is a stronger geometric
condition. For that reason, in 1977 Beem and
Ehrlich introduced the concept of a spacetime
causally disconnected by a compact set K and
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showed that a strongly causal spacetime which is
causally disconnected by a compact set contains a
nonspacelike geodesic line which intersects the
compact set. (Again, unless the spacetime is non-
spacelike geodesically complete, this line need not be
future or past complete.)

A pattern common to many results in global
Riemannian geometry especially since the 1950s is
the following: the existence of a complete Riemannian
metric on a smooth manifold which also satisfies a
global curvature inequality implies a topological or
geometric conclusion. A celebrated early example
from the 1950s and 1960s, obtained by separate
results of Rauch, Berger, and Klingenberg, is the
topological sphere theorem.

Topological Sphere Theorem Suppose (N, g0) is a
complete, simply connected Riemannian n-manifold
whose sectional curvatures satisfy 1=4 < K � 1.
Then N is homeomorphic to Sn.

By contrast, for spacetimes, the assumption of
geodesic completeness is generally unwarranted.
Here is an example of one of the celebrated
singularity theorems of general relativity, published
in 1970 as originally stated:

Hawking–Penrose Singularity Theorem No space-
time (M, g) of dimension n � 3 can satisfy all of the
following three requirements together:

(i) (M, g) contains no closed timelike curves;
(ii) Every inextendible nonspacelike geodesic in

(M, g) contains a pair of conjugate points; and
(iii) There exists a future- or past-trapped set S in

(M, g).

This theorem may be reinterpreted more akin to
the Riemannian pattern above as follows: suppose
(M, g) is a chronological spacetime of dimensions
n � 3 which satisfies the timelike convergence
condition (Ric(v, v) � 0 for all timelike tangent
vectors) and the generic condition (every inextend-
ible nonspacelike geodesic contains a point which
has some appropriate nonzero sectional curvature).
If (M, g) contains a future- or past-trapped set, then
(M, g) is nonspacelike geodesically incomplete.
Hence, this result models the pattern: global
curvature inequalities (reflecting the physical
assumptions that gravity is assumed to be attractive
and every inextendible nonspacelike geodesic experi-
ences tidal acceleration) and a further physical or
geometric assumption (the first and third conditions)
implies the existence of an incomplete timelike or
null geodesic.

An influential concept in global Riemannian
geometry formulated during the 1960s and 1970s

is that of curvature rigidity, which first became
widely known through the introduction to the text
Cheeger and Ebin (1975). The above statement of
the ‘‘sphere theorem’’ contains one hypothesis that
the sectional curvature is strictly greater than 1/4.
In curvature rigidity, the hypothesis of strict
inequality is relaxed to include the possibility of
equality as well, and then one tries to show that
either the old conclusion is still valid, or if it fails, it
fails in an isometric (hence ‘‘rigid’’) manner. Thus
in the example of the sphere theorem, if the
sectional curvature is now allowed to satisfy 1=4 �
K � 1, then either the given Riemannian manifold
remains homeomorphic to the n-sphere, or if not, it
is isometric to a Riemannian symmetric space of
rank 1.

Already in an article in 1970, Geroch had
expressed the opinion that most spacetimes should
be nonspacelike geodesically incomplete and also
that a spacetime should fail to be nonspacelike
geodesically incomplete only under special circum-
stances. Apparently by the early 1980s, S T Yau had
formulated the idea that timelike geodesic incom-
pleteness of spacetimes ought to display a curvature
rigidity. In the paragraph following the statement of
the Hawking–Penrose singularity theorem, there are
two curvature conditions mentioned – the timelike
convergence condition and the generic condition.
Now the timelike convergence condition already
allows for the case of equality (i.e., zero timelike
Ricci curvature) in its formulation; hence, curvature
rigidity here would imply dropping the generic
condition that each inextendible nonspacelike geo-
desic contains a point of nonzero sectional curva-
tures as a hypothesis. This notion seems first to have
been published by Yau’s Ph.D. student R Bartnik in
1988 as follows:

Conjecture Let (M, g) be a spacetime of dimension
�3 which

(i) contains a compact Cauchy surface and
(ii) satisfies the timelike convergence condition

Ric(v, v) � 0 for all timelike v.

Then either (M, g) is timelike geodesically incom-
plete, or (M, g) splits isometrically as a product
(jR � V,�dt2 þ h) where (H, h) is a compact
Riemannian manifold.

This conjecture has been proven in many cases
with the following proof scheme. From the physical
or geometric assumptions made, produce an
inextendible nonspacelike geodesic line. Further,
prove that the line happens to be timelike rather
than null. Then if the spacetime were timelike
geodesically complete, it would contain a complete

Lorentzian Geometry 347



timelike line. But then the desired splitting may be
obtained using the Lorentzian splitting theorem.

Lorentzian Splitting Theorem Let (M, g) be a
spacetime of dimension �3 which satisfies each of
the following conditions:

(i) (M, g) is either globally hyperbolic or timelike
geodesically complete;

(ii) (M, g) satisfies the timelike convergence condi-
tion; and

(iii) (M, g) contains a complete timelike line.

Then (M, g) splits isometrically as a product (R � V,
�dt2 þ h) where (H, h) is a complete Riemannian
manifold.

This result, which corresponds to obtaining the
spacetime analog of a celebrated splitting theorem of
Cheeger and Gromoll for lines in complete Riemannian
manifolds of non-negative Ricci curvature, published
in 1971, was posed as a problem by S T Yau in a
problem list stemming from the conference
Special Year in Differential Geometry held at the
Institute for Advanced Study in Princeton during the
1979–80 academic year. Early progress was made
using maximal hypersurface methods by Gerhardt in
1983, Bartnik in 1984, and Galloway in 1984. Then
in 1985, Beem, Ehrlich, Markvorsen, and Galloway
introduced the methodology of employing the
Busemann function of the complete timelike line,
motivated by techniques from Riemannian geome-
try, and succeeded in obtaining a splitting under the
hypothesis of global hyperbolicity and everywhere
nonpositive timelike sectional curvatures. In separate
publications, Eschenburg and Galloway extended
the result to the desired curvature hypothesis of
nonnegative timelike Ricci curvatures. Finally,
Newman in 1990 achieved the originally desired
goal of obtaining the splitting under the assumption
of timelike geodesic completeness, rather than global
hyperbolicity. This is a more delicate setting, since
timelike geodesic completeness does not imply
maximal nonspacelike geodesic connectability, a
fairly basic geometric tool in many standard
constructions. But the idea emerged with
Newman’s solution that the existence of a timelike
geodesic line or segment in a nonglobally hyper-
bolic spacetime implies an adequate level of control
in a tubular neighborhood of the given line to
enable the proof to work. Galloway and Horta in
1996 published a much simplified working out of
these concepts. A fuller exposition of these devel-
opments may be found in Beem et al. (1996,
chapter 14). In addition, in 2000, Galloway
published a version of the splitting theorem for a
null maximal geodesic line.

Two-Dimensional Spacetimes

Two-dimensional spacetimes, sometimes termed
Lorentz surfaces, are especially tractable because
given (M, g) with dim M = 2, then (M, �g) is also a
spacetime. Hence, it may be shown that any
Lorentzian 2-manifold (M, g) homeomorphic to R2

may be made geodesically complete (not just
nonspacelike geodesically complete) by a conformal
change of metric. Also, any simply connected two-
dimensional Lorentzian manifold is strongly causal.
In Weinstein (1996), an extensive study is made of
Lorentz surfaces generally and particularly, of a
conformal boundary for such surfaces first given by
Kulkarni in 1985.

One of the prettiest classical results linking the
geometry and topology of a Riemannian surface is
the Gauss–Bonnet theorem. Let (N, g0) be a
Riemannian manifold of dimension 2 and let P be a
polygonal subregion with piecewise smooth bound-
ing curves ci, 1 � i � k. Let K denote the Gauss
curvature of (N, g0) and � the geodesic curvature of
the smooth curves ci (which vanishes if ci happens to
be a geodesic). If �i denote the corresponding
interior angles between the successive boundary
curves ci and ciþ1, then the Gauss–Bonnet formula
over P is

Z
P

Z
K dAþ

Z
@P

� dsþ
X

i

ð�� �iÞ ¼ 2� ½10�

By considering a triangulation of N itself and
summing up the corresponding terms in [10], it
follows for a compact oriented Riemannian mani-
fold (N, g0) of dimension 2 that

Z
N

Z
K dA ¼ 2��ðNÞ ½11�

where �(N) denotes the Euler characteristic. Also
lurking in the background here is a formula for
computing the angle between unit tangent vectors v,
w as

cos � ¼ g0ðv; wÞ ½12�

In the spacetime setting, different versions of a
Gauss–Bonnet formula for subregions of a two-
dimensional spacetime (M, g) corresponding to [10]
have been given in 1974 by Helzer and in 1984 by
Birman and Nomizu. First, the angle computation is
a bit trickier for spacetimes than in the Riemannian
case; eqn [12] has to be replaced by techniques
which use the hyperbolic functions cosh u and
sinh u to define the angle u (sometimes called the
‘‘hyperbolic angle’’) between two unit vectors and
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then to allow for null vectors. Birman and Nomizu
obtained an analog of [10] assuming that the
boundary curves for P are successive smooth unit
timelike curves:Z

@P

� ds�
Z

P

Z
K dAþ

X
i

�i ¼ 0

Helzer in his formulation allows the different
boundary curves to be either unit timelike, unit
spacelike or null separately. Since the only compact,
orientable smooth surface which admits a spacetime
metric is the 2-torus, which has zero Euler char-
acteristic, the Riemannian formula [11] above
translates into the uniform constraint on the Gauss
curvature of the spacetime:Z

M

Z
K dA ¼ 0

See also: General Relativity: Overview; Geometric
Analysis and General Relativity; Pseudo-Riemannian
Nilpotent Lie Groups; Spacetime Topology, Causal
Structure and Singularities.
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Lyapunov Exponents

The Lyapunov exponents of a sequence {An, n� 1}
of square matrices of dimension d� 1 are the values
of

�ðvÞ ¼ lim sup
n!1

1

n
log kAn � vk ½1�

over all nonzero vectors v 2 Rd. For completeness,
set �(0) =�1. It is easy to see that �(cv) =�(v) and
�(vþ v0)� max{�(v),�(v0)} for any nonzero scalar c
and any vectors v, v0. It follows that, given any
constant a, the set of vectors satisfying �(v)� a is a
vector subspace. Consequently, there are at most d
Lyapunov exponents, henceforth denoted by

�1 < � � � <�k�1 <�k, and there exists a filtration
F1 < � � � < Fk�1 < Fk = Rd into vector subspaces,
such that

�ðvÞ ¼ �i for all v 2 FinFi�1

and every i = 1, . . . , k (write F0 = {0}). In particular,
the largest exponent is

�k ¼ lim sup
n!1

1

n
log kAnk ½2�

One calls dim Fi � dim Fi�1 the multiplicity of each
Lyapunov exponent �i.

There are corresponding notions for continuous
families of matrices At, t 2 (0,1), taking the limit as
t goes to 1 in the relations [1] and [2]. The theories
for the two types of families, discrete and contin-
uous, are analogous and so at each point in what
follows we refer to either one or the other.
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Lyapunov Stability

Consider the linear differential equation

_vðtÞ ¼ BðtÞ � vðtÞ ½3�

where B(t) is a bounded function with values in the
space of d � d matrices, defined for all t 2 R. The
theory of differential equations ensures that there
exists a fundamental matrix At, t 2 R, such that

vðtÞ ¼ At � v0

is the unique solution of [3] with initial condition
v(0) = v0.

If the Lyapunov exponents of the family At, t> 0,
are all negative then the trivial solution v(t) � 0 is
asymptotically stable, and even exponentially stable.
The stability theorem of Lyapunov asserts that,
under an additional regularity condition, stability is
still valid for nonlinear perturbations

wðtÞ ¼ BðtÞ �wþ Fðt;wÞ ½4�

with kF(t, w)k� const.kwk1þc, c> 0. That is, the
trivial solution w(t) � 0 is still exponentially asymp-
totically stable.

The regularity condition means, essentially, that
the limit in [1] does exist, even if one replaces
vectors v by elements v1 ^ � � � ^ vl of any lth exterior
power of Rd, 1� l� d. By definition, the norm of an
l-vector v1 ^ � � � ^ vl is the volume of the parallele-
piped determined by the vectors v1, . . . , vk. This
condition is usually tricky to check in specific
situations. However, the multiplicative ergodic
theorem of V I Oseledets asserts that, for very
general matrix-valued stationary random processes,
regularity is an almost sure property. This result sets
the foundation for the modern theory of Lyapunov
exponents. We are going to discuss the precise
statement of the theorem in the slightly broader setting
of linear cocycles, or vector bundle morphisms.

Linear Cocycles

Let � be a probability measure on some space M and
f : M!M be a measurable transformation that
preserves �. Let � : E!M be a finite-dimensional
vector bundle, endowed with a Riemannian metric
k � kx on each fiber Ex = ��1(x). Let A : E!E be a
linear cocycle over f. What we mean by this is that

� 	 A ¼ f 	 �

and the action A(x) : Ex!Ef (x) of A on each fiber is
a linear isomorphism. Notice that the action of the
nth iterate An is given by

AnðxÞ ¼ Aðf n�1ðxÞÞ � � �Aðf ðxÞÞ � AðxÞ

for every n� 1.
Assume the function logþ kA(x)kx is �-integrable:

logþ kAðxÞkx 2 L1ð�Þ ½5�

(we write logþ �= log max {�, 1}, for any �> 0).
It is clear that the sequence of functions
an(x) = log kAn(x)kx satisfies

amþnðxÞ � amðxÞ þ anðf mðxÞÞ

for every m, n, and x. It follows from J Kingman’s
subadditive ergodic theorem that the limit

lim
n!1

1

n
anðxÞ

exists for �-almost all x. In view of [2], this means
that the largest Lyapunov exponent �k(x) of the
sequence An(x), n� 1 is a limit, and not just a lim
sup, at almost every point.

Multiplicative Ergodic Theorem

The Oseledets theorem states that the same holds
for all Lyapunov exponents. Namely, for �-almost
every x 2M there exists k = k(x) 2 {1, . . . , d}, a
filtration

F1
x < � � � < Fk�1

x < Fk
x ¼ Ex

and numbers �1(x)< � � � <�k(x) such that

lim
n!1

1

n
log kAnðxÞkx ¼ �iðxÞ ½6�

for all v 2 Fi
xnFi�1

x and i 2 {1, . . . , k}.
The Lyapunov exponents �i(x), and their number

k(x), are measurable functions of x and they are
constant on orbits of the transformation f. In
particular, if the measure � is ergodic then k and
the �i are constant on a full �-measure set of
points. The subspaces Fi

x also depend measurably
on the point x and are invariant under the linear
cocycle:

AðxÞ � Fi
x ¼ Fi

f ðxÞ

It is in the nature of things that, usually, these
objects are not defined everywhere and they depend
discontinuously on the base point x.

When the transformation f is invertible, one
obtains a stronger conclusion, by applying the
previous kind of result also to the inverse of the
cocycle. Namely, assuming that logþ kA�1k is also
in L1(�), one gets that there exists a
decomposition

Ex ¼ E1
x 
 � � � 
 Ek

x
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defined at almost every point and such that
A(x) � Ei

x = Ei
f (x) and

lim
n!�1

1

n
log kAnðxÞkx ¼ �iðxÞ ½7�

for all v 2 Ei
x different from zero and all i 2

{1, . . . , k}. These Oseledets subspaces Ei
x are related

to the subspaces Fi
x through

Fj
x ¼

Mj

i¼1

Ei
x

Hence, dim Ei
x = dim Fi

x � dim Fi�1
x is the multipli-

city of the Lyapunov exponent �i(x).
The angles between any two Oseledets subspaces

decay subexponentially along orbits of f:

lim
n!�1

1

n
log angle Ei

f nðxÞ;E
j
f nðxÞ

� �
¼ 0

for every i 6¼ j and almost every point. These facts
imply the regularity condition mentioned previously
and, in particular,

lim
n!�1

1

n
log j det AnðxÞj ¼

Xk

i¼1

�iðxÞ dim Ei
x ½8�

Consequently, for cocycles with values in SL(d, R),
the sum of all Lyapunov exponents, counted with
multiplicity, is identically zero.

As we are dealing with almost certain properties,
we may generally restrict the vector bundle to some
full measure subset over which it is trivial. Then
each fiber Ex is identified with the space Rd, and we
may think of A(x) as a d � d matrix. Then
An(x) = A(f n(x)) is a stationary random process
relative to (f ,�). Thus, in this context it is no
serious restriction to view a linear cocycle as a
stationary random process with values in the linear
group GL(d, R) of invertible d � d matrices.

Furthermore, given any such random process
An, n� 0, one may consider its normalization
Bn = An=jdetAnj. The Lyapunov exponents of the
two random processes An, n� 0, and Bn, n� 0, differ
by the time average

lim
n!1

1

n

Xn�1

j¼0

log jdetAjðxÞj

of the determinant. The Birkhoff ergodic theorem
ensures that the time average is well defined almost
everywhere, as long as the function log j det Aj is in
L1(�); this is the case, for instance, if both
logþ kA�1k are integrable. This relates the general
case to random processes with values in the special
linear group SL(d, R) of d � d matrices with
determinant �1.

The Oseledets theorem was extended by D Ruelle
to certain linear cocycles in infinite dimensions. He
assumes that the A(x) are compact operators on a
Hilbert space H and logþ kAk is in L1(�). The
conclusion is the same as in finite dimensions,
except that the filtration

� � � < F i
x < � � � < F1

x ¼ H

may involve infinitely many subspaces, and the
Lyapunov exponents may be �1. There is also a
version for cocycles over invertible transforma-
tions, where one assumes each A(x) to be invertible
and the sum of a unitary operator with a compact
operator, such that both log kA�k are integrable.
The conclusion is that there exists an Oseledets
decomposition H = E1

x 
 � � � 
 Ei
x 
 � � � at almost

every point, with finitely or countably many
factors.

Random Matrices

Relation [8] implies that, for SL(d, R) cocycles, if
there is only one Lyapunov exponent (with full
multiplicity) then it must be zero. When this
happens, the theory contains no information on the
behavior of the iterates An(x) � v, apart from the fact
that there is no exponential growth nor decay of
their norms. Thus, the question naturally arises
under which conditions is there more than one
Lyapunov exponent or, equivalently, under which
conditions is the largest Lyapunov exponent strictly
positive.

This problem was first addressed by H Furstenberg
for products of independent random variables,
corresponding to the following class of linear
cocycles. Let � be a probability measure on the
group G = GL(d, R). Consider M = GN and �= �N

(or M = GZ and �= �Z), and let f : M!M be the
shift map

f
�
ð	jÞj

�
¼ ð	jþ1Þj

It is clear that � is invariant and also ergodic for the
transformation f. Consider the cocycle A : E!E
defined by E= M�Rd and

A
�
ð	jÞj

�
� v ¼ 	0 � v

Clearly,

An
�
ð	jÞj

�
� v ¼ 	n�1 � � �	1	0 � v

Corresponding to the hypothesis of the multiplicative
ergodic theorem, assume that logþ k	k (and
logþ k	�1k) are �-integrable functions of the matrix 	.

Furstenberg’s theorem states that if the closed
group G(�) generated by the support of � is

Lyapunov Exponents and Strange Attractors 351



noncompact and strongly irreducible in Rd then
the largest Lyapunov exponent of the cocycle A
is strictly positive. Strong irreducibility means
that there exists no finite union of subspaces of
Rd that is invariant under all elements of the
group. Improvements, extensions, and alternative
proofs have been obtained by several authors since
then.

Especially, Y Guivarc’h and A Raugi provided
conditions under which there are exactly d distinct
Lyapunov exponents or, in other words, the
multiplicity of every Lyapunov exponent is equal
to 1. A matrix semigroup has the contraction
property if there exists a sequence of elements hn

and a probability measure on the projective space
of Rd that gives zero weight to any projective
subspace, such that the images (hn)�m of m under
the hn converge to a Dirac mass in the projective
space. They proved that if the closed semigroup
H(�) generated by the support of the probability �
is strongly irreducible and has the contraction
property then the largest Lyapunov exponent has
multiplicity 1. Applying this to the exterior
powers of the cocycle, one obtains sufficient
conditions for simplicity of the other Lyapunov
exponents as well.

This statement has been improved by I Ya
Gol’dsheid and G A Margulis, who formulated the
hypotheses in terms of the algebraic closure ~G(�) of
the semigroup H(�). They assumed that ~G(�) has the
contraction property and the connected component
of the identity inside ~G(�) is irreducible in Rd,
meaning that its elements do not have any common
invariant subspace. Then the largest Lyapunov
exponent is simple.

Schrödinger Cocycles

The one-dimensional discrete Schrödinger equation
is the second-order difference equation

�ðunþ1 þ un�1Þ þ Vnun ¼ Eun ½9�

derived from the stationary Schrödinger equation in
dimension 1 by space discretization. Here the energy
E is a constant and Vn = V(f n(�)), where the
potential V(�) is a bounded scalar function and
f : M!M is a transformation preserving some
probability measure � on M. In what follows, we
take � to be ergodic. Equation [9] may be rewritten
as a first-order relation,

unþ1

vnþ1

� �
¼ Vn � E �1

1 0

� �
un

vn

� �

Hence, it may also be interpreted as a linear cocycle
A over f, where the vector bundle is E= M� R2 and

Að�Þ ¼ Vð�Þ � E �1
1 0

� �
½10�

takes values in SL(R, 2). By ergodicity, the Lyapu-
nov exponents are essentially independent of the
base point �. Let �(E) denote the largest exponent:
by the relation [8], the other one is ��(E).

The Lyapunov exponent �(E) is related to the
spectral theory of the linear operators L�,

ðL�uÞn ¼ �ðunþ1 þ un�1Þ þ Vnun

on the space ‘2(Z) of complex square-integrable
sequences un, n 2 Z. These are bounded Hermitian
operators and so the spectra are compact subsets of R.
Using the assumption that � is ergodic, one can prove
that the spectrum spec(L�) is constant almost every-
where. If the transformation f is minimal, the spectrum
is even independent of the point �. Moreover, for all
energies,

�ðEÞ � const: distðE; specðL�ÞÞ

In particular, �(E) is always positive on the comple-
ment of the spectrum.

A fundamental problem (Anderson localization) is
to decide when the spectrum is pure-point. This is
reasonably well understood for a few classes of base
dynamics only, for example, the very chaotic systems
such as Bernoulli and Markov processes (random
potentials) or uniformly hyperbolic maps and flows,
or the irrational rotations on the d-dimensional torus
(quasiperiodic potentials). In the latter case, the
results are more complete when there is only one
frequency (d = 1). It was shown by K Ishii and by L
Pastur that if �(E) is positive for almost all values of
E in some Borel set then the absolutely continuous
part of the spectrum is essentially disjoint from that
set. The converse is also true (due to S Kotani). Thus,
checking that �(E) is positive is an important step
towards proving localization.

A very general criterion for positivity of the
Lyapunov exponent was obtained by Kotani. Namely,
he proved that if the potential is not deterministic then
�(E) is positive for almost all E. In particular, for
nondeterministic potentials the absolutely continuous
spectrum is empty, almost surely. In simple terms, the
hypothesis means that from the values of the potential
for negative n one cannot determine the values for
positive n. More formally, one calls the potential
deterministic if every Vn, n� 0 is almost everywhere a
measurable function of {Vn: n� 0}. For instance,
quasiperiodic potentials are deterministic, whereas
Bernoulli potentials are not.
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Subharmonicity Method

Let Dm be the set of complex vectors (z1, . . . , xm) 2 Cm

such that jzjj � 1 for all j and let Tm be the subset
defined by jzjj= 1 for all j. Let f : Tm!Tm and
A : Tm! SL(d, R) be continuous maps that admit
holomorphic extensions to the interior of Dm with
f (0) = 0. Assume that f preserves the natural (Haar)
measure � on Tm. Let

�ðA; �Þ ¼
Z

Tm
�ðzÞd�

where �(z) denotes the largest Lyapunov exponent
for the cocycle defined by A over f. It also follows
from the subadditive ergodic theorem that

�ðA; �Þ ¼ lim
1

n

Z
Tm

log kAnðzÞkd�

M Herman observed that, since the function
log kAn(z)k is plurisubharmonic on Dm, one may
use the maximum principle to conclude that

1

n

Z
Tm

log kAnðzÞkd� � 1

n
log kAnð0Þk

Then, taking the limit when n!1 one obtains that

�ðA; �Þ � 
ðAÞ ½11�

where 
 (A) denotes the spectral radius of the matrix
A(0). Starting from this observation, he developed a
very effective method for bounding Lyapunov
exponents from below, that received several applica-
tions and extensions, in particular, to the theory of
Schrödinger cocycles with quasiperiodic potentials.

The best-known application is the following bound
for integrated Lyapunov exponents of two-dimen-
sional cocycles. Let f : M!M be a continuous
transformation on a compact metric space, preserving
some probability measure �, and A : M! SL(2, R) be
a continuous map. For each fixed �, let AR� be the
cocycle obtained by multiplying A(x), at every point
x, by the rotation of angle �. Herman proved that

1

2�

Z
�ðAR�; �Þd� �

Z
M

NðxÞ d�

(A Avila and J Bochi later showed that the equality
holds) where

NðxÞ ¼ log
kAðxÞk þ kAðxÞ�1k

2

Apart from the exceptional case when A acts by
rotation at every point in the support of �, the right-
hand side of the inequality is positive, and so the
Lyapunov exponent of the cocycle AR� is positive
for many values of �.

Nonuniform Hyperbolicity

The prototypical example of a linear cocycle is the
derivative of a smooth transformation on a mani-
fold. More precisely, let M be a finite-dimensional
manifold and f : M!M be a diffeomorphism, that
is, a bijective smooth map whose derivative Df (x)
depends continuously on x and is an isomorphism at
every point. Let E= TM be the tangent bundle to the
manifold and A= Df be the derivative. If M is
compact or, more generally, if the norms of both Df
and its inverse are bounded, then the hypothesis in
Oseledets theorem is automatically satisfied for any
f-invariant probability �. Lyapunov exponents yield
deep geometric information on the dynamics of the
diffeomorphism, especially when they do not vanish.
For most results that we mention in the sequel, one
needs the derivative Df to be Hölder continuous:

kDf ðxÞ �Df ðyÞk � const: dðx; yÞc

Let Es
x be the sum of the Oseledets subspaces

corresponding to negative Lyapunov exponents.
Pesin’s stable manifold theorem states that there
exists a family of embedded disks Ws

loc(x) tangent to
Es

x at almost every point and such that the orbit of
every y 2Ws

loc(x) is exponentially asymptotic to the
orbit of x. This lamination {Ws(x)} is invariant, in
the sense that

f ðWsðxÞÞ 
Wsðf ðxÞÞ

and has an ‘‘absolute continuity’’ property. There
are analogous results for the sum Eu

x of the Oseledets
subspaces corresponding to positive Lyapunov
exponents.

The entropy of a partition P of M is defined by

h�ðf ;PÞ ¼ lim
n!1

1

n
H�ðPnÞ

where Pn is the partition into sets of the form
P = P0 \ f�1(P1) \ � � � \ f�n(Pn) with Pj 2 P and

H�ðPnÞ ¼
X
P2Pn

��ðPÞ log�ðPÞ

The Kolmogorov–Sinai entropy h�(f ) of the system
is the supremum of h�(f ,P) over all partitions P
with finite entropy. The Ruelle–Margulis inequality
says that h�(f ) is bounded above by the average sum
of the positive Lyapunov exponents. A major result
of the theory, Pesin’s entropy formula, asserts that if
the invariant measure � is smooth (e.g., a volume
element) then the two invariants coincide:

h�ðf Þ ¼
Z Xk

j¼1

�þj

 !
d�
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A complete characterization of the invariant mea-
sures for which the entropy formula is true was
given by F Ledrappier and L S Young.

The invariant measure � is called hyperbolic if all
Lyapunov exponents are nonzero at almost every
point. Hyperbolic measures are exact dimensional:
the pointwise dimension

dðxÞ ¼ lim
r!0

log�ðBrðxÞÞ
log r

exists at almost every point, where Br(x) is the
neighborhood of radius r around x. This fact was
proved by L Barreira, Ya Pesin, and J Schmeling. Note
that it means that the measure �(Br(x)) of neighbor-
hoods scales as rd(x) when the radius r is small.

Another remarkable feature of hyperbolic mea-
sures, proved by A Katok, is that periodic motions
are dense in their supports. More than that,
assuming the measure is nonatomic, there exist
Smale horseshoes Hn with topological entropy
arbitrarily close to the entropy h�(f ) of the system.
In this context, the topological entropy h(f , Hn) may
be defined as the exponential rate of growth,

lim
k!1

1

k
log #fx 2 Hn: f kðxÞ ¼ xg

of the number of periodic points on Hn.

Generic Systems

Given any area-preserving diffeomorphism on any
surface M, one may find another whose first
derivative is arbitrarily close to the initial one and
which has Lyapunov exponents identically zero at
almost every point, or else is globally uniformly
hyperbolic (Anosov). This surprising fact was
discovered by R Mañé, and a complete proof was
given by J Bochi. Uniform hyperbolicity means that
the tangent bundle admits a Df-invariant splitting

TM ¼ Es 
 Eu

such that the line bundle Es is uniformly contracted
and Eu is uniformly expanded by the derivative. It is
well known that Anosov diffeomorphisms can only
occur if the surface is the torus T2.

In fact, the theorem of Mañé–Bochi is stronger:
for a residual subset (a countable intersection of
open dense sets) of all once-differentiable area-
preserving diffeomorphisms on any surface, either
the Lyapunov exponents vanish almost everywhere
or the diffeomorphism is Anosov. This shows that
zero Lyapunov exponents are actually quite com-
mon for surface diffeomorphisms that are only once-
differentiable. Moreover, this theorem has been

extended to diffeomorphisms on manifolds with
arbitrary dimension, in a suitable formulation, by
J Bochi and M Viana.

However, this phenomenon should be specific to
systems with low differentiability. Indeed, already
for Hölder-continuous linear cocycles over chaotic
transformations it is known that vanishing Lyapu-
nov exponents can only occur with infinite codimen-
sion. That is, unless the cocycle satisfies an infinite
number of independent constraints, there exists
some positive exponent. By ‘‘chaotic’’ we mean
here that the invariant probability � of the base
transformation is assumed to be hyperbolic and to
have local product structure: it is locally equivalent
to a product of two measures, respectively, along
stable and unstable sets.

Under additional assumptions, one can even prove
that all Lyapunov exponents have multiplicity 1
outside an infinite-codimension subset. This follows
from extensions of the Guivarc’h–Raugi criterion for
certain linear cocycles over chaotic transformations,
obtained by A Avila, C Bonatti, and M Viana.

Strange Attractors

This expression was coined by D Ruelle and
F Takens in their celebrated study on the nature of
fluid turbulence. E Hopf and also L D Landau and
E M Lifshitz had suggested that turbulent motion
arises from the existence in the phase space of
invariant tori carrying quasiperiodic flows with
large number of frequencies. Ruelle and Takens
observed that dissipative systems such as viscous
fluids do not generally have such quasiperiodic tori,
and concluded that turbulence must be credited to a
different mechanism: the presence of some ‘‘strange’’
attractor.

While they did not propose a precise definition,
two main features were mentioned:

1. Complex geometry: a strange attractor is not
reduced to an equilibrium point or a periodic
solution of the system and, generally, should
have a fractal structure.

2. Chaotic dynamics: solutions accumulating on the
attractor should be sensitive to their initial states.

As more examples were found, it became appar-
ent that the above two features do not always come
together. This led to two types of definitions in the
literature, depending on whether one emphasizes the
geometry or the dynamics. We adopt the second
point of view, and propose to define the strange
attractor as one carrying an invariant ergodic
physical measure which has some positive Lyapunov
exponent. The notion of physical measure will be
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defined near the end. The condition on the Lyapu-
nov exponent ensures that the dynamics near the
attractor is (exponentially) sensitive to the initial
states.

Lorenz-Like Attractors

The uniformly hyperbolic attractors introduced by
S Smale provided an interesting class of examples of
strange attractors, both chaotic and fractal. Perhaps
more striking, given that they originated from a
concrete problem in fluid dynamics, were the
strange attractors introduced by E N Lorenz. The
Lorenz system of differential equations,

_x ¼ ��xþ �y; � ¼ 10

_y ¼ rx� y� xz; r ¼ 28

_z ¼ xy� bz; b ¼ 8=3

½12�

was derived from Lord Rayleigh’s model for
thermal convection, by Fourier expansion of the
stream function and temperature, and truncation of
all but three modes. Lorenz observed that its
solutions depend sensitively on their initial states.
Consequently, predictions based on the numerical
integration of the equations may turn out to be
very inaccurate, given that the initial data obtained
from experimental measurements are never com-
pletely precise. This remarkable observation
brought the issue of predictability in deterministic
systems to a whole new light and motivated intense
investigation of this and many other chaotic
systems.

The dynamical behavior of the eqns [12] was first
interpreted through certain geometric models where
the presence of strange attractors, both chaotic and
fractal, could be proved rigorously. It was much
harder to prove that the original eqns [12] them-
selves have such an attractor. This was achieved just
a few years ago, by W Tucker, by means of a
computer-assisted rigorous argument. At about the
same time, a mathematical theory of Lorenz-like
attractors in three-dimensional space was developed
by C Morales, M J Pacifico, and E Pujals. In
particular, this theory shows that uniformly hyper-
bolic attractors and Lorenz-like attractors are the
only ones which are robust under all small mod-
ifications of the vector field.

Hénon-Like Attractors

Starting from the work of Lorenz, many models of
strange attractors have been found and described to
some extent, often related to concrete problems.

From a mathematical point of view, it is usually
hard to give even a rough description of the
dynamics in the chaotic regime. However, this was
especially successful for the family of strange
attractors introduced by M Hénon. He considered
a very simple nonlinear system, particularly suited
for numerical experimentation: the transformation

f ðx; yÞ ¼ ð1� ax2 þ by; xÞ ½13�

where a and b are constant parameters. In a
breakthrough, M Benedicks and L Carleson were
able to prove that, for a set of parameter values with
positive probability, this transformation has some
nonhyperbolic attractor such that the orbits accu-
mulating on it are sensitive to the starting point. The
system [13] is also a model for many other
situations, including the phenomenon of creation of
homoclinic motions as parameters unfold, and the
conclusions of Benedicks and Carleson have been
extended to such situations, starting from the work
of L Mora and M Viana.

Moreover, a detailed theory of Hénon-like attrac-
tors has been developed by M Benedicks, M Viana,
D Wang, L S Young, and other authors. It follows
from this theory that these attractors carry an
invariant ergodic probability measure � which
describes the statistical behavior of almost all
trajectories f j(x), j � 1, that accumulate the
attractor:

lim
n!1

1

n

Xn

j¼1

’ðf jðxÞÞ ¼
Z
’ d�

for any continuous function ’. This property
implies that, despite the fact that it is supported
on a zero-volume set, the measure � is, in some
sense, physically observable. For this reason, one
calls it a physical measure. In other words, time
averages along typical orbits in the domain of
attraction coincide with the space averages deter-
mined by the probability �. Another property with
physical relevance is that � is the zero-noise limit of
the stationary measures associated to the Markov
chains obtained by adding random noise to f. One
says that the system (f ,�) is stochastically stable.

See also: Chaos and Attractors; Dissipative Dynamical
Systems of Infinite Dimension; Ergodic Theory; Fractal
Dimensions in Dynamics; Generic Properties of
Dynamical Systems; Gravitational N-Body Problem
(Classical); Homoclinic Phenomena; Hyperbolic
Dynamical Systems; Lagrangian Dispersion (Passive
Scalar); Nonequilibrium Statistical Mechanics: Interaction
between Theory and Numerical Simulations; Random
Dynamical Systems; Synchronization of Chaos.
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Introduction

There is no theory so far of irreversible processes that
is of the same generality as equilibrium statistical
mechanics and presumably it may not exist. While in
equilibrium the Gibbs distribution provides all the
information and no equation of motion has to be
solved, the dynamics plays the major role in none-
quilibrium. The theory illustrated below refers to
stationary states that are not restricted to being close
to equilibrium, and for a wide class of models it can be
shown to be exact. In this case one begins to see the
appearance of some general principles.

In equilibrium statistical mechanics, there is a well-
defined relationship, established by Boltzmann,
between the probability of a state and its entropy.
This fact was exploited by Einstein to study thermo-
dynamic fluctuations. When we are out of equilibrium,
for example, in a stationary state of a system in contact
with two reservoirs, it is not completely clear how to
define thermodynamic quantities such as the entropy
or the free energy. One possibility is to use fluctuation
theory to define their nonequilibrium analogs. In fact
in this way, extensive quantities can be obtained,
although not necessarily simply additive due to the
presence of long-range correlations which seem to be a
rather generic feature of nonequilibrium. This possibil-
ity has been pursued in recent years leading to a
considerable number of interesting results. One can
recognize two main lines.

1. Exact calculations in simplified models. This is
well exemplified by the work of Derrida et al.
(2002).

2. A general treatment of a class of continuous time
Markov chains for which the simplified models
provide examples. This is the point of view
developed by Bertini et al. (2002, 2004).

Both approaches have been very effective and of course
give the same results when a comparison is possible.

The second approach seems to encompass a wide class
of systems and has the advantage of leading to
equations which apply to very different situations.
This is the point of view we shall adopt in the
following. The question whether there are alternative
more natural ways of defining nonequilibrium entro-
pies or free energies is, for the moment, open.

Boltzmann–Einstein Formula

The Boltzmann–Einstein theory of equilibrium ther-
modynamic fluctuations, as described for example in
the book Physique Statistique by Landau–Lifshitz,
states that the probability of a fluctuation from
equilibrium in a macroscopic region of fixed volume
V is proportional to exp{V�S=k}, where �S is the
variation of entropy density in the region calculated
along a reversible transformation creating the
fluctuation and k is the Boltzmann constant.

This formula was derived by Einstein simply by
inverting the Boltzmann relationship between entropy
and probability. He considered this relationship as a
phenomenological definition of the probability of a
state.

Einstein theory refers to fluctuations from an
equilibrium state, that is from a stationary state of a
system isolated or in contact with reservoirs character-
ized by the same chemical potentials so that there is no
flow of heat, electricity, chemical substances, etc.,
across the system. When in contact with reservoirs, �S
is the variation of the total entropy (system þ
reservoirs) which, for fluctuations of constant volume
and temperature, is equal to ��F=T, where �F is the
variation of the free energy of the system and T the
temperature. In the following, we refer to �F=T, our
main object of study, as the entropy and use the letter S
for it but no confusion should arise.

The important question we address is then: what
happens if the system is stationary but not in
equilibrium, that is, flows of physical quantities are
present due to external fields and/or different chemical
potentials at the boundaries? To start with it is not
always clear whether a closed macroscopic dynamical
description is possible. If the system admits such a
description of the kind provided by hydrodynamic



equations, a fact which can be rigorously established in
simplified models, a reasonable goal is to find an
explicit connection between time-independent thermo-
dynamic quantities (e.g., the entropy) and dynamical
macroscopic properties (e.g., transport coefficients).
As we shall see, the study of large fluctuations provides
such a connection. It leads in fact to a dynamical
theory of the entropy which is shown to satisfy a
Hamilton–Jacobi equation (HJE) in infinitely many
variables requiring the transport coefficients as input.
Its solution is straightforward in the case of homo-
geneous equilibrium states and highly nontrivial in
stationary nonequilibrium states (SNSs). In the first
case we recover a well-known relationship widely used
in the physical and physico-chemical literature. There
are several one-dimensional models, where the HJE
reduces to a nonlinear ordinary differential equation
which, even if it cannot be solved explicitly, leads to
the important conclusion that the nonequilibrium
entropy is a nonlocal functional of the thermodynamic
variables. This implies that correlations over macro-
scopic scales are present. The existence of long-range
correlations is probably a generic feature of SNSs and
more generally of situations where the dynamics is not
time-reversal invariant. As a consequence if we divide
a system into two subsystems, the entropy is not
necessarily simply additive.

The first step toward the definition of a non-
equilibrium entropy is the study of fluctuations in
macroscopic evolutions described by hydrodynamic
equations. In a dynamical setting, a typical question
one may ask is the following: what is the most
probable trajectory followed by the system in the
spontaneous emergence of a fluctuation or in its
relaxation to an equilibrium or a stationary state? To
answer this question, one first derives a generalized
Boltzmann–Einstein formula from which the most
probable trajectory can be calculated by solving a
variational principle. The entropy is related to the
logarithm of the probability of such a trajectory and
satisfies the HJE associated to the variational principle.

For states near equilibrium, an answer to this type of
questions was given by Onsager and Machlup in 1953.
The Onsager–Machlup theory gives the following
result under the assumption of time reversibility of
the microscopic dynamics. In the situation of a linear
hydrodynamic equation and small fluctuations, that is,
close to equilibrium, the most probable creation and
relaxation trajectories of a fluctuation are time
reversals of one another. This conclusion holds also
in nonlinear hydrodynamic regimes and without the
assumption of small fluctuations. This follows from
the study of concrete models. In SNSs, on the other
hand, time-reversal invariance is broken and the
creation and relaxation trajectories of a fluctuation
are not time reversals of one another.

In the following we refer to boundary-driven
stationary nonequilibrium states, for example, a
thermodynamic system in contact with reservoirs
characterized by different temperatures and chemi-
cal potentials, but there is no difficulty in including
an external field acting in the bulk.

Microscopic and Macroscopic Dynamics

We consider many-body systems in the limit of
infinitely many degrees of freedom. The basic general
assumption of the theory is Markovian evolution.
Microscopically, we assume that the evolution is
described by a Markov process X� which represents
the state of the system at time � . This hypothesis
probably is not so restrictive, because the dynamics of
Hamiltonian systems interacting with thermostats
finally is also reduced to the analysis of a Markov
process. Several examples are discussed in the litera-
ture. To be more precise, X� represents the set of
variables necessary to specify the state of the micro-
scopic constituents interacting among themselves and
with the reservoirs. The SNS is described by a
stationary, that is, invariant with respect to time shifts,
probability distribution Pst over the trajectories of X� .

Macroscopically, the usual interpretation of
Markovian evolution is that the time derivatives
of thermodynamic variables _�i at a given instant of
time depend only on the �i’s and the affinities
(thermodynamic forces) @S=@�i at the same instant
of time. Our next assumption can then be
formulated as follows: the system admits a
macroscopic description in terms of density fields
which are the local thermodynamic variables. For
simplicity of notation, we assume that there is
only one thermodynamic variable (e.g., �, the
density). The evolution of the field �= �(t, u),
where t and u are the macroscopic time and
space coordinates (see below), is given by diffu-
sion-type hydrodynamic equations of the form

@t� ¼ 1
2r � Dð�Þr�ð Þ

¼ 1
2

X
1�i; j�d

@ui Di;jð�Þ@uj�
� �

¼ Dð�Þ ½1�

The interaction with the reservoirs appears as
boundary conditions to be imposed on solutions of
[1]. We assume that there exists a unique stationary
solution � of [1], that is, a profile �(u), which
satisfies the appropriate boundary conditions and is
such that D(�) = 0. This holds if the diffusion matrix
Di, j(�) in [1] is strictly elliptic, namely there exists a
constant c > 0 such that D(�) � c (in matrix sense).

These equations derive from the underlying
microscopic dynamics through an appropriate
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scaling limit in which the microscopic time and
space coordinates � , x are rescaled as follows:
t = �=N2, u = x=N, where N represents the linear
size of the system. For lattice systems, N is an
integer. The hydrodynamic equation [1] repre-
sents a law of large numbers with respect to the
probability measure Pst conditioned on an initial
state X0. The initial conditions for [1] are
determined by X0. Of course, many microscopic
configurations give rise to the same value of
�(0, u). In general, �= �(t, u) is an appropriate
limit of a local observable �N(X� ) as the number
N of degrees of freedom diverges.

The hypothesis of Markovian evolution is also the
basis of the 1931 Onsager’s theory of irreversible
processes near equilibrium. Onsager, however, did not
rely on any microscopic model and assumed, near the
equilibrium, linear hydrodynamic equations or regres-
sion equations as he called them. His equations,
ignoring space dependence, were of the form

_�i ¼ �
X

i

Dij�j ½2�

The diffusion matrix D is related to Onsager
transport matrix � and the entropy by the
relationship

D ¼ �s ½3�

where the elements of s are @2S=@�i@�j. The matrix
� is defined by the relationship between flows and
affinities

_�i ¼ �
X

j

�ij
@S

@�j
½4�

The indices ij here label different thermodynamic
variables. The matrix � is symmetric, a property
known as Onsager reciprocity. Equations [2] and [3]
follow by developing the entropy near an equilib-
rium state, that is, by taking a quadratic expression
as an approximation. The minus sign in eqn [4] is
due to our convention in which the entropy has the
same sign as the free energy.

Equation [3] permits to reconstruct the entropy
from the knowledge of the coefficients D and � and
has been widely used especially in physical chem-
istry. In SNSs, eqn [3] is replaced by a Hamilton–
Jacobi-type equation for the entropy.

Dynamical Boltzmann–Einstein Formula

The basic assumption is that the stationary ensemble
Pst admits a principle of large deviations describing
the fluctuations of the thermodynamic variables
appearing in the hydrodynamic equation. This
means the following. The probability that for large

N, the evolution of the random variable �N deviates
from the solution of the hydrodynamic equation and
is close to some trajectory �̂(t) is exponentially small
and of the form

Pst �NðXN 2tð Þ � �̂ðtÞ; t 2 t1; t2�½ Þ

� e�Nd ½Sð�̂ðt1ÞÞþJ½t1; t2 �ð�̂Þ�

¼ e�NdI½t1 ; t2 �ð�̂Þ ½5�

where d is the dimensionality of the system, J(�̂) is a
functional which vanishes if �̂(t) is a solution of [1]
and S(�̂(t1)) is the entropy cost to produce the initial
density profile �̂(t1). We normalize S so that
S(��) = 0. Therefore, J(�̂) represents the extra cost
necessary to follow the trajectory �̂(t). Finally,
�N(XN2t) � �̂(t) means closeness in some metric
and � denotes logarithmic equivalence as N ! 1.
Equation [5] is the dynamical generalization of the
Boltzmann–Einstein formula. Experience with many
models justifies this assumption.

To understand how [5] leads to a dynamical
theory of the entropy, we discuss its properties
under time reversal. Let us denote by � the time
inversion operator defined by �X� = X�� . The prob-
ability measure P	st describing the evolution of the
time-reversed process X	� is given by the composition
of Pst and ��1, that is,

P	st X	�
�
¼ �� ; � 2 ½�1; �2�Þ
¼ Pst X� ¼ ��� ; � 2 ��2;��1½ �ð Þ ½6�

Let L be the generator of the microscopic
dynamics. We remind that L induces the evolution
of observables (functions on the state space) accord-
ing to the equation @�EX0

[f (X� )] = EX0
[(Lf )(X� )],

where EX0
stands for the expectation with respect to

Pst conditioned on the initial state X0.
The time-reversed dynamics, that is, the dynamics

which inverts the direction of the fluxes through the
system, for example, heat flows under this dynamics
from lower to higher temperatures, is generated by
the adjoint L	 of L with respect to the invariant
measure �:

E�½ fLg� ¼ E�½ðL	f Þg� ½7�

The measure �, which is the same for both processes, is
a distribution over the configurations of the system
and formally satisfies �L = 0. The expectation with
respect to � is denoted by E� and f, g are observables.
We note that the probability Pst, and therefore P	st,
depends on the invariant measure �. The finite-
dimensional distributions of Pst are in fact given by

Pst X�1
¼ ��1

; . . . ;X�n
¼ ��n

ð Þ
¼ �ð��1

Þp�2��1
ð��1
! ��2

Þ � � � p�n��n�1
ð��n�1

! �t�n
Þ ½8�
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where p� (�1 ! �2) is the transition probability.
According to [6] the finite-dimensional distributions
of P	st are

P	st X	�1
¼ ��1

; . . . ;X	�n
¼ ��n

� �

¼ �ð��1
Þp	�2��1

ð��1
! ��2

Þ � � � p	�n��n�1
ð��n�1

! �t�nÞ
¼ �ð��n

Þp�n��n�1
ð��n
! ��n�1

Þ � � � p�2��1
ð��2
! ��1

Þ
½9�

In particular, the transition probabilities p� (�1!�2)
and p�

	(�1 ! �2) are related by

�ð�1Þ p� ð�1 ! �2Þ ¼ �ð�2Þ p� 	ð�2 ! �1Þ ½10�

This relationship reduces to the well-known detailed
balance condition if p� (�1!�2) = p�

	(�1!�2).
We require that also the evolution generated by

L	 admits a hydrodynamic description, that we call
the adjoint hydrodynamics, which, however, is not
necessarily of the same form as [1]. In fact, we
consider models in which the adjoint hydrodynamics
is nonlocal in space.

In order to avoid confusion, we emphasize that what
is usually called an equilibrium state for a reversible
dynamics, as distinguished from an SNS, corresponds
to the special case L	= L, that is, the detailed balance
principle holds. In such a case, Pst is invariant under
time reversal and the two hydrodynamics coincide.

We now derive a first consequence of our
assumptions, that is, the relationship between the
functionals I and I	 associated to the dynamics L
and L	 by [5]. From eqn [6], it follows that

I	½t1; t2�ð�̂Þ ¼ I½�t2;�t1�ð��̂Þ ½11�

with obvious notations. More explicitly, this equa-
tion reads

Sð�̂ðt1ÞÞ þ J	½t1; t2�ð�̂Þ ¼ Sð�̂ðt2ÞÞ þ J½�t2;�t1�ð��̂Þ ½12�

where �̂(t1), �̂(t2) are the initial and final points of
the trajectory and S(�̂(ti)) the entropies associated
with the creation of the fluctuations �̂(ti) starting
from the SNS. The functional J	 vanishes on the
solutions of the adjoint hydrodynamics. To compute
J	, it is necessary to know the entropy S.

We consider now the following physical situation.
The system is macroscopically in the stationary state
�� at t =�1, but at t = 0 we find it in the state �. We
want to determine the most probable trajectory
followed in the spontaneous creation of this fluctua-
tion. According to [5], this trajectory is the one that
minimizes J among all trajectories �̂(t) connecting ��
to � in the time interval [�1, 0]. From [12],
recalling that S(��) = 0, we have that

J½�1; 0�ð�̂Þ ¼ Sð�Þ þ J	½0;1�ð��̂Þ ½13�

The right-hand side is minimal if J	[0,1](��̂) = 0, that
is, if ��̂ is a solution of the adjoint hydrodynamics.
The existence of such a relaxation solution is due to
the fact that the stationary solution �� is attractive
also for the adjoint hydrodynamics. We have there-
fore the following consequences:

In a SNS the spontaneous emergence of a macroscopic
fluctuation takes place most likely following a trajec-
tory which is the time reversal of the relaxation path
according to the adjoint hydrodynamics.

This implies that the entropy is related to J by

Sð�Þ ¼ inf
�̂

J½�1; 0�ð�̂Þ ½14�

where the minimum is taken over all trajectories �̂(t)
connecting �� to �.

We note that the reversibility of the microscopic
process X� , which we call microscopic reversibility,
is not needed in order to deduce the Onsager–
Machlup result (i.e., that the trajectory which
creates the fluctuation is the time reversal of the
relaxation trajectory). In fact, Onsager–Machlup
result holds if and only if the hydrodynamics
coincides with the adjoint hydrodynamics, which
we call macroscopic reversibility. Indeed, it is
possible to construct microscopic nonreversible
models, L 6¼ L	, in which the hydrodynamics and
the adjoint hydrodynamics coincide.

Spontaneous fluctuations, including Onsager–
Machlup time-reversal symmetry, have been
observed in stochastically perturbed reversible elec-
tronic devices. In nonreversible systems, an asym-
metry between the emergence and the relaxation of
fluctuations has been observed. The above discus-
sion provides the explanation.

The Hamilton–Jacobi Equation and Its
Consequences

We assume that the functional J has a density (which
plays the role of a Lagrangian), that is,

J½t1; t2�ð�̂Þ ¼
Z t2

t1

dtL �̂ðtÞ; @t�̂ðtÞð Þ ½15�

Let us introduce the Hamiltonian H(�, H) as the
Legendre transform of L(�, @t�), that is,

Hð�;HÞ ¼ sup
�
h�;Hi � Lð�; �Þf g ½16�

where h� , �i denotes integration with respect to the
macroscopic space coordinates u.
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Noting that H(��, 0) = 0, the Hamilton–Jacobi
equation associated to [14] is

H �;
	S

	�

� �
¼ 0 ½17�

This is an equation for the functional derivative
C(�) = 	S=	�, but not all the solutions of the
equation H(�, C(�)) = 0 are the derivatives of some
functional. Of course, only those which are the
derivative of a functional are relevant for us.

We now specify the Hamilton–Jacobi equation
[17] for boundary-driven lattice gases. For models
with purely diffusive hydrodynamics [1], we expect
a quadratic large deviation functional of the form

J½t1;t2�ð�̂Þ ¼
1

2

Z t2

t1

dt r�1 @t�̂�Dð�Þð Þ;
�

�ð�̂Þ�1r�1 @t�̂�Dð�Þð Þi ½18�

where D(�) is the right-hand side of the hydrody-
namic equation [1], and by r�1f we mean a vector
field whose divergence equals f. The form [18], which
can be derived for several models, is expected to be
very general: the functional J(�̂) measures how much
�̂ differs from a solution of the hydrodynamics [1].
The matrix �(�) =�(�) with �(�) has the same role in
our more general context, as the Onsager matrix in
[4]. This form of J is also typical for diffusion
processes described by finite-dimensional Langevin
equations (Freidlin–Wentzell theory).

In this case, the Lagrangian L is quadratic in
@t�̂(t) and the associated Hamiltonian is given by

Hð�; HÞ ¼ 1
2 rH; �ð�ÞrHh i þ H;Dð�Þh i ½19�

so that the Hamilton–Jacobi equation [17] takes the
form

1

2
r 	S
	�
; �ð�Þr 	S

	�

	 

þ 	S

	�
;Dð�Þ

	 

¼ 0 ½20�

As is well known in mechanics, the Hamilton–Jacobi
equation has many solutions and we must give a
criterion to select the correct one. The criterion
which the correct solution has to satisfy is that it
must be a Lyapunov function with respect to the
unique stationary state.

It is a simple calculation to show that eqn [3] follows
from HJE, if we look for a solution which is a local
function of �. This is the right choice in equilibrium
where correlations over macroscopic distances are not
expected if the microscopic forces are short range.

Out of equilibrium, it has been shown by direct
calculation that for a special model, the symmetric
simple exclusion, the entropy is a nonlocal function
of the thermodynamic variables, that is, space

correlations extend to macroscopic distances. This
result can be derived in a simple way from HJE as
we will discuss later.

Lattice gases which do not conserve the number
of particles do not give rise in general to a purely
diffusive hydrodynamics but rather to a reaction
diffusion equation. In this case, the large deviation
functional will not have the quadratic form [18] and
also the HJE will not be quadratic. An example in
which particles can be created and destroyed is the
so-called Kawasaki–Glauber dynamics. In this case,
HJE has exponential nonlinearities.

Nonequilibrium Fluctuation Dissipation Relation

We now derive a twofold generalization of the
celebrated fluctuation dissipation relationship: it is
valid in nonequilibrium states and in nonlinear
regimes.

Such a relationship will hold provided the rate
function J	 of the time-reversed process is of the form
[18] withD replaced byD	, the adjoint hydrodynamics,

@t� ¼ D	ð�Þ ½21�

with the same boundary conditions as [1].
If J	 has the form

J	½t1;t2�ð�̂Þ ¼
1

2

Z t2

t1

dt ðr�1 @t�̂�D	ð�̂Þð Þ;
�

�ð�̂Þ�1r�1 @t�̂�D	ð�̂Þð Þi ½22�

by taking the variation of eqn [12], we get

Dð�Þ þ D	ð�Þ ¼ r � �ð�Þr 	S
	�

� �
½23�

This relation can be verified explicitly for the
nonequilibrium zero-range process which we discuss
later and holds for several other models. It is also
easy to check that the linearization of [23] around
the stationary profile �� yields a fluctuation dissipa-
tion relationship which reduces to the usual one in
equilibrium.

The fluctuation dissipation relation [23] can be used
to obtain the adjoint hydrodynamics from D(�) and
	S=	�; the first is usually known and the second can be
calculated from the Hamilton–Jacobi equation.

H Theorem

We show that the functional S is decreasing along
the solutions of both the hydrodynamic equation [1]
and the adjoint hydrodynamics

@t� ¼ D	ð�Þ ¼ r � �ð�Þr 	S
	�

� �
�Dð�Þ ½24�
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Let �(t) be a solution of [1] or [24]; by using the
Hamilton–Jacobi equation [20], we get

d

dt
Sð�ðtÞÞ ¼ 	S

	�
ð�ðtÞÞ; @t�ðtÞ

	 


¼� 1

2
r 	S
	�
ð�ðtÞÞ; �ð�ðtÞÞr 	S

	�
ð�ðtÞÞ

	 


� 0 ½25�

In particular, we have that (d=dt)S(�(t)) = 0 if and
only if (	S=	�)(�(t)) = 0.

We remark that the right-hand side of [25]
vanishes in the stationary state, that is, there is no
internal entropy production due to the evolution.
On the other hand, there is a steady entropy
production due to the differences in the chemical
potentials of the reservoirs. This is not discussed in
this article.

Decomposition of Hydrodynamics

There is a structural property of hydrodynamics
which follows from the HJE. The hydrodynamic
equation can be decomposed as the sum of a
gradient vector field and a vector field A orthogonal
to it in the metric induced by the operator K�1,
where Kf = �r � (�(�)rf ), namely

Dð�Þ ¼ 1

2
r � �ð�Þr 	S

	�

� �
þAð�Þ ½26�

with

K
	S

	�
;K�1Að�Þ

	 

¼ 	S

	�
;Að�Þ

	 

¼ 0

Similarly, using the fluctuation dissipation rela-
tionship [23] for the adjoint hydrodynamics, we
have

D	ð�Þ ¼ 1

2
r � �ð�Þr 	S

	�

� �
�Að�Þ ½27�

Since A is orthogonal to 	S=	�, it does not contribute
to the entropy production. The vector field A is odd
under time reversal like a magnetic force.

Both terms of the decomposition vanish in the
stationary state, that is, when �= ��. Whereas in
equilibrium the hydrodynamics is the gradient flow of
the entropy S, the term A(�) is characteristic of
nonequilibrium states. Note that, for small fluctuations
� � ��, small differences in the chemical potentials at
the boundaries, A(�) becomes a second-order quantity
and Onsager theory is a consistent approximation.

Equation [26] is interesting because it separates
the dissipative part of the hydrodynamic evolution
associated to the thermodynamic force 	S=	� and

provides therefore an important physical informa-
tion. Notice that the thermodynamic force 	S=	�
appears linearly in the hydrodynamic equation
even when this is nonlinear in the macroscopic
variables.

In general, the two terms of the decomposition
[26] are nonlocal in space even if D is a local
function of �. This is the case for the simple
exclusion process discussed later. Furthermore
while the form of the hydrodynamic equation does
not depend explicitly on the chemical potentials,
	S=	� and A do.

To understand how the decomposition [26] arises
microscopically, let us consider a stochastic lattice
gas. Let

L ¼ 1
2ðLþ L	Þ þ 1

2 ðL� L	Þ ½28�

be its Markov generator, where L	 is the adjoint of
L with respect to the invariant measure, namely the
generator of the time-reversed microscopic
dynamics. The term L� L	 behaves like a Liouville
operator, that is, it is anti-Hermitian and, in the
scaling limit, produces the term A in the hydro-
dynamic equation. This can be verified explicitly in
the boundary-driven zero-range model introduced in
the next section.

Since the adjoint generator can be written as
L	= (Lþ L	)=2� (L� L	)=2, the adjoint hydro-
dynamics must be of the form [27]. In particular, if
the microscopic generator is self-adjoint, we getA= 0
and thus D(�) =D	(�). On the other hand, it may
happen that microscopic nonreversible processes,
namely for which L 6¼ L	, can produce macroscopic
reversible hydrodynamics if L� L	 does not con-
tribute to the hydrodynamic limit.

The decompositions [26] and [27] remind of the
electrical conduction in the presence of a magnetic
field. Consider the motion of electrons in a
conductor: a simple model is given by the effective
equation

_p ¼ �e Eþ 1

mc
p ^H

� �
� 1

�
p ½29�

where p is the momentum, e the electron charge, E
the electric field, H the magnetic field, m the mass,
c the velocity of the light, and � the relaxation time.
The dissipative term p=� is orthogonal to the
Lorentz force p ^H. We define time reversal as the
transformation p 7! �p, H 7! �H. The adjoint evo-
lution is given by

_� ¼ e Eþ 1

mc
p ^H

� �
� 1

�
p ½30�
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where the signs of the dissipation and the electro-
magnetic force transform in analogy to [26] and
[27].

Let us consider in particular the Hall effect where
we have conduction along a rectangular plate
immersed in a perpendicular magnetic field H with
a potential difference across the longer side. The
magnetic field determines a potential difference
across the other side of the plate. In our setting on
the contrary, it is the difference in chemical
potentials at the boundaries that introduces in the
equations a ‘‘magnetic-like’’ term. There is therefore
a kind of equivalence between certain externally
applied fields and driving the system at the
boundaries.
Minimum Dissipation Principle

In 1931 Onsager formulated, within his near
equilibrium theory, a variational principle which
shows that the hydrodynamic evolution minimizes
at each instant of time a quadratic functional of �̇.
He called this the ‘‘minimum dissipation principle.’’
We now show that the decomposition of the
previous subsection leads to a natural exact general-
ization of this principle. We want to construct a
functional of the variables � and �̇ such that the
Euler equation associated to the vanishing of the
first variation under arbitrary changes of �̇ is the
hydrodynamic equation [1]. We define the ‘‘dissipa-
tion function’’

Fð�; _�Þ ¼ ð _��Að�ÞÞ;K�1ð _��Að�ÞÞ
� �

½31�

and the functional

�ð�; _�Þ ¼ _Sð�Þ þ Fð�; _�Þ

¼ 	S

	�
; _�

	 

þ ð _��Að�ÞÞ;h

K�1ð _��Að�ÞÞi ½32�

which generalize the corresponding Onsager’s defi-
nitions (Onsager 1931a, b). The operator K has been
defined in the previous subsection.

It is easy to verify that

	 _�� ¼ 0 ½33�

is equivalent to the hydrodynamic equation [1].
Furthermore, a simple calculation gives

Fj _�¼Dð�Þ ¼
1

4
r 	S
	�
; �ð�Þr 	S

	�

	 

½34�

that is, 2F on the hydrodynamic trajectories equals
the entropy production rate as in Onsager’s near
equilibrium approximation.
The dissipation function for the adjoint hydro-
dynamics is obtained by changing the sign of A
in [31].
Entropy and Optimal Control

There is an interesting interpretation of the entropy
as a minimal cost to produce a fluctuation by
externally acting on the system. The idea is to show
that there exists a cost function which on the optimal
control trajectory coincides with the entropy differ-
ence with respect to the stationary state.

We add an external perturbation v to the
hydrodynamic equation

@t� ¼ 1
2r � Dð�Þr�ð Þ þ v ¼ Dð�Þ þ v ½35�

We want to choose v so as to drive, with minimal
cost, the system from its stationary state �� to an
arbitrary state �. A simple cost function is

1

2

Z t2

t1

dshvðsÞ;K�1ð�ðsÞÞvðsÞi ½36�

where �(s) is the solution of [35] and we recall that
K(�)f =�r � (�(�)rf ). More precisely, given
�(t1) = ��, we want to drive the system to �(t2) = �
by an external field v which minimizes [36]. This is
a standard problem in control theory. Let

Vð�Þ ¼ inf
1

2

Z t2

t1

dshvðsÞ;K�1ð�ðsÞÞvðsÞi ½37�

where the infimum is taken with respect to all fields
v which drive the system to � in an arbitrary time
interval [t1, t2]. The optimal field v can be obtained
by solving the Bellman equation which reads

min
v

1

2
hv;K�1ð�Þvi � Dð�Þ þ v;

	V
	�

	 
� 

¼ 0 ½38�

It is easy to express the optimal v in terms of V; we
get

v ¼ K
	V
	�

½39�

Hence, [38] now becomes

1

2

	V
	�
;Kð�Þ 	V

	�

	 

þ Dð�Þ; 	V

	�

	 

¼ 0 ½40�

By identifying the cost functional V(�) with S(�), eqn
[40] coincides with the Hamilton–Jacobi equation [20].

By inserting the optimal v [39] in [35] and
identifying V with S, we get that the optimal
trajectory �(t) solves the time-reversed adjoint
hydrodynamics, namely

@t� ¼ �D	ð�Þ ½41�
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The trajectory of the spontaneous emergence of a
fluctuation coincides therefore with the trajectory of
minimal cost for the optimal control. The optimal
field v does not depend on the nondissipative part A
of the hydrodynamics.
Models

The general theory will now be illustrated by briefly
describing models where it has been successfully
applied. We consider examples of different nature in
order to emphasize the generality and flexibility of
the point of view developed in the previous section.

We have chosen three examples in which the
theory is used in different ways. The first one, the
zero-range process, can be solved in a simple way so
that the theory can be verified in detail. In the second
one, the symmetric simple exclusion, we derive from
the HJE a nonlinear ordinary differential equation
first obtained by Derrida, Lebowitz, and Speer
through a direct rather complex calculation. This
equation implies the nonlocality of the entropy in the
SNS of this model. The third model, the Kawasaki–
Glauber dynamics, provides the illustration of two
aspects. Nonlocality of the entropy, that is, long-
range correlations, can appear in isolated equilibrium
states if the microscopic dynamics is not time-reversal
invariant. This means that long-range correlations as
a signature of time-reversal violation are not
restricted to SNSs. The second aspect to be under-
lined is the effectiveness of the HJE in a more
complex case: in fact in this model, the number of
particles is not conserved which leads to a very
complicated structure of the HJE.

As a general comment, we emphasize that
dynamics microscopically different but leading to
the same macroscopic description, in particular the
same hydrodynamics and large deviation functional,
are indistinguishable for the theory which is purely
macroscopic.

Zero Range

We consider the so-called zero-range process
which models a nonlinear diffusion of a lattice
gas. The model is described by a positive integer
variable 
� (x) representing the number of particles
at site x and time � of a finite lattice which for
simplicity we assume one dimensional. The parti-
cles jump with rates g(
(x)) to one of the nearest-
neighbor sites xþ 1, x� 1 with probability 1/2.
The function g(k) is nondecreasing and g(0) = 0.
We assume that our system interacts with two
reservoirs of particles in positions N and �N with
rates pþ and p�, respectively. This model can be
solved exactly and the previous theory can be
checked in full detail.

Let us introduce the macroscopic coordinates,
time t = �=N2 and space u = x=N. To describe the
macroscopic dynamics, we introduce the empirical
density

�Nðt; uÞ ¼
1

N

XN
x¼�N


N2tðxÞ	ðu� x=NÞ ½42�

where 	(u� x=N) is the Dirac 	. One can prove that in
the limit N ! 1, the empirical density [42] tends in
probability to a continuous function �t(u), which
satisfies the following hydrodynamic equation:

@t� ¼ 1
2��ð�Þ ¼ Dð�Þ ½43�

where �(�) can be explicitly defined in terms of the
rates g(
). The boundary conditions for [43] are
�(�(t, 
1)) = p
.

The adjoint hydrodynamics is

@t� ¼
1

2
��ð�Þ � �r �ð�Þ

�ðuÞ

� 

¼ D 	ð�Þ ½44�

with

�ðuÞ ¼ pþ � p�
2

uþ pþ þ p�
2

and

� ¼ pþ � p�
2

The boundary conditions for [44] are the same as
for [43]. The second term on the right-hand side of
[44] is proportional to the difference of the chemical
potentials and produces an inversion of the particle
flux. The action functionals J(�̂) and J	(�̂) for this
model have been computed and have the form [18]
and [22], respectively, with �(�) =�(�). The entropy
S(�) can be easily computed directly from the
expression of the invariant measure which is of
product type and is known explicitly:

Sð�Þ ¼
Z 1

�1

du �ðuÞ log
�ð�ðuÞÞ
�ðuÞ

�

� log
Zð�ð�ðuÞÞÞ

Zð�ðuÞÞ

�
½45�

where

Zð�Þ ¼ 1þ
X1
k¼1

�k

gð1Þ � � � gðkÞ

It is easy to verify that it solves the HJE. Due to the
special zero-range character of the interaction in this
model, there are no long-range correlations in
nonequilibrium states.
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Simple Exclusion

The simple exclusion process is a model of a lattice
gas with an exclusion principle: a particle can move
to a neighboring site, with rate 1/2 for each side,
only if this is empty. We consider again a one-
dimensional case and we denote by 
x(�) 2 {0, 1} the
number of particles at the site x at (microscopic)
time � . The system is in contact with particle
reservoirs at the boundaries 
N where a particle is
created with rates p
 if the boundary site is empty
and is destroyed 1� p
 if it is occupied. In contrast
to the zero-range model, the invariant measure
carries long-range correlations making the entropy
nonlocal.

The hydrodynamic equation for the simple exclu-
sion process can be derived as for the zero-range
process; in fact, it is easier in this case because a
simple computation leads directly to a closed
equation for the empirical density which is defined
as in [42] except that the variable 
 now takes only
the values 0 or 1. We find that the limiting density
evolves according to the linear heat equation

@t�ðt; uÞ ¼ 1
2��ðt; uÞ ¼ Dð�Þ ½46�

with boundary conditions

�ðt;
1Þ ¼ p

1þ p


¼ �


In this case, the density of particles � takes values
in [0,1]. We use the HJE to calculate the entropy.
For this model, we have �(�) = �(1� �). We show
that the solution of the HJE for S(�) (which is a
functional derivative equation) can be reduced to the
solution of an ordinary differential equation.

The Hamilton–Jacobi equation for the simple
exclusion process is

r 	S
	�
; �ð1� �Þr 	S

	�

	 

þ 	S

	�
;��

	 

¼ 0 ½47�

We look for a solution of the form

	S

	�ðuÞ ¼ log
�ðuÞ

1� �ðuÞ � �ðu; �Þ ½48�

for some functional �(u; �) to be determined satisfy-
ing the boundary conditions

�ð
1Þ ¼ log
�


1� �


in the space variable. The first term on the right-
hand side is the derivative of the equilibrium
entropy, that is for boundary conditions ��= �þ.

Inserting [48] into [47], we get (note that
�� e�=(1þ e�) vanishes at the boundary)
0 ¼� r log
�

1� �� �
� �

; �ð1� �Þr�
	 


¼� r�;r�h i þ �ð1� �Þ; ðr�Þ2
D E

¼� r �� e�

1þ e�

� �
;r�

	 


� �� e�

1þ e�

� �
�� 1

1þ e�

� �
; ðr�Þ2

	 


¼ �� e�

1þ e�

� �
; ��þ ðr�Þ

2

1þ e�
� �ðr�Þ2

 !* +

We obtain a nontrivial solution of the Hamilton–
Jacobi if we solve the following ordinary differential
equation, corresponding to the vanishing of the right
side of the scalar product, which relates the
functional �(u) =�(u; �) to �:

��ðuÞ
½r�ðuÞ�2

þ 1

1þ e�ðuÞ
¼ �ðuÞ; u 2 ð�1; 1Þ

�ð
1Þ ¼ log
�


1� �


½49�

It is clear that � is a nonlocal functional of �. A
computation shows that the derivative of the
functional

Sð�Þ ¼
Z

du

�
� log �þ ð1� �Þ logð1� �Þ

þð1� �Þ�� logð1þ e�Þ þ log
r�
r��




is given by [48] when �(u; �) solves [49].
Kawasaki–Glauber Dynamics

The model consists of particles on a lattice evolving
according to two basic dynamical processes:

1. a particle can move to a neighboring site if this is
empty as in the simple exclusion and

2. a particle can disappear in an occupied site or be
created if this is empty, the rate depending on the
nearby configuration.

The first process is conservative while the second is
not.

As before the object of our study is the empirical
density [42]. It is possible to show that as N goes to
infinity, �(t, u) is a solution of

@t� ¼ 1
2��þ Bð�Þ �Dð�Þ ½50�

with

Bð�Þ ¼ E
�ðcð
Þð1� 
ð0ÞÞÞ ½51�

Dð�Þ ¼ E
�ðcð
Þ
ð0ÞÞ ½52�
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where 
� is the Bernoulli product distribution with
parameter �. Typically, B(�) and D(�) are poly-
nomials in �. For this model we consider equilibrium
states so that we can take periodic boundary
conditions. An equilibrium state corresponds to a
density �� which is the solution of the equation
B(�) = D(�) and gives a minimum of the potential
V(�) =

R �
[D(�0)� B(�0)]d�0. We admit potentials

with several minima. The Hamiltonian associated
to the large deviation functional for this model is not
quadratic:

Hð�;HÞ ¼
Z

du

�
1

2
H��þ 1

2
ðrHÞ2�ð1� �Þ

� Bð�Þð1� exp HÞ �Dð�Þ

� ð1� expð�HÞÞ



½53�

where H has the role of the conjugate momentum.
The Hamilton–Jacobi equation

H �;
	S

	�

� �
¼ 0 ½54�

is therefore very complicated but can be solved by
successive approximations using as an expansion
parameter �� ��, where �� is a solution of B(�) = D(�)
that is a stationary solution of hydrodynamics. For
�= ��, we have 	S=	�= 0. We are looking for an
approximate solution of [54] of the form

Sð�Þ ¼ 1

2

Z
du

Z
dvð�ðuÞ � ��Þkðu; vÞð�ðvÞ � ��Þ

þ oð�� ��Þ2 ½55�

The kernel k(u, v) is the inverse of the density
correlation function c(u, v).

Z
cðu; yÞkðy; vÞ dy ¼ 	ðu� vÞ ½56�

By inserting [55] in [54], one can show that k(u, v)
satisfies the following equation:

1
2 ��ð1� ��Þ�ukðu; vÞ � b0kðu; vÞ
� 1

2�u	ðu� vÞ þ ðd1 � b1Þ	ðu� vÞ ¼ 0 ½57�

where

b1 ¼ B0ð�Þj�¼��; d1 ¼ D0ð�Þj�¼��

and
b0 ¼ Bð��Þ ¼ Dð��Þ ¼ d0 ½58�
If the entropy is a local functional of the density,
k(u, v) must be of the form k(u, v) = f (��)	(u� v)
which inserted in [57] gives

f ð��Þ ¼ ½��ð1� ��Þ��1 ½59�

and

b0½��ð1� ��Þ��1 � ðd1 � b1Þ ¼ 0 ½60�

Therefore if b0, b1, d1 do not satisfy the last
equation, the entropy cannot be a local functional
of the density. It can be shown that in this case time-
reversal invariance is violated and the adjoint
hydrodynamics is different from [50]. This calcula-
tion supports the conjecture that macroscopic
correlations are a generic feature of equilibrium
states of nonreversible lattice gases.

See also: Interacting Particle Systems and
Hydrodynamic Equations; Interacting Stochastic Particle
Systems; Nonequilibrium Statistical Mechanics
(Stationary): Overview; Quantum Central-Limit Theorems.
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Introduction

Nuclear magnetic resonance (NMR) is a subtle
quantum-mechanical phenomenon that, through
magnetic resonance imaging (MRI), has played a
major role in the revolution in medical imaging over
the last 30 years. Before being conceived for use in
imaging, NMR was employed by chemists to do
spectroscopy, and it remains a very important tech-
nique for determining the structure of complex
chemical compounds like proteins. In this article we
explain how NMR is used to create an image of a
three-dimensional object. Scant attention is paid to
both NMR spectroscopy, and the quantum descrip-
tion of NMR. Those seeking a more complete
introduction to these subjects should consult the
article Nuclear Magnetic Resonance in this Encyclo-
pedia, as well as the monographs of Abragam (1983)
or Ernst et al. (1987), for spectroscopy, and that of
Callaghan (1993) for imaging. All three books
consider the quantum-mechanical description of
these phenomena. Comprehensive discussions of
MRI can be found in Bernstein et al. (2004) and
Haacke et al. (1999), and a historical appreciation of
the development of MRI is given in Wehrli (1995).

The Bloch Equation

We begin with the Bloch phenomenological equa-
tion, which provides a model for the interactions
between applied magnetic fields and the nuclear
spins in the objects under consideration. This is a
macroscopic averaged model that describes the
interaction of aggregates of spins, called isochro-
mats, with applied magnetic fields. An isochromat is
a collection of ‘‘like’’ spins, which is spatially large
on the atomic scale, but very small on the scale of
the variations present in the applied magnetic fields.
Spins are alike if they belong to the same species and
are in the same chemical environment. There may be
several different classes of spins, but, in this article,
it is assumed that they are noninteracting and so it
suffices to consider each separately. Heretofore, we
suppose that there is a single class of like spins. The
distribution of isochromats for these spins is
described macroscopically by the spin density

function, which we denote by �(x, y, z). In most
medical applications, one is imaging the distribution
of spins arising from hydrogen protons in water
molecules.

The state of the isochromat at spatial location
(x, y, z) is given by a 3-vector:

Mðx; y; zÞ¼ ðm1ðx; y; zÞ;m2ðx; y; zÞ;m3ðx; y; zÞÞ

which is interpreted as the magnetic moment per
unit volume. It is an ensemble mean of the quantum
dipoles caused by the spins within the isochromat. In
most applications of NMR to imaging, the applied
magnetic field is described as the sum of a large,
time-independent field, B0(x, y, z), and smaller time-
dependent fields, B0(x, y, z; t). In the presence of a
static field, thermal fluctuations cause the nuclear
spins to slightly prefer an orientation aligned with
the field. Using the Boltzmann distribution, one
obtains that the nuclear paramagnetic susceptibility
of water protons is given by

�¼ �h2
�2

4kBT
½1�

here �h is Planck’s constant, kB the Boltzmann’s
constant, and T the absolute temperature, (see Levitt
(2001)). The constant � is called the gyromagnetic
(or magnetogyric) ratio. For a proton,

� � 2�� 42:5764� 106 rad s�1 T�1 ½2�

For water molecules at room temperature,
� � 3.6� 10�9.

If the sample is held stationary in the field B0 for a
sufficiently long time, then the spins become
polarized and a bulk magnetic moment appears;
this is called the equilibrium magnetization:

M0ðx; y; zÞ¼��ðx; y; zÞB0ðx; y; zÞ ½3�

The Bloch equation describes the evolution of M
under the influence of the applied field B = B0 þ B0:

dMðx; y; z; tÞ
dt

¼ �Mðx; y; z; tÞ � Bðx; y; z; tÞ

� 1

T2
M?ðx; y; z; tÞ þ 1

T1
ðM0ðx; y; zÞ

�Mkðx; y; z; tÞÞ ½4�

Here � is the vector cross-product, M?(x, y, z; t)
the component of M(x, y, z; t) perpendicular to
B0(x, y, z) (called the transverse component), and
Mk the component of M parallel to B0 (called the
longitudinal component). For hydrogen protons in
other molecules, the gyromagnetic ratio is expressed
in the form (1� �)�. The coefficient � is called the
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nuclear shielding; it is typically between �10�4 and
þ10�4. The difference in the nuclear shielding causes
a shift in the resonance frequency by ��.

The second and third terms in eqn [4] are
relaxation terms. They provide a phenomenologi-
cal model for the averaged interactions of the spins
with one another and their environment. The
coefficient 1=T1(x, y, z) is the spin lattice relaxation
rate; it describes the rate at which the magnetiza-
tion returns to equilibrium. The coefficient
1=T2(x, y, z) is the spin–spin relaxation rate; it
describes the rate at which the transverse compo-
nents of M decay. The physical processes causing
these relaxation phenomena are different and so
are the rates themselves, with T2 less than T1. The
relaxation rates largely depend on the localized
thermal fluctuations of the molecules and provide
a useful contrast mechanism in MR imaging.
Spin–spin relaxation occurs very rapidly in solids
(<1 ms) and, therefore, we usually assume that we
are imaging liquid-like materials such as water
protons in soft mammalian tissues. In this case, T2

takes values in the 40 ms to 4 s range. Notice that
this model does not include any explicit interac-
tion between isochromats at different spatial
locations. A variety of such interactions exist,
but, at least in liquid-like materials, they lead only
to small corrections in the Bloch equation model.
A derivation of the Bloch equation from the
Schrödinger equation can be found in Abragam
(1983) and Slichter (1990). For coupled systems,
the Bloch equation formalism breaks down and a
full quantum-mechanical treatment is necessary
(see Nuclear Magnetic Resonance and Ernst et al.
(1983)).

Much of the analysis in NMR imaging amounts to
understanding the behavior of solutions to eqn [4]
with different choices of B. We now consider some
important special cases. The simplest case occurs if
B has no time-dependent component; then this
equation predicts that the sample becomes polarized
with the transverse part of M decaying as e� t=T2 ,
and the longitudinal component approaching the
equilibrium magnetization, M0, as 1� e� t=T1 . To
simplify the subsequent discussion, we assume that
the field B0 is homogeneous with B0 = (0, 0, b0). If
B = B0 and we omit the relaxation terms (set
T1 = T2 =1 in [4]), then an initial magnetization
M(x, y, z; 0) simply precesses about B0 at angular
frequency !0 = �b0 : M(x, y, z; t) = U(t) M(x, y, z; 0),
with

UðtÞ ¼
cos!0t � sin!0t 0
sin!0t cos!0t 0

0 0 1

2
4

3
5 ½5�

The frequency !0 is called the Larmor frequency;
this precession of M about the axis of B0 is the
resonance phenomenon referred to as NMR. In
typical medical imaging systems, b0 is between 1
and 3 T and the corresponding resonance frequency
is between 40 and 120 MHz.

Typically, the field B takes the form

B ¼ B0 þ ~Gþ B1 ½6�

where ~G is a gradient field and B1 is a radio-
frequency (RF) field. Usually, the gradient fields are
‘‘piecewise time-independent’’ fields, small relative
to B0. By piecewise time-independent field, we
mean a collection of static fields that, in the course
of the experiment, are turned on and off. The B1

component is a time-dependent RF field, nominally
at right angles to B0. It is usually taken to be
spatially homogeneous, with time dependence of
the form

B1ðtÞ ¼ UðtÞ
�ðtÞ
�ðtÞ

0

0
@

1
A ½7�

The functions � and � define an envelope that
modulates the time-harmonic field, [ cos!0t,
sin!0t, 0]. They are supported in a finite interval
[t0, t1], that is, the B1 field is ‘‘turned on’’ for a finite
period of time. The change in the state of the
magnetization between t0 and t1 is called the RF
excitation. It may be spatially dependent.

In light of [5] it is convenient to introduce the
rotating reference frame. We replace M with m,
where m(x, y, z; t) = U(t)�1 M(x, y, z; t). It is a classi-
cal result of Larmor, that if M satisfies [4], then m
satisfies

dmðx; y; z; tÞ
dt

¼ �mðx; y; z; tÞ � Beffðx; y; z; tÞ

� 1

T2
m?ðx; y; z; tÞ þ 1

T1
ðM0ðx; y; zÞ

�mkðx; y; z; tÞÞ ½8�

where

Beff ¼UðtÞ�1B� 0; 0;
!0

�

� �

As ~G is much smaller than B and quasistatic, it turns
out that one can ignore the components of ~G
orthogonal to B0. Indeed, in imaging applications,
one usually assumes that the components of ~G
depend linearly on (x, y, z) with the ẑ-component
given by h(x, y, z), (g1, g2, g3)i. The constant vector
G = (g1, g2, g3) is called the gradient vector. With
B0 = (0, 0,b0) and B1 given by [7], we see that Beff

can be taken to equal (0, 0, h(x, y, z), Gi)þ (�,�, 0).
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In the remainder of this article, we assume that Beff

takes this form.
If G = 0 and � � 0, then the solution operator for

Bloch’s equation, without relaxation terms, is

VðtÞ ¼
1 0 0
0 cos 	ðtÞ sin 	ðtÞ
0 � sin 	ðtÞ cos 	ðtÞ

2
4

3
5 ½9�

where

	ðtÞ ¼
Z t

0

�ðsÞ ds ½10�

This is simply a rotation about the x-axis through
the angle 	(t). If B1 6¼ 0 for t 2 [0, 
], then the
magnetization is rotated through the angle 	(
).
Thus, RF excitation can be used to move the
magnetization out of its equilibrium state. As we
shall soon see, this is crucial for obtaining a
measurable signal. Note that the equilibrium mag-
netization is a tiny perturbation of the very large
field B0 and is, therefore, in practice not directly
measurable. Only the precessional motion of the
transverse components of M produces a measurable
signal. More general B1 fields, that is, with both �
and � nonzero, have more complicated effects on the
magnetization. In general, the angle between M and
M0 at the conclusion of the RF excitation is called
the flip angle.

If, on the other hand, B1 = 0 and Gl = (0, 0,
l(x, y, z)), where l(�) is a function, then V depends on
(x, y, z), and is given by

Vðx; y; z; tÞ

¼
cos �lðx; y; zÞt � sin �lðx; y; zÞt 0

sin �lðx; y; zÞt cos �lðx; y; zÞt 0

0 0 1

2
64

3
75 ½11�

This is precession about B0 at an angular
frequency that depends on the local field strength
b0 þ l(x, y, z). If both B1 and ~G are simultaneously
nonzero, then, starting from equilibrium, the
solution of the Bloch equation, at the conclusion
of the RF pulse, has a nontrivial spatial depen-
dence. In other words, the flip angle becomes a
function of the spatial variables. We return to this
in a later section.

A Basic Imaging Experiment

With these preliminaries, we can describe the basic
measurements in magnetic resonance imaging. When
exposed to B0, the sample becomes polarized at a
rate determined by T1. Once the sample is polarized,
a B1-field, of the form given in [7] (with � � 0), is

turned on for a finite time 
 . This is called an RF
excitation. For the purposes of this discussion, we
suppose that the time is chosen so that 	(
) = 90�, see
eqn [10]. As B0 and B1 are spatially homogeneous,
the magnetization vectors within the object remain
parallel throughout the RF excitation. At the conclu-
sion of the RF excitation, M is orthogonal to B0.

After the RF is turned off, the vector field
M(x, y, z; t) precesses about B0, in phase with the
angular velocity !0. The transverse component of M
decays exponentially. If we normalize the time so
that t = 0 corresponds to the conclusion of the RF
pulse, then, in the laboratory frame,

Mðx; y; z; tÞ¼ �!0�ðx; y; zÞ
�

e�t=T2 cos!0t;
h

e�t=T2 sin!0t; ð1� e�t=T1Þ
i

½12�

Recall Faraday’s law: a changing magnetic field
induces an electromotive force (EMF) in a loop of
wire according to the relation

EMFloop /
d�loop

dt
½13�

Here �loop denotes the flux of the field through the
loop of wire (see Introductory Articles: Electromag-
netism). The transverse components of M are a
rapidly varying magnetic field, which, according to
Faraday’s law, induce a current in a loop of wire. In
fact, by placing several such loops close to the sample
we can measure a signal of the form

S0ðtÞ¼
�!2

0ei!0t

�

Z
sample

�ðx; y; zÞe�t=T2ðx;y;zÞ

� b1recðx; y; zÞdx dy dz ½14�

Here b1rec(x, y, z) quantifies the sensitivity of the
detector to the precessing magnetization located at
(x, y, z). From S0(t) we easily obtain a measurement
of the integral of the function �b1rec. By using a
carefully designed detector, b1rec can be taken to be
a constant, and therefore we can determine the total
spin density within the object of interest. For the rest
of this article, we assume that b1rec is a constant.
Note that the size of the measured signal is
proportional to !2

0, which is, in turn, proportional
to kB0k2. This explains, in part, why it is so useful to
have a very strong B0-field. Though even with a
1.5 T magnet, the measured signal is only in the
microwatt range (see Hoult and Lauterbur (1979)
and Edelstein et al. (2004)).

Suppose that, at the end of the RF excitation, we
turn on the gradient ~G. As the magnetic field
B = B0 þ ~G now has a nontrivial spatial dependence,
the precessional frequency of the spins, which equals
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�kBk, also has a spatial dependence. In fact,
assuming that T2 is spatially independent, it follows
from [11] that the measured signal would now be
given by

SGðtÞ�
�b1rec!

2
0e�t=T2ei!0t

�

�
Z

sample

�ðx; y; zÞe2�ihðx;y;zÞ;ki dx dy dz ½15�

Up to a constant, e�i!0t e�t=T2SG(t) is simply the
Fourier transform of � at k = � t�G=2�. By sam-
pling in time and using a variety of different gradient
vectors, we can sample the three-dimensional Fourier
transform of � in a neighborhood of 0. This suffices
to reconstruct an approximation to �. In medical
applications, T2 is spatially dependent, which, as
described later in the section ‘‘Contrast and resolu-
tion,’’ provides a useful contrast mechanism.

Imagine that we collect samples of �̂(k) on a
rectangular grid�

ðjx�kx; jy�ky; jz�kzÞ:

�Nx

2
	 jx 	

Nx

2
;�Ny

2
	 jy 	

Ny

2
;

�Nz

2
	 jz 	

Nz

2

�

Since we are sampling in the Fourier domain, the
Nyquist sampling theorem implies that the sample
spacing determines the spatial field of view from which
we can reconstruct an artifact-free image: in order to
avoid aliasing artifacts, the support of � must lie in a
rectangular region with side lengths [�k�1

x , �k�1
y ,

�k�1
z ], see Haacke et al. (1999), Epstein (2003), and

Barrett and Myers (2004). In typical medical applica-
tions, the support of � is much larger in one dimension
than the others, and so it turns out to be impractical to
use the simple data collection technique described
above. Instead, the RF excitation takes place in the
presence of nontrivial gradient fields, which allows for
a spatially selective excitation: the magnetization in
one region of space obtains a transverse component,
while that in the complementary region is left in the
equilibrium state. In this way, we can collect data from
an essentially two-dimensional slice. This is described
in the next section.

Selective Excitation

As remarked above, practical imaging techniques do
not excite all the spins in an object and directly
measure samples of the three-dimensional Fourier
transform. Rather, the spins lying in a slice are

excited and samples of the two-dimensional Fourier
transform are then measured. This process is called
selective excitation and may be accomplished by
applying the RF excitation with a gradient field
turned on. With this arrangement, the strength of
the static field, B0 þ ~G, varies with spatial position,
hence the response to the RF excitation does as
well. Suppose that ~G = (0, 0, h(x, y, z),Gi) and set
f = [2�]�1�h(x, y, z), Gi. This is called the offset
frequency, as it is the amount by which the local
resonance frequency differs from the resonance
frequency !0 of the B0-field. The result of a selective
RF excitation is described by a magnetization profile
mpr(f ), which is a unit 3-vector-valued function of
the offset frequency. A typical case would be

mprðf Þ¼
½0; 0; 1� for f =2 ½ f0; f1�
½sin 	; 0; cos 	� for f 2 ½ f0; f1�

�
½16�

The magnetization is flipped through an angle 	, in
regions of space where the offset frequency lies in
the interval [ f0, f1] and is left in the equilibrium state
otherwise.

Typically, the excitation step takes a few milli-
seconds and is much shorter than either T1 or T2;
therefore, one generally uses the Bloch equation,
without relaxation, in the discussion of selective
excitation. In the rotating reference frame, the Bloch
equation, without relaxation, takes the form

dmðf ; tÞ
dt

¼
0 2�f ���
�2�f 0 ��
�� ��� 0

2
4

3
5mðf ; tÞ ½17�

The problem of designing a selective pulse is
nonlinear. Indeed, the selective excitation problem
can be rephrased as a classical inverse-scattering
problem: one seeks a function �(t)þ i�(t) with
support in an interval [t0, t1] so that, if m(f ; t) is
the solution to (17) with m(f ; t0) = [0, 0, 1], then
m(f ; t1) = mpr(f ). If one restricts attention to flip
angles close to 0, then there is a simple linear model
that can be used to find approximate solutions.

If the flip angle is close to zero, then m3 � 1
throughout the excitation. Using this approxima-
tion, we derive the low-flip-angle approximation to
the Bloch equation, without relaxation:

dðm1 þ im2Þ
dt

¼�2�if ðm1 þ im2Þ þ i�ð�þ i�Þ ½18�

From this approximation, we see that

�ðtÞ þ i�ðtÞ� F ðmpr
1 þ impr

2 ÞðtÞ
�i

where F ðhÞðtÞ ¼
Z 1
�1

hðf Þe�2�ift df ½19�
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For an example such as in [16], 	 close to zero, and
f0 = �f1, we obtain

�þ i�� i sin 	 sin f1t

��t
½20�

A pulse of this sort is called a sinc-pulse. A
sinc-pulse is shown in Figure 1a, the result of
applying it in Figure 1b. A more accurate pulse can
be designed using the Shinnar–Le Roux algorithm
(see Pauly et al. (1991) and Shinnar and Leigh
(1989)), or the inverse scattering approach (see
Epstein (2004)). An inverse-scattering 90�-pulse is
shown in Figure 2a and the response in Figure 2b.

Spin-Warp Imaging

In an earlier section we showed how NMR
measurements could be used to measure the three-

dimensional Fourier transform of �. In this section,
we consider a more practical technique, that of
measuring the two-dimensional Fourier transform of
a ‘‘slice’’ of �. Applying a selective RF pulse, as
described in the previous section, we can flip the
magnetization in a region of space z0 ��z < z <
z0 þ�z, while leaving it in the equilibrium state
outside a slightly larger region. Observing that a
signal near the resonance frequency is only produced
by isochromats whose magnetization has a nonzero
transverse component, we can now measure samples
of the two-dimensional Fourier transform of the
function

��z0
ðx; yÞ ¼ 1

2�z

Z z0þ�z0

z0��z

�ðx; y; zÞ dz ½21�

If �z is sufficiently small then ��z0
(x, y) � �(x, y, z0).
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Figure 1 A selective 90� pulse and profile designed using the linear approximation. (a) Profile of a 90� sinc-pulse. (b) The

magnetization profile produced by the pulse in (a).
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Figure 2 A selective 90� pulse and profile designed using the inverse scattering approach. (a) Profile of a 90� inverse-scattering

pulse. (b) The magnetization profile produced by the pulse in (a).
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In order to be able to use the fast Fourier
transform (FFT) algorithm to do the reconstruction,
it is very useful to sample b��z0

on a uniform grid. To
that end, we use the gradient fields as follows: after
the RF excitation we apply a gradient field of the
form Gph = (0, 0,�g2yþ g1x) for a certain period of
time Tph. This is called a phase encoding gradient.
At the conclusion of the phase encoding gradient,
the transverse components of the magnetization
from the excited spins has the form

mkðx; yÞ / e�2�iðkyy�kxxÞ��z0
ðx; yÞ ½22�

where (kx, ky) = [2�]�1�Tph(�g1, g2). At time Tph,
we turn off the y-component of Gph and reverse the
polarity of the x-component. At this point, we begin
to measure the signal. We get samples of b��(k, ky)
where k varies from �kx max to kx max. By repeating
this process with the strength of the y-phase
encoding gradient being stepped through a sequence
of uniformly spaced values, g2 2 {n�gy}, and col-
lecting samples at a uniformly spaced set of times,
we collect the set of samples

�
b��z0
ðm�kx; n�kyÞ:

�Nx

2
	 m 	 Nx

2
;�Ny

2
	 n 	 Ny

2

�
½23�

The gradient Gfr = (0, 0,�g1x), left ‘‘on’’ during
signal acquisition, is called a frequency encoding
gradient. While there is no difference, mathemati-
cally, between the phase encoding and frequency
encoding steps, there are significant practical differ-
ences. This approach to sampling is known as spin-
warp imaging; it was introduced in Edelstein et al.
(1980). The steps of this experiment are summarized
in a pulse sequence timing diagram, shown in
Figure 3. This graphical representation for the
steps followed in a magnetic resonance imaging
experiment is ubiquitous in the literature.

To avoid aliasing artifacts, the sample spacings
�kx and �ky must be chosen so that the excited
portion of the sample is contained in a region of size
�k�1

x ��k�1
y . This is called the field of view or

FOV. Since we can only collect the signal for a finite
period of time, the Fourier transform b��(kx, ky) is
sampled at frequencies lying in a rectangle with
vertices (
kx max, 
ky max), where

kx max¼
Nx�kx

2
; ky max¼

Ny�ky

2
½24�

The maximum frequencies sampled effectively deter-
mine the resolution available in the reconstructed

image. Heuristically, this resolution limit equals half
the shortest measured wavelength:

�x � 1

2kx max
¼ FOVx

Nx

�y � 1

2ky max
¼ FOVy

Ny

½25�

Whether one can actually resolve objects of this size in
the reconstructed image depends on other factors such
as the available contrast and the signal-to-noise ratio
(SNR). We consider these factors in the final sections.

Signal-to-Noise Ratio

At a given spatial resolution, image quality is largely
determined by SNR and the contrast between the
different materials making up the imaging object. SNR
in MRI is defined as the voxel signal amplitude divided
by the noise standard deviation. The noise in the NMR
signal, in general, is Gaussian distributed with zero
mean. Ignoring contributions from quantization, for
example, due to limitations of the analog-to-digital
converter, the noise voltage of the signal can be
ascribed to random thermal fluctuations in the receive
circuit (see Edelstein (1986)). The variance is given by

�2
thermal ¼ 4kBTR�� ½26�

where kB is Boltzmann’s constant, T the absolute
temperature, R the effective resistance (resulting from
both receive coil, Rc and object, Ro), and �� the
receive bandwidth. Both Rc and Ro are frequency
dependent, with Rc / !1=2, and Ro / !. Their relative
contributions to overall circuit resistance depend in
a complicated manner on coil geometry, and
the imaging object’s shape, size, and conductivity

RF

g3

g2

g1

ADC

TE

Slice selection gradient

Phase encoding gradient

Frequency encoding gradient

Signal acquisition

Δt

Figure 3 Pulse timing diagram for spin-warp imaging. During

the positive lobe of the frequency encoding gradient, the analog-

to-digital converter (ADC) collects samples of the signal

produced by the rotating transverse magnetization.
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(see Chen and Hoult (1989)). Hence, at high magnetic
field, and for large objects, as in most medical
applications, the resistance from the object dominates
and the noise scales linearly with frequency. Since the
signal is proportional to !2, in MRI, the SNR increases
in proportion to the field strength.

As the reconstructed image is complex valued, it is
customary to display the magnitude rather than the
real component. This, however, has some conse-
quences on the noise properties. In regions where the
signal is much larger than the noise, the Gaussian
approximation is valid. However, in regions where the
signal is low, rectification causes the noise to assume a
Raleigh distribution. Mean and standard deviation can
be calculated from the joint probability distribution:

PðNr;NiÞ¼
1

2��2
e�ðN

2
rþN2

i
Þ=2�2 ½27�

where Nr and Ni are the noise in the real and
imaginary channels, respectively. When the signal is
large compared to noise, one finds that the variance
�2

m = �2. In the other extreme of nearly zero signal,
one obtains for the mean:

bS¼ � ffiffiffiffiffiffiffiffi
�=2

p
ffi 1:253� ½28�

and, for the variance:

�2
m¼ 2�2ð1� �=4Þ ffi 0:655�2 ½29�

Of particular practical significance is the SNR
dependence on the imaging parameters. The voxel
noise variance is reduced by the total number of
samples collected during the data acquisition pro-
cess, that is,

�2
m¼ �2

thermal=N ½30�

where N = Nx Ny in a two-dimensional spin-warp
experiment. Incorporating the contributions to
thermal noise variance, other than bandwidth, into
a constant

u ¼ 4kBTR ½31�

we obtain for the noise variance:

�2
m¼

u��

NxNyNavg
½32�

Here Navg is the number of signal averages collected
at each phase encoding step. We obtain a simple
formula for SNR per voxel of volume �V:

SNR¼C~��V

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NxNyNavg

u��

r

¼C~��x �y dz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NxNyNavg

u��

r
½33�

where �x, �y are defined in [25], dz is the thickness
of the slab selected by the slice-selective RF pulse,
and ~� denotes the spin density weighted by effects
determined by the (spatially varying) relaxation
times T1 and T2 and the pulse sequence timing
parameters. Figure 4 shows two images of the
human brain obtained from the same anatomic
location but differing in SNR.

Contrast and Resolution

The single most distinctive feature of MRI is its
extraordinarily large innate contrast. For two soft
tissues, it can be on the order of several hundred
percent. By comparison, contrast in X-ray imaging is
a consequence of differences in the attenuation
coefficients for two adjacent structures and is
typically on the order of a few percent.

We have seen in the preceding sections that the
physical principles underlying MRI are radically
different from those of X-ray computed tomogra-
phy, in that the signal elicited is generated by the
spins themselves in response to an external pertur-
bation. The contrast between two regions, A and B,
with signals SA and SB, respectively, is defined as

CAB ¼
SA � SB

SA
½34�

If the only contrast mechanism were differences in
the proton spin density of various tissues, then
contrast would be on the order of 5–20%. In reality,
it can be several hundred percent. The reason for
this discrepancy is that the MR signal is acquired
under nonequilibrium conditions. At the time of
excitation, the spins have typically not recovered
from the effect of the previous cycle’s RF pulses, nor

(a) (b)

Figure 4 T1-weighted sagittal images through the midline of

the brain: Image (b) has twice the SNR of image (a), showing

improved conspicuity of small anatomic and low-contrast detail.

The two images were acquired at 1.5 T field strength using two-

dimensional spin-warp acquisition and identical scan para-

meters, except for Navg, which was 1 in (a) and 4 in (b).
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is the signal usually detected immediately after its
creation.

Typically, in spin-warp imaging, a spin-echo is
detected as a means to alleviate spin coherence
losses from static field inhomogeneity. A spin-echo
is the result of applying an RF pulse that has the
effect of taking (m1, m2, m3) to (m1, �m2, �m3). As
such a pulse effects a 180� rotation of the ẑ-axis, it is
also called a �-pulse. If, after such a pulse, the spins
continue to evolve in the same environment then,
following a certain period of time, the transverse
components of the magnetization vectors through-
out the sample become aligned. Hence a pulse of
this type is also called a refocusing pulse. The time
when all the transverse components are rephased is
called the echo time, TE.

The spin-echo signal amplitude for an RF pulse
sequence �=2� 
 � �� 
 , repeated every TR sec-
onds, is approximately given by

Sðt ¼ 2
Þ � �ð1� e�TR=T1Þe�TE=T2 ½35�

This is a good approximation as long as TE << TR

and T2 << TR, in which case the transverse magne-
tization decays essentially to zero between successive
pulse sequence cycles. In eqn [35], � is voxel spin
density and the echo time TE = 2
 . Empirically, it
is known that tissues differ in at least one of
the intrinsic quantities, T1, T2, or �. It, therefore,
suffices to acquire images in such a manner that
contrast is sensitive to one particular parameter. For
example, a ‘‘T2-weighted’’ image would be acquired
with TE � T2 and TR >> T1 and, similarly, a
‘‘T1-weighted’’ image with TR < T1 and TE << T2,
with T1, T2 representing typical tissue proton relaxa-
tion times. Figure 5 shows two images obtained with
the same scan parameters except for TR and TE

illustrating the fundamentally different image con-
trasts that are achievable.

It is noteworthy that object visibility is not just
determined by the contrast between adjacent

structures but is also a function of the noise. It is,
therefore, useful to define the contrast-to-noise ratio as

CNRAB ¼
CAB

�eff

½36�

where �eff is the effective standard deviation of the
signal. Finally, it may be useful to reconstruct
parametric images in which the pixel signal values
represent any one of the intrinsic parameters. A
T2-image can be computed from eqn [35], for
example, either analytically from two image data
sets acquired with two different echo times, or from a
series of TE values, obtained from a Carr–Purcell spin-
echo train, using regression techniques (see Nuclear
Magnetic Resonance and Haacke et al. (1999)).

We have previously shown that the limiting
resolution is given by kmax, the largest spatial
frequency sampled, see [25]. In reality, however,
the actual resolution is always lower. For example,
spin–spin (T2) relaxation causes the signal to decay
during the acquisition. In spin-warp imaging, this
causes the high spatial frequencies to be further
attenuated.

A further consequence of finite sampling is a
ringing or Gibbs artifact that is most prominent at
sharp intensity discontinuities. In practice, these
artifacts are mitigated by applying an appropriate
apodizing filter to the data. Figure 6 shows a portion
of a brain image obtained at two different resolu-
tions. In Figure 6b, the total k-space area covered
was 16 times larger than for the acquisition of the
image in a). Artifacts from finite sampling and
blurring of fine detail such as cortical blood vessels
are clearly visible in the low-resolution image. SNR,
according to eqn [33], is reduced in the latter image
by a factor of 4.

(a) (b)

Figure 5 Dependence of image contrast on pulse sequence

timing parameters: (a) T1-weighted; (b) proton density-weighted.

(a) (b)

Figure 6 Effect of k-space coverage on spatial resolution in

axial image of the brain: the field of view in both images was

20 cm and all scan parameters were the same except that (a)

was acquired with Nx = Ny = 128 and (b) with Nx = Ny = 512.
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See also: Nuclear Magnetic Resonance; Stochastic
Resonance.
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The Basic Modeling

Magnetohydrodynamics (MHD) is the study of the
interaction of (electro-) magnetic fields and con-
ducting fluids. When a conducting fluid (e.g., a
liquid metal, a weakly ionized gas, or a plasma) is
placed within a magnetic field, two coupling
phenomena appear: the electric currents modify the
magnetic field, and the Lorentz forces due to the
magnetic field modify the motion of the fluid. At the
mathematical level, two sets of equations, very
different in nature, are involved. The usual descrip-
tion of the hydrodynamics phenomena is most often
that provided by the continuum mechanics for
fluids, while the description of electromagnetic
phenomena essentially proceeds from the Maxwell
equations.

Either category of equations can be declined in a
variety of models. The coupling between the two
categories might also be accounted for at different
levels of accuracy. For the sake of conciseness in
such an expository survey, it is neither desirable nor
doable to present all the possible set of equations
and their possible coupling. The difficulty stems

from the incredibly large spectrum of physical
phenomena where MHD plays a role. A list of
such phenomena includes


 astrophysical and geophysical applications (mod-
eling of stars in the galactic field, of pulsars, of
solar spots, of the flows in the earth’s core, . . .),

 advanced ‘‘terrestrial’’ applications such as the

magnetic confinement of plasmas in controlled
fusion, MHD propulsion engines for rockets, and

 industrial applications in the engineering world

(electromagnetic pumping, metal forming, alumi-
num electrolysis, and many other metallurgical
applications).

Due to this variety of physical situations, no
unified setting can be presented with a satisfactory
degree of details. We therefore mostly concentrate
throughout this article on the MHD of conducting
fluids that are homogeneous, incompressible, vis-
cous, and Newtonian. This is often the case of
liquid metals in many industrial processes. The
equations manipulated will first be given in their
most general form and then immediately adapted to
the above context. For other contexts, the modeling
follows the same pattern, but other variants of the
general equations must be employed. The biblio-
graphy of this article contains such general
information.

Magnetohydrodynamics 375



The Hydrodynamics Description

The usual description for fluids follows from
continuum mechanics. In this setting, the governing
equation is the equation for the conservation of
momentum

@ð�uÞ
@t
þ divð�u�uÞ � div� ¼ f ½1�

where � denotes the density of the fluid, u its
velocity, � the stress tensor, and f the density of
volumic (or per unit volume) body forces applied to
the fluid. For incompressible viscous Newtonian
fluids, the stress/velocity relation reads

� ¼ �ðruþ ðruÞTÞ � pId ½2�

together with the constraint

div u¼ 0 ½3�

on the velocity. Here, � denotes the viscosity of the
fluid, p the pressure, and AT denotes the transpose
matrix of the matrix A. A third usual assumption is
that the incompressible fluid is in addition homo-
geneous, that is,

�¼ �¼ constant ½4�

Equations [1]–[4] lead to the equations for
conservation of momentum in the case of incom-
pressible homogeneous viscous Newtonian fluid,
that is, the incompressible Navier–Stokes equations

�
@u

@t
þ �u � ru� ��uþrp¼ f

div u¼ 0
½5�

These equations are supplied with initial and
boundary conditions on the velocity u. At initial
time, the velocity is assumed to be known
u(t = 0,� ) = u0 on the whole domain occupied by
the fluid �, a domain that is supposed here not to
vary in time (see , neverthel ess, the sect ion ‘‘The
indust rial pr oduction of alum inum’’ for a differe nt
setting). On the other hand, the boundary conditions
on the boundary @� of � can be of various forms.
For simplicity, the boundary is supposed regular, so
that its unitary outward normal n@� can be
unambiguously defined. The standard choice is to
set Dirichlet conditions on the velocity u = ugiven. In
the following, we will assume for simplicity that the
boundary condition is the homogeneous Dirichlet
boundary condition u = 0, as a superposition of the
nonpenetration condition u � n@� = 0 and the no-slip
boundary condition u�n@� = 0. One can also
impose alternative boundary conditions, for exam-
ple, involving the pressure.

The Electromagnetic Description

Classical electromagnetism is described by the
Maxwell equations. For the sake of consistency, we
recall here that these are:

The Maxwell–Ampère equation

� @D

@t
þ curl H ¼ j ½6�

The Maxwell–Coulomb equation

divD ¼ �c ½7�

The Maxwell–Faraday equation

@B

@t
þ curl E ¼ 0 ½8�

The Maxwell–Gauss equation

divB ¼ 0 ½9�

In the above equations, the three-dimensional vector
fields D, B, E, H denote the electric and magnetic
inductions, and the electric and magnetic fields,
respectively. On the other hand, the three-dimensional
vector field j denotes the current density, and the scalar
field �c denotes the charge density. Inside an elec-
trically conducting medium, the standard assumption
of perfect medium consists in assuming the following
relations:

D¼ "E

H¼ 1

�
B

½10�

often called ‘‘constitutive laws,’’ where " and �,
respectively, denote the (electric) permittivity and
the (magnetic) permeability of the medium. In the
simple isotropic homogeneous case, both these
parameters are scalar and constant. They are often
expressed as

"¼ "r"0

�¼�r�0

½11�

where "0,�0 are the permittivity and the perme-
ability of the vaccum (that satisfy "0�0 = 1=c2, with
c denoting the speed of light), and "r, �r are the
permittivity and the permeability relative to vaccum,
or relative permittivity and relative permeability.

When collecting [6]–[9], together with [10], [11],
one obtains the following general system of
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Maxwell equations in a continuum (dielectric)
medium:

� @ð"EÞ
@t
þ curl

1

�
B

� �
¼ j

divð"EÞ ¼ �c

@B

@t
þ curl E ¼ 0

div B ¼ 0

½12�

This system is supplied with initial conditions on the
fields B and E. On the other hand, boundary
conditions might be necessary when the equations
are restricted to a bounded domain. The latter
question, quite delicate, is postponed until next
section.

The MHD Coupling

For coupling systems [5] and [12], a threefold task is
in order.

On the one hand, the body force term in [5] needs
to be made precise, and this is completed by setting

f ¼ j�Bþ f ext ½13�

The first term in the right-hand side is the Lorentz
force, consequence of the electric current j running
within the magnetic field B, a force that influences
the motion, along the velocity field u, of the
particles of the conducting fluid. The second term
is due to possible external forces. A typical case for

f ext¼ � g ½14�

On the other hand, in order to be a mathemati-
cally closed system, the Maxwell system [12] needs
to be complemented by Ohm’s law, another type of
constitutive relation, like [10], that now relates the
current density j with the other fields. When dealing
with MHD phenomena, Ohm’s law most often
reads in the form

j¼ � Eþ u�Bð Þ ½15�

where � denotes the electric conductivity of the
fluid. The second term of [15] explicitly accounts for
the deviation of the lines of electric current by the
hydrodynamics flow. In some oversimplified situa-
tions, it can be neglected, leading to Ohm’s law in
the more usual form j = �E, that is also valid for
solid media. Most of the times the term u�B
contains crucial information, and thus is not
neglected.

System [5]–[12] now reads

�
@u

@t
þ �u � ru� ��uþrp ¼ j�Bþ f ext

div u ¼ 0

� @ð"EÞ
@t
þ curl

1

�
B

� �
¼ j

div E ¼ 1

"
�c

@B

@t
þ curl E ¼ 0

div B ¼ 0

j ¼ �ðEþ u�BÞ

½16�

A third task is then in order.
Apart from the constitutive laws [10] and Ohm’s

law [15], the specificity of the Maxwell equations for
conducting fluids, as opposed to the same equations
written, for example, in the vacuum, resides in the
possible need for supplying the system with ad hoc
boundary conditions. Indeed, in their most general
form, the Maxwell equations are valid in the whole
physical space R3. On the other hand, as the goal here
is to simulate an MHD fluid that most often occupies
only a bounded domain � in R3, there is the need to
adequately define the simulation domain.

A first possibility is to set the Maxwell equations
in the whole space, while solving the hydrodynamics
equation on the domain � occupied by the fluid.
Regarding only the Maxwell equations [12], this
seems to be the method of choice. But then there is

[15]. In addition to this, the fact that the physical
confinement device for the fluid is then embedded in
the domain where the Maxwell equations are set
may be the source of various difficulties, as such a
device is often delicate to model and treat. There-
fore, alternative tracks may be followed.

A second possibility is to restrict the Maxwell
equation to a bounded domain. In turn, this option
divides in two: taking as the domain for the Maxwell
equations that occupied by the fluid, or choosing a
domain larger than �. We cannot discuss this choice
without loss of generality, and refer the reader to the
literature (see e.g., Gerbeau et al. (2005)). In either
situation, boundary conditions are needed. We only
consider the former for the sake of brevity.

A standard choice for the boundary conditions for
[12] is the following:

E�n@� ¼ k�n@�

B � n@� ¼ q
½17�
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where k and q, respectively, are given vector and
scalar functions on the boundary.

A fact that needs to be emphasized is that it is not
so easy to design accurate boundary conditions, that
is, evaluations of k or g, especially because accurate
experimental measures of magnetic quantities are
often delicate to obtain, especially in industrial
environments.

A Commonly Used Simplified MHD Coupling

For the terrestrial MHD applications that are the
focus of the present article, a commonly used
assumption is to neglect the first term @("E)=@t,
often called the displacement current, in the
Maxwell–Ampère equation [6], that is the first
equation of [12] or the third of [16] above.
Then system [16] can be reorganized, eliminating
E and j, and leaving aside the Maxwell–Faraday
equation [8], Ohm’s law [15], and the Maxwell–
Coulomb equation [7]. The latter equations
amount to defining, respectively, E from B, j
from E and B, and �c from E. One is left with
the following system with the triple of unknown
fields (u, p, B)

�
@u

@t
þ �u � ru� ��uþrp ¼ 1

�
curl B�Bþ f ext

div u ¼ 0 ½18�

@B

@t
þ curl

1

�
curl

1

�
B

� �
¼ curl u�Bð Þ

div B ¼ 0

Correspondingly, the initial conditions are now
only on the pair (u, B). Regarding the boundary
conditions on B, they can be derived from [17]
using, for example, a homogeneous Dirichlet bound-
ary condition on u:

curl B�n@� ¼ ~k�n@�

B � n@� ¼ q
½19�

Other simplifications of system [16] can be
adopted, such as steady-state approximations. In
particular, it is often considered that electromagnetic
phenomena have characteristic times that are so
short in comparison with the characteristic time
of hydrodynamics phenomena that the Maxwell
equations in their stationary form may be coupled to
the time-dependent hydrodynamics equations, such
as [5]. We refer to the ‘‘Furth er readi ng’’ section
for further information along these lines (see e.g.,
Gerbeau et al. (2005)).

l
nature of systems [16] and [18], we first briefly
recall some mathematical facts concerning hydro-
dynamics, before focusing on the coupling with
electromagnetics.

Regarding the incompressible Navier–Stokes
equation, we recall that the state of the art of the
mathematical knowledge heavily depends on the
dimension of the ambient space. In dimension 2,
solutions are unique and regular (they are said to be
strong), for regular enough data of course. Unfortu-
nately, as the focus is here on MHD and electro-
magnetism is fundamentally a three-dimensional
phenomenon, only the three-dimensional case for
the Navier–Stokes equation is relevant. Now, in the
context of the Navier–Stokes equations alone, only
the existence of weak solutions for large times, and
the existence and uniqueness of strong solutions for
small times are known. Whether or not there exists a
unique strong solution for all time (of course again
for sufficiently regular data) is an open problem, of
outstanding difficulty, (see Temam 1995).

In the coupled setting examined here, there is no
reason to expect a better situation. At best, one may
hope for the same situation as that for the
uncoupled case (Navier–Stokes equations alone).
Regarding the existence and uniqueness of solutions,
a commonly used strategy is that of regularization:
the Cauchy problem is studied for regularized data,
and then one passes to the limit in the regulariza-
tion. In this latter step, the linear terms cause no
difficulty, since they pass to the limit only using
weak convergence. On the other hand, the main
concern is always the treatment of the nonlinear
terms, which require strong convergence. Here, for
the Navier–Stokes equation in the MHD setting, the
additional difficulty stems from the presence of
the nonlinear term j�B on the right-hand side. The
mathematical treatment of this nonlinear term calls
for a compactness argument, which in turn requires
obtaining some information on the fields j and B,
and their derivatives, from the Maxwell equations.
In this respect, the situation is radically different for
system [16] and for system [18]. Likewise, these
two systems behave differently regarding the other
nonlinear term of electromagnetic nature, namely
u�B in Ohm’s law, or curl(u�B) on the right-
hand side of the equation in B, respectively.

The Hyperbolic Variant

Due to the presence of the Maxwell equations [12]
in their general form, that is a hyperbolic form,
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The Mathematical Nature of the
Equations

With a view to understand the mathematica



system [16] is indeed very difficult, from the
standpoint of mathematical analysis.

In order to realize this, it suffices to recall that the
first step in the proof of the existence of solution to
such a system of equations is to write down an
a priori energy estimate. It is a simple manipulation
on [16] to show that, formally, a solution to [16]
satisfies

1

2

d

dt

Z
�

�juj2 þ �
Z

�

jruj2 ¼
Z

�

ðj�BÞ � u ½20�

multiplying the Navier–Stokes equation by u and
integrating over the domain �, while, on the other
hand,

1

2

d

dt

Z
�

"jEj2 þ 1

2

d

dt

Z
�

1

�
jBj2 ¼ �

Z
�

j � E ½21�

multiplying the Maxwell–Ampère equation by �E,
the Maxwell–Faraday equation by (1=�)B, integrat-
ing over �, and summing up the two. Next, the
right-hand side of [21] can be modified, accounting
for Ohm’s law:

1

2

d

dt

Z
�

"jEj2 þ 1

2

d

dt

Z
�

1

�
jBj2

¼ �
Z

�

1

�
jjj2 �

Z
�

ðj�BÞ � u ½22�

Summing up [20] and [22] yields the energy
estimate:

1

2

d

dt

Z
�

�juj2 þ "jEj2 þ 1

�
jBj2

� �

þ
Z

�

1

�
jjj2 þ �

Z
�

jruj2 ¼ 0 ½23�

Notice that, in the above, we set the external forces
and all boundary conditions to zero, for the sake of
simplicity.

Estimate [23] clearly indicates that we dispose of
L1([0, T], L2(�)) bounds on the vector fields E and
B together with an L2([0, T]��) bound on the
current j, and with the (classical) L1([0, T],
L2(�))\L2([0, T], H1(�)) bounds on the velocity
u. In addition, div B and, when assuming �c

bounded, div E are bounded in L1([0, T]��).
Unfortunately, these bounds do not allow for
passing to the limit in the nonlinear term j�B on
the right-hand side of the Navier–Stokes equation.
In addition, there seems to be no way of deriving
further energy estimates on system [16] that would
provide with more a priori regularity on the fields
E, B, and j. To date, system [16] presents an
unsolved mathematical difficulty.
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stablish a priori estimates on the solution of [18],
ow lead to

1

2

d

dt

Z
�

�juj2 þ 1

�
jBj2

� �

þ
Z

�

1

�
curl

1

�
B

� �����
����
2

þ�
Z

�

jruj2 ¼ 0 ½24�

hich, together with the divergence-free constraint
n B, yields L1([0, T], L2(�))\L2([0, T], H1(�))
ounds on both the velocity u and the magnetic
ield B. These bounds now allow for passing to the
imit in the terms curl B�B and curl(u�B) on the
ight-hand side of the equations. This being estab-
ished, the rest of the mathematical analysis is
traightforward, and a theorem of existence and
niqueness of solutions can be proved. Like in the
ase of the Navier–Stokes equations alone, we have
in dimension 3) the existence of a global-in-time
eak solution (i.e., for any T, u and B both
1([0, T], L2(�))\L2([0, T], H1(�)) satisfying the
ivergence-free constraint). No uniqueness of this
eak solution is known. On the other hand, for

ufficiently regular data, we have the existence of a
ocal-in-time strong solution (i.e., for T sufficiently
mall, u and B both L1([0, T], H1(�))\L2([0, T],

2(�)), and uniqueness of this strong solution in
he class of weak solutions as long as it exists. We
efer to Sermange and Temam, (1983) and Gerbeau
t al. (2005).
At this stage, it is to be remarked that there is a

ormal similarity, at first sight at least, between
he parabolic form of the Maxwell equations,
amely

@B

@t
þ curl curl B ¼ curl h

div B ¼ 0
½25�

nd the incompressible Navier–Stokes equation [5].
ote that indeed the curl operator in the first

quation of [25] can be replaced by (minus) the
aplacian operator ��, since div B = 0. Actually,
his formal similarity cannot be translated into
athematical arguments, simply because there is

o pressure in [25]. In other terms, the divergence-
ree constraint div B = 0 simply propagates in time in
25] (note that the right-hand side curl h is also
The Parabolic Variant

On the other hand, system [18] is radically different
in mathematical nature, because the Maxwell
equations then reduce to a parabolic-type equation.
The same manipulations as above, in order to
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divergence-free by construction), while on the other
hand div u = 0 is enforced as a constraint in [5], the
pressure playing the role of a Lagrange multiplier
that adjusts itself in time in order to allow for u to
be divergence-free.

Of course, as in the purely hydrodynamics case,
much more can be said on the equations than simply
establishing the existence and uniqueness of solu-
tions. For instance, the long time limit of the
solutions can be studied, etc. . . . For this and other
issues, we refer to the ‘‘Furt her readin g’’ section
(Duvaut and Lions 1972a, b, Sermange and Temam
1983, Gerbeau et al. 2005).

Numerical Issues

We concentrate again on system [18]. It is illustra-
tive to mention that this system, when written in
nondimensional variables, reads

@u

@t
þ uru� 1

Re
�uþrp ¼ S curl B�Bþ f ext

div u ¼ 0

@B

@t
þ 1

Remag
curl ðcurl BÞ ¼ curlðu�BÞ

div B ¼ 0

where S is the coupling parameter, Re is the
(hydrodynamic) Reynolds number, and Remag

denotes the magnetic Reynolds number.
As expected, the numerical simulation of a system

such as [18] superposes the difficulties of the
hydrodynamics simulation of incompressible viscous
fluids, and those faced when simulating the para-
bolic form of the Maxwell equations. Therefore, the
goal is to efficiently combine the techniques
employed to overcome either of them.

For incompressible fluid mechanics, the method
of choice is the finite-element method for the
discretization of differential operators in space. A
typical discretization of eqn [5], called the ‘‘mixed’’
finite-element method, makes use of a pair of finite
elements, one for the velocity, and one for the
pressure. Other possibilities exist, that amount
more or less in eliminating one unknown in a
first stage and calculating the second one as a
postprocessing task. The mixed formulation in the
pair of unknowns (u, p) is however the most
employed method to date, at least in the present
setting. The finite-element space for the velocity is
taken richer than that for the pressure: a possibility
is, for example, to take the degree of the finite
element for the velocity equal to the degree of the
finite element for the pressure plus one. The
heuristics for this is the fact that the velocity is
derived twice in [5] while the pressure is only
derived once. Of course, a mathematical ground
for this is available, and a key issue is the ‘‘inf–
sup’’ condition (also compatibility condition, or
stability condition) that dictates the possible choice
for finite-elements pairs, so that problem [5] is well
posed at the discrete level. Typically, Q2 finite
elements for the velocity can be combined with
(continuous) Q1 finite elements for the pressure.
An alternative choice is to ignore the inf–sup
condition, adopting, for example, Q1 finite ele-
ments for both fields u and p, but this requires for
a so-called stabilized formulation of [5] at the
discrete level. The ‘‘Further reading’’ s ecti on
provides details on the broad variety of techniques
available in the field: Quarteroni and Valli (1997),
Gerbeau et al. (2005).

On the other hand, the parabolic equation on B in
[18] may be discretized with the same finite elements
as those used for the velocity. The enforcement of
the divergence constraint div B = 0 at the discrete
level deserves some attention. Recall indeed that
at the continuous level the divergence-free constraint
is spontaneously propagated by the equation. At
the discrete level, a crucial role in this respect is
played by the weak formulation of the parabolic
equation and an ad hoc account for the boundary
condition [17].

For the sake of completeness, let us mention that
an alternative strategy to the use of the finite
elements that have been mentioned above (and that
are called Lagrangian finite elements), is to use
‘‘edge elements.’’ In some sense, the use of such
elements simplifies the treatment of the boundary
conditions [17], since they are very well adapted to
their mathematical nature.

Note also that, in the vein of what is done for
purely hydrodynamics flow simulations, stabilized
finite-elements techniques have been developed for
the MHD system [18], that allow for a discretization
of the three unknown fields (u, p, B) over the same
finite elements, for example, Q1.

When coupling the two discrete formulations for
simulating the whole system [18], two main strate-
gies can be adopted: one can either treat each of the
two equations separately, independently describing
the propagation of u and B forward in time, or one
can address directly the coupled system of equa-
tions, describing the propagation of u and B in
parallel.

The first option aims in particular at obtaining in
the end small algebraic systems. An instance of such



a segregated algorithm reads, formally and setting
all constants to unity for simplicity,

unþ1 � un

�t
þ un � runþ1��unþ1 þrpnþ1

¼ curl Bn�Bn þ f ext

div unþ1 ¼0

Bnþ1 � Bn

�t
þ curl curlBnþ1

¼ curl un�Bnþ1
� �

divBnþ1 ¼ 0

½26�

At each time step, the two independent subsystems
are solved, providing with unþ1 and Bnþ1 for the
next time step. The difficulty is that it is not
possible, with such segregated algorithms, to repro-
duce the energy estimate [24] at the discrete level.
Note that, at the continuous level, the estimate [24]
is based upon a proper cancelation of the termR

� (j�B)� u present on the two right-hand sides.
Such a cancelation basically stems for a nonlinear
interplay that cannot be present in a segregated
iteration. Consequently, some spurious energy is
created in the system simply by an inadequate
iteration between the two equations. More precisely,
the scheme obtained is at best only conditionally
stable, that is, stable for small enough time steps, a
condition that might be prohibitive when it is
needed to simulate the MHD coupling over large
times.

On the other hand, the other option consists in
attacking the full system [18] directly:

unþ1 � un

�t
þ un � runþ1��unþ1 þrpnþ1

¼ curl Bnþ1�Bn þ f ext

div unþ1¼ 0

Bnþ1 � Bn

�t
þ curl curlBnþ1

¼ curl unþ1�Bn
� �

div Bnþ1¼ 0

½27�

Note that Bnþ1 is present in the equation yielding
unþ1, while conversely unþ1 is present in that
yielding Bnþ1. Then the coupled system admits at
the discrete level an energy estimate analogous to
the energy estimate [24], and the scheme is much
more stable than the previous one, and even
unconditionally stable. The price to pay is that the
system is, at the algebraic level, of very large size.
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n industrial cell indeed is the following. An electric
urrent of 105 A, or more, runs through two
orizontal layers of conducting fluids: a bath of
luminum oxide above, and a layer of liquid
luminum below. The aluminum is produced by
he reduction of the aluminum oxide, a reaction that
nly occurs at a temperature where aluminum is
iquid. The high magnetic field induced by such a
uge current produces in turn high Lorentz forces
hat influence the motion of either fluid. A key issue
n the modeling, as well as in the technological
ontrol of the cell, is to understand the motion of
he interface separating the two fluids. In a rough
icture, this interface may be seen as a mobile
Being sparse, it may however be treated, for
example, via a GMRES-type iterative solver.

Let us make a final remark on these numerical
issues. In the whole generality, the numerical
simulation of viscous fluids raises the question of
large Reynolds numbers, that is, the question of the
difficulties encountered in the numerical approxi-
mation for viscosities � small with respect to the
other dimensionalized parameters of the problem
(density, velocity, and dimension of the domain).
For such small viscosities, the flow becomes
turbulent rather than laminar, and the broad
range of length and energy scales in the flow turns
out to be too difficult to capture numerically. A
commonly used technique that is resorted to in
such difficult cases is the turbulence modeling.
Schematically, an averaged, or homogenized, model
is derived on the basis of the Navier–Stokes
equation, with the help of simplifying hypotheses,
for example, in the form of closure relations. The
quality of the simulation of the averaged model,
and its relation to the true flow, heavily depends on
these simplifying assumptions, which are in turn
based upon a very deep understanding on the
various physical phenomena at play. In the context
of MHD flows, the situation is not clear, regarding
such assumptions. It seems that there are no well-
established models for turbulent MHD to date, at
least from a rigorous viewpoint. In the absence of
those, only a direct simulation of the Navier–Stokes
equation seems possible.
The Industrial Production of Aluminium

A prototypical example of an application of MHD
to the industrial context is the production of
aluminum in electrolysis cells. The numerical simu-
lation of the process involves the simulation of the
evolution of two layers of nonmiscible incompres-
sible viscous fluids, separated by an interface, and
covered by a free surface. A schematic description of
a
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cathode, moving below a fixed anode. The equa-
tions describing the interior of the cell are basically
of the type [18], with an important modification
though: one needs to account for the presence of
two fluids. They read:

@ð�uÞ
@t
þ divð�u�uÞ�divð�ðruþ ðruÞTÞÞ

¼ � rpþ �g þ 1

�
curl B�B

divu¼ 0

@�

@t
þ divð�uÞ¼ 0

@B

@t
þ curl

1

��
curlB

� �
¼ curlðu�BÞ

divB¼ 0

½28�

where g denotes the gravity field, we recall, and are
supplied with the boundary conditions

u¼ 0

1

��
curlB�n@�¼ k�n@�

B:n@�¼ q

½29�

As opposed to [18], the density � in [28] is no longer
the constant �, but is only piecewise constant, that is,
constant in each (moving) subdomain occupied by
each fluid. Likewise, the viscosity �, and the con-
ductivity � are taken constant in each fluid, but with
different values from one fluid to the other. While the
density and the viscosity are only slightly different, the
conductivity varies from many orders of magnitude, a
discrepancy which ends up in some numerical stiffness
of the equations. On the other hand, the permeability
� can be considered as constant throughout the
domain, within a good level of approximation.

Mathematically, system [28] is an order of magni-
tude more difficult than [18]. We refer to Lions
(1996) and Gerbeau and LeBris (1997) for some
mathematical ingredients. A first major difficulty
stems from the fact that the domain occupied by the
fluids is no longer fixed. Notice that this difficulty
already arises when simulating the MHD of one
conducting fluid with a free surface. A second major
difficulty is the discontinuity of the physical para-
meters at the interface, which causes a loss of
regularity at the interface for the solution fields. The
best result known to date is the existence of a global-
in-time weak solution to [28]. Both mathematical
difficulties above of course have significant numerical
counterparts. A notable issue in such a simulation is
how to handle the motion of the free interface, while
ensuring that each fluid remains of constant mass (or

volume) throughout the simulation. One of the most
efficient method in such a context, introduced three
decades ago, is the arbitrary-Lagrangian Eulerian
(ALE) method. We refer to Brackbill and Pracht
(1973) and Gerbeau et al. (2003a, b, 2005).

Apart from the direct numerical attack of system
[28], which carries significant analytical and geome-
trical nonlinearities, there is the possibility, in
particular in the industrial context, to derive a set
of linearized equations at the vicinity of some
equilibrium configuration of the system. This track
has been extensively followed in the past and
provides information that efficiently complement
those provided by the much more satisfactory, but
also more costly, nonlinear approach.

See also: Compressible Flows: Mathematical Theory;
Computational Methods in General Relativity: The Theory;
Fluid Mechanics: Numerical Methods; Newtonian Fluids
and Thermohydraulics; Partial Differential Equations:
Some Examples; Stability of Flows; Symmetric
Hyperbolic Systems and Shock Waves; Topological Knot
Theory and Macroscopic Physics.
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Introduction

Malliavin calculus was initiated in 1976 with the
work by P Malliavin (1978) and is essentially an
infinite-dimensional differential calculus on the
Wiener space. Its initial goal was to give conditions
ensuring that the law of a random variable has a
density with respect to Lebesgue measure as well as
estimates for this density and its derivatives. When
the random variables are solutions of stochastic
differential equations (SDEs), these densities are heat
kernels and Malliavin used Hörmander-type
assumptions on the corresponding operators, thus
providing a probabilistic proof of a Hörmander-type
theorem for hypoelliptic operators.

The theory was much developed in the 1980s by
Stroock, Bismut, and Watanabe, among others (the
reader is referred to Nualart (1995) and Malliavin
(1997)). In recent years, Malliavin calculus had
great success in probabilistic numerical methods,
mainly in the field of stochastic finance (Malliavin
and Thalmaier 2005). However, the theory has also
been applied to other fields of mathematics and
physics, notably in statistical mechanics and statistical
hydrodynamics (see Stochastic Hydrodynamics). In
addition, one should remember that Wiener measure
can be viewed as an ‘‘imaginary time’’ (but well-
defined) counterpart of Feynman’s ‘‘measure’’ for
quantum systems. A stochastic calculus of variations
for Wiener functionals could not be irrelevant to the
path-integral approach to quantum theory.

Another field of application worth mentioning is
the study of representations of stochastic oscillatory
integrals with quadratic phase function and their
stationary phase estimation. For this, complexifica-
tion of the Wiener space must be properly defined
(Malliavin and Taniguchi (1997)).

In order to give a flavor of what Malliavin
calculus is all about, let us consider a second-order
differential operator in Rd of the form

A ¼ 1

2

X
i;j¼1

aij@2
i;j þ

X
i

bi@i

with smooth bounded coefficients and such that
the matrix a is symmetric and non-negative, admit-
ting a square root �. The corresponding Cauchy
value problem consists in finding a smooth solution
u(t, x) of

@u

@t
¼ Au; uð0; :Þ ¼ �ð:Þ ½1�

Then there exists a transition probability function
p(t, x, .) such that

uðt; xÞ ¼
Z

Rd
�ðyÞpðt; x; dyÞ

When p(t, x, dy) = p(t, x, y)dy, the function p is the
heat kernel associated to the operator A, and
from eqn [1] one may deduce Focker–Planck’s
equation for p.

Since Kolmogorov we know that it is possible to
associate with such a second-order operator a stochas-
tic family of curves like a deterministic flow is
associated with a vector field. This stochastic family
is a Markov process, �x(t), which is adapted to the
increasing family P� , � 2 [0, 1], of sigma-fields gener-
ated by the past events, that is, u(�) 2 P� for every � .

Itô calculus allows us to write the SDE
satisfied by �:

d�ðtÞ¼ �ð�xðtÞÞdWðtÞþbð�xðtÞÞdt; �xð0Þ¼ x ½2�

where W(t) stands for Rd-valued Brownian motion
(see Stochastic Differential Equations). Then p is the
image of the Wiener measure � (the law of
Brownian motion), namely p(t,x, .)=�� ��1

x (t)(.)
and we have the representation

uðt; xÞ ¼ E�ð�ð�xðtÞÞÞ
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The following criterion for absolute continuity of
measures in finite dimensions holds:

Lemma If � is a probability measure on Rd and,
for every f 2 C1b ,Z

@if d�

����
���� � cikfk1

where ci, i = 1, . . . , d, are constants, then � is abso-
lutely continuous with respect to Lebesgue measure.

Now one can think about Wiener measure as an
infinite (actually continuous) product of finite-
dimensional Gaussian measures. Considering the
toy model of the above-mentionned situation in
one dimension, we replace Wiener measure by
d�(x) = (1=

ffiffiffiffiffiffi
2�
p

)e�x2=2 dx and look at the process at
a fixed time as a function g on R. In order to apply
the lemma and study the law of g, one would write

Z
ðf 0 � gÞ d� ¼

Z ðf � gÞ0

g0
d�

and then integrate by parts to obtain
R

(f � g)	 d�. A
simple computation shows that 	(x) = (g00 þ xg0)=(g0)2,
and, in particular, that the nondegeneracy of the
derivative of g plays a role in the existence of the
density.

To work with functionals on the Wiener space,
one needs an infinite-dimensional calculus. Of
course, other (Gateaux, Fréchet) calculi on infinite-
dimensional settings are already available but the
typical functionals we are dealing with, solutions of
SDEs, are not continuous with respect to the
underlying topology, nor even defined at every
point, but only almost everywhere. Malliavin calcu-
lus, as a Sobolev differential calculus, requires very
little regularity, given that there is no Sobolev
imbedding theory in infinite dimensions.

Differential Calculus on the
Wiener Space

We restrict ourselves to the classical Wiener space,
although the theory may be developed in abstract
Wiener spaces, in the sense of Gross. For a
description of this theory as well as of Segal’s
model developed in the 1950s for the needs of
quantum field theory, the reader is referred to
Malliavin (1997).

Let H be the Cameron–Martin space,
H= {h : [0, 1]! Rd such that _h is square integrable
and h(t) =

R t
0

_h(�)d�}, which is a separable Hilbert
space with scalar product <h1, h2> =

R 1
0

_h1(�).
_h2(�)d� . The classical Wiener measure will be
denoted by �; it is realized on the Banach space X

of continuous paths on the time interval [0,1]
starting from zero at time zero, a space where H is
densely imbedded. In finite dimensions, Lebesgue
measure can be characterized by its invariance under
the group of translations. In infinite dimensions
there is no Lebesgue measure and this invariance
must be replaced by quasi-invariance for transla-
tions of Wiener measures (Cameron–Martin admis-
sible shifts). We recall that, if h 2 H, Cameron–
Martin theorem states that

E�ðFð!þ hÞÞ ¼E� Fð!Þ exp

Z 1

0

_hð�Þ d!ð�Þ
��

� 1

2

Z 1

0

j _hð�Þj2 d�

��

where d! denotes Itô integration.
For a cylindrical ‘‘test’’ functional F(!) =

f (!(�1), . . . ,!(�m)), where f 2 C1b (Rm) and 0 �
�1 � � � � � �m � 1, the derivative operator is
defined by

D�Fð!Þ ¼
Xm
k¼1

1�<�k
@kf ð!ð�1Þ; . . . ; !ð�mÞÞ ½3�

This operator is closed in W2, 1(X; R), the comple-
tion of the space of cylindrical functionals with
respect to the Sobolev norm

jjFjj2;1 ¼ E�jjFjj2 þ E�

Z 1

0

jD�Fj2 d�

Define F to be H-differentiable at ! 2 X when there
exists a linear operatorrF(!) such that, for all h 2 H,

Fð!þ hÞ � Fð!Þ ¼ hrFð!Þ; hi þ oðjjhjjHÞ
as jjhjj ! 0

Then D� disintegrates the derivative in the sense that

DhFð!Þ � hrFð!Þ; hi ¼
Z 1

0

D�Fð!Þ: _hð�Þ d� ½4�

Higher (r)-order derivatives, as r-linear functionals,
can be considered as well in suitable Sobolev spaces.

Denote by 
 the L2
� adjoint of the operator r, that

is, for a process u : X! H in the domain of 
, the
divergence 
(u) is characterized by

E�ðF
ðuÞÞ ¼ E�

Z 1

0

D�F: _uð�Þ d�
� �

½5�

For an elementary process u of the form
u(�) =

P
j Fj(� ^ �j), where the Fj are smooth ran-

dom variables and the sum is finite, the divergence is


ðuÞ ¼
X

j

Fj!ð�jÞ �
X

j

Z �j

0

D�Fj d�
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The characterization of the domain of 
 is delicate,
since both terms in this last expression are not
independently closable. It can be shown that
W1, 2(X; H) is in the domain of 
 and that the
following ‘‘energy’’ identity holds:

E�ð
ðuÞÞ2 ¼ E�jjujj2H þ E�

Z 1

0

Z 1

0

D� _u�:D� _u� d� d�

Notice that when u is adapted to P� , Cameron–
Martin–Girsanov theorem implies that the divergence
coincides with Itô stochastic integral

R 1
0

_u(�) d!(�)
and, in this adapted case, the last term of the energy
identity vanishes. We recover the well-known Itô
isometry which is at the foundation of the construction
of this integral. When the process is not adapted, the
divergence turns out to coincide with a generalization
of Itô integral, first defined by Skorohod.

The relation [5] is an integration-by-parts formula
with respect to the Wiener measure �, one of the
basic ingredients of Malliavin calculus. This formula
is easily generalized when the base measure is
absolutely continuous with respect to �.

Considering all functionals of the form
P(!) = Q(!(�1), . . . , !(�m)) with Q a polynomial on
Rd, the Wiener chaos of order n, Cn, is defined as
Cn =Pn

N
P?n�1, where Pn denote the polynomials

on X of degree �n. The Wiener-chaos decomposition
L2
�(X) =

L1
n = 0 Cn holds. Denoting by �n the ortho-

gonal projection onto the chaos of order n, we have

r
�Y

nþ1

F

�
;h

* +
¼
Y

n

ð rF; hh iÞ

The derivative Du corresponds to the annihilation
operator A(u) and the divergence 
(u) to the creation
operator Aþ(u) on bosonic Fock spaces.

An important result, known as the Clark–
Bismut–Ocone formula, states that any functional
F 2W1, 2(X; R) can be represented as

F ¼ E�ðFÞ þ
Z 1

0

E� ðD�FÞ d!ð�Þ

where E� denotes the conditional expectation with
respect to the events prior to time � (or, for short,
the past P� of �).

The Ornstein–Uhlenbeck generator (or minus
number operator) is defined by LF = �
rF. On
cylindrical functionals F(!) = f (!(�1), . . . , !(�m)), it
has the form

LFð!Þ ¼
X

i;j

�i ^ �j@
2
i;jf ð!ð�1Þ; . . . ; !ð�mÞÞ

�
X

j

!ð�jÞ@jf ð!ð�1Þ; . . . ; !ð�mÞÞ

where i,j denote multi-dimensional (d) indexes.
As a multiplicative operator on the Wiener-chaos

decomposition LF = �
P

n n�nF. It is the generator
of a positive �-self-adjoint semigroup, the Ornstein–
Uhlenbeck semigroup, formally given by
TtF =

P
n e�nt�nF. Another familiar representation

of this semigroup is Mehler formula,

TtFð!Þ ¼ E� F e�t!þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� e�2t

q
�

� �
d�ð�Þ

� �

Considering the map X! Rm,!! (!(�1), . . . ,
!(�m)), the image of this operator is the Ornstein–
Uhlenbeck generator (corresponding to the Langevin
equation) on Rm with Euclidean metric defined by
the matrix �i ^ �j.

The fundamental theorem concerning existence of
the density laws of Wiener functionals is the following:

Theorem Let F be an Rd-valued Wiener functional
such that Fi and LFi belong to L4

� for every
i = 1, . . . , d. If the covariance matrix

hrFi;rFjiH
is almost surely invertible, then the law of F is
absolutely continuous with respect to the Lebesgue
measure on Rd.

Under more regularity assumptions, smoothness
of the density is also derived. On the other hand, the
integrability assumptions on L can be replaced by
integrability of the second derivatives, due to Krée–
Meyer inequalities on the Wiener space.

We remark that, although equivalent, the initial
formulation (Malliavin 1978) of Malliavin calculus
was different, relying on the construction of the
two-parameter process associated to L and on its
properties. In the early 1980s, the theory was
elaborated, the main applications being the study
of heat kernels (cf., e.g., Stroock (1981), Ikeda and
Watanabe (1989), and Bismut (1984)). Starting from
an SDE [2], it is possible to apply these techniques to
obtain existence and smoothness of the transition
probability function p(t, x, y) if the vector fields
Zi =

P
j �

ij(@=@xj) together with their Lie brackets
generate the tangent space for ‘‘sufficientely many’’
(in terms of probability) paths. These results shed a
new light on Hörmander theorem for partial
differential equations.

Quasi-Sure Analysis

Quasi-sure analysis is a refinement of classical
probability theory and, generally speaking, replaces
the fact that, due to Sobolev imbedding theorems,
functions in finite dimensions belonging to Sobolev
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classes are in fact smooth. We work in classical
probability up to sets of probability zero; in quasi-
sure analysis negligible sets are smaller and are those
of capacity zero. This is the class of sets which are
not charged by any measure of finite energy.

Under a nondegenerate map, Wiener measure and
more general Gaussian measures may be disinte-
grated through a co-area formula. This principle,
developed by Malliavin and co-authors (cf.
Malliavin (1997) and references therein), implies
that a property which is true quasi-surely will also
hold true almost surely under conditioning by such
a map. One can use this principle to study
finer properties of SDEs. It was also used in
M P Malliavin and P Malliavin (1990) to transfer
properties from path to loop groups (see Measure on
Loop Spaces). A pinned Brownian motion, for
example, is well defined in quasi-sure analysis. It is
possible to treat anticipative problems using quasi-
sure analysis by solving the adapted problem after
restriction of the solution to the finite-codimensional
manifold which describes the anticipativity. These
methods have also been applied to the computation
of Lyapunov exponents of stochastic dynamical
systems (Imkeller 1998). With a geometry of finite-
codimensional manifolds of Wiener spaces well
established, it is reasonable to think about applica-
tions to cases where such submanifolds correspond to
level surfaces of invariant quantities for infinite-
dimensional dynamical systems (cf. Cipriano (1999)
for an example of such a situation in hydrodynamics).

The (p, r)-capacity of an open subset O of the
Wiener space is defined by

capp;rðOÞ ¼ inffk�kp
W2r
; � � 0; � � 1 �-a:s: on Og

and, for a general set B, capp, r(B) = inf {capp, r(O) :
B 	 O, O open}. A set is said to be slim if all its
(p, r)-capacities are zero. For � 2W1, the space of
functionals with every Malliavin derivative belong-
ing to all Lp

�, there exists a redefinition of �,
denoted by �
, which is smooth and defined on the
complement of a slim set.

Following Airault and Malliavin (1988), let G 2
W1(X; Rd) be of maximal rank and nondegenerate
in the sense that the inverse of

ðdet �Þ2ð!Þ ¼ detðhr�ið!Þ;r�jð!ÞiÞ

belongs to W1. Then for every functional G 2W1,
the measures � � ��1 and (G�) � ��1 are absolutely
continuous with respect to Lebesgue measure on Rd

and have C1 Radon–Nikodym derivatives. If

	ð�Þ ¼ d� � ��1

d�
and 	Gð�Þ ¼

dðG�Þ � ��1

d�

the function �! 	G(�)=	(�) will be smooth in the
open set O= {� : 	(�) > 0}.

For every � 2 O, it is possible to define (up to slim
sets) a submanifold of the Wiener space of codimen-
sion d, S� = (�
)�1(�), as well as a measure �S
satisfyingZ

S�
G
 d�Sð!Þ ¼ E�ð!Þ¼�ðGÞ ¼ 	Gð�Þ

	ð�Þ

for every G 2W1. This measure does not charge
slim sets.

The area measure @ on the submanifold S� is
defined byZ

F
 d@ ¼ 	ð�Þ
Z

F
ð!Þ detðhr�ið!Þ;

r�jð!ÞiÞ1=2 d�Sð!Þ

The following co-area formula on the Wiener
space Z

X

f ð�ð!ÞÞFð!Þðdet �Þð!Þ d�ð!Þ

¼
Z

Rd
f ð�Þ

Z
S�

F
ð!Þ d@ð!Þ d�

was proved in Airault and Malliavin (1988).

Calculus of Variations in a
Non-Euclidean Setting

Let M be a d-dimensional compact Riemannian
manifold with metric ds2 =

P
i, j gi,j dmi dmj. The

Laplace–Beltrami operator is expressed in the local
chart by

�M ¼ gi;j @2f

@mi@mj
� gi;j�k

i;j

@f

@mk

where �k
i, j are the Christoffel symbols associated

with the Levi-Civita connection. The corresponding
Brownian motion pw is locally expressed as a
solution of the SDE:

dpiðtÞ ¼ ai;jðpðtÞÞ dWjðtÞ � 1
2g

j;k�i
j;kðpðtÞÞ dt

with p(0) = m0 2M and where a =
ffiffiffi
g
p

. Its law on
the space of paths P(M) = {p : [0, 1]!M, p contin-
uous, p(0) = m0} will be denoted by 
.

How can we develop differential calculus and
geometry on the space P(M)? An infinite-dimensional
local chart approach is delicate, due to the difficulty
of finding an atlas in which the changes of charts
preserve the measures. A possibility, developed in
Cruzeiro and Malliavin (1996), consists in replacing
the local chart approach by the Cartan-like metho-
dology of moving frames. The canonical moving
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frame in this framework is provided by Itô stochastic
parallel transport. Nevertheless, a new difficulty
arises: the parallel transport will not be differentiable
in the Cameron–Martin sense described before.

Recall that a frame above m is a Euclidean
isometry r : Rd ! Tm(M) onto the tangent space.
O(M) denotes the collection of all frames above M
and �(r) = m the canonical projection. O(M) can be
viewed as a parallelized manifold for there exist
canonical differential forms (�,!) realizing for every r
an isomorphism between Tr(O(M)) and Rd � so(d).

If A�,�= 1, . . . , d, denote the horizontal vector
fields, which are defined by <�, A�>= "�, <!,
A�> = 0, where "� are the vectors of the canonical
basis of Rd, then the horizontal Laplacian in O(M)
is the operator

�OðMÞ ¼
Xd

�¼1

A2
�

and we have �O(M)(fo�) = (�Mf )o�. With the
Laplacians on M and on O(M) inducing two
probability measures, the canonical projection rea-
lizes an isomorphism between the corresponding
probability spaces.

The Stratonovich SDE

dr! ¼
X
�

A�ðr!Þo d!�; r!ð0Þ ¼ r0

with �(r0) = m0 defines the lifting to O(M) of the Itô
parallel transport along the Brownian curve and we
write t p

� 0r0 = r!(�). Itô map was defined by
Malliavin as the map I : X! P(M) given by

Ið!Þð�Þ ¼ �ðr!ð�ÞÞ

This map is a.s. bijective and we have 
=� � I�1;
therefore, it provides an isomorphism of measures
from the curved path space to the ‘‘flat’’ Wiener
space.

For a cylindrical functional F = f (p(�1), . . . , p(�m))
on P(M), the derivatives are defined by

D�;�FðpÞ ¼
Xm
k¼1

1�<�k
ðtp

0 �k
ð@kFÞj"�Þ

The derivative operator is closable in a suitable
Sobolev space.

It would be reasonable to think that the differ-
entiable structure considered in the Wiener space
would be conserved through the isomorphism I and
that the tangent space of P(M) would consist of
transported vectors from the tangent space to X,
namely Cameron–Martin vectors. Let us take a map
Zp(�) 2 Tp(�)(M) such that z(�) = tp

0 �Zp(�) belongs
to the Cameron–Martin space H.

In order to transfer derivatives to the Wiener
space, we need to differentiate the Itô map. We have
(Cruzeiro and Malliavin (1996)):

Theorem The Jacobian matrix of the flow r0 !
r!(�) is given by the linear map J!, � = (J1

!, � , J2
!, � ) 2

GL(Rd � so(d)) defined by the system of Stratonovich
SDE’s

d� J
1
!;� ¼

Xd

�¼1

J1
!;�

� �
�
o d!�ð�Þ

d� J
2
!;� ¼

Xd

�¼1

� J1
!;� ; "�

� �
o d!�ð�Þ

where � denotes the curvature tensor of the under-
lying manifold read on the frame bundle.

From this result we can deduce the behavior of the
derivatives transferred to the Wiener space, a result
whose origin is due to B Driver. We have, for a
‘‘vector field’’ Zp(�) on P(M) as above,

ðDZFÞoI ¼ D�ðFoIÞ

with � solving

d�ð�Þ ¼ _zð�Þ d� þ 	o d!ð�Þ
d	ð�Þ ¼ �ðo d!ð�Þ; zð�ÞÞ

The process � is no longer Cameron–Martin space
valued. Nevertheless, it satisfies an SDE with an
antisymmetric diffusion coefficient (given by the
curvature) and therefore, by Levy’s theorem, it still
corresponds to a transformation of the Wiener space
that leaves the measure quasi-invariant. We extend,
accordingly, the notion of tangent space in the
Wiener space to include processes of the form
d�� = a�� d!� þ c� d� , with a�� þ a�� = 0. These
were called ‘‘tangent processes’’ in Cruzeiro and
Malliavin (1996).

Another important consequence of the last theo-
rem is the integration-by-parts formula in the curved
setting, initially proved by Bismut (1984):

E
ðDZFÞ ¼ E� ðFoIÞ
Z 1

0

½ _zþ 1
2RicciðzÞ� d!ð�Þ

� �

where Ricci is the Ricci tensor of M read on the
frame bundle.

Some Applications

We already mentioned that Malliavin calculus has
been applied to various domains connected with
physics. We shall describe here some of its relations
with elementary quantum mechanics.
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Feynman gave a path space formulation of
quantum theory whose fundamental tool is the
concept of transition element of a functional F(!)
between any two L2-states  s and �u, for paths !
defined on a time interval [s, u]:

<F>S �<�jFj >S

¼
Z Z Z

�

 sðxÞ exp
i

�h
SLð!; u� sÞ

� �

� Fð!Þ ��uðzÞD! dx dz ½6�

This is a shorthand for the time discretization
version along broken paths ! interpolating
linearly between point xj =!(tj), tj = j(u� s)=N,
j = 0, 1, . . . , N. In [6] �h is Planck’s constant and
S = SL denotes the action functional with Lagran-
gian L of the underlying classical system. For a
particle with mass m in a scalar potential V on the
real line,

SLð!; u� sÞ ¼
Z u

s

m

2
_!2ð�Þ � Vð!ð�Þ

� �
d� ½7�

The ‘‘D!’’ of [6] is used as a Lebesgue measure,
although there is no such thing in infinite dimen-
sions. More generally, the construction of measures
or integrals on the various path spaces required for
general quantum systems is still nowadays a field of
investigation.

When F = 1 and ��u (the complex conjugate of �u)
reduces to a Dirac mass at z, [6] is the path-integral
representation of the solution  (x, u) of the initial-
value problem in L2:

i�h
@ 

@u
¼ H 

 ðx; sÞ ¼  sðxÞ
½8�

where H = �(�h2=2)�þ V and when SL is as in [7].
Feynman’s framework is time symmetric on I: when
 s = 
x (still for F = 1), [6] provides a path-integral
representation of the solution of the final-value
problem for ��(z, s).

According to Feynman, ‘‘it would be possible to
use the integration-by-parts formula


F


!ðsÞ

� 	
¼ � i

�h
F


S


!ðsÞ

� 	
½9�

as a starting point to define the laws of quantum
mechanics’’ (Feynman and Hibbs 1965, p. 173). The
functional derivative corresponds to variations of
the underlying paths in directions 
! and


F ¼
Z


F


!ðsÞ 
!ðsÞ ds

to an L2 analog of [4].
Its first consequence, when F = 1, is the path
space counterpart of Newton’s law, in the elemen-
tary case [7],

<m€!>SL
¼ � <rVð!Þ>SL

½10�

where the left-hand side involves a time discretiza-
tion of the second derivative. When F(!) =!(t),
Feynman obtains the path space version of
Heisenberg commutation relation between position
and momentum observables:

!ðtÞ!ðtÞ � !ðt � �Þ
�

� 	
SL

� !ðt þ �Þ � !ðtÞ
�

!ðtÞ
� 	

¼ i
�h

m
½11�

and from this the crucial fact that ‘‘quantum
mechanical paths are very irregular. However, these
irregularities average out over a reasonable length of
time to produce a reasonable drift or average
velocity’’ (Feynman and Hibbs 1965, p. 177).

A probabilistic interpretation (cf. Cruzeiro
and Zambrini (1991)) of Feynman’s calculus uses
(Bernstein) diffusion processes solving the SDE

dzðtÞ ¼ �h

m

� �1=2

dWðtÞ þ �h

m
r log �ðzðtÞ; tÞ dt ½12�

where the drift stems from a positive solution of the
Euclidean version of the above final-value problem
for �,

�h
@�

@t
¼ H�

�ðx; uÞ ¼ �uðxÞ
½13�

For any regular function f, we can make sense of
the ‘‘continuous limit’’

Df ðzðtÞ; tÞ ¼ lim
�!0

1

�
Et½f ðzðt þ �Þ; t þ �Þ

� f ðzðtÞ; tÞÞ� ½14�

where Et denotes conditional expectation with
respect to the past Pt and check, indeed, that

DzðtÞ ¼ �h

m
r log �ðzðtÞ; tÞ

is Feynman’s ‘‘reasonable drift.’’ Using Feynman–
Kac formula, one shows that the diffusions [12]
have laws which are absolutely continuous with
respect to the Wiener measure of parameter �h=m,
with Radon–Nikodym density given by

	ðzÞ ¼ �ðzðuÞ; uÞ
�ðzðsÞ; sÞ exp � 1

�h

Z 1

0

Vðzð�ÞÞ d�
� �



Malliavin Calculus 389
We can, therefore, use Malliavin calculus on the
path space of these diffusions and the associated
integration-by-parts formula to make sense of [9]
and all its consequences.

The probabilistic counterpart of the time symme-
try of Feynman’s framework is interesting: Heisen-
berg’s original argument to deny the existence of
quantum trajectories (1927) was that any position
can be associated with two velocities. Feynman’s
interpretation [11] and the definition [14] suggest
that this has to do with a past or future conditioning
at time t. Indeed, there is another description of
diffusions z(t) with respect to a family of future
�-fields, using the Euclidean version of the initial-
value problem for  , underlying [6]. Another drift
built on the model of the drift in [12] results, and
Feynman’s commutation relation [11] becomes
rigorous (without, of course, the factor i).

We refer to Cruzeiro and Zambrini (1991) for a
development of this approach using Malliavin
calculus.

See also: Euclidean Field Theory; Functional Integration
in Quantum Physics; Measure on Loop Spaces;
Stochastic Differential Equations; Stochastic
Hydrodynamics.
Further Reading

Airault H and Malliavin P (1988) Intégration géometrique sur l’
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Introduction

Characteristic classes play an essential role in the
study of global properties of vector bundles.
Particularly important is the Euler class of real
orientable vector bundles. A de Rham representative
of the Euler class (for tangent bundles) first
appeared in Chern’s generalization of the Gauss–
Bonnet theorem to higher dimensions. The repre-
sentative is the Pfaffian of the curvature, whose
cohomology class does not depend on the choice of
connections. The Euler class of a vector bundle is
also the obstruction to the existence of a nowhere-
vanishing section. In fact, it is the Poincaré dual of
the zero set of any section which intersects the zero
section transversely. In the case of tangent bundles,
it counts (algebraically) the zeros of a vector field on
the manifold. That this is equal to the Euler
characteristic number is known as the Hopf theo-
rem. Also significant is the Thom class of a vector
bundle: it is the Poincaré dual of the zero section in
the total space. It induces, by a cup product, the
Thom isomorphism between the cohomology of the
base space and that of the total space with compact
vertical support. Thom isomorphism also exists and
plays an important role in K-theory.

Mathai and Quillen (1986) obtained a represen-
tative of the Thom class by a differential form on
the total space of a vector bundle. Instead of
having a compact support, the form has a nice
Gaussian peak near the zero section and exponen-
tially decays along the fiber directions. The pull-
back of Mathai–Quillen’s Thom form by any
section is a representative of the Euler class. By
scaling the section, one obtains an interpolation
between the Pfaffian of the curvature, which
distributes smoothly on the manifold, and the
Poincaré dual of the zero set, which localizes on
the latter. This elegant construction proves to be
extremely useful in many situations, from the
study of Morse theory, analytic torsion in mathe-
matics to the understanding of topological (coho-
mological) field theories in physics.

In this article, we begin with the construction of
Mathai–Quillen’s Thom form. We also consider the
case with group actions, with a review of equivar-
iant cohomology and then Mathai–Quillen’s con-
struction in this setting. Next, we show that much of
the above can be formulated as a ‘‘field theory’ on a

superspace of one fermionic dimension. Finally,
we present the interpretation of topological field
theories using the Mathai–Quillen formalism.

Mathai–Quillen’s Construction

Berezin Integral and Supertrace

Let V be an oriented real vector space of dimension n
with a volume element � 2 ^nV compatible with
the orientation. The ‘‘Berezin integral’’ of a form
! 2 ^�V� on V, denoted by

R B
!, is the pairing h�,!i.

Clearly, only the top degree component of !
contributes. For example, if � 2 ^2V� is a 2-form, then

Z B

e� ¼
�;
�^ðn=2Þ

ðn=2Þ!

� �
; if n is even

0; if n is odd

8><
>:

If V has a Euclidean metric (� , �), then � is chosen to
be of unit norm. If � 2 End(V) is skew-symmetric,
then (1=2)(� , � �) is a 2-form and, if n is even, the
Pfaffian of � is

Pfð�Þ ¼
Z B

exp
1

2
ð� ;� �Þ

� �

The Berezin integral can be defined on elements in
a graded tensor product ^�V� �̂A, where A is any
Z2-graded commutative algebra. For example, if we
consider the identity operator x = idV as a V-valued
function on V, then dx is a 1-form on V valued in V,
and (dx, �) is a 1-form valued in V�. Let {e1, . . . , en}
be an orthonormal basis of V and write x = xiei,
where xi are the coordinate functions on V. We let

uðxÞ¼ ð�1Þnðnþ1Þ=2

ð2�Þn=2
Z B

exp � 1

2
ðx; xÞ � ðdx; �Þ

� �

The integrand is in ��(V) �̂ ^� V�. The result is

uðxÞ¼ 1

ð2�Þn=2
exp � 1

2
ðx; xÞ

� �
dx1 ^ � � � ^ dxn ½1�

a Gaussian n-form whose (usual) integration on V is 1.
Let Cl(V) be the Clifford algebra of V. For any

orthonormal basis {ei}, let � i be the corresponding
generators of Cl(V) and let �= ei � � i 2 V � Cl(V).
For any ! 2 ^kV�, we have

!ð�; . . . ; �Þ¼ 1

k!
!i1���ik�

i1 � � � � ik 2 ClðVÞ

If n is even, the Clifford algebra has a unique
Z2-graded irreducible spinor representation S(V) =
Sþ(V)� S�(V). For any element a 2 Cl(V), the
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supertrace is str a = trSþ(V) a� trS�(V) a. If � 2 End(V)
is skew-symmetric, then

str exp

� ffiffiffiffiffiffiffi
�1
p

4
ð�;��Þ

�
¼ Âð�Þ�1=2Pfð�Þ

where

Âð�Þ¼ det
�=2

sinhð�=2Þ

� �

More generally, supertrace can be defined on
Cl(V) �̂A for any Z2-graded commutative algebra
A = Aþ � A�. If � is skew-symmetric and � 2 V� �
A�, then

str exp

� ffiffiffiffiffiffiffi
�1
p

4
ð�;��Þ þ

� ffiffiffiffiffiffiffi
�1
p

2

�1=2

�ð�Þ
�

¼ Âð�Þ�1=2

Z B

exp
1

2
ð� ;� �Þ þ �

� �
½2�

Representatives of the Euler and Thom Classes

Let M be a smooth manifold and let � : E ! M
be an oriented real vector bundle of rank r. Suppose
E has a Euclidean structure (� , �) and r is a
compatible connection. The curvature R 2 �2

(M, End (E)) is skew-symmetric, and hence (� , R �) 2
�2(M, ^2 E�). A de Rham representative of the Euler
class of E is

erðEÞ¼
1

ð2�Þr=2
Z B

exp
1

2
ð� ;R �Þ

� �
¼ Pf

R

2�

� �
½3�

Here, the Berezin integration is fiberwise in E: it is
the pairing between the integrand and the unit
section � of the trivial line bundle ^rE that is
consistent with the orientation of E. The de Rham
cohomology class of [3] is independent of the choice
of (� , �) or r.

Let s be a section of E. Following Berline et al.
(1992) and Zhang (2001), we consider

sr; s¼ 1
2 ðs; sÞ þ ðrs; �Þþ 1

2 ð�;R �Þ ½4�

a differential form on M valued in ^�E�. Mathai–
Quillen’s representative of the Euler class is

er; sðEÞ¼
ð�1Þrðrþ1Þ=2

ð2�Þr=2
Z B

e�r; s ½5�

One can show that er, s(E) is closed and that as
� varies, the cohomology class of er,�s(E) does not
change. By taking � ! 0, the de Rham class of
er, s(E) is equal to that of er(E) when r is even. The
form er, �s(E) provides a continuous interpolation
between [3] and the limit as � !1, when the form

is concentrated on the zero locus of the section s. In
fact, the Euler class is the Poincaré dual to the
homology class represented by s�1(0). Hence, if
n � m and if ! 2 �n�m(M) is closed, we haveZ

M

! ^ er;sðEÞ ¼
Z

s�1ð0Þ
! ½6�

when s intersects the zero section transversely.
To obtain Mathai–Quillen’s representative of the

Thom class, we consider the pullback of E to E itself.
The bundle ��E! E has a tautological section x.
Applying [5] to this setting, we get

�rðEÞ¼
ð�1Þrðrþ1Þ=2

ð2�Þr=2
Z B

exp � 1

2
ðx; xÞ

�

�ðrx; �Þ � 1

2
ð� ;R �Þ

�
½7�

where ( � , � ),r, and R are understood to be the
pullbacks to ��E. This is a closed form on the total
space of E. Moreover, its restriction to each fiber
is the Gaussian form [1]. The cohomology groups
of differential forms with exponential decay along
the fibers are isomorphic to those with compact
vertical support or the relative cohomology groups
H�(E, EnM). Here M is identified with its image
under the inclusion i : M! E by the zero section.
Under the above isomorphism, the cohomology
class represented by �r(E) coincides with the
Thom class �(E) = i�1 2 Hr(E, EnM) defined topo-
logically. For any section s 2 �(E), we have
er, s(E) = s��r(E).

Character Form of the Thom Class in K-Theory

Let E = Eþ � E� be a Z2-graded vector bundle over
M. The spaces ��(M, E), �(End(E)) and ��(M) �̂�
(End(E)) are also Z2-graded. The action of � �̂ T 2
��(M) �̂�(End(E)) on � � s 2 ��(M, E) is

� �̂T : � � s 7! ð�1ÞjTj j�jð� ^ �Þ � ðTsÞ

The supertrace of A 2 �(End(E)) is str A = trEþA�
trE�A; it extends ��(M)-linearly to str : ��(M) �̂�
(End(E))! ��(M). Let r be a connection on E
preserving the grading. r is an odd operator on
��(M, E). If L 2 �(End(E)�) is odd, then D =rþ L
is called a ‘‘superconnection’’ on E; the ‘‘curvature’’
D2 = RþrLþ L2 2 (��(M)� �(End(E)))þ is even.
With the superconnection, the Chern character of
the virtual vector bundle Eþ 	 E� can be repre-
sented by

chr;LðEþ; E�Þ¼ str exp

� ffiffiffiffiffiffiffi
�1
p

2�
D2

�
½8�
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It is a closed form on M and its de Rham
cohomology class is independent of the choice of
r or L. If L is invertible everywhere on M and the
eigenvalues of

ffiffiffiffiffiffi
�1
p

L2 are negative, then [8] is exact:

chr;LðEþ;E�Þ

¼ �
ffiffiffiffiffiffiffi
�1
p

2�
d

Z 1
1

str exp

ffiffiffiffiffiffiffi
�1
p

2�
ðr þ �LÞ2

 !
L

 !
d�

Now let E be an oriented real vector bundle of
rank r = 2m over M with a Euclidean structure (� , �).
Suppose further that E has a spin structure. The
associated spinor bundle S(E) = Sþ(E)� S�(E) is a
graded complex vector bundle over M. For any
section s 2 �(E), let c(s) 2 �(End(E)�) be the Clifford
multiplication on E. Then for any s, s0 2 �(E),
we have {c(s), c(s0)} =�2(s, s0). Given a connection r
on E preserving (� , �), the induced spinor connection
rS on S(E) preserves the grading. If R is the curvature
ofr, that ofrS is RS =�(1=4) (�, R�), where � is now
a section of E�Cl(E). For any s 2 �(E), consider the
superconnection

Ds ¼ rS þ �ffiffiffiffiffiffiffi
�1
p
� �1=2

cðsÞ

The Chern character form [8] of Sþ(E)	 S�(E) is,
using [2],

chr; sðSþðEÞ; S�ðEÞÞ ¼ ð�1ÞmÂ
R

2�

� ��1=2

er; sðEÞ ½9�

where er, s(E) is given by [5]. In cohomology groups,
[9] reduces to

chðSþðEÞÞ � chðS�ðEÞÞ ¼ ð�1ÞmÂðEÞ�1=2eðEÞ

If M is noncompact and the norm of s increases
rapidly away from s�1(0), then both sides of [9] are
differential forms that decay rapidly away from
s�1(0) and can represent cohomology classes of such.
As before, we take the pullback ��E with the
tautological section x. Then [9] becomes

chrð��SþðEÞ; ��S�ðEÞÞ

¼ ð�1Þm��Â R

2�

� ��1=2

�rðEÞ ½10�

where �r(E) is given by [7]. Both sides of [10] are
forms on E that decays exponentially in the fiber
directions; hence, it descends to an equality in
H�(E, EnM). In the relative K-group K(E, EnM),
the pair ��S
(E) with the isomorphism c(x) away
form the zero section is, up to a factor of (�1)m, the
K-theoretic Thom class i!1 2 K(E, EnM). Therefore,
[10] reduces to the well-known formula

chði!1Þ ¼ ��ÂðEÞ�1=2i�1

in cohomology groups H�(E, EnM). The refinement
[10] as an equality of differential forms is
due to Mathai and Quillen (1986). In fact, this is
how [7] was derived originally.

Equivariant Cohomology and Equivariant
Vector Bundles

Equivariant Cohomology

Let G be a compact Lie group with Lie algebra g.
Fixing a basis {ea} of g, the structure constants are
given by [ea, eb] = tc

abec. Let {#a} and {’a} be the dual
bases of g� generating the exterior algebra ^(g�) and
the symmetric algebra S(g�), respectively. The Weil
algebra is W(g) = ^ (g�) �̂ S(g�). We define a grading
on W(g) by specifying deg#a = 1, deg’a = 2. The
contraction 	a and the exterior derivative d are two
odd derivations on W(g) defined by

	a#
b¼ 
b

a ; 	a’
b ¼ 0

d#a ¼ �1
2t

a
bc#

b#c þ ’a; d’a ¼ �ta
bc#

b’c
½11�

The Lie derivative is La = {	a, d}. These operators
satisfy the usual (anti-)commutation relations

d2 ¼ 0; La ¼ f	a; dg; ½La; d� ¼ 0 ½12�

f	a; 	bg ¼ 0; ½La; 	b� ¼ tc
ab	c;

½La;Lb� ¼ tc
abLc

½13�

The cohomology of (W(g), d) is trivial.
If G acts smoothly on a manifold M on the left, let

Va be the vector field generated by the Lie algebra
element �ea 2 g. Then, [Va, Vb] = tc

abVc. Denote
	a = 	Va

and La = LVa
, acting on ��(M). In the Weil

model of equivariant cohomology, one considers the
graded tensor product W(g) �̂��(M), on which the
operators

~	a ¼ 	a �̂ 1þ 1 �̂ 	a
~d ¼ d �̂ 1þ 1 �̂ d

~La ¼ La �̂ 1þ 1 �̂La

act and satisfy the same relations [12] and [13].
An element ! 2W(g) �̂��(M) is ‘‘basic’’ if it
satisfies 	a!= 0, La!= 0 for all indices a. Let
��G(M) = (W(g) �̂��(M))bas be the set of such.
Elements of ��G(M) are equivariant differential
forms on M. The operator d̃ preserves ��G(M)
and its cohomology groups H�G(M) are the equiv-
ariant cohomology groups of M. They are
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isomorphic to the singular cohomology groups of
EG�G M with real coefficients.

The BRST model of Kalkman (1993) is obtained
by applying an isomorphism �= e#

a�	a of W(g) �̂
��(M). The operators become

� � ~	a � ��1 ¼ 	a �̂ 1

� � ~d � ��1 ¼ ~d � ’a �̂ 	a þ #a �̂La

� � ~La � ��1 ¼ ~La

The subspace of basic forms in the Weil model
becomes

�ð��GðMÞÞ ¼ ðSðg�Þ � ��ðMÞÞG

This is precisely the Cartan model of equivariant
cohomology, in which the exterior differential is

~d0 ¼ 1� d � ’a � 	a

If P is a principal G-bundle over a base space B,
we can form an associated bundle P�G M! B.
Choose a connection on P and let � = �aea 2
�1(P)� g, � = �aea 2 �2(P)� g be the connection
and curvature forms, respectively. The components
�a, �a satisfy the same relations [11]. Replacing
#a,’a by �a, �a, we have a homomorphism that
maps ! 2W(g)� ��(M) to !̂ 2 ��(P�M). If ! is
basic, then so is !̂, and the latter descends to a form
�! on P�G M. Furthermore, the operator ~d on ��G(M)
descends to d on ��(P�G M). Thus, we get the
Chern–Weil homomorphisms ��G(M)! ��(P�G M)
and H�G(M)! H�(P�G M). For example, the vector
space Rr has an obvious SO(r) action. The Gaussian
r-form [1] is invariant under SO(r) and can be
extended to an SO(r)-equivariant closed r-form,
called the ‘‘universal Thom form.’’ Let E be an
orientable real vector bundle E of rank r with a
Euclidean structure. E determines a principal SO(r)-
bundle P; the associated bundle P�SO(r) Rr is E itself.
By applying the Chern–Weil homomorphism to this
setting, we get a closed r-form on E. This is another
construction of the Thom form [7] by Mathai and
Quillen (1986). Further information of equivariant
cohomology can be found there, and in Berline et al.
(1992) and Guillemin and Sternberg (1999).

Equivariant Vector Bundles

Recall that a connection on a vector bundle E!M
determines, for any k � 0, a differential operator

r : �kðM;EÞ ! �kþ1ðM;EÞ

The curvature R =r2 2 �2(M, End(E)) satisfies the
Bianchi identity rR = 0. If the connection preserves a
Euclidean structure on E, then R is skew-symmetric.

If a Lie group G acts on M and the action can be
lifted to E, then G also acts on the spaces �(E) and
��(M, E). As before, the Lie derivatives La on these
spaces are the infinitesimal actions of �ea 2 g. We
choose a G-invariant connection on E. The
‘‘moment’’ of the connection r under the G-action
is �a = La �rVa

acting on �(E). In fact, �a is a
section of End(E), or � 2 �(End(E))� g�. If a
Euclidean structure on E is preserved by both the
connection and the G-action, then �a is skew-
symmetric. On ��(M, E), we have

La ¼ f	a;rg þ �a

	aR ¼ r�a; La�b ¼ tc
ab�c

½�a; �b� ¼ tc
ab�c þ Rab

where Rab = R(Va, Vb) 2 �(End(E)).
On the graded tensor product W(g) �̂��(M, E),

the contraction 	~a and the Lie derivative ~La act and
satisfy [13]. In the Weil model, equivariant differ-
ential forms on M with values in E are the basic
elements in W(g) �̂��(M, E), which form a subspace
��G(M, E) = (W(g) �̂��(M, E))bas. The ‘‘equivariant
covariant derivative’’ is

~r ¼ d �̂ 1þ 1 �̂r þ #a �̂�a ½14�

One checks that {	a, ~r} = ~La and hence ~r preserves
the basic subspace ��G(M, E). The equivariant curva-
ture ~R = ~r2

is

~R ¼ R� #ar�a þ ’a�a þ 1
2#

a#bRab ½15�

It satisfies the equivariant Bianchi identity ~r~R = 0.
Equivariant characteristic forms are invariant poly-
nomials of ~R. They are equivariantly closed and
their equivariant cohomology classes do not depend
on the choice of the G-invariant connection. Hence,
they represent the equivariant characteristic classes
of E in H�G(M).

For the BRST model, we use a similar isomorph-
ism �= e#

a � 	a on W(g) �̂��(M, E). The operators
become

� � ~	a � ��1 ¼ 	a �̂ 1

� � ~r � ��1 ¼ ~r� ’a �̂ 	a þ #a �̂La

� � ~La � ��1 ¼ ~La

and the basic subspace turns into

�ð��GðM;EÞÞ ¼ ðSðg�Þ � ��ðM;EÞÞG

This is the Cartan model, which can be found in
Berline et al. (1992). The equivariant covariant
derivative is

~r0 ¼ 1�r� ’a � 	a
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The equivariant curvature is ~R0= ( ~r0)2 = Rþ ’a�a

and the characteristic forms are defined similarly.
Let P! B be a principal G-bundle with a

connection �. Following [14], the bundle P� E!
P�M has a connection

r̂ ¼ d � 1þ 1�rþ�a � �a

It descends to a connection �r on the vector bundle
P�G E! P�G M. The map ~r 7! �r can be consid-
ered as the analog of the Chern–Weil homomorphism
for connections. There is also a homomorphism
��G(M, E)! ��(P�G M, P�G E), which commutes
with the covariant derivatives ~r, �r. The curvature
�R = �r2

is the image of the equivariant curvature ~R.
Consequently, the equivariant characteristic forms
descend to those of P�G E! P�G M by the usual
Chern–Weil homomorphism.

Now let E = Eþ � E� be a graded vector bundle
over M with a G-action preserving all the structures.
We have the ��G(M)-linear supertrace map str:
��G(M) �̂�(End(E))! ��G(M). If r is a G-invariant
connection on E preserving the grading and if
L 2 �(End(E)�)G is odd and G-invariant, then
~D = ~rþ L is an ‘‘equivariant superconnection.’’
The equivariant counterpart of [8] is

ch ~r;LðEþ;E�Þ ¼ str exp

� ffiffiffiffiffiffiffi
�1
p

2�
~D2

�
2 ��GðMÞ

representing the equivariant Chern character of
Eþ 	 E� in H�G(M).
Representatives of the Equivariant Euler
and Thom Classes

Consider an oriented real vector bundle E!M of
rank r with a Euclidean structure (� , �). Choose a
connection r on E preserving (� , �). We assume that
a Lie group G acts on M and that the action can be
lifted to E preserving all the structures on E. We
use the Weil model; the constructions in the Cartan
model are similar. For any � 2 �k

G(M, E) and
� 2 �l

G(M, E), we obtain (�, ^�) 2 �kþl
G (M) by

taking the wedge product of forms as well as the
pairing in E. The Berezin integral of ! 2 ��G(M, ^� E�)
along the fibers of E is

R B
! = h�,!i2 ��G(M). Here,

� is the unit section of the canonically trivial
determinant line bundle ^rE, compatible with the
orientation of E. The equivariant Euler form

e ~rðEÞ ¼
1

ð2�Þr=2
Z B

exp
1

2
ð� ; R̃ �Þ

� �
¼ Pf

R̃

2�

� �
½16�

is equivariantly closed. It represents the equivariant
Euler class eG(E) 2 H�G(M).
Given a G-invariant section s 2 �(E)G, the equiv-
ariant counterpart of [4] is

S ~r;s¼ 1
2 ðs; sÞ þ ð ~rs; �Þ þ 1

2 ð� ; ~R �Þ ½17�

and that of Mathai–Quillen’s Euler form [5] is

e ~r;sðEÞ ¼
ð�1Þrðrþ1Þ=2

ð2�Þr=2
Z B

e�S ~r;s ½18�

It is also equivariantly closed, and its equivariant
cohomology class is eG(E). The equivariant exten-
sion of Mathai–Quillen’s Thom form [7] is

� ~rðEÞ ¼
ð�1Þrðrþ1Þ=2

ð2�Þr=2
Z B

exp � 1

2
ðx; xÞ

�

�ð ~rx; �Þ � 1

2
ð� ; ~R �Þ

�
½19�

where x is the (G-invariant) tautological section of
��E! E.

Finally, G acts on the (graded) spinor bundle S(E).
Using the equivariant superconnection

~Ds ¼ ~rS þ �ffiffiffiffiffiffiffi
�1
p
� �1=2

cðsÞ

[9] generalizes to

ch ~r;sðSþðEÞ; S�ðEÞÞ ¼ ð�1ÞmÂ
~R

2�

 !�1=2

e ~r;sðEÞ

Now apply the construction to the bundle ��E! E
and its tautological section x. The pair ��S
(E) with
an odd bundle map c(x) determines, up to a factor
of (�1)m, the Thom class i!1G in the equivariant
K-group KG(E, EnM). The equivariant analog of
[10] descends to

chGði!1GÞ ¼ ��ÂGðEÞ�1=2i�1G

in equivariant cohomology.
Superspace Formulation

Mathai–Quillen Formalism and the
Superspace R0 j 1

Let R0 j 1 be the superspace with one fermionic
coordinate � but no bosonic coordinates. The
translation on R0 j1 is generated by D = @=@�,
which satisfies {D, D} = 0. We consider a sigma
model on R0 j 1 whose target space is an (ordinary)
smooth manifold M of dimension n. A map
X : R0 j 1 !M can be written as X(�) = xþ

ffiffiffiffiffiffi
�1
p

� .
Here, x = Xj�= 0 2M and  =�

ffiffiffiffiffiffi
�1
p

DXj�= 0 2 TxM;
the latter is fermionic. Under the translation
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� 7! �þ 
, x and  vary according to the super-
symmetry transformations


x ¼ 
DXj�¼0 ¼
ffiffiffiffiffiffiffi
�1
p


 


 ¼ 
DðDXÞj�¼0 ¼ 0
½20�

Clearly, 
2 = 0, which is also a consequence of D2 = 0.
For any p-form ! 2 �p(M), we have an observable

O!ðXÞ ¼
1

p!
X�!ðD; . . . ;DÞj�¼0

In local coordinates,

! ¼ 1

p!
!i1���ipðxÞ dxi1 ^ � � � ^ dxip

and

O!ðx;  Þ ¼
ffiffiffiffiffiffiffi
�1
p p

p!
!i1���ipðxÞ i1 � � � ip

Using C( � ) to denote the set of function(al)s on a
space, we can identify C(Map(R0 j1, M)) with ��(M).
Under [20], 
O!(X) = 
Od!(X). So, O!(X) is invar-
iant under supersymmetry if and only if ! is closed.
The cohomology of 
 is the de Rham cohomology of
M. Consider the measure [dX] = [dx][d ]. In local
coordinates, [dx] = dx1 � � � dxn is the standard (boso-
nic) measure and [d ] = d 1 � � � d n is a fermionic
measure such that

Z
½d �ð�1Þnðn�1Þ=2  1 � � � n ¼ 1

For any ! 2 �n(M), the superfield integralR
[dX]O!(X) is equal to the usual integral

R
M ! if

the latter exists.
Let E!M be a real vector bundle of rank r with

an inner product (� , �), and let r be a compatible
connection whose curvature is R. Consider a theory
whose fields are X 2Map(R0 j 1, M) and a fermionic
section � 2 �(X�E). Let D= (X�r)D be the covar-
iant derivative along D in the pullback bundle
X�E! R0 j 1. Then, �= �j�= 0 2 Ex is fermionic
and f =D�j�= 0 2 Ex is bosonic.

Given a fixed section s 2 �(E), we write a super-
space action

SMQ½X;�� ¼
Z

R0j1
d�ð�; 1

2D�þ
ffiffiffiffiffiffiffi
�1
p

s �XÞ

¼ 1
2 ðf ; f Þ þ

ffiffiffiffiffiffiffi
�1
p

ðf ; sÞ � ðr s; �Þ
þ 1

4 ð�;Rð ;  Þ�Þ ½21�

It is automatically supersymmetric. Performing the
Gaussian integral over f and replacing � by �

ffiffiffiffiffiffi
�1
p

�,
we get
Z
½d��e�SMQ½X;�� ¼

ffiffiffiffiffiffiffi
�1
p r

ð2�Þr=2
Z
½d�� e�SMQ½x; ;�� ½22�

where

SMQ½x;  ; ��
¼ 1

2 ðs; sÞ �
ffiffiffiffiffiffiffi
�1
p

ð�;r sÞ � 1
4 ð�;Rð ;  Þ�Þ ½23�

When r is even, [22] is equal to Oe(r, s)(E)(X), where
e(r, s)(E) is given by [5]. Furthermore, for any
closed form ! on M, the expectation value

hO!ðXÞi ¼
Z
½dX�½d��O!ðXÞ e�SMQ½X;�� ½24�

is equal to [6].

Equivariant Cohomology and Gauged Sigma
Model on R0 j1

Suppose G is a Lie group and P is a principal G-bundle
over R0 j 1. Since � is nilpotent, we can choose a
‘‘trivialization’’ of P such that the connection and
curvature are A 2 �1(R0 j 1)� g and F 2 �2(R0 j 1)�
g, respectively. (g is the Lie algebra of G.) In
components, c =

ffiffiffiffiffiffi
�1
p

	DA 2 g is fermionic and �=
�(

ffiffiffiffiffiffi
�1
p

=2)	2DF 2 g is bosonic. The space of connec-
tions A is the set of pairs (c,�). Under � 7! �þ 
,


c ¼ 
 �þ
ffiffiffiffiffiffiffi
�1
p

2
½c; c�

 !


� ¼
ffiffiffiffiffiffiffi
�1
p


½c; ��
½25�

Thus, the algebra C(A) is isomorphic to the Weil
algebra W(g) and 
 corresponds to the differential d
in [11]. This relation between gauge theory on a
fermionic space and the Weil algebra can be found
in Blau and Thompson (1997).

With a trivialization of P, the group of gauge
transformation G can be identified with
Map(R0 j 1, G). Any group element is of the form
ĝ=ge

ffiffiffiffiffi
�1
p

��, with g= ĝj�=0 2G and �=
ffiffiffiffiffiffi
�1
p

	Dĝ�$2 g
(fermionic), where $ is the Maurer–Cartan form on
G. The action of ĝ is A 7!A0=Adĝ(A� ĝ�$), or
c 7!c0=Adg(c� �) and � 7!�0=Adg�. By choosing
�=c, we obtained a new trivialization, called the
‘‘Wess–Zumino gauge,’’ in which c0=0. The residual
gauge redundancy is G, and A=G=g=AdG. The
Wess–Zumino gauge is not preserved by the transla-
tion on R0 j1 unless we define 
0 by composing 
 with
a suitable (infinitesimal) gauge transformation. If so,
then 
0�=0.

Suppose M is a manifold with a left G-action. As
before, let {ea} be a basis of g and let the vector field Va

be the infinitesimal action of �ea. In the gauged sigma
model, we include another field X 2 �(P�G M). With
a trivialization of P, we can identify X with a map
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X : R0 j 1 !M. The covariant derivative is given by
rX = dX� AaVa,DX =rDX. Let x = Xj�= 0 2M
and  =�

ffiffiffiffiffiffi
�1
p
DXj�= 0 2 TxM. Then the supersym-

metric transformations are


xi ¼
ffiffiffiffiffiffiffi
�1
p


  i � caVi
a

� �

 i ¼ �
 �aVi

a þ
ffiffiffiffiffiffiffi
�1
p

cjVi
a;j

	 
 ½26�

In the Wess–Zumino gauge, the transformations
simplify to 
0x =

ffiffiffiffiffiffi
�1
p


 , 
0 =�
�aVa.
The observables form the G-invariant part of the

space C(A�Map(R0 j 1, M)). For any ! 2 �p(M),
we have

O!ðX;AÞ ¼
1

p!
!ðDX; . . . ;DXÞj�¼0

¼
ffiffiffiffiffiffiffi
�1
p p

p!
!i1���ipðxÞ i1 � � � ip ½27�

O!(X, A) is gauge covariant: O!(X, A) 7!Og�!(X, A),
and the set of gauge-invariant observables is thus
identified with (S(g�)� ��(M))G. Moreover, since


O!ðX;AÞ¼ 
ðOd!ðX;AÞ �
ffiffiffiffiffiffiffi
�1
p

caOLa!ðX;AÞ
�

ffiffiffiffiffiffiffi
�1
p

�aO	a!ðX;AÞÞ


 corresponds to the differential ~d0 in BRST model.
Let E!M be an equivariant vector bundle and

let r be a G-invariant connection with curvature R
and moment �. Any s 2 �(E)G defines a section of
P�G E! P�G M, still denoted by s. Consider a
theory with superfields X 2 �(P�G M) and
� 2 �(X�(P�G E)) (fermionic). Let D be the covar-
iant derivative of the pullback connection. With a
trivialization of P, we put �= �j�= 0 2 Ex (fermio-
nic) and f =D�j�= 0 2 Ex (bosonic). The equivariant
extension of [21] is

SMQ½X;�;A� ¼
Z

R0j1
d�ð�; 1

2D�þ
ffiffiffiffiffiffiffi
�1
p

s �XÞ

Similar to [22], we get, in the Wess–Zumino gauge,

Z
½d��e�SMQ½X;�;A� ¼

ffiffiffiffiffiffiffi
�1
p r

ð2�Þr=2
Z
½d��e�SMQ½x; ;�;�� ½28�

where

SMQ½x;  ; �; ��

¼ 1

2
ðs; sÞ �

ffiffiffiffiffiffiffi
�1
p

ð�;r sÞ

� 1

4
ð�;Rð ;  Þ�Þ �

ffiffiffiffiffiffiffi
�1
p

2
ð�; �a�a�Þ ½29�

When r is even, [28] is equal to O~e(r, s)(X, A), where
~e(r, s) is given by [18].
The Atiyah–Jeffrey Formula

Given the G-action on M, for any x 2M, there is a
linear map Cx : g! TxM defined by Cx(ea) = Va(x).
With an invariant inner product (� , �) on g and an
invariant Riemannian metric on M, the adjoint of
Cx is Cyx : TxM! g, that is, Cy 2 �1(M)� g. If G
acts on M freely, then Cx is injective and (CyC)x is
invertible for all x 2M. The projection M!
�M = M=G is a principal G-bundle. It has a connection
such that the horizontal subspace is the orthogonal
compliment of the G-orbits. The connection 1-form is
� = (CyC)�1Cy, whereas the curvature is � = (CyC)�1

dCy on horizontal vectors.
Let ! be an equivariant form on M. Suppose G

acts on M freely, then ! descends to a form ! on �M.
We look for a gauge-invariant, supersymmetric
quantity 	(X, A) such that

1

volðGÞ

Z
½dX�½dA�O!ðX;AÞ	ðX;AÞ

¼
Z
½d �X�O�!ð�XÞ ½30�

Mathematically, 	 corresponds to a closed equivar-
iant form � on M such that

1

volðGÞ

Z
�2g
½d��

Z
M

!ð�Þ ^ �ð�Þ ¼
Z

�M

�!

which is [30] in the Wess–Zumino gauge. In fact, � is
distribution valued in the sense of Kumar and Vergne
(1993) and can be understood as an equivariant
homology cycle, as in Austin and Braam (1995).

Let P be a G-bundle over R0 j 1 with a connection
and let Ad P = P�G g! R0 j 1 be the adjoint bundle.
Consider a (bosonic) superfield 
 2 �(AdP). Set �=

j�= 0 (bosonic) and �=�

ffiffiffiffiffiffi
�1
p
D
j�= 0 (fermionic).

Choosing a trivialization of P, � and � are both in g.
Under � 7! �þ 
, they transform as


� ¼
ffiffiffiffiffiffiffi
�1
p


ð� þ ½c; ��Þ

� ¼ 
ð½�; �� �

ffiffiffiffiffiffiffi
�1
p

½c; ��Þ
½31�

The superspace action

SCMR½X;
;A� ¼
ffiffiffiffiffiffiffi
�1
p Z

R0j1
d�ð
;CyDXÞ

is invariant under [25], [26], and [31] and, under the
Wess–Zumino gauge, it is

SCMR½x;  ; �; �; ��
¼ �

ffiffiffiffiffiffiffi
�1
p

ð�;Cy Þ �
ffiffiffiffiffiffiffi
�1
p

ð�; dCyð ;  ÞÞ
þ ð�;CyC�Þ ½32�
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If G acts on M freely, then

	ðX;AÞ ¼
Z
½d
�e�SCMR½X;
;A� ½33�

satisfies [30]. The factor 	(X, A) in [30] is called
‘‘projection’’ in Cordes et al. (1996).

Let E!M be a G-equivariant vector bundle with
a fixed G-invariant connection r, moment �, and
an invariant section s. Consider the superspace
action

SAJ½X;�;
;A� ¼ SMQ½X;�;A� þ SCMR½X;
;A�

In the Wess–Zumino gauge and after the Gaussian
integral over f, it becomes the Atiyah–Jeffrey action

SAJ½x;  ; �; �; �; ��
¼ SMQ½x;  ; �; �� þ SCMR½x;  ; �; �; �� ½34�

If s intersect the zero section transversely and G acts
on s�1(0) freely, then s�1(0)=G is smooth andZ

s�1ð0Þ=G
�! ¼

Z
½dx�½d �½d��½d��½d��½d��

� O!ðx;  ; �Þe�SAJ½x;�;�;�;�;�� ½35�

for any closed equivariant form ! on M. Equation
[35] is the formula of Atiyah and Jeffrey (1990) and
of Witten (1988a) in an infinite-dimensional setting.
When s�1(0)=G is not smooth, the right-hand side of
[35] can be regarded as a definition of the left-hand
side.

It is often convenient to add to SAJ another term

�S½X;
;A� ¼ � 1

4

Z
R0j1
ð½	2DF;
�;D
Þ

¼
ffiffiffiffiffiffiffi
�1
p

2
ð�; ½�; ��Þ þ 1

2
ð½�; ��; ½�; ��Þ ½36�

Since [36] is 
-exact and no new field is added, the
integral [35] does not change if �S is added to SAJ.
Applications to Cohomological
Field Theories

We now apply the Mathai–Quillen construction
formally to a number of cases in which both the
rank of the vector bundle and the dimension of the
base space are infinite. Thus, the (bosonic and
fermionic) integrals in [24] or [35] become path
integrals in quantum mechanics or quantum field
theory.

Supersymmetric Quantum Mechanics

Let (M, g) be a Riemannian manifold and LM =
Map(S1, M), the loop space. At each point u 2 LM,
which is a map u : S1 !M, the tangent space is
TuLM = �(u�TM). In particular, _u = du=dt, where t
is a parameter on S1, is a tangent vector at u and
u 7! _u is a vector field on LM. For any Morse
function h on M, s(u) = _uþ (grad h) � u is another
vector field on LM.

Vector fields on LM can be identified as sections of
the bundle ev�TM! S1 � LM, where ev : S1 �
LM!M is the evaluation map. The Levi-Civita
connection r on TM pulls back to a connection on
ev�TM and the covariant derivatives along LM define
a natural connection rLM on T(LM). For example,
for any tangent vector V 2 TuLM = �(u�TM), we
have rLM

V s(u) =ru
t V þ (rV grad h) � u, where ru is

the pullback connection on u�TM. The Riemann
curvature tensor R on M determines that on LM.

The (infinite-dimensional) analog of [22] isZ
½du�½d �½d�� exp �

Z
S1

dt L½u;  ; ��
� �

½37�

where  ,� 2 TuLM = �(u�TM) are fermionic and

L½u;  ; ��¼ 1
2 gð _uþ grad h; _uþ grad hÞ
�

ffiffiffiffiffiffiffi
�1
p

gð�;ru
t  þr grad hÞ

� 1
4 gð�;Rð ;  Þ�Þ ½38�

Here and below, factors of
ffiffiffiffiffiffi
�1
p

and 2� in [22] are
absorbed in the path-integral measure. [38] is, up to
a total derivative, the Lagrangian of the Euclidean
N = 2 supersymmetric quantum mechanics on M.
The partition function [37] is equal to Euler
characteristic number of LM or M, which can
be confirmed by an (exact) stationary-phase
calculation.
Topological Sigma Model

Let � be a Riemann surface with complex structure
" and let (M,!) be a symplectic manifold with a
compatible almost-complex structure J. Let E be a
vector bundle over Map(�, M) so that the fiber over
u is Eu = �(u�TM� T��). For any u 2Map(�, M),
du 2 Eu and u 7! du is a section of E. The pullback
of the Levi-Civita connection on TM, tensored with
a connection on T��, defines a connection on E.

The vector bundle to which we apply the Mathai–
Quillen formalism is the antiholomorphic part E01 of E.
The fiber over u 2Map(�, M) is E01

u = �((u�TM�
T��)01). The sub-bundle E01 has a connection r01 via
projection from E. E01 has a natural section
s : u 7! @Ju = (1=2)(duþ J � du � "). Solutions to the
equation �@Ju = 0 are pseudoholomorphic (or
J-holomorphic) curves; let M= s�1(0) be the space of
such curves. Its (virtual) dimension is

dim M¼ 1
2�ð�Þ dim Mþ 2c1ðu�TMÞ ½39�
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Along any V 2 TuMap(�, M) = �(u�TM), the covar-
iant derivative of s = �@J is calculated in Wu (1995):

r01
V ð �@JÞ ¼ 1

2 ðruV þ J � ruV � "Þ
þ 1

4rVJ � ðdu � "þ J � duÞ ½40�

where ru is the pullback connection on u�TM.
To write the Mathai–Quillen formalism for the

bundle E01 !Map(�, M), we let  2 �(u�TM) and
� 2 �((u�TM� T��)01) be fermionic fields. Equa-
tion [23] becomes the Lagrangian

L½u;  ; �� ¼ 1
2 kduk2þ 1

2ðdu; J � du � "Þ
�

ffiffiffiffiffiffiffi
�1
p

ð�;ru þ ðr JÞ � du � "Þ
� 1

8 ð�; ðRð ;  Þ� 1
2 ðr JÞ2Þ�Þ ½41�

It is precisely the Lagrangian of the topological
sigma model of Witten (1988b). Here, the pairing
(� , �) is induced by the Riemannian metric !(� , J �)
on M and a metric on � that is compatible with ".
The second term in [41], integrated over �, is equal
to
R

� u�!= h[!], u�[�]i.
For any differential form � 2 �p(M), let O�(u, )

be the observable obtained from ev�� 2 �p(��
Map(�, M)) by identifying ��(Map(�, M)) with
C(Map(R0 j 1, Map(�, M))). If � is closed and
� 2 Hq(�) is a homology cycle, then W�,�(u, ) =R
� O�(u, ) is identified with a closed (p� q)-form

on Map(�, M). For closed �i 2 �pi(M) and
�i 2 Hqi (�)(1 
 i 
 r), the expectation values

Yr

i¼1

W�i;�i

* +

¼
Z
½du�½d �½d��

Yr

i¼1

W�i;�i
ðu;  Þe�S½u; ;�� ½42�

are the Gromov–Witten invariants of (M,!). More-
over, [42] is nonzero only if

Pr
i = 1 (pi � qi) = dimM.

Topological Gauge Theory

Let M be a compact, oriented 4-manifold, G, a
compact, semisimple Lie group, and P!M, a
principal G-bundle. Denote by A the space of
connections on P and G, the group of gauge
transformations. The Lie algebra of G is Lie(G) =
�(ad P) = �0(M, ad P). At A 2 A, the tangent space is
TAA= �1(M, ad P). Both spaces have inner products
if we choose an invariant inner product (� , �) on the Lie
algebra g of G and a Riemannian metric g on M. The
infinitesimal action of G on A is C =rA :
Lie(G)! TAA.

With a Riemannian metric, any 2-form on M
decomposes into self-dual and anti-self-dual parts:
�2(M) = �2

þ(M)� �2
�(M). We consider a trivial

vector bundle E ! A whose fiber is �2
þ(M, ad P).
G acts on E and the bundle is G-equivariant. The
trivial connection on E is G-invariant; the moment is
given by � 2 �(ad P) :� 2 �2

þ(M, ad P) 7! [�,�]. The
bundle E has a natural section s : A 2 A 7! FþA , the
self-dual part of the curvature. Its derivative along
V 2 �1(M, ad P) = TAA is LVs = (rAV)þ. The sec-
tion s is G-invariant, the zero set s�1(0) is the space
of anti-self-dual connections, and the quotient
M= s�1(0)=G is the instanton moduli space. Its
(virtual) dimension is

dim M¼ 4�hðgÞkðPÞ� 1
2 dim Gð�ðMÞ þ �ðMÞÞ

where �h(g) is the dual Coxeter number of g and

kðPÞ ¼ � 1

4�hðgÞ
hp1ðAdPÞ; ½M�i 2 Z

is the instanton number of P.
We proceed with the Mathai–Quillen interpretation

of Atiyah and Jeffrey (1990). Let  2 �1 (M, ad P),
� 2 �2

þ(M, ad P), � 2 �(ad P) be fermionic fields and
�,� 2 �(ad P), bosonic fields. The combination of
[34] and [36] is given by the Lagrangian

L½A;  ; �; �; �; ��

¼ 1

2
kFþAk

2 þ ð�;ryArA�Þ

�
ffiffiffiffiffiffiffi
�1
p

ð�;rA Þ �
ffiffiffiffiffiffiffi
�1
p

ð�;rA Þ
�

ffiffiffiffiffiffiffi
�1
p

ð�; ½ ;  �Þ

þ
ffiffiffiffiffiffiffi
�1
p

2
ð�; ½�; �� þ ½�; ��Þ� 1

2
k½�; ��k2 ½43�

Here, (� , �) is the pairing induced by a Riemannian
metric on M and an invariant inner product on g.
With an additional topological term proportional to
(FA, ^ FA), [43] is the Lagrangian of topological
gauge theory of Witten (1988a).

There is a tautological connection on the
G-bundle A� P! A�M. It is invariant under the
G-action. Identifying ��(A) with C(Map(R0 j 1,A))
and using the Cartan model, the G-equivariant
curvature is F = FA þ

ffiffiffiffiffiffi
�1
p

 þ �. For any homology
cycle � 2 Hq(M),

W�ðA;  ; �Þ¼
1

4�hðgÞ

Z
�

ðF ;^FÞ ½44�

corresponds to a closed G-equivariant form on A.
For �i 2 Hqi(M)(1 
 i 
 r), the expectation values

Yr

i¼1

W�i

* +
¼ 1

volðGÞ

Z
½dA�½d �½d��½d��½d��½d��

�
Yr

i¼1

W�iðA;  ; �Þe�S½A; ;�;�;�;�� ½45�



Mathematical Knot Theory 399
are, up to a factor of jZ(G)j, Donaldson invariants
of M. Moreover, [45] is nonzero only ifPr

i = 1 (4� qi) = dim M.
Other cohomological field theories can also be

understood or constructed by the Mathai–Quillen
formalism. Of such we mention only the topological
field theories of abelian and nonabelian monopoles
in Labastida and Mariño (1995), which are related
to the Seiberg–Witten invariants.

See also: Characteristic Classes; Donaldson–Witten
Theory; Equivariant Cohomology and the Cartan Model;
K-Theory; Topological Quantum Field Theory: Overview;
Topological Sigma Models.
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Fundamental Concepts of the
Topological Theory of Knots and Links

The first known discovery relating to knots as
mathematical objects was made by Gauss around
1833 in a note that refers to the knotting together of
closed curves. This investigation originated in his work
on electromagnetic theory that led him to compute
inductance in a system of two linked circular wires. In
this note he had given an analytic formula for the
linking number of a pair of knotted curves. This
number is a combinatorial topological invariant (it is
an integer number). Moreover, one can now show that
this number is invariant under Reidemeister moves
(discussed in a later section). The linking coefficient
can be generalized for the case of p- and q-dimensional
manifolds in Rpþqþ1. The formula for the parametrized
curves �1(t) and �2(t) with radius vectors r1(t), r2(t) is
given by the following formula:

lkð�1; �2Þ ¼
1

4�

Z
�1

Z
�2

ðr1 � r2; dr1; dr2Þ3

jr1 � r2j
½1�
The linking coefficient allows us to distinguish some
two component links. Another approach to the link
coefficient is that involving Seifert surfaces. (On this
subject, see the section ‘‘Isotopies, Reidemeister
moves, torus knots, and the linking number.’’)

A systematic study of knots in R3, however, was
only begun in the second half of the nineteenth
century by Tait and his followers. They were
motivated by Kelvin’s theory of atoms modeled on
knotted vortex tubes of ether. It was expected that
physical and chemical properties of various atoms
could be expressed in terms of properties of knots
such as the knot invariants. Even though Kelvin’s
theory did not work, the theory of knots grew as a
subfield of combinatorial and algebraic topology.
Recently, new invariants of knots have been
discovered and they have led to the solution of
long-standing problems in knot theory. Surprising
connections between the theory of knots and
statistical mechanics, quantum groups, and quantum
field theory are emerging. Moreover, knot theory
has been shown to be intimately connected with
many problems in physics, chemistry, and biology.

Tait classified the knots in terms of the crossing
number of a regular projection. A regular projection
of a knot on a plane is an orthogonal projection of



the knot such that, at any crossing in the projection,
exactly two strands intersect transversely. He made
a number of observations about some general
properties of knots which have come to be known
as the ‘‘Tait conjectures.’’ In its simplest form, the
classification problem for knots can be stated as
follows. Given a projection of a knot, is it possible
to decide in finitely many steps if it is equivalent to
an unknot. This question was answered affirma-
tively by W Haken in 1961. (For details, see Burde
and Zieschang (1985)).

General Notions and Definitions

Let M be a closed orientable 3-manifold. A smooth
embedding of S1 in M is called a knot in M. A link
in M is a finite collection of disjoint knots. The
number of disjoint knots in a link is called the
number of components of the link. Thus, a knot can
be considered as a link with one component. Two
links L, L0 in M are said to be equivalent if there
exists a smooth orientation-preserving automorph-
ism f : M!M such that f (L) = L0. For links with
two or more components, we require f to preserve a
fixed given ordering of the components. Such a
function f is called an ambient isotopy and L and L0

are called ambient isotopic. Here, we shall take M to
be S3ffi R3 [ {1} and simply write ‘‘a link’’ instead
of ‘‘a link in S3.’’ The diagrams of links are drawn as
links in R3. A link diagram of L is a plane projection
with crossings marked as over or under. The
simplest combinatorial invariant of a knot K is the
crossing number c(K). It is defined as the minimum
number of crossings in any projection of the knot K.
The classification of knots up to crossing number 17
is now known. The crossing numbers of some
special families of knots are known; however, the
question of finding the crossing number of an
arbitrary knot is still unanswered. Another combi-
natorial invariant of a knot K that is easy to define is
the unknotting number u(K). It is defined as the
minimum number of crossing changes in any
projection of the knot K which makes it into a
projection of the unknot. Upper and lower bounds
for u(K) are known for any knot K. An explicit
formula for u(K) for a family of knots called torus
knots, conjectured by Milnor nearly 40 years ago,
has been proved recently by a number of different
methods. The 3-manifold S3nK is called the knot
complement of K. The fundamental group �1(S3nK)
of the knot complement is an invariant of the knot
K. It is called the fundamental group of the knot and
is denoted by �1(K). Equivalent knots have homeo-
morphic complements and conversely. However,

this result does not extend to links. (For details
and a proof, see Manturov (2004), chapter 4).

The Fundamental Group of Knots and
Its Role in Topology

For a better understanding of the above consider-
ations, we need to introduce briefly the important
concept of fundamental group in topology. The
fundamental group plays an essential role in
topology; it is involved in the entire technical
apparatus of the subject, and likewise in all
applications of topological methods. In fact, for
low-dimensional manifolds (i.e., of dimension 2 or
3) the fundamental group underlies all nontrivial
topological facts.

Classical knot theory is concerned with the space
S3nK = M, an open 3-manifold. There is a natural
embedding of the torus T2 in M, namely as the
boundary of small tubular neighborhood of the knot
K. Similarly, for a link we obtain a disjoint union of
2-tori in M. The principal topological invariant of a
knot K is the fundamental group �1(M) of the
complement M of K, with distinguished subgroup
the natural image of �1(T2), T 2M2, with the
obvious standard basis. The classical theorem of
Papakyriakopoulos of the 1950s asserts that a knot
is equivalent to the trivial one if and only if �1(M) is
abelian. It was known by Haken in the early 1960s
that there is an algorithm for deciding whether or
not any knot is equivalent to the trivial knot.
However, while it appears to have been established
(by Waldhausen and others in the 1960s and 1970s)
that two knots are topologically equivalent if and
only if the corresponding fundamental groups with
labeled abelian subgroups are isomorphic, the
existence of an appropriate algorithm for deciding
such equivalence remains an open question. The
complexity of the knot group �1(M) has led to the
search for more effectively computable invariants to
distinguish knots and links. (On this subject, see the
section ‘‘Polynomial invariants of knots and links.’’)

Starting with the oriented diagram of the knot or
link K on the plane, one calculates in the standard
manner (see Crowell and Fox (1963) and Neuwirth
(1965)) a presentation of the group �1(M) of the
knot (M = S3nK), obtaining one generator for the
edge of the diagram of a trefoil knot and a pair of
relations for each crossing. Since one relation of
each such pair simply equates the pair of generators
corresponding to the edges forming the upper
branch of the crossing, the presentation reduces
immediately to the standard one involving the same
number of generators and relations. The 2-complex
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L with exactly one 0-cell, and with 1-cells labeled by
generators and 2-cells labeled by the relations, is
then a deformation retract of M. Lifting to the
universal cover we obtain a boundary operator on a
complex of free Z[�1]-modules, which takes the form
of a square matrix with entries from this group ring,
and it is this matrix that is related to some
differentiation as follows. Denoting the generators by
ai and relators by rj, one defines the operator @ai by

@ai
ðajÞ ¼ �ij

@ai
ðbcÞ ¼ @ai

ðbÞ þ b@ai
ðcÞ

the matrix in question then has entries qij given by

qij ¼ @ai
ðrjÞ

Mapping each generator ai to t, we obtain a
complex of modules over the ring of integer Laurent
polynomials, with boundary operator the corre-
sponding square matrix now with Laurent poly-
nomials as entries. The determinant of this matrix
turns out to be zero, and the highest common factor
of its cofactors, after multiplication by a suitable
power of t, turns out to be just the Alexander
polynomials A(t).

Let us say a bit more using a little different
notation on this question. Let Aq(K) and Jq(K) be
the Alexander polynomial and the Jones polynomial,
respectively. One of the earliest problems in knot
theory was: to what extent does the topological type X
of the complementary space X = S3nK and/or the
isomorphism class G of its fundamental group
G(K) = �1(X, x0) suffice to classify knots? The trefoil
knot is the simplest example of nontrivial knot, so it
seems remarkable that, not long after the discovery
of the fundamental group of a topological space,
Max Dehn (1914) succeeded in proving that the
trefoil knot and its mirror image had isomorphic
groups, but their knot types were distinct. Dehn’s
(ingenious) proof was the beginning of a long story,
with many contributions which reduced repeatedly
the number of distinct knot types that could have
homeomorphic complements and/or isomorphic
groups, until it was finally proved, quite recently,
that (1) X determines K and (2) if K is prime, then G
determines K up to unoriented equivalence. Thus,
there are at most four distinct oriented prime knot
types which have the same knot group.

The knot group G is finitely presented; however,
it is infinite, torsion-free, and (if K is not the unknot)
nonabelian. Its isomorphism class is in general not
easily understood via a direct attack on the problem.
In such circumstances, the obvious thing to do is to
pass to the abelianized group, but unfortunately
G=[G, G] ffi H1(X; Z) is infinite cyclic for all knots,

so it is of no use in distinguishing knots. Passing to
the covering space X that belongs to [G, G], we note
that there is a natural action of the cyclic group
G=[G, G] on �X via covering translations. The
action makes the homology group H1(�X; Z) into a
Z[q, q�1]-module, where q is the generator of
G=[G, G]. This module turns out to be finitely
generated. It is the famous Alexander module. While
the ring Z[q, q�1] is not a principal ideal domain
(PID), relevant aspects of the theory of modules over
a PID apply to H1(�X; Z). In particular, it splits as a
direct sum of cyclic module, the first nontrivial one
being Z[q, q�1]=Aq(K). Thus, Aq(K) is the generator
of the ‘‘order ideal,’’ and the smallest nontrivial
torsion coefficient in the module H1(�X). In
particular, Aq(K) is very clearly an invariant of the
knot group.

We remark that when a knot is replaced by its
mirror image (i.e., the orientation on S3 is reversed),
the Alexander and Jones polynomials Aq(K) and
Jq(K) go over to Aq�1(K) and Jq�1(K), respectively.
As noted earlier, Aq(K) is invariant under such a
change, but from the simplest example, the trefoil
knot, we see that Jq(K) is not. Now recall that G
does not change under changes in the orientation of
S3. This simple argument shows that Jq(K) cannot be
a group invariant! Thus, it seems interesting indeed
to ask about the underlying topology behind the
Jones polynomial.

Isotopies, Reidemeister Moves, Torus
Knots, and the Linking Number

Because each knot is a smooth embedding of S1 in
R3, it can be arbitrarily closely approximated by an
embedding of a closed broken line in R3. Here we
mean a good approximation such that after a very
small smoothing (in the neighborhood of all ver-
tices) we obtain a knot from the same isotopy class.
However, generally this might not be the case.

Definition 1 An embedding of a disjoint union of
n closed broken lines in R3 is called a polygonal
n-component link. A polygonal knot is a polygonal
one-component link.

Definition 2 A link is called tame if it is isotopic to
a polygonal link and wild otherwise.

All C1-smooth knots are tame. In the sequel, all
knots are taken to be smooth, hence, tame.

Definition 3 Two polygonal links are isotopic if
one of them can be transformed to the other by
means of an iterated sequence of elementary
isotopies and reverse transformations. The
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elementary isotopy, generally, is assumed to be a
replacement of an edge with two edges provided
that the triangle has no intersection points with
other edges of the link.

It can be proved that the isotopy of smooth links
corresponds to that of polygonal links; the proof is
technically complicated. Like smooth links, poly-
gonal links admit planar diagrams with overcross-
ings and undercrossings, having such a diagram one
can restore the link up to isotopy.

Definition 4 By a planar isotopy of a smooth-link
planar diagram we mean a diffeomorphism of the
plane onto itself not changing the combinatorial
structure of the diagram.

Obviously, planar isotopy is an isotopy, that is, it
does not change the link isotopy type in R3.

Theorem 1 (Reidemeister) Two diagrams D1 and
D2 of smooth links generate isotopic links if and
only if D1 can be transformed into D2 by using a
finite sequence of planar isotopy and the three
Reidemeister moves W1, W2, W3.

Theorem 2 Suppose that D and D0 are regular
diagrams of two knots (or links) K and K0,
respectively. Then K � K0 , D � D0.

We may conclude from the above theorems that
the problem of equivalence of knots, in essence, is
just a problem of the equivalence of regular
diagrams. Therefore, a knot (or link) invariant may
be thought of as a quantity that remains unchanged
when we apply any one of the Reidemeister moves
to a regular diagram.

Knots and links embedded in R3 can be consid-
ered as curves (families of curves) in 2-surfaces,
where the latter surfaces are standardly embedded in
R3. In this section we shall briefly show that all
knots and links can be obtained in this manner.

Consider a handle surface Sg standardly embedded
in R3 and a curve (knot) K in it. We can now ask the
following question: which knot isotopy classes can
appear for a fixed g? First, let us note that for g = 0
there exists only one knot embeddable in S2, namely
the unknot. The case g = 1 (torus, torus knots) gives
us some interesting information. Consider the torus
as a Cartesian product S1� S1 with coordinates
�,’ 2 [0, 2�], where 2� is identified with 0. In two
dimensions, the torus can be illustrated as a square
with opposite sides identified. Let us embed this torus
standardly in R3; more precisely,

ð�; ’Þ! ððRþ r cos’Þ cos�;

ðRþ r cos’Þ sin�; r sin’Þ ½2�

Here R is the outer radius of the torus, r the small
radius (r<R),� the longitude, and ’ the meridian.
For the classification of torus knots we shall need
the classification of isotopy classes of nonintersect-
ing curves in T2: obviously, two curves isotopic in
T2 are isotopic in R3. Without loss of generality, we
can assume the considered closed curve to pass
through the point (0, 0) = (2�, 2�). It can intersect
the edges of the square several times. In addition,
assume all these intersections to be transverse. Let us
calculate separately the algebraic number of inter-
sections with horizontal edges and those with
vertical edges. Here, passing through the right edge
or through the upper edge is said to be positive; that
through the left or the lower edge is negative. Thus,
for each curve of such type we obtain a pair of
integer numbers. So, each torus knot passes p times
the longitude of the torus, and q times its meridian,
where GCD(p, q) = 1. It is easy to see that for any
coprime p and q such a curve exists: one can just
take the geodesic line {q�� p’= 0 (mod 2�)}. Let us
denote the torus knot by T(p, q). So, in order to
classify torus knots, one should consider pairs of
coprime numbers p, q and see which of them can be
isotopic in the ambient space R3. The simplest case
is when either p or q equals 1. The next simplest
example of a pair of coprime numbers is p = 3, q = 2
(or p = 2, q = 3). In each of these cases we obtain the
trefoil knot. Let us state the following important
result.

Theorem 3 For any coprime integers p and q, the
tori (p, q) and (q, p) are isotopic.

Proof For a proof of this theorem, see Rolfsen
(1990). Note that the (p, q) torus knot in one full
torus is just the (q, p) torus knot in the other one.
Thus, mapping one full torus to the other one, we
obtain an isotopy of (p, q) and (q, p) torus knots.
This homotopy of full tori can be expressed as a
continuous process in S3. Indeed, torus knots of type
(p, q) can be represented by a series of planar
diagrams. Moreover, it is possible to demonstrate a
way of coding a knot (link) as a (p-strand) braid
closure.

Analogously to the case of torus knots, one can
define torus links which are links embedded into the
torus standardly embedded in R3. We know the
construction of torus knots. So, in order to draw a
torus link, one should take a torus knot K 	 T (one
can assume that it is represented by a straight linear
curve defined by the equation q�� p’= 0 (mod 2�)
and add to the torus T some closed nonintersecting
simple curves; each curve should be nonintersecting
and should not intersect K. Thus, these curves
should be embedded in TnK, that is, in the open
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cylinder. Each curve on the cylinder is either
contractible or passes the longitude of the cylinder
once. So, each curve in TnK is either contractible
inside TnK, or ‘‘parallel’’ to K inside T, that is,
isotopic to the curve given by the equation q��
p’= " (mod 2�) inside TnK. Thus, the following
theorem holds.

Theorem 4 Each torus knot is isotopic to the
disconnected sum of a trivial link and a link that is
represented by a set of parallel torus knots of the
same type (p, q).

As we already know, a link invariant is a function
defined on links that is invariant under isotopies. We
shall represent links by using their planar diagrams.
According to the Reidemeister theorem, in order to
prove the invariance of some function on links, it is
sufficient to check this invariance under the three
Reidemeister moves. First, let us consider the
simplest integer-valued invariant of two-component
links. Let L be a link consisting of two oriented
components A and B and let L0 be the planar
diagram of L. Consider those crossings of the
diagram L0 where the component A goes over the
component B. There are two possible types of such
crossings with respect to the orientation. For each
positive crossing we assign the number (þ1), for
each negative crossing we assign the number (�1).
Let us summarize these numbers along all crossings
where the component A goes over the component B.
Thus, we obtain some integer number and, in fact,
this number is invariant under Reidemeister moves.
The so-obtained link invariant is called linking
coefficient.

Polynomial Invariants of Knots and Links

By changing a link diagram at one crossing we can
obtain three diagrams corresponding to links
Lþ, L�, and L0 which are identical except for this
crossing. In the 1920s, Alexander gave an algorithm
for computing a polynomial invariant �K(t)
(a Laurent polynomial in t) of a knot K, called the
Alexander polynomial, by using its projection on a
plane. He also gave its topological interpretation as
an annihilator of a certain cohomology module
associated to the knot K. In the 1960s, Conway
defined his polynomial invariant and gave its
relation to the Alexander polynomial. This poly-
nomial is called the Alexander–Conway polynomial.
The Alexander–Conway polynomial of an oriented
link L is denoted by rL(z) or simply by r(z) when L
is fixed. We denote the corresponding polynomials
of Lþ, L�, and L0 by rþ, r�, and r0, respectively.

The Alexander–Conway polynomial is uniquely
determined by the following axioms.

Axiom 1 Let L and L0 be two oriented links which
are ambient isotopic. Then

rL0 ðzÞ ¼ rLðzÞ ½3�

Axiom 2 Let S0 be the standard unknotted circle
embedded in S3. It is usually referred to as the
unknot and is denoted by O. Then

rOðzÞ ¼ 1 ½4�

Axiom 3 The polynomial satisfies the following
skein relation:

rþðzÞ � r�ðzÞ ¼ zr0ðzÞ ½5�

We note that the original Alexander polynomial
�L is related to the Alexander–Conway polynomial
of an oriented link L by the relation

�LðtÞ ¼ rLðt1=2 � t�1=2Þ ½6�

In the 1980s, Jones discovered his polynomial
invariant VL(t), called the Jones polynomial, while
studying von Neumann algebras and gave its
interpretation in terms of statistical mechanics. A
state model for the Jones polynomial was then
given by Kauffman (1987) using his bracket
polynomial. These new polynomial invariants have
led to the proofs of most of the Tait conjectures.
The Jones polynomial VK(t) of K is a Laurent
polynomial in t, which is uniquely determined by a
simple set of properties similar to the axioms for
the Alexander–Conway polynomials. More gener-
ally, the Jones polynomial can be defined for any
oriented link L as a Laurent polynomial in t1=2, so
that reversing the orientation of all components of
L leaves VL unchanged. In particular, VK does not
depend on the orientation of the knot K. For a
fixed link, we denote the Jones polynomial simply
by V. Recall that there are three standard ways to
change a link diagram at a crossing point. The
Jones polynomial is characterized by the following
properties:

1. Let L and L0 be two oriented links which are
ambient isotopic. Then

VL0 ðtÞ ¼ VLðtÞ ½7�

2. Let O denote the unknot. Then

VOðtÞ ¼ 1 ½8�

3. The polynomial satisfies the following skein
relation:

t�1Vþ � tV� ¼ ðt1=2 � t�1=2ÞV0 ½9�
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An important property of the Jones polynomial that
is not shared by the Alexander–Conway polynomial
is its ability to distinguish between a knot and its
mirror image. More precisely, we have the following
result. Let Km be the mirror image of the knot K.
Then

VKmðtÞ ¼ VKðt � 1Þ ½10�

Since the Jones polynomial is not symmetric in t and
t�1, it follows that in general

VKm
ðtÞ 6¼ VKðtÞ ½11�

We note that a knot is called amphicheiral (achiral
in biochemistry) if it is equivalent to its mirror
image. We shall use the simpler biochemistry term.
So, a knot that is not equivalent to its mirror image
is called chiral. The condition expressed by [11] is
sufficient but not necessary for chirality of a knot.
The Jones polynomial did not resolve the following
conjecture by Tait concerning chirality: if the cross-
ing number of a knot is odd, then it is chiral.
However, it has been demonstrated recently that a
15-crossing knot provides a counterexample to the
chirality conjecture.

New Invariants and Their Applications
in Mathematical Physics

There was an interval of nearly 60 years between the
discovery of the Alexander polynomial and the Jones
polynomial. Since then a number of polynomials
and other invariants of knots and links have been
found. A particularly interesting one is the two-
variable polynomial generalizing V, called the
HOMFLY polynomial (name formed from the
initials of authors of the article (Freyd et al. 1985)
and denoted by P. The HOMFLY polynomial
P(�, z) satisfies the following skein relation:

��1Pþ � �P� ¼ zP0 ½12�

Both the Jones polynomial V and the Alexander–
Conway polynomial rL are special cases of the
HOMFLY polynomial. The precise relations are
given by the following theorem.

Theorem 5 Let L be an oriented link. Then the
polynomials PL, VL, and rL satisfy the following
relations:

VLðtÞ ¼ PLðt; t1=2� t�1=2Þ and rLðzÞ ¼ PLð1;zÞ ½13�

After defining his polynomial invariant, Jones also
established the relation of some knot invariants with
statistical mechanical models. Since then this has
become a very active area of research. By

constructing a typical statistical mechanics model –
the star–triangle relations of the Yang–Baxter
equations are an example of such model – one
obtains a state model for the Alexander or the Jones
polynomial of a knot, by associating to the knot a
statistical system, whose partition function

ZK :¼
X

EKðsÞ!ðsÞ ½14�

gives the corresponding polynomial. (For details, see
Jones (1989)). In the function above, != F(X, S)!R
is a weight function and the sum is taken over all
states s 2 F(X, S). The energy Ek of the system (X, S)
is a functional,

Ek :FðX; SÞ!R; k 2 K ½15�

where the subscript k 2 K indicates the dependence
of energy on the set K of auxiliary parameters, such
as temperature, pressure, etc.

However, these statistical models did not provide
a geometrical or topological interpretation of the
polynomial invariant. Such an interpretation was
provided by Witten (1989) by applying ideas from
quantum field theory to the Chern–Simons Lagran-
gian. In fact, Witten’s model allows us to consider
the knot and link invariants in any compact
3-manifold M.

Vassiliev Invariants and the Space
of All Knots: New Generalizations
of Knot Theory

An entirely new collection of knot invariants,
which arose out of techniques pioneered by Arnold
in singularity theory, has been introduced by V A
Vassiliev in the 1990s. The knot invariants, like
the Alexander polynomial, associate a knot with
some sort of mathematical quantity. A Vassiliev
invariant, on the other hand, is an invariant that
satisfies a set of conditions. In this sense, all the
invariants introduced above – the Jones polyno-
mial, the HOMFLY and the Kauffman polyno-
mial, the Conway polynomial, and the Alexander
polynomial – can all be shown to be Vassiliev
invariants. However, not all the knot invariants are
Vassiliev invariants, for instance, the signature of a
knot is not a Vassiliev invariant. The new Vassiliev
invariants have a solid basis in a very interesting
new topology, where one studies not a single knot,
but a space of all knots. Vassiliev’s knot invariants
are rational numbers. They lie in vector space Vi of
dimension di, i = 1, 2, 3, . . . , with invariants in Vi

having ‘‘order’’ i. These invariants are built from
different families of crossing changes.
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Considering that Vassiliev’s invariants require
introducing an important conceptual change, shift-
ing our attention from the knot K, which is the
image of S1 under an embedding � : S1! S3, to the
embedding � itself. A knot type K thus becomes an
equivalence class {�} of embeddings of S1 into S3.
The space of all such equivalence classes of embed-
dings is disconnected, with a component for each
smooth knot type. In this way, one passes from
embeddings to smooth maps, thereby admitting
maps which have various types of singularities. Let
�M be the space of all smooth maps from S1 to S3.
This space is connected and contains all knot types.
Our space will remain connected and will contain all
knot types if we place two mild restrictions on our
maps. Let M denote the collection of all � 2 �M
such that �(S1) passes through a fixed point � and is
tangent to a fixed direction at �. The space M has
some interesting properties, the main one being that
it can be approximated by certain affine spaces, and
these affine spaces contain representatives of all
knot types. The walls between distinct chambers in
M constitute the discriminant �, that is, � = {� 2
M j�} has a multiple point or a place where its
derivative vanishes or other singularities. The space
M� � is our space of all knots.

The additive properties of the Alexander and
Jones polynomials have a very attractive interpreta-
tion in terms of Vassiliev invariants. By a result of
Bar-Natan, all coefficients of the Alexander poly-
nomial are Vassiliev invariants (see Bar-Natan
(1995)). The same can be said of the Jones
polynomial, as proved by a theorem of Birman and
Lin (1993). There is an attractive formula due to
Kontsevich expressing all Vassiliev invariants ana-
lytically in terms of multiple integrals, assuming that
the knot or link diagram comes with some generic
Morse function (e.g., the projection of the planar
diagram on the y-axis). Moreover, from the work of
Kontsevich it follows that it is possible to give a
purely combinatorial characterization of all Vassi-
liev invariants (other than the one mentioned above)
by associating to an oriented knot K in R3 (given via
coordinates z = z(t)(= x(t)þ iy(t)), t) a chord diagram,
which is just a circle with 2k distinct points labeled
Pj, Qj, j = 1, 2, . . . , k, marked on it, and by imposing
certain relations on the free abelian group freely
generated by all chord diagrams.

Theorem 6 Let VK(t) be the Jones polynomial of a
knot K. Let VK(q) be the infinite series obtained
from VK(t) by substituting eq(= 1þ qþ q2=2!þ 
 
 
 =P1

n = 0 qn=n!) for t. So we may write

VKðqÞ ¼ b0 þ b1q þ b2q2 þ 
 
 


Then Jm(K) = bm is a Vassiliev invariant induced by
the Jones polynomial of order (at most) m.

The structure and significance of the HOMFLY and
Kauffman polynomials can be interpreted in the
language of Vassiliev invariants, which are invariants
of finite type. The notion of finite type is of
extraordinary significance in studying these invariants.
One reason for this is the following basic lemma:

Lemma 7 If a graph G (an embedded 4-valent
graph) has exactly k nodes, then the value of a
Vassiliev invariant vk of type k on G, vk(G), is
independent of the embedding of G.

Let us show briefly this important result. Suppose
V is any invariant of oriented links taking values in
some abelian group. This V can be extended to be
an invariant of singular links in the following way
(Kauffman 2001): a singular link is an immersion
of simple closed curves in S3 with finitely many
transverse double-points. These self-intersections are
required to remain transverse in any isotopy
demonstrating the equivalence of such singular
links. If the definition of V has been extended over
singular links with n� 1 double points, define it on
a singular link L� with n singularities by

VðL¥ Þ ¼ VðLþÞ � VðL�Þ

where V(L�), V(Lþ), and V(L�) are identical except
near a point where they form a node. Note that
V(Lþ) and V(L�) each has n� 1 double points.
Then V is called a Vassiliev invariant of order n, or
an invariant of finite type n, if V(L) = 0 for every
L with nþ 1 or more singularities. Recall the
Alexander–Conway polynomial invariant, rL(z) 2
Z[z], of oriented links defined by runknot(z) = 1 and

rLþðzÞ � rL�ðzÞ ¼ zrL0
ðzÞ

Extend this over singular links by the above method.
Then if L� is a link with r singularities, rL�(z) =
zrL0

(z), where L0 is a link with r� 1 singularities.
Thus, by induction on r, if L has r singularities then
rL(z) has a factor of z0. This implies at once that the
coefficient of zn in the Conway polynomial of a link
is a Vassiliev invariant of order n. Now suppose one
considers the HOMFLY polynomial and makes the
substitution (l, m) = (itN=2, i(t�1=2 � t1=2)). The char-
acterizing skein relation becomes

tN=2PðLþÞ � t�N=2PðL�Þ ¼ ðt1=2 � t�1=2ÞPðL0Þ

Note that this becomes the Jones polynomial when
N = 2. Now make the further substitution t = exp x.
Here exp x should be thought of as the classical
power series expansion. Of course, exp (x=2) and
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exp(�x=2) have power series expansions; the power
series can be multiplied and added to give another
power series. Thus, P(L) has a power series
expansion in powers of x. It follows immediately
that P(Lþ)�P(L�) = xS(x) for some power series
S(x). Hence, the proof used for the Conway
polynomial shows at once that the coefficient of xn

in the power series expansion of P(L) is a Vassiliev
invariant of order n.

All present studies of Vassiliev invariants clearly
indicate a major role of these invariants in the future
developments of knot theory and topological quan-
tum field theories. Many questions in knot theory
remain open, nevertheless, in future it will, very likely
be one of the most fruitful and beautiful subjects of
research in mathematics and in mathematical physics.
Knot theory also attracts attention from the fact that
it is revealing new astounding and profound links
between geometry, algebra, and topology.

See also: Finite-Type Invariants; The Jones Polynomial;
Knot Invariants and Quantum Gravity; Knot Theory and
Physics; Kontsevich Integral; String Topology: Homotopy
and Geometric Perspectives; Topological Knot Theory
and Macroscopic Physics; Topological Quantum Field
Theory: Overview.
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Introduction and Models

Rarely has a paper with a simple title as ‘‘A solvable
model of a spin glass’’ had such a tremendous impact
on both physics and mathematics as the seminal
paper of 1972 by Sherrington and Kirkpatrick,
which introduced what is now known as the
Sherrington–Kirkpatrick (SK) mean-field spin glass
model. As solvable as it might have appeared to the
authors, it was soon found that the heuristic
solution, based on the so-called replica method,
was physically unacceptable. The reason was a tacit
assumption, now known as replica symmetry, that
proved unfounded. Several years later, Giorgio
Parisi provided an ingenious way out through his
continuous replica symmetry-breaking scheme, that
presented a solution that, through its complexity
and intrinsic beauty, both stunned and fascinated
the community. Unraveling the mysteries involved in
this solution has presented a challenge and driving
force for the last three decades of mathematical
statistical mechanics, while the use of the method in
theoretical physics opened the path to solving a wide
variety of problems not only in the theory of
disordered magnets, but also in neural networks
and combinatorial optimization. In this article the
focus is on the mathematical results obtained in the
study of this and a number of related models.

Mean-Field Models

Mean-field models have played an important role in
statistical mechanics by providing simple, solvable
models in which some of the complex phenomena,
such as phase transitions, could be studied and under-
stood. For example, the Curie–Weiss model of a
ferromagnet describes N spin variables �i (taking values
�1) in interaction. The simplifying assumption com-
pared to more realistic models, such as the Ising model,
is to ignore the spatial structure of the model and allow
all spins to interact with each other with equal strength.
This yields to a Hamiltonian function of the form

HNð�Þ ¼ �
J

N

XN
i;j¼1

�i�j þ h
XN
i¼1

�i ½1�

where J is a coupling constant and h a magnetic
field. This from of the interaction implies that the

Hamiltonian is in fact just a function of the
empirical magnetization mN(�) = N�1

P
i = 1 �i, and

this allows one to use methods from the theory of
large deviations to analyze rather easily the corre-
sponding Gibbs measures

��;Nð�Þ �
e��HNð�Þ

Z�;N
½2�

The SK Model

This model was a straightforward attempt to
introduce a mean-field version of models with
randomly interacting spins. The interest in such
models arose from the discovery of certain alloys of
ferromagnets and conductors (e.g., AuFe and
CuMn) that had been found to exhibit very unusual
magnetic properties. Ruderman and co-workers had
proposed that in these models the magnetic ions
with magnetic moments Si and Sj located at the
points xi and xj would interact via an exchange
interaction of the form

cosðkf ðxi � xjÞÞ
jxi � xjj3

Si � Sj

Since the positions of the magnetic ions in the alloy
are random, the signs of their interaction would be
oscillatory. Anderson proposed a simplified model,
in the spirit of the Ising model, where spins taking
values �1 located on a regular lattice would interact
via nearest-neighbor couplings Jij modeled as i.i.d.
random variables uniformly distributed on an inter-
val [� J, J]. In the spirit of the Curie–Weiss model,
Sherrington and Kirkpatrick then proposed the
mean-field model where any two spins would
interact via i.i.d. Gaussian random variables Jij of
mean zero and variance one. The SK Hamiltonian is
thus given by

H
SK

N
ð�Þ � � Jffiffiffiffiffi

N
p

X
1�i<j�N

Jij�i�j þ h
XN
i¼1

�i ½3�

where the normalization is chosen to ensure that the
variance of HN is an extensive quantity. Although
the two Hamiltonians superficially look similar, the
main feature that allows one to solve the Curie–
Weiss model is absent in the SK model: there is no
way to write the Hamiltonian as a function of
macroscopic variable(s) such as the magnetization.
This implies that all methods known to solve the
Curie–Weiss model fail here. The approach used
systematically in the physics literature to overcome
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this difficulty is to try to compute the mean free
energy f�, N � � (1=�N), E ln Z�, N using the formal
identity ln x = limq # 0 q�1(xq � 1). For q 2 N, one
easily sees that (putting h = 0)

EZq
�;N ¼

X
�1;...;�q

exp
�2J2

2
N
Xq

a;b¼1

X
i<j

�a
i �

b
i �

a
j �

b
j

 !

This expression looks already more like the parti-
tion function of an ordinary mean-field model, and
the computation with standard methods seemed
feasible. However, passage to the limit q#0 remains
a highly risky enterprise, and it took the genius of
Parisi to develop an approach that provided at least
a physically meaningful and convincing answer.
The replica method being dealt with elsewhere in
this encyclopedia, this approach is not explained
any further here, although we will explain the
nature of the result in the light of recent rigorous
work later on.

Site Disordered Models

The difficulties encountered with the random-bond
interactions led readily to proposals of mean-field
models that were closer to the Curie–Weiss model –
from the point of view that they allowed the
Hamiltonian to be written as a function of macro-
scopic variables. The most important of these
models was introduced by Figotin and Pastur. Here
the disorder was introduced as an M-dimensional
vector �i for each site i. The components of this
vector are usually taken as i.i.d. random variables ��i
taking values �1 with equal probability. One can
then introduce M-dimensional vectors as macro-
scopic variables that generalize the magnetization
with components

m�
Nð�Þ � N�1

XN
i¼1

��i �i

The Hamiltonian can then be written as

HNð�Þ ¼ �N
XM
�¼1

m�
Nð�Þ

� �2

¼ � 1

N

XN
i;j¼1

�i�j

XM
�¼1

�
�
i �

�
j

These models were indeed found to be solvable with
tools similar to those used in the Curie–Weiss case;
however, they proved disappointing in that the
solution did not show the characteristic features
expected in a spin glass. In fact, it turns out the
these models behave very much like a mean-field

ferromagnet, except that as they display not just
two equilibrium states at low temperatures, but 2M
of them, concentrated on spin configurations � for
which mN(�) takes values close to one of the values
�m�(�)e�, where e� is the �-unit vector in RM and
m�(�) solves the equation m = tanh (�m) known
from the Curie–Weiss model. This model might
have been forgotten, had it not been rediscovered in
1982 by Hopfield in the context of neural net-
works. Hopfield realized that if �i are interpreted as
the activation states (‘‘firing’’ and ‘‘not firing’’) of
neurons in the brain, the form of the interaction in
this model is exactly the one proposed earlier by
Hebb for synaptic interaction between neurons
having ‘‘learned’’ the M ‘‘patterns’’ �� in the past.
He went on to interpret HN(�) as the Lyapounov
function of the retrieval algorithm by which the
brain would recognize the learned pattern. Natu-
rally, the fact the the configurations �� are minima
of HN then implies the functioning of the algorithm.
The important observation of Hopfield was that,
based on numerical experiments, the algorithm
failed when M became too large. In fact, he
observed a breakdown of the memory if M 	
0.14N. This meant that the interesting asymptotics
in this model required to consider M as an
increasing function of N. This regime was not
covered by large-deviation-type results and an
intensive program to investigate this model was
initiated. Again, the replica method could be
employed and yielded a very rich structure of the
model, including an explanation of the findings of
Hopfield. These models also turned out to be an
important starting point for the rigorous analysis.

Gaussian Processes and Derrida’s Models

While the models discussed so far were motivated
from the point of view of randomly interacting
spins, Derrida had the consequential idea to view
the Hamiltonian of such a model simply as a
random process indexed by the set of all spin
configuration. In the case of the SK model, this
process was, moreover, a Gaussian process and thus
characterized entirely by its mean and variance. For
h = 0 we see that

EHSK
N ð�ÞHSK

N ð�0Þ ¼
N

2
rN �; �0ð Þð Þ2� 1

2
rNð�; �0Þ

where rN(�, �0) � N�1�i�
0
i is usually called the

overlap. This opened the view to a much larger
class of models. In particular, the simplest model
from this perspective corresponds to taking HN(�) as
a process of i.i.d. random variables. Derrida called
this the random-energy model (REM). He also noted
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that it could be seen as the limit if a sequence of the
so-called p-spin SK models corresponding to the
covariance of the Hamiltonian being N(rN(�, �0))p.
On the other hand, Derrida observed that another
class of models could be defined that were easier to
analyze while exhibiting much of the complex
properties of the SK model. These are obtained by
choosing the covariance not as a function of the
overlap (resp. the Hamming distance), but of a
ultra-metric distance related to dN(�, �0) � N�1( inf
{i : �i 6¼ �0i}� 1). These models, called generalized
Random-Energy Models (GREM) were analyzed by
Derrida and Gardner in the 1980s and are now the
only models where the full predictions of the Parisi
theory can be rigorously justified. This is discussed
in some detail later.

Further Models and Applications

There is a wealth of problems that can be
interpreted in terms of disordered mean-field
models, and which may be analyzed using methods
developed here. Some of the most notable ones
that have received more attention lately include:
the perceptron, a feed-forward neural network
was analyzed first by Gardner using the replica
method. Very recently, Shcherbina and Tirozzi gave
a rigorous justification of this result. The
p-satisfiability problem is an important problem in
computer science that also can be analyzed with the
replica method. Rigorous results are still very
limited. The number partitioning problem can be
formulated as a random-energy model. Also, the
most famous problem in combinatorial optimiza-
tion, the traveling salesman problem, can be solved
heuristically with the replica method. Another
emerging field are applications to coding theory.

Formulation of the Problem

Given a model, that is, a Hamiltonian function
defined as a random process, the ultimate goal is
to describe the asymptotic properties of the
corresponding Gibbs measure, ideally identifying
a (random or deterministic) limiting measure, as a
function of the temperature, ��1, and other
parameters, such as the magnetic field h.

The first steps in this direction concerns global
properties:


 Does the ground-state energy density,

lim
N"1

max
�2SN

HNð�Þ

converge (in what sense?) and what is the limit?


 What is the limit of the free energy

f�;N �
�1

�N
ln Z�;N

It has been noted in the mid-1990s that such
quantities are usually self-averaging, for example,
in the sense that

lim
N"1

f�;N � Ef�;N
� �

¼ 0; a:s:

due to the concentration of measure phenomenon.
However, until very recently, the existence of the
limits was considered an open problem in most of
the models described above. Guerra and Toninelli
(2002) discovered that a clever use of comparison
inequalities for convex functions of Gaussian
processes allows one to prove a priori the existence
of limits at least in the case of models based on
Gaussian processes (SK, GREM). The main task is
the computation of the values of the limit.

If the free energy is known as a function of
sufficiently many parameters, one can frequently
compute a number of correlation functions that
characterize the limiting measure as well. What one
should compute is somewhat model dependent.

Geometry of Gibbs Measures
and Multi-Overlap Distributions

The problem of satisfactorly describing the asymp-
totic geometric properties of random Gibbs
measures on {� 1, 1} is rendered difficult as the
symmetries of the problem make the use of local
topologies seem unattractive. A reasonable way of
solving this problem is as follows. Let DN be a
distance on SN normalized so that max�, �2SN

DN(�, �) = 1. Then consider the mass distribution
around any fixed point �,

m�ðxÞ � ��; NðDNð�; �0Þ � xÞ

and construct the biased empirical average

K�;N �
X
�2SN

��; Nð�Þ�m�ð�Þ

The set of distributions of these random measures
is compact (with respect to the weak topology)
and thus we can expect to construct limits. The
law of K�, N is fully determined by the family of
averaged distributions of the distances between n
independent copies of � drawn from the Gibbs
measures,

E��n
�; NðDNð�1; �2Þ; . . . ;DNð�n�1; �nÞÞ
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In the SK models, one chooses

DNð�; �Þ ¼ 1� 1

N

X
i

�i�i

so that these quantities can be expressed as distribu-
tions of the overlaps (1=N)

P
i �i�i, between n

‘‘replica’’ spin variables. In the GREM models, it is
natural to chose as distance the lexicographic distance
used in the construction of the models. In this case, the
limits of K�, N can be constructed explicitly and it was
shown that they can be expressed in terms of the size-
biased empirical family size distribution of a certain
continuous state branching process via a model-
dependent time change. Since this plays a key rôle
not only in the GREMs but in other models as well, we
will go into some detail to elucidate this structure.

Neveu’s Process and Random
Genealogies

The random structure of the limiting Gibbs
measures of the GREM models (and presumably
also the SK models, even though this is not proven)
can be traced to a continuous-state branching
process introduced by Neveu, and an induced
associated random genealogy on the unit interval.
Let Zt be a time-homogeneous continuous-time
Markov process with state space Rþ characterized
by the Laplace transform of its transition kernel

Eðe��Zt jZ0 ¼ aÞ ¼ exp ð�a�e�tÞ

Based on this process, construct a two-parameter
process Z(t, a) with the property that, for any a, b >
0, the processes Z( � , a) and Z( � , aþ b)� Z( � , a)
are independent and have the same laws as Zt with
initial conditions a, resp. b. It follows that Z(t,�) is a
stable subordinator with exponent e�t. Now let
	t(a) � Z(t, a)=Z(t, 1), as a function on [0, 1], 	t

being a random probability distribution function (of
pure point type). Any such family �t of distributions
defines in a natural way a genealogical structure on
[0, 1]. Define the ancestor of 
 2 [0, 1] at time t < 1
to be at(
) � 	t(	

�1
1 (
)), where 	�1 is the right-

continuous inverse of the nondecreasing function 	.
We say that, for 
,
0 2 [0, 1], q(
,
0) = t if and

only if t = sup(s : as(
) = as(

0)). It is easy to see that

1� q defines an ultra-metric distance. We can
associate with this the distribution size of the offspring
of an ancestor at time t, m
(t) = j
0 : q(
,
0) � tj, and
its size-biased empirical distribution

K �
Z 1

0

d
 �m
ð�Þ

In the GREM models, it can be shown that the
quantity K�, N converges (weakly in law) to the
corresponding K obtained from a time change of
the family of measures 	t, namely

	
m�

t � 	ln mðtÞ�ln mð0Þ

where m is a nondecreasing function that can be
computed explicitly. Namely, if EX�X� =
A(dN(�, �)), and ā denotes the right-derivative
of the concave hull of A, then

mðxÞ ¼ min ��1
ffiffiffiffiffiffiffiffiffiffiffi
2 ln 2
p

=
ffiffiffiffiffiffiffiffiffi
�aðxÞ

p
;1

� �

As explained below, similar results are expected in
the SK models.

Interpolation Methods and Guerra’s
Integral Representation

Among the very important tools for the analysis of
Gaussian models in particular have been the inter-
polation methods that allow one to compare
functions of processes with different covariance.
While these methods go back to early work on
Gaussian processes (Slepian, Kahane), they have
been employed with remarkable success in the
present context. Mostly, they consist in introducing
an interpolating Hamiltonian Ht(�) �

ffiffi
t
p

H(�)þffiffiffiffiffiffiffiffiffiffiffi
1� t
p

K(�), where K is a reference process that has
certain desired properties. Given any function F of
the process (e.g., the free energy of the model), one
then represents

FðHÞ ¼ FðKÞ þ
Z 1

0

dt
d

dt
FðHtÞ

Often the derivative on the right-hand side can be
controlled rather well, for example, because of some
obvious positivity properties.

Example 1 (Guerra and Toninelli). Choose

Kð�Þ ¼ 1ffiffiffiffiffi
M
p

XM
i<j¼1

J0ij�i�j þ
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N �M
p

XN
i<j¼Mþ1

J0ij�i�j

and consider the free energy F(Ht) = f t
�, N. Then, first

F(H0
N) = F(HM)þ F(HN�M). On the other hand,

d

dt
F Ht

N

� �
¼� 1

2N
�t
�;N

XN
i<j¼1

�i�jJij

tN
�
XM

i<j¼1

J0ij�i�jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� tÞM

p
 

þ
XN

i<j¼Mþ1

J0ij�i�jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� tÞðN�MÞ

p
!
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A key tool to be used at this stage is the so-called
Gaussian integration by parts formula, Egf (g)=
Ef 0(g). Applied here, this gives

d

dt
F Ht

N

� �
¼ �

4N2
�t;�2
�;N

XN
i¼1

�i�
0
i

 !2

�N

M

XM
i¼1

�i�
0
i

 !2
0
@

� N

N �M

XN
i¼Mþ1

�i�
0
i

 !2
1
A 	 0

This proves superadditivity of NEf�, N,

NEf�;N 	MEf�;M þ ðN �MÞEf�;N�M

which, in turn, implies convergence of Ef�, N to
a limit Ef�. Moreover, standard concentration
of measure estimates show then that f�, N also
converges almost surely.

Example 2 (Guerra, Aizenman–Sims–Starr). A
more complicated application of the interpolation
method allows one to relate the free energy to
Parisi’s solution. This was first found by Guerra
(2003), but a different, and in some sense more
intuitive formulation, was given later by Aizenman
et al. (2003). It is based on the following construc-
tion. We consider a centered Gaussian process HN(�)
on SN with covariance given by Ng(RN(�, �0)) for
some even convex function g : [� 1, 1] ! [0, 1]. Let
us take F(HN) = ln E� e�HN(�) (the a priori expecta-
tion E� need not be symmetric, but may incorporate
a magnetic field). Before using comparison, we now
want to go to a larger space. For this, introduce some set
A equipped with some positive-definite quadratic form
q, normalized such that q
,
 = 1, and jq
,
0 j � 1,
8
,
02A. Let P
 denote some probability measure
on A. Now introduce a centered Gaussian process
�
 on A, independent of HN, whose covariance is
given by E�
�
0 = r(q
,
0) � q
,
0g

0(q
,
0)� g(q
,
0 ).
Define

GðHN þ
ffiffiffiffiffi
N
p

�Þ ¼ ln E�E
 e��ðHNð�Þþ
ffiffiffi
N
p

�
Þ
� �

Obviously, G(HN,�) = F(HN)þ eF(�), where eF(�) =
ln(E
 e��

ffiffiffi
N
p

�
). The amazing idea is now to
compare the process (HN þ �) with another process
��,
 whose covariance is a linear function of RN(�)
(this is in some sense a Slepian’s process), and that
otherwise is smaller than the covariance of (HN þ
�); to wit

E�
;��
0;�0 ¼ RNð�; �0Þg0ðq
; 
0 Þ

By these choices of covariances, one has that for x 2
[� 1, 1], y 2 [0, 1], since g is even and convex,

gðxÞ þ yg0ðyÞ � gðyÞ 	 xg0ðyÞ

It is an immediate consequence of Kahane’s theo-
rem, respectively the same interpolation argument
given above, that

EGðHN þ �Þ � EGð�Þ

which translates into

EFðHNÞ � EGð�Þ � EeFð�Þ
It is clear that we can optimize this bound by
choosing A, q, and P
. Of course, the difficulty
would be to find such a minimum. A first
simplification of this optimization problem is to
consider instead of the deterministic structure of P
and q random-probability measures on the space of
probability measures and quadratic forms on A, to
average over the preceding equation with respect to
their laws, and then take the infimum over all such
random structures. This gives a (still incalculable)
bound that Aizenman et al. (2003) have shown to be
asymptotically sharp, that is, they showed that

lim
N"1

EFðHNÞ ¼ lim
N"1

inf
A; �

E�ðEGð�Þ � EeFð�ÞÞ
where � is short for all probability measures on the
space of (P
, q
,
0) on A (called ‘‘random overlap
structures’’(rosts) in Aizenman et al. (2003)). Guerra’s
bound consists in restricting the infimum to a class of
rosts where the bound is calculable ‘explicitly’.
Maybe unsurprisingly, this is exactly the class of
asymptotic models that have already arisen in the
GREMs. In fact, we set A= [0, 1],M� {m : [0, 1] !
[0, 1], non-decreasing}, let q be the random genealo-
gical distance associated to the family of measures 	m

t ,
and let P
 be the probability measure on A whose
distribution function is 	m

1 (
). Then Guerra’s bound
states that

lim
N"1

EFðHNÞ � lim
N"1

inf
m2M

EGð�Þ � EeFð�Þ
where the expectations relate to all random quan-
tities involved. By self-averaging, the same result
holds almost surely. The right-hand side of this
equation is known as (a particular formulation of)
the famous Parisi solution. In fact, define the
function f (q, y) as the solution of the nonlinear
partial differential equation

@qf þ 1

2
@2

y f þmðqÞð@yf Þ2
� �

¼ 0

with final conditions

f ð1; qÞ ¼ ln cosh �y
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These equations can be solved by elementary means
in the case when m is a step function. It turns out
that, for given m,

EGð�Þ � EeFð�ÞÞ ¼ f ð0; h;m; �Þ � �
2

2

Z 1

0

qmðqÞ drðqÞ

where h = ��1 cosh�1 (E��1). This solution was origi-
nally obtained using the replica method. The preceding
construction gives, at the least, a clear mathematical
meaning to the objects involved. In particular, the
notion of ‘‘ultra-metric zero-dimensional matrices,’’
appears now to be equivalent to ultra-metric structures
on the unit interval.

In a recent paper, Talagrand (2003) has proven
that converse inequality is also true in the preceding
equation, confirming that Parisi’s solution yields the
correct free energy in a large class of models of the
SK type.

Ghirlanda–Guerra Relations

The appearance of a universal probabilistic structure
in the asymptotics of these models may appear
surprising. A partial explanation can be found in a
set of remarkable identities between multi-overlap
distributions that has been discovered first by
Ghirlanda and Guerra (1998) in the context of SK
models. If ��n

�, N denotes the n-fold product Gibbs
measure, the Ghirlanda–Guerra relations assert a
recursion relation of the form

E��nþ1
�;N DNð�nþ1; �kÞ � tjBn

� �

¼ 1

n

X
‘6¼k

E��n
�;N DNð�‘; �kÞ � tjBn

� �

þ 1

n
E��2

�;N DNð�1; �2Þ � tjBn

� �
þ oð1Þ

These relations hold generically for Gaussian mean-
field models, with DN being the distance through
which the covariance is defined. The proof of these
relations is based on Gaussian integration-by-parts
formulas, and concentration of measure inequalities.
In the case of the GREM models, where DN is ultra-
metric, these recursions are sufficient to determine all
n-replica overlap distributions in terms of the 2-replica
distribution. On the other hand, the set of n-replica
overlap distributions determines the law of the process
K and thus the geometry of the Gibbs measure. In
particular, they leave time changes of Neveu’s process
as the only candidates for limit processes. In the case of
the SK models, the same does not hold a priori, since
the Hamming distance is not an ultra-metric. How-
ever, since the Parisi solution is correct, this suggests

very strongly that asymptotically the overlap distances
are almost surely (with respect to the Gibbs measure)
ultra-metric. Then, the Ghirlanda–Guerra identities
also imply that the geometry of the Gibbs measures is
described by the same structure.

From Mean-Field to Lattice Models

One of the widely discussed issues in the theory of spin
glasses is to what extent the results of mean-field
theory are relevant for lattice models. This issue has
been addressed elsewhere in this encyclopedia by
Newman and Stein. Here, we will only mention a
recent result of Franz and Toninelli (2004) that shows
that the free energy of the SK model can be represented
as the limit of the free energy of lattice models when
the range of the interaction tends to zero while their
strength tends to zero in an appropriate way (the so-
called Kac models). This still leaves open many finer
questions, but hints to the fact that mean-field theory
bears at least some relevance for realistic spin glasses.

See also: Short-Range Spin Glasses: The Metastate
Approach; Spin Glasses.
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Introduction

Loop spaces have been considered for their geo-
metric interest (Freed Daniel 1988) where the space
of based loops on a compact Lie group is endowed
with a Kählerian structure; see also the survey by
L Gross (1988). The harmonic analysis on loop
groups, developed by Pressley and Segal, is
reviewed by Hsu (1997). Loop groups have also
an impact in string theory (Bowick and Rajeev
1987). They are related to Yang–Mills theory (Levy
2003). A presentation of the history of measure on
infinite-dimensional spaces has been given by
P Malliavin (see Malliavin (1992) and references
therein). The main problem is the construction of
measures on the loop space which have quasi-
invariance property. This has implications in
representation theory (Neretin 1994, Jones 1995).
Here we mainly concentrate on the nonlinear
stochastic point of view and its interference with
geometry. The geometrical study of the space of
closed curves over a compact Riemannian manifold
M, that is, the loop space over M, was initiated by
Marston Morse in 1932. The loop space is itself a
manifold where one can define a Laplace–Beltrami
operator. A diffusion process can be considered on
this manifold. Wiener defined the Brownian loop
by the Fourier series

uð�Þ ¼
X
k�1

sin k��

k
Gk ½1�

where the Gk are independent normal variables.
The time evolution of the Wiener loop and the
extension of the theory to the case of a compact
Riemannian manifold of finite dimension has been
considered by Airault and Malliavin (1996, and
references therein). The Brownian loop evolutes in
the time parameter t as a Brownian sheet where
the independent random variables Gk are function
of t.

Starting from the zero loop, one obtains at time t,
a random loop, and the law of this loop gives a
measure on the loop space. A construction of this
measure with functional analysis on infinite-
dimensional manifold was done by Gaveau and
Mazet (1979). The tools of stochastic analysis are
important to the subject. The loop space of
continuous maps from the circle to the multi-
plicative group of complex numbers has a group

structure, hence the term ‘‘loop group.’’ On the loop
group, we consider the multiplicative Brownian
motion starting at one point of the circle and
conditioned to come back at this point at time s. It
defines a probability measure on the loop group.
One can also consider the set of continuous maps
from the circle to the set of complex numbers of
modulus equal to 1. The loop group is the space of
continuous closed paths on a Lie group. More
generally, on a Riemannian manifold M, the
Brownian motion on M defines a Wiener measure
on the loops over M. To go from the path space to
the loop space, an important tool is the quasisure
analysis in infinite dimension. The quasisure analysis
was developed by Airault and Malliavin (1996, and
references therein) to obtain disintegrations of the
Wiener measure and they have used this tool in
1992 to construct measures on the loop group. The
main problems are:

1. The construction of heat kernel measures and the
existence of a Brownian motion on the loop
space, the existence of pinned Wiener measures
obtained as the law of Brownian motions condi-
tioned on the loops.

2. The quasi-invariance of these transition prob-
ability measures under translation, or multi-
plication if we have a multiplicative structure, or
under the infinitesimal action of suitable vector
fields. For the path space over the n-dimensional
Euclidean space Rn, the Cameron–Martin theo-
rem (1944) ensures the existence of a density
which shows the quasi-invariance of the Wiener
measure under translations. For the quasi-
invariance, an important fact is the choice of
the metric on the Cameron–Martin space. In the
case of the Wiener measure, one considers the
paths of finite energy,

R 1
0 jh0(s)j

2ds < þ1. This
corresponds to the metric ‘‘1.’’ P Malliavin
(1989, and references therein) discussed the
case of metrics � with 1=2 < � < 1.

3. To define the ‘‘good’’ Cameron subspace, that is,
find the vector fields that yield integration-
by-parts formulas. The question occurs whether
the Cameron–Martin space depends on time. For
the loop space, it has been proved by Driver
(2003) that it is not the case. A time evolution of
the tangent Cameron–Martin space could appear
eventually.

4. The determination of the support of the measures
(e.g., the Wiener measure) is carried by the set of
Hölder functions of order 1=2� �.

5. The absolute continuity of the measures with
respect to each other.
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The Construction of Heat Measures
on the Loop Space and Their
Quasi-Invariance

The construction of measures giving a solution to
the infinite-dimensional heat equation as well as the
study of the quasi-invariance of the Wiener measure
on the path space was started extensively in the
work by Bismut, followed by Gross (1998), then by
Aida and Elworthy (1995) where the loop group is a
suitable manifold to extend to infinite-dimensional
manifolds the log-Sobolev inequalities, by Malliavin
and Malliavin (1992, and references therein) where
the measures on the path space and the path group
have been studied. Consider a compact Lie group G
with unit e and let G be its Lie algebra. From the
G-valued Brownian motion, one can construct a
family of measures (�e

t )t�0 on the path space. These
measures �e

t are the images of the Wiener measure
on G through the Ito map

dgxð�Þ ¼
ffiffi
t
p

gxð�Þdxð�Þ with gxð0Þ ¼ e ½2�

The convolution of two measures �e
t and �e

t0 is equal
to �e

tþt0 . By choosing the initial value of the path
randomly distributed according to the Haar measure
on G, it defines a family of measures (�t)t� 0 on the
path space withZ

f ð�Þ�tðd�Þ ¼
Z

dg

Z
f ðg�Þ�e

t ðd�Þ

The Laplacian on the path group is defined by

ð�Pf ÞðgÞ ¼ lim
�!0

1

�

Z
f ðg�Þ��ðd�Þ � f ðgÞ

� �

The heat equation is valid for the measures (�t)t�0

on the paths,

@

@t

Z
f ðgÞ�tðdgÞ ¼

Z
ð�Pf ÞðgÞ�tðdgÞ

Moreover, there is a quasi-invariance density kg0
(g)

defined on the path group (g0 and g are paths with
values in G) such that

�tðg0AÞ ¼
Z

A

kg0
ðgÞ�tðdgÞ

where g0A is the translated on the left of the subset
A in the path space over G. This is a generalization
to the path space of the classical Cameron–Martin
theorem. Then, one can consider the loop space. The
free loop space is the set of continuous maps g from
[0, 1] to G such that g(0) = g(1), and the loop space
with a base point is the set of maps such that
g(0) = g(1) = m is fixed. One can define the pinned
Brownian motion on the group G to obtain the

pinned Wiener measures (�Le
t )t� 0 on the loop group

(Malliavin and Malliavin 1992, Driver and
Srimurthy 2001). Denote by pt(g) the solution of
the heat equation on the group G. Let g be a map
from [0, 1] to the finite-dimensional Lie group G. For
�1, �2, . . . , �n 2 [0, 1], consider the evaluations of the
map g, g�1

, g�2
, . . . , g�n

2 G, Let f be a real function
defined on G and denote by dg the Haar measure on
G. The measure �Le

t on the loop group is given byZ
f ðg�1

; g�2
; . . . ; g�n

Þ d�Le
t ðgÞ

¼
Z

f ðg1; g2; . . . ; gnÞpt�1
ðg1Þptð�2��1Þðg�1

1 g2Þ � � �

� ptð�n��n�1Þðg�1
n�1gnÞptð1��nÞðgnÞ dg1 � � � dgn

From �Le
t , one defines a measure �L

t on the free
loops by taking the mean over G asZ

f ð�Þ�L
t ðd�Þ ¼

Z
G

dg

Z
f ðg�Þ�Le

t ðd�Þ

The quasi-invariance property for the pinned Wiener
measure was proved by Malliavin and Malliavin
(1992).

When the measures (�L
t )t�0 are obtained by

conditioning and quasisure analysis, we have heat
kernel measures. The case of heat kernel measures
defined on the loop group has been studied by
Airault and Malliavin by disintegrating the measures
on the path space and using the quasisure analysis.
The Laplacian on the loop group is defined as it has
been for the Laplacian on the path space,

ð�L f ÞðgÞ ¼ lim
�!0

1

�

Z
f ðgg1Þ�L

� ðdg1Þ � f ðgÞ
� �

but now the heat equation has a Kac’s potential �t

defined on the loops. On the loop group, the heat
equation is

@

@t

Z
f ðlÞ�L

t ðdlÞ¼
Z
ð�Lf ÞðlÞþ�tðlÞf ðlÞ½ ��L

t ðdlÞ ½3�

where

�tðlÞ ¼
1

t2

Z 1

0

dlðsÞlðsÞ�1

����
����

2

G
�2

d

dt
log ptðeÞ

� 1

t
dimG

The case of the circle, G = R=2�Z, is interesting.
The law of the functional

Z 1

0

dlðsÞlðsÞ�1

is given in Airault and Malliavin (1996, and
references therein). Moreover, the study of the heat
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measures over the loop group of R=2�Z brings new
identities on the classical Jacobi theta function

ptð�Þ ¼ 1þ 2
X
n�1

cosðn�Þ e�n2t=2 at � ¼ 0

Let

ct ¼ �2
d

dt
log ptð0Þ �

1

t

The following system of differential equations is
given by Airault–Malliavin (1996, and references
therein):

ct ¼ �
1

t2

X
n2Z

anðtÞ

d

dt
anðtÞ ¼

1

2
ctanðtÞ þ

2�2n2

t2
anðtÞ

To pass from path space to loop space, it is
convenient to use the ‘‘tubular chart’’ introduced
by Gross and the quasisure analysis developed by
Airault–Malliavin. Let � : �! �(1)�(0)�1 from the
path space to the group G; then the free loop
space over G is ��1(e). There exists a neighbor-
hood V of the neutral of G such that ��1(V) is
diffeomorphic to V � L(G), the product of V with
the loop space over G. With this diffeomorphism,
one can disintegrate the measures on the path
space and obtain the measures on the loop space.
The Cameron–Martin formula on the path space
of the group G is obtained from the Cameron–
Martin formula for the Wiener space and the Ito’s
map. Let � be a differentiable path with finite
energy on G, that is,

Z 1

0

�ðsÞ�1 d

ds
�ðsÞ

����
����

2

G
< þ1

it holds
Z

f ð�gÞ�tðdgÞ ¼
Z

f ðgÞk�ðgÞ�tðdgÞ

Let us denote by (j)G the Euclidean scalar product on
the Lie algebra G; then the density is given by

k�ðgÞ ¼ exp
1

t

Z 1

0

�ðsÞ�1 d

ds
�ðsÞjdgðsÞgðsÞ�1

� �
G

"

� 1

2t

Z 1

0

�ðsÞ�1 d

ds
�ðsÞ

����
����

2

G
ds

#

The previous approach relies on the heat equation
on the loop space. Thus, the metric on the
Cameron–Martin loop or path space is important.

The problem of quasi-invariance for metrics � with
1=2 < � < 1 relates to the random series

u�ð�Þ ¼
X
k�1

sin k��

k�
Gk ½4�

where the Gk are independent normal variables.
Driver (2003) solved the problem for 1=2 < � < 1
by Riemannian geometry in infinite dimension.
The Ricci curvature appears in the integration-by-
parts formulas on the loop space. The case of the
metric 1=2 is out of reach. Fang (1999) calculated
the Ricci curvature of the loop manifold for
metrics � > 1=2 and showed that when �! 1=2,
these Ricci curvatures tend to a limit. Another
presentation of the problem is that of Pickrell
(1987), where he obtains a family of quasi-
invariant measures on Grassmannians.

Given a family of measures (�t)t� 0 on the path
space of a Riemannian manifold, one defines a heat
operator as a family (Lt)t�0 of operators depending
upon t 2 [0, þ1[ such that

Z
LtF d�t ¼

d

dt

Z
F d�t ½5�

where F is a function defined on the path space. The
heat equation with a potential as [3] gives an
example of a heat operator. Heat operators have
been constructed for the path space over Rn by
Airault–Malliavin, obtaining, after an integration by
parts on the path space, a heat operator of first
order. This introduces the notion of dilatation vector
fields on the path space. In the case of the flat
Wiener space, to each point x in the path space is
associated the dilatation vector field Y such that
(Yf )(x) = (xj(grad f )(x)). This gives a rescaling of the
Wiener measure under dilatations. This idea has
been exploited by Mancino (1999), who extended
the method to free loop groups.

Integration-by-Parts Formulas

The Cameron–Martin space plays the role of the
tangent space to the Wiener space. The integration-
by-parts formulas are an infinitesimal version of the
Cameron–Martin quasi-invariance property. Let G
be a compact Lie group or any product of Rn by a
compact Lie group. For a vector field z, the
differentiation on the right @ right

z and differentiation
on the left @left

z are given by

@left
z FðpÞ ¼ lim

�!0

Fðexpð�zÞpÞ � FðpÞ
�
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and

@right
z FðpÞ ¼ lim

�!0

Fðp expð�zÞÞ � FðpÞ
�

The operator @right
z commutes with the translation on

the left, for a translation � left
h , then @right

z (F o � left
h ) =

(@right
z F)o� left

h and vice versa for @left
z .

For the measures on the path space or loop space,
the problem is to prove the integration-by-parts
formulas. On the path spaces on G, let �Pe be the
Wiener measure on the set of paths starting from e,
there exists a density kz such that E[ exp (ckz)] is
finite andZ

PeðGÞ
@left

z FðgÞ d�Pe
ðgÞ ¼

Z
PeðGÞ

FðgÞkz d�Pe
ðgÞ

The density kz is defined on the path space by

kzðgÞ ¼
Z 1

0

<gðtÞz0ðtÞgðtÞ�1; d!ðtÞ>

This was proved by a number of authors (see, e.g.,
Pickrell (1987) and, in a geometrical context,
Cruzeiro and Malliavin (1996)).

The existence of a density for the differentiation
on the left is valid for any Lie group. This is not true
for the differentiation on the right. If G is
noncompact or is not the product of Rn by a
compact Lie group, the existence of kz is not proved
on the right. This comes from the fact that the map
Ad defined on the path group as a parallel transport
does not preserve the Cameron–Martin subspace. In
the case where G is not a product of a flat space by
a compact Lie group, the Cameron space, which is a
kind of ‘‘tangent space’’ to the infinite-dimensional
loop manifold, is not closed under the Lie bracket of
vector fields.

The integration-by-parts formulas are obtained
with the stochastic calculus of variation. On a group
G, consider Y1, Y2, . . . , Yp, p independent left-
invariant vector fields. Let G be the Lie algebra of
G. The second-order differential operator 4=Pp

j = 1 Y2
j defines a left-invariant diffusion g!(t) on

the group G with the stochastic equation
dg!(t) = g!(t)

P
k (Yk)eo d!k

� 	
where (!k) are inde-

pendent Brownian motions on the Euclidean space
G. In the work by Malliavin and Malliavin (1992,
and references therein), the stochastic calculus of
variation is done with the right-invariant connection
on the Lie group by setting

	right ¼ d

d� j �¼0
ðg!þ�hÞog�1

!

where h is a differentiable function of t with
values in the Lie algebra G, with finite energy

R 1
0 jh0(s)j

2 ds < þ1. By taking the derivative with
respect to � in the Stratonovitch equation

g�ðtÞ�1o dg�ðtÞ ¼ d!ðtÞ þ �h0ðtÞ dt

and letting �= 0, it turns out that 	right is a differenti-
able function of t and its derivative is given by

d

dt
	rightðtÞ ¼ g!ðtÞh0ðtÞg!ðtÞ�1

The situation is not the same for

	left ¼ d

d�j�¼0
g�1
! oðg!þ�hÞ

where d	left(t) is a stochastic differential. This
generalizes to an arbitrary Riemannian manifold
using a coupling of connections (see Airault and
Malliavin (1996), and references therein). The
construction of the appropriate Cameron subspace,
that is, the choice of the infinitesimal action of
vector fields on the measure, is of importance. In the
commutative case of the path space over Rn, the
classical Cameron–Martin subspace of paths h such
that

R 1
0 jh0(s)j

2 ds < þ1 is time invariant. To define
the vector fields acting on the path (or loop) space
over M, it is necessary to consider the geometry of
the manifold M. The infinitesimal transformations
which preserve the Riemannian metric are called
Riemannian connections. In the case where M is a
group, the natural connections are those defined by
the parallelism on the group. For a Riemannian
manifold, Driver proved the existence of integration-
by-parts formulas for the measures on the path
space of M when M is endowed with a torsion skew-
symmetric connection. The Levi-Civita connection,
since it is torsionless, is of course a Driver (2003)
connection. If the connection is not skew-symmetric,
then two coupled connections permit study of the
�-variation or ‘‘reduced variation’’ of a path, and one
obtains a Cameron–Martin formula on the path and
on the loop space of the Riemannian manifold M
(Fang 1999). The method of reduced variation can be
used to obtain the integration-by-parts formulas over
path and loop spaces. Another approach to the quasi-
invariance problem, using two-parameter processes,
has been provided by Norris (1995).

The Support of the Measures and
Absolute Continuity with Respect
to Each Other

Given a Riemannian manifold M, let (�t)t be the heat
kernel measures on the path space of M and let (
t)t

be heat kernel measures on the loop space of M; the
question arises whether 
t is absolutely continuous
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with respect to �t. For a connected compact Lie
group G, consider the path and loop groups on G.
The pinned Wiener measure on the loop group is
defined as the law of a G-valued Brownian motion
starting at e and conditioned to end at e, and the heat
kernel measure is the endpoint distribution of
Brownian motion on the loop group.

It has been shown (Driver and Srimurthy 2001)
that the heat kernel measure is absolutely continuous
with respect to the pinned Wiener measure, and that
the Radon–Nikodym derivative is bounded. This
proof relies on the heat formula with a potential
[3], which is satisfied by the heat kernel measure.
They give a new proof of this heat formula. When the
group G is simply connected, Aida and Driver (2000)
prove that the heat kernel measure over a based loop
group, constructed by using the Brownian motion is
equivalent to the Brownian bridge measure over a
based loop group. When G is the circle, the Radon–
Nikodym derivative of the heat kernel measure with
respect to the pinned Wiener measure can be
calculated in terms of the Jacobi theta function
(Driver and Srimurthy 2001). On the loop space of
Rn, at time t, the two measures, ‘‘heat kernel’’ and
‘‘pinned Wiener’’ are the same.

See also: Abelian and Nonabelian Gauge Theories Using
Differential Forms; Lie Groups: General Theory; Malliavin
Calculus; Path Integrals in Noncommutative Geometry.
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Introduction

The theory of metastability studies the states of
the matter which ‘‘should not be there,’’ but which
still can be observed, albeit for only a short time.
One example is water, cooled below the zero

temperature. This supercool water can stay liquid,
but not for a long time, and it then freezes abruptly.
Such states are called metastable. They are not
equilibrium states; at negative temperatures the only
equilibrium state of water is ice. Physically, these
metastable states are produced from the equilibrium
states by slowly changing the external parameters,
such as the temperature (or magnetic field): one
takes, for example, water (extremely purified) at low
positive temperature, T > 0, and then lowers the
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temperature slowly to negative values T < 0. Thus,
the family of metastable states, sT , T < 0, should
be thought as a continuation of the family sT , T > 0
of equilibrium states through the point of phase
transition Tc = 0, at which critical temperature these
states cease to exist as equilibrium states.

Below we will present rigorous results, which
validate the above picture for the case of the 2D
Ising model. They are contained in Schonmann and
Shlosman (1998). The relevant external parameter
in this case will be the magnetic field, h.

It turns out that the lifetime of metastable states is
determined by the quantities given by the Wulff
construction.

Equilibrium States and Dynamics

Let us denote the set {�1,þ1}Z2

of the Ising model
configurations � by �. Two configurations are
specially relevant, the one with all spins �1 and the
one with all spins þ1. We will use the simple
notation � and þ to denote them.

Observables are just functions on �. Local observ-
ables are those which depend only on the values of
finitely many spins.

We will consider the formal Hamiltonian

Hhð�Þ ¼ �
X

x;y n:n:

�ðxÞ�ðyÞ � h
X

x

�ðxÞ ½1�

where h 2 R1 is the external field and� 2 � is a generic
configuration. We define, for each set � �� Z2 and
each boundary condition � 2 �,

H�;�;hð�Þ ¼ �
X
x;y n:n:
x;y2�

�ðxÞ�ðyÞ �
X
x;y n:n:

x2�;y 62�

�ðxÞ�ðyÞ

� h
X
x2�

�ðxÞ

The ‘‘grand canonical Gibbs measure’’ in � with
boundary condition � under external field h and at
temperature T is defined on �� as

��; �;T; hð�Þ ¼ Z�1
�; �;T; h expð��H�; �; hð�ÞÞ

where �= T�1, and the partition function Z�, �, T, h is
a normalization, chosen such that ��, �, T, h(��) = 1.
The equilibrium states are obtained by taking the
thermodynamic limit lim�!Z2 ��, �, T, h. We will be
interested in the states

��;T; h ¼ lim
�!Z2

��;�;T;h

corresponding to (�)-boundary conditions. If h 6¼ 0,
then ��, T, h =�þ, T, h, so it will be denoted simply by
�T, h. If h = 0, the same is true if the temperature
is larger than or equal to a critical value Tc = Tc, and

is false for T < Tc, in which case one says that there is
phase coexistence. The measure �þ, T, 0 � �þ, T is
called the (þ)-phase, and ��, T� the (�)-phase.

For an observable f we will denote by hf i� its
expected value in the state ��, that is, the integralR

fd��. In particular, the spontaneous magnetization
m�(T) equals by definition to h�(0)iþ, T .

Next, we need to supply the Ising model with the
time evolution. For this we will use the Glauber
dynamics. It is a Markov process on �, whose
generator, L, acts on a generic local observable f as

ðLf Þð�Þ ¼
X
x2Z2

cðx; �Þðf ð�xÞ � f ð�ÞÞ

where �x is the configuration obtained from � by
flipping the spin at the site x to the opposite value,
and c(x, �) is the rate of the flip of the spin at the site
x when the system is in the state �. In words, one
can say that the dynamics proceeds as follows: at
every site x the spin �(x) is flipped randomly,
independently of all others, with the rate c(x, �),
where � is the current configuration. Common
examples are ‘‘metropolis dynamics’’:

chðx; �Þ ¼ expð��ð�xHhð�ÞÞþÞ

or ‘‘heat bath dynamics’’:

chðx; �Þ ¼ 1þ expð��xHhð�ÞÞ½ ��1

Here (a)þ= max {a, 0}, and �xHh(�) = Hh(�x)�
Hh(�). The spin flip system thus obtained will be
denoted by (��T, h; t)t�0, where � is the initial con-
figuration at time t = 0. If this initial configuration
is selected at random according to a probability
measure �, then the resulting process is denoted by
(��T, h; t)t�0. It is known that the Gibbs measures are
invariant with respect to the stochastic Ising models.
Moreover,

��T;h;t ! ��;T;h; �
þ
T;h;t ! �þ;T;h; as t!1

We will be interested in the case when h is
positive, though small. Then there is only one
invariant state, �þ, T, h, so the state ��, T, h is equal
to �þ, T, h, and ��T, h; t ! �þ, T, h, as t ! 1. (One
should intuitively think about the state ��T, h; t for
t small as the supercooled but liquid water,
thinking about the state �þ, T, h to be ice.) We
want to control the convergence of the temporal
state ��T, h; t to the equilibrium, �þ, T, h, and to see, if
possible, that during some (long) initial time the
state ��T, h; t looks very similar to the (�)-phase
��, T , while after some time threshold it changes
suddenly and looks quite similar to the state
�þ, T, h. It turns out that all the above features
can indeed be established rigorously.
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If one starts to simulate the above dynamics
on a computer, then the picture observed would
be the following: one would see that droplets of
the (þ)-phase are created in the midst of (�)-phase
droplets, which are there for a while, and then
disappear. That process goes on for a while, until
a big enough (þ)-droplet is born; this one then
starts to grow and eventually fills up all the
display.

The Life Span of Metastable States

Let us define the ‘‘critical time exponent’’ �c =�c(T) by

�c ¼
w�

12m�ðTÞT ½2�

where w� = w�T
is the value of the surface energy

of the Wulff curve of our 2D Ising model at the
temperature T:

w� ¼ W� W �ð Þ

Suppose now that T < Tc, h > 0. Let � be either the
(�)-phase ��, T or 	{�=�}. (In fact, any � ‘‘between’’
these two states would go.) Then the following
happens.

1. If 0 < � < �c, then for each n 2 {1, 2, . . . } and for
each local observable f,

E f ��T;h;t¼ expf�=hg

� �� �

¼
Xn�1

j¼0

bjðf Þhj þO hnð Þ ½3�

where

bjðf Þ ¼ lim
h!0�

djhf i�;T;h
dhj

(We stress that in the last relation we are using
the Gibbs states corresponding to the negative
values of the magnetic field.) In particular,

E ��T;h;t¼ exp f�=hg 0ð Þ
� �

¼ �m�ðTÞ þO hð Þ ½4�

2. If � > �c, then for any finite positive C there is a
finite positive C1 such that for every local
observable f,

E f ��T;h;t¼ expf�=hg

� �� �
� hf iT;h

��� ���
	 C1kfk exp �C

h

� �
½5�

The relation [3] implies that the family of
nonequilibrium states 
h i�T, h;�, h > 0, defined for
every local observable f by

fh i�T;h;�¼E f ��T;h;t¼ expf�=hg

� �� �

is a C1-continuation of the curve {h
i�, T, h, h 	 0} of
equilibrium states. This is true for every 0 < � < �c

and every � as above. The states 
h i�T, h;� are the
‘‘metastable states’’ we are looking for. The relations
[3] and [4] should be interpreted in the sense that
before the time exp{�c=h} our temporal state is still
‘‘liquid,’’ while [5] means that after the time
exp{�c=h} freezing happens. So one can think about
the quantity exp{�c=h} as being the life span of the
metastable state.

This theorem was obtained in Schonmann and
Shlosman (1998). Let us explain the heuristics
behind it. It has two ingredients. The first one is
that the transition to the equilibrium is going via
creation of droplets of the (þ)-phase. The second
one is that once such a droplet is created by a
thermal fluctuation, with the size exceeding a certain
critical value, it does not die out, but grows further,
with a speed v of the order of h. (This second belief
can be expected to be correct only in dimension 2.)
Let us see how these two hypotheses can give us the
right answer. To get to the equilibrium we have to
overcome the energy barrier, by creating a large
droplet of the (þ)-phase. Subcritical droplets
are constantly created by thermal fluctuations in the
metastable phase, but they tend to shrink. On the
other hand, once a supercritical droplet is created
due to a larger fluctuation, it will grow and drive the
system to the stable phase. Indeed, the energy �(m )
of an m -shaped droplet of the (þ)-phase in the sea of
(�)-phase equals W� (m )� 2m�(T)h vol(m ). For
small m the functional �(m ) decreases as m shrinks,
while for large m the functional �(m ) decreases as m

grows. Its saddle point m sdl is precisely the Wulff
shape. Since the minimal height of the barrier is
�(m sdl), one predicts the rate of creation of a critical
droplet with center at a given place to be

exp �� m sdlð Þ
T

� �
¼ exp � w�

4m�ðTÞT

� �

Comparing with [2], we see that we miss the
correct answer

exp � w�

12m�ðTÞT

� �

by a factor of 1/3. The reason for that is the
following. Note that we are concerned with an
infinite system, and we are observing it through a
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local function f, which depends on the spins in a
finite set supp (f ). For us, the system will have
relaxed to equilibrium once supp (f ) is covered by
a big droplet of the (þ)-phase, which appeared
spontaneously somewhere and then grew, as
discussed above. We want to estimate how long
we have to wait for the probability of such an
event to be close to 1. If we suppose that the
radius of the supercritical droplet grows with a
speed v, then we can see that the region in
spacetime, where a droplet which covers supp (f )
at time t could have appeared, is, roughly speak-
ing, a cone with vertex in supp (f ) and which has
as base the set of points which have time
coordinate 0 and are at most at distance tv from
supp (f ). The volume of such a cone is of the order
of (vt)2t. The order of magnitude of the relaxation
time, trel, at which the region supp (f ) starts to be

covered by a large droplet can now be obtained by
solving the equation

ðvtrelÞ2trel exp �� m sdlð Þ
T

� �
� 1

This gives us what we want:

trel � v�2=3 exp
1

3

� m sdlð Þ
T

� �

See also: Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Large Deviations in
Equilibrium Statistical Mechanics; Wulff Droplets.
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Introduction

Soap films, soap bubbles, and surface tension were
extensively studied by the Belgian physicist and
inventor (the inventor of the stroboscope) Joseph
Plateau in the first half of the nineteenth century. At
least since his studies, it has been known that the
right mathematical model for soap films are minimal
surfaces – the soap film is in a state of minimum
energy when it is covering the least possible amount
of area. Minimal surfaces and equations like the
minimal surface equation have served as mathemat-
ical models for many physical problems.

The field of minimal surfaces dates back to the
publication in 1762 of Lagrange’s famous memoir
‘‘Essai d’une nouvelle méthode pour déterminer les
maxima et les minima des formules intégrales
indéfinies.’’ Euler had already, in a paper published
in 1744, discussed minimizing properties of the
surface now known as the catenoid, but he only
considered variations within a certain class of
surfaces. In the almost one-quarter of a millennium
that has past since Lagrange’s memoir, the subject of
minimal surfaces has remained a vibrant area of
research and there are many reasons why. The study
of minimal surfaces was the birthplace of regularity
theory. It lies on the intersection of nonlinear elliptic
PDE, geometry, topology, and general relativity.

In what follows we give a quick tour through
many of the classical results in the field of minimal
submanifolds, starting at the definition.

The field of minimal surfaces remains extremely
active and has very recently seen major develop-
ments that have solved many longstanding open
problems and conjectures; for more on this, see the
expanded version of this survey (Colding and
Minicozzi II, 2005). See also the recent surveys
(Meeks III and Perez 2004, Perez 2005), and the
expository article (Colding and Minicozzi II 2003).

Throughout this survey, we refer to Colding and
Minicozzi II (1999) for references unless otherwise
noted.

Part 1. Classical and Almost
Classical Results

Let � � Rn be a smooth k-dimensional submanifold
(possibly with boundary) and C10 (N�) the space of
all infinitely differentiable, compactly supported,
normal vector fields on �. Given � in C10 (N�),
consider the one-parameter variation

�t;� ¼ fxþ t �ðxÞjx 2 �g ½1�

The so-called first variation formula of volume is the
equation (integration is with respect to d(vol)

d

dt

����
t¼0

Volð�t;�Þ ¼
Z

�

h�;Hi ½2�

where H is the mean curvature (vector) of �. (When
� is noncompact, then �t, � in [2] is replaced by
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�t, �, where � is any compact set containing the
support of �.) The submanifold � is said to be a
‘‘minimal’’ submanifold (or just minimal) if

d

dt

����
t¼0

Volð�t;�Þ ¼ 0 for all � 2 C10 ðN�Þ ½3�

or, equivalently by [2], if the mean curvature H is
identically zero. Thus, � is minimal if and only if it
is a critical point for the volume functional. (Since a
critical point is not necessarily a minimum, the term
‘‘minimal’’ is misleading, but it is time honored. The
equation for a critical point is also sometimes called
the Euler–Lagrange equation.)

Suppose now, for simplicity, that � is an oriented
hypersurface with unit normal n�. We can then
write a normal vector field � 2 C10 (N�) as � =�n�,
where function � is in the space C10 (�) of infinitely
differentiable, compactly supported functions on �.
Using this, a computation shows that if � is
minimal, then

d2

dt2

�����
t¼0

Volð�t;�n�
Þ ¼ �

Z
�

�L�� ½4�

where

L�� ¼ ���þ jAj2� ½5�

is the second variational (or Jacobi) operator. Here,
�� is the Laplacian on � and A is the second
fundamental form. So jAj2 =�2

1 þ �2
2 þ � � � þ �2

n�1,
where �1, . . . ,�n�1 are the principal curvatures of
� and H = (�1 þ � � � þ �n�1) n�. A minimal submani-
fold � is said to be stable if

d2

dt2

�����
t¼0

Volð�t;�Þ � 0 for all � 2 C10 ðN�Þ ½6�

Integrating by parts in [4], we see that stability is
equivalent to the so-called stability inequalityZ

jAj2 �2 �
Z
jr�j2 ½7�

More generally, the ‘‘Morse index’’ of a minimal
submanifold is defined to be the number of negative
eigenvalues of the operator L. Thus, a stable
submanifold has Morse index zero.

The Gauss Map

Let �2 � R3 be a surface (not necessarily mini-
mal). The Gauss map is a continuous choice of a
unit normal n: �! S2 � R3. Observe that there
are two choices of such a map n and �n
corresponding to a choice of orientation of �. If
� is minimal, then the Gauss map is an (anti)
conformal map since the eigenvalues of the

Weingarten map are �1 and �2 =��1. Moreover,
for a minimal surface

jAj2 ¼ �2
1 þ �2

2 ¼ �2�1 �2 ¼ �2 K� ½8�

where K� is the Gauss curvature. It follows that the
area of the Gauss map is a multiple of the total
curvature.

Minimal Graphs

Suppose that u : � � R2!R is a C2 function. The
graph of u

Graphu ¼ fðx; y; uðx; yÞÞ j ðx; yÞ 2 �g ½9�

has area

AreaðGraphuÞ ¼
Z

�

jð1; 0; uxÞ 	 ð0; 1; uyÞj

¼
Z

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ u2

x þ u2
y

q

¼
Z

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jruj2

q
½10�

and the (upward pointing) unit normal is

n ¼ ð1; 0;uxÞ 	 ð0; 1; uyÞ
jð1; 0;uxÞ 	 ð0; 1; uyÞj

¼ ð�ux;�uy; 1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jruj2

q ½11�

Therefore, for the graphs Graphuþt� where �j@� = 0,
we get that

AreaðGraphuþt�Þ ¼
Z

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jruþ tr�j2

q
½12�

Hence

d

dtt¼0
AreaðGraphuþt�Þ

¼
Z

�

hru;r�iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þjruj2

q ¼�
Z

�

�div
ruffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þjruj2
q

0
B@

1
CA ½13�

It follows that the graph of u is a critical point for
the area functional if and only if u satisfies the
divergence form equation

div
ruffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ jruj2
q

0
B@

1
CA¼ 0 ½14�

Next we want to show that the graph of a
function on � satisfying the minimal surface
equation, that is, satisfying [14], is not just a critical
point for the area functional but is actually
area minimizing amongst surfaces in the cylinder
�	 R � R3. To show this, extend first the unit
normal n of the graph in [11] to a vector field, still
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denoted by n, on the entire cylinder �	 R. Let ! be
the 2-form on �	 R given that for X, Y 2 R3

!ðX;YÞ ¼ detðX;Y;nÞ ½15�

An easy calculation shows that

d! ¼ @

@x

�uxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jruj2

q
0
B@

1
CA

þ @

@y

�uyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jruj2

q
0
B@

1
CA¼ 0 ½16�

since u satisfies the minimal surface equation. In
sum, the form ! is closed and, given any X and Y at
a point (x, y, z),

j!ðX;YÞj � jX	 Yj ½17�

where equality holds if and only if

X;Y � Tðx;y;uðx;yÞÞGraphu ½18�

Such a form ! is called a ‘‘calibration.’’ From this,
we have that if � � �	 R is any other surface with
@� = @Graphu, then by Stokes’ theorem since ! is
closed,

AreaðGraphuÞ ¼
Z

Graphu

! ¼
Z

�

! � Areað�Þ ½19�

This shows that Graphu is area minimizing among
all surfaces in the cylinder and with the same
boundary. If the domain � is convex, the minimal
graph is absolutely area minimizing. To see this,
observe first that if � is convex, then so is �	 R and
hence the nearest point projection P : R3!�	 R is
a distance nonincreasing Lipschitz map that is equal
to the identity on �	 R. If � � R3 is any other
surface with @� = @Graphu, then �0= P(�) has
Area(�0) � Area(�). Applying [19] to �0, we see
that Area(Graphu) � Area(�0) and the claim
follows.

If � � R2 contains a ball of radius r, then, since
@Br \Graphu divides @Br into two components at
least one of which has area at most equal to
(Area(S2)=2)r2, we get from [19] the crude estimate

AreaðBr \GraphuÞ �
AreaðS2Þ

2
r2 ½20�

When the domain � is convex, it is not hard to see
that the minimal graph is absolutely area minimizing.

Very similar calculations to the ones above show
that if � � Rn�1 and u : �!R is a C2 function, then
the graph of u is a critical point for the area
functional if and only if u satisfies [14]. Moreover,
as in [19], the graph of u is actually area

minimizing. Consequently, as in [20], if � contains
a ball of radius r, then

VolðBr \GraphuÞ �
VolðSn�1Þ

2
rn�1 ½21�

The Maximum Principle

The first variation formula, [2], showed that a smooth
submanifold is a critical point for area if and only if
the mean curvature vanishes. We will next derive the
weak form of the first variation formula which is the
basic tool for working with ‘‘weak solutions’’ (typi-
cally, stationary varifolds). Let X be a vector field on
Rn. We can write the divergence div �X of X on � as

div � X ¼ div � XT þ div � XN

¼ div � XT þ hX;Hi ½22�

where XT and XN are the tangential and normal
projections of X. In particular, we get that, for a
minimal submanifold,

div � X ¼ div� XT ½23�

Moreover, from [22] and Stokes’ theorem, we see that
� is minimal if and only if for all vector fields X with
compact support and vanishing on the boundary of �,Z

�

div� X ¼ 0 ½24�

The key point is that [24] makes sense as long as we
can define the divergence on �. As a consequence of
[24], we will show the following proposition:

Proposition 1 �k � Rn is minimal if and only if the
restrictions of the coordinate functions of Rn to �
are harmonic functions.

Proof Let � be a smooth function on � with
compact support and �j@� = 0, thenZ

�

hr��;r�xii ¼
Z

�

hr��; eii

¼
Z

�

div �ð�eiÞ ½25�

From this, the claim follows easily. h

Recall that if � � Rn is a compact subset, then the
smallest convex set containing � (the convex hull,
Conv(�)) is the intersection of all half-spaces
containing �. The maximum principle forces a
compact minimal submanifold to lie in the convex
hull of its boundary (this is the ‘‘convex hull
property’’):

Proposition 2 If �k � Rn is a compact minimal
submanifold, then � � Conv(@�).
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Proof A half-space H � Rn can be written as

H ¼ fx 2 Rnjhx; ei � ag ½26�

for a vector e 2 Sn�1 and constant a 2 R. By
Proposition 1, the function u(x) = he, xi is harmonic
on � and hence attains its maximum on @� by the
maximum principle. h

Another application of [23], with a different
choice of vector field X, gives that for a
k-dimensional minimal submanifold �

��jx� x0j2 ¼ 2 div �ðx� x0Þ ¼ 2k ½27�

Later, we will see that this formula plays a crucial
role in the monotonicity formula for minimal
submanifolds.

The argument in the proof of the convex hull
property can be rephrased as saying that as we
translate a hyperplane towards a minimal surface,
the first point of contact must be on the boundary.
When � is a hypersurface, this is a special case of
the strong maximum principle for minimal surfaces:

Lemma 1 Let � � Rn�1 be an open connected
neighborhood of the origin. If u1, u2 : �!R are
solutions of the minimal surface equation with u1 � u2

and u1(0) = u2(0), then u1 
 u2.

Since any smooth hypersurface is locally a graph
over a hyperplane, Lemma 1 gives a maximum
principle for smooth minimal hypersurfaces.

Thus far, the examples of minimal submanifolds
have all been smooth. The simplest nonsmooth
example is given by a pair of planes intersecting
transversely along a line. To get an example that is
not even immersed, one can take three half-planes
meeting along a line with an angle of 2�=3 between
each adjacent pair.

Monotonicity and the Mean-Value
Inequality

Monotonicity formulas and mean-value inequalities
play a fundamental role in many areas of geometric
analysis.

Proposition 3 Suppose that �k � Rn is a minimal
submanifold and x0 2 Rn; then for all 0 < s < t,

t�k VolðBtðx0Þ \ �Þ � s�k VolðBsðx0Þ \ �Þ

¼
Z
ðBtðx0ÞnBsðx0ÞÞ\�

jðx� x0ÞNj2

jx� x0jkþ2
½28�

Notice that (x� x0)N vanishes precisely when � is
conical about x0, that is, when � is invariant under

dilations about x0. As a corollary, we get the
following:

Corollary 1 Suppose that �k � Rn is a minimal
submanifold and x0 2 Rn; then the function

�x0
ðsÞ ¼ VolðBsðx0Þ \ �Þ

VolðBs � RkÞ
½29�

is a nondecreasing function of s. Moreover,
�x0

(s) is constant in s if and only if � is conical
about x0.

Of course, if x0 is a smooth point of �, then
lims! 0 �x0

(s) = 1. We will later see that the converse
is also true; this will be a consequence of the Allard
regularity theorem.

The monotonicity of area is a very useful tool in
the regularity theory for minimal surfaces – at least
when there is some a priori area bound. For
instance, this monotonicity and a compactness
argument allow one to reduce many regularity
questions to questions about minimal cones (this
was a key observation of W Fleming in his work on
the Bernstein problem; see the s ection ‘‘The
theorems of Bernst ein and Be rs’’ ).

Arguing as in Proposition 3, we get a weighted
monotonicity:

Proposition 4 If �k � Rn is a minimal submani-
fold, x0 2 Rn, and f is a function on �, then

t�k

Z
Btðx0Þ\�

f � s�k

Z
Bsðx0Þ\�

f

¼
Z
ðBtðx0ÞnBsðx0ÞÞ\�

f
jðx� x0ÞNj2

jx� x0jkþ2
þ 1

2

Z t

s

��k�1

	
Z

B� ðx0Þ\�

ð�2 � jx� x0j2Þ��fd� ½30�

We get immediately the following mean-value
inequality for the special case of non-negative
subharmonic functions:

Corollary 2 Suppose that �k � Rn is a minimal
submanifold, x0 2 Rn, and f is a non-negative
subharmonic function on �; then

s�k

Z
Bsðx0Þ\�

f ½31�

is a nondecreasing function of s. In particular, if
x0 2 �, then for all s > 0,

f ðx0Þ �
R

Bsðx0Þ\� f

VolðBs � RkÞ
½32�
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Rado’s Theorem

One of the most basic questions is what does the
boundary @� tell us about a compact minimal
submanifold �? We have already seen that � must
lie in the convex hull of @�, but there are many
other theorems of this nature. One of the first
theorems is a beautiful result of Rado which says
that if @� is a graph over the boundary of a convex
set in R2, then � is also graph (and hence
embedded). The proof of this uses basic properties
of nodal lines for harmonic functions.

Theorem 1 Suppose that � � R2 is a convex subset
and � � R3 is a simple closed curve which is
graphical over @�. Then any minimal disk � � R3

with @� = � must be graphical over � and hence
unique by the maximum principle.

Proof (Sketch). The proof is by contradiction, so
suppose that � is such a minimal disk and x 2 � is a
point where the tangent plane to � is vertical.
Consequently, there exists (a, b) 6¼ (0, 0) such that

r�ðax1 þ bx2ÞðxÞ ¼ 0 ½33�

By Proposition 1, ax1 þ bx2 is harmonic on � (since
it is a linear combination of coordinate functions).
The local structure of nodal sets of harmonic
functions (see, e.g., Colding and Minicozzi II
(1999)) then gives that the level set

fy 2 �jax1 þ bx2ðyÞ ¼ ax1 þ bx2ðxÞg ½34�

has a singularity at x where at least four different
curves meet. If two of these nodal curves were to
meet again, then there would be a closed nodal
curve which must bound a disk (since � is a disk).
By the maximum principle, ax1 þ bx2 would have
to be constant on this disk and hence constant on �
by unique continuation. This would imply that
�= @� is contained in the plane given by [34].
Since this is impossible, we conclude that all of
these curves go to the boundary without intersect-
ing again.

In other words, the plane in R3 given by [34]
intersects � in at least four points. However, since
� � R2 is convex, @� intersects the line given by
[34] in exactly two points. Finally, since � is
graphical over @�, � intersects the plane in R3

given by [34] in exactly two points, which gives
the desired contradiction. h

The Theorems of Bernstein and Bers

A classical theorem of S Bernstein from 1916 says
that entire (i.e., defined over all of R2) minimal

graphs are planes. This remarkable theorem of
Bernstein was one of the first illustrations of the
fact that the solutions to a nonlinear PDE, like the
minimal surface equation, can behave quite differ-
ently from solutions to a linear equation.

Theorem 2 If u : R2!R is an entire solution to the
minimal surface equation, then u is an affine
function.

Proof (Sketch). We will show that the curvature of
the graph vanishes identically; this implies that the
unit normal is constant and, hence, the graph must
be a plane. The proof follows by combining two
facts. First, the area estimate for graphs [20] gives

AreaðBr \GraphuÞ � 2�r2 ½35�

This quadratic area growth allows one to construct
a sequence of non-negative logarithmic cutoff func-
tions �j defined on the graph with �j! 1 every-
where and

lim
j!1

Z
Graphu

jr�jj2 ¼ 0 ½36�

Moreover, since graphs are area minimizing, they
must be stable. We can therefore use �j in the
stability inequality [7] to get

Z
Graphu

�2
j jAj

2 �
Z

Graphu

jr�jj2 ½37�

Combining these gives that jAj2 is zero, as
desired. h

Rather surprisingly, this result very much
depended on the dimension. The combined efforts
of E De Giorgi, F J Almgren Jr., and J Simons finally
gave:

Theorem 3 If u : Rn�1!R is an entire solution to
the minimal surface equation and n � 8, then u is an
affine function.

However, in 1969, E Bombieri, De Giorgi, and
E Giusti constructed entire nonaffine solutions to
the minimal surface equation on R8 and an area-
minimizing singular cone in R8. In fact, they showed
that for m � 4, the cones

Cm ¼ fðx1 ; . . . ; x2mÞ j x2
1 þ � � � þ x2

m

¼ x2
mþ1 þ � � � þ x2

2mg � R2m ½38�

are area minimizing (and obviously singular at the
origin).

In contrast to the entire case, exterior solutions
of the minimal graph equation, that is, solutions
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on R2nB1, are much more plentiful. In this case, L
Bers proved that ru actually has an asymptotic
limit:

Theorem 4 If u is a C2 solution to the minimal
surface equation on R2nB1, then ru has a limit at
infinity (i.e., there is an asymptotic tangent plane).

Bers’ theorem was extended to higher dimensions
by L Simon:

Theorem 5 If u is a C2 solution to the minimal
surface equation on RnnB1, then either

(i) jruj is bounded and ru has a limit at infinity or
(ii) all tangent cones at infinity are of the form �	 R

where � is singular.

Bernstein’s theorem has had many other interest-
ing generalizations, some of which will be discussed
later.

Simons Inequality

In this section, we recall a very useful differential
inequality for the Laplacian of the norm squared of
the second fundamental form of a minimal hypersur-
face � in Rn and illustrate its role in a priori
estimates. This inequality, originally due to J
Simons, is:

Lemma 2 If �n�1 � Rn is a minimal hypersurface,
then

��jAj2 ¼ �2jAj4 þ 2jr�Aj2 � �2jAj4 ½39�

An inequality of the type [39] on its own does not
lead to pointwise bounds on jAj2 because of the
nonlinearity. However, it does lead to estimates if a
‘‘scale-invariant energy’’ is small. For example,
H Choi and Schoen used [39] to prove:

Theorem 6 There exists � > 0 so that if 0 2 � �
Br(0) with @� � @Br(0) is a minimal surface withZ

jAj2 � � ½40�

then

jAj2ð0Þ � r�2 ½41�

Heinz’s Curvature Estimate for Graphs

One of the key themes in minimal surface theory is
the usefulness of a priori estimates. A basic example
is the curvature estimate of E Heinz for graphs.
Heinz’s estimate gives an effective version of the
Bernstein’s theorem; namely, letting the radius r0 go
to infinity in [42] implies that jAj vanishes, thus
giving Bernstein’s theorem.

Theorem 7 If Dr0
� R2 and u : Dr0

! R satisfies
the minimal surface equation, then for � = Graphu

and 0 < � � r0

�2 sup
Dr0��

jAj2 � C ½42�

Proof (Sketch). Observe first that it suffices to
prove the estimate for �= r0, that is, to show that

jAj2ð0; uð0ÞÞ � Cr�2
0 ½43�

Recall that minimal graphs are automatically stable.
As in the proof of Theorem 2, the area estimate for
graphs [20] allows us to use a logarithmic cutoff
function in the stability inequality [7] to get thatZ

Br1
\Graphu

jAj2 � C

logðr0=r1Þ
½44�

Taking r0=r1 sufficiently large, we can then apply
Theorem 6 to get [43]. h

Embedded Minimal Disks
with Area Bounds

In the early 1980s, Schoen and Simon extended the
theorem of Bernstein to complete simply connected
embedded minimal surfaces in R3 with quadratic
area growth. A surface � is said to have quadratic
area growth if for all r > 0, the intersection of the
surface with the ball in R3 of radius r and center at
the origin is bounded by Cr2 for a fixed constant C
independent of r.

Theorem 8 Let 0 2 �2 � Br0
= Br0

(x) � R3 be an
embedded simply connected minimal surface with
@� � @Br0

. If 	 > 0 and either

Areað�Þ � 	r2
0 or

Z
�

jAj2 � 	 ½45�

then for the connected component �0 of Br0=2(x0) \ �
with 0 2 �0 we have

sup
�0
jAj2 � Cr�2

0 ½46�

for some C = C(	).

The result of Schoen–Simon was generalized by
Colding–Minicozzi to quadratic area growth for
intrinsic balls (this generalization played an impor-
tant role in analyzing the local structure of
embedded minimal surfaces):

Theorem 9 Given a constant CI, there exists CP so
that if B2r0

� � � R3 is an embedded minimal disk
satisfying either

AreaðB2r0
Þ � CIr

2
0 or

Z
B2r0

jAj2 � CI ½47�
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then

sup
Bs

jAj2 � CPs�2 ½48�

As an immediate consequence, letting r0!1
gives Bernstein-type theorems for embedded simply
connected minimal surfaces with either bounded
density or finite total curvature. Note that Enneper’s
surface is simply connected but neither flat nor
embedded; this shows that embeddedness is essential
for these estimates. Similarly, the catenoid shows
that the surface being simply connected is essential.
The catenoid is the minimal surface in R3 given by

fðcosh s cos t; cosh s sin t; sÞjs; t 2 Rg ½49�

Stable Minimal Surfaces

It turns out that stable minimal surfaces have a
priori estimates. Since minimal graphs are stable, the
estimates for stable surfaces can be thought of as
generalizations of the earlier estimates for graphs.
These estimates have been widely applied and are
particularly useful when combined with existence
results for stable surfaces (such as the solution of the
Plateau problem). The starting point for these
estimates is that, as we saw in [4], stable minimal
surfaces satisfy the stability inequalityZ

jAj2�2 �
Z
jr�j2 ½50�

We will mention two such estimates. The first is
R Schoen’s curvature estimate for stable surfaces:

Theorem 10 There exists a constant C so that if
� � R3 is an immersed stable minimal surface with
trivial normal bundle and Br0

� �n@�, then

sup
Br0��

jAj2 � C��2 ½51�

The second is an estimate for the area and total
curvature of a stable surface is due to Colding–
Minicozzi; for simplicity, we will state only the area
estimate:

Theorem 11 If � � R3 is an immersed stable
minimal surface with trivial normal bundle and
Br0
� �n@�, then

AreaðBr0
Þ � 4�r2

0=3 ½52�

As mentioned, we can use [52] to bound the
energy of a cutoff function in the stability inequality
and, thus, bound the total curvature of sub-balls.
Combining this with the curvature estimate of
Theorem 6 gives Theorem 10. Note that the bound

[53] is surprisingly sharp; even when � is a plane,
the area is �r2

0.

Regularity Theory

In this section, we survey some of the key ideas in
classical regularity theory, such as the role of
monotonicity, scaling, �-regularity theorems (such
as Allard’s theorem) and tangent cone analysis (such
as Almgren’s refinement of Federer’s dimension
reducing). We refer to the book by Morgan (1995)
for a more detailed overview and a general
introduction to geometric measure theory.

The starting point for all of this is the mono-
tonicity of volume for a minimal k-dimensional
submanifold �. Namely, Corollary [1] gives that the
density

�x0
ðsÞ ¼ VolðBsðx0Þ \ �Þ

VolðBs � RkÞ
½53�

is a monotone nondecreasing function of s. Conse-
quently, we can define the density �x0

at the point
x0 to be the limit as s! 0 of �x0

(s). It also follows
easily from monotonicity that the density is semi-
continuous as a function of x0.

�-Regularity and the Singular Set

An �-regularity theorem is a theorem giving that a
weak (or generalized) solution is actually smooth at
a point if a scale-invariant energy is small enough
there. The standard example is the Allard regularity
theorem:

Theorem 12 There exists 
(k, n) > 0 such that if
� � Rn is a k-rectifiable stationary varifold (with
density at least one a.e.), x0 2 �, and

�x0
¼ lim

r!0

VolðBrðx0Þ \ �Þ
VolðBr � RkÞ

< 1þ 
 ½54�

then � is smooth in a neighborhood of x0.

Similarly, the small total curvature estimate of
Theorem 6 may be thought of as an �-regularity
theorem; in this case, the scale-invariant energy isR
jAj2.
As an application of the �-regularity theorem,

Theorem [12], we can define the singular set S of � by

S ¼ fx 2 �j�x � 1þ 
g ½55�

It follows immediately from the semicontinuity of
the density that S is closed. In order to bound the
size of the singular set (e.g., the Hausdorff measure),
one combines the �-regularity with simple covering
arguments.
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This preliminary analysis of the singular set can
be refined by doing a so-called tangent cone
analysis.

Tangent Cone Analysis

It is not hard to see that scaling preserves the space
of minimal submanifolds of Rn. Namely, if � is
minimal, then so is

�y;� ¼ fyþ ��1ðx� yÞjx 2 �g ½56�

(To see this, simply note that this scaling multi-
plies the principal curvatures by �.) Suppose now
that we fix the point y and take a sequence �j! 0.
The monotonicity formula bounds the density of
the rescaled solution, allowing us to extract a
convergent subsequence and limit. This limit,
which is called a ‘‘tangent cone’’ at y, achieves
equality in the monotonicity formula and, hence,
must be homogeneous (i.e., invariant under dila-
tions about y).

The usefulness of tangent cone analysis in
regularity theory is based on two key facts. For
simplicity, we illustrate these when � � Rn is an
area-minimizing hypersurface. First, if any tangent
cone at y is a hyperplane Rn�1, then � is smooth in a
neighborhood of y. This follows easily from the
Allard regularity theorem since the density at y of
the tangent cone is the same as the density at y of �.
The second key fact, known as ‘‘dimension redu-
cing,’’ is due to Almgren and is a refinement of an
argument of Federer. To state this, we first stratify
the singular set S of � into subsets

S0 � S1 � � � � � Sn�2 ½57�

where we define Si to be the set of points y 2 S so
that any linear space contained in any tangent cone
at y has dimension at most i. (Note that Sn�1 = ; by
Allard’s theorem.) The dimension reducing argu-
ment then gives that

dimðSiÞ � i ½58�

where dimension means the Hausdorff dimension.
In particular, the solution of the Bernstein problem
then gives codimension-7 regularity of �, that is,
dim (S) � n� 8.

Part 2. Constructing Minimal Surfaces

Thus far, we have mainly dealt with regularity and
a priori estimates but have ignored questions of
existence. In this part, we survey some of the most
useful existence results for minimal surfaces. The

following section gives an overview of the classical
Plateau problem. Next, we recall the classical
Weierstrass representation, including a few modern
applications, and the Kapouleas desingularization
method. Then we deal with producing area-mini-
mizing surfaces and questions of embeddedness.
Finally, we recall the min–max construction for
producing unstable minimal surfaces and, in parti-
cular, doing so while controlling the topology and
guaranteeing embeddedness.

The Plateau Problem

The following fundamental existence problem for
minimal surfaces is known as the Plateau problem:
given a closed curve �, find a minimal surface with
boundary �. There are various solutions to this
problem depending on the exact definition of a
surface (parametrized disk, integral current, Z2

current, or rectifiable varifold). We shall consider
the version of the Plateau problem for parametrized
disks; this was solved independently by J Douglas
and T Rado. The generalization to Riemannian
manifolds is due to C B Morrey.

Theorem 13 Let � � R3 be a piecewise C1 closed
Jordan curve. Then there exists a piecewise C1 map
u from D � R2 to R3 with u(@D) � � such that the
image minimizes area among all disks with bound-
ary �.

The solution u to the Plateau problem above can
easily be seen to be a branched conformal immer-
sion. R Osserman proved that u does not have true
interior branch points; subsequently, R Gulliver and
W Alt showed that u cannot have false branch
points either.

Furthermore, the solution u is as smooth as the
boundary curve, even up to the boundary. A very
general version of this boundary regularity was
proved by S Hildebrandt; for the case of surfaces
in R3, recall the following result of J C C Nitsche:

Theorem 14 If � is a regular Jordan curve of class
Ck,� where k � 1 and 0 < � < 1, then a solution u
of the Plateau problem is Ck,� on all of 	D.

The Weierstrass Representation

The classical Weierstrass representation (see Osserman
(1986)) takes holomorphic data (a Riemann surface, a
meromorphic function, and a holomorphic 1-form)
and associates a minimal surface in R3. To be precise,
given a Riemann surface �, a meromorphic function g
on �, and a holomorphic 1-form � on �, then we
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get a (branched) conformal minimal immersion
F : �!R3 by

FðzÞ ¼ Re

Z

2�z0 ;z

1

2
ðg�1ð
Þ � gð
ÞÞ;

�

i

2
ðg�1ð
Þ þ gð
ÞÞ; 1

�
�ð
Þ ½59�

Here, z0 2 � is a fixed base point and the integra-
tion is along a path �z0, z from z0 to z. The choice of
z0 changes F by adding a constant. In general, the
map F may depend on the choice of path (and hence
may not be well defined); this is known as ‘‘the
period problem.’’ However, when g has no zeros or
poles and � is simply connected, then F(z) does not
depend on the choice of path �z0, z.

Two standard constructions of minimal surfaces
from Weierstrass data are

gðzÞ ¼ z; �ðzÞ ¼ dz=z; � ¼ Cnf0g
giving a catenoid ½60�

gðzÞ ¼ eiz; �ðzÞ ¼ dz; � ¼ C giving a helicoid ½61�

The Weierstrass representation is particularly
useful for constructing immersed minimal surfaces.
Typically, it is rather difficult to prove that the
resulting immersion is an embedding (i.e., is 1–1),
although there are some interesting cases where this
can be done. For the first modern example,
D Hoffman and Meeks proved that the surface
constructed by Costa was embedded; this was
the first new complete finite topology properly
embedded minimal surface discovered since the
classical catenoid, helicoid, and plane. This led
to the discovery of many more such surfaces
(see Rosenberg (1992) for more discussion).

Area-Minimizing Surfaces

Perhaps the most natural way to construct minimal
surfaces is to look for ones which minimize area, for
example, with fixed boundary, or in a homotopy
class, etc. This has the advantage that often it is
possible to show that the resulting surface is
embedded. We mention a few results along these
lines.

The first embeddedness result, due to Meeks and
Yau, shows that if the boundary curve is embedded
and lies on the boundary of a smooth mean convex
set (and it is null-homotopic in this set), then it
bounds an embedded least area disk.

Theorem 15 (Meeks III and Yau 1982). Let M3 be
a compact Riemannian 3-manifold whose boundary
is mean convex and let � be a simple closed curve in

@M which is null-homotopic in M; then � is
bounded by a least area disk and any such least
area disk is properly embedded.

Note that some restriction on the boundary curve
� is certainly necessary. For instance, if the
boundary curve was knotted (e.g., the trefoil), then
it could not be spanned by any embedded disk
(minimal or otherwise). Prior to the work of Meeks
and Yau, embeddedness was known for extremal
boundary curves in R3 with small total curvature by
the work of R Gulliver and J Spruck.

If we instead fix a homotopy class of maps, then
the two fundamental existence results are due to
Sacks–Uhlenbeck and Schoen–Yau (with embed-
dedness proved by Meeks–Yau and Freedman–
Hass–Scott, respectively):

Theorem 16 Given M3, there exist conformal
(stable) minimal immersions u1, . . . , um : S2!M
which generate �2(M) as a Z[�1(M)] module.
Furthermore,

(i) if u : S2!M and [u]�2
6¼ 0, then Area(u) �

mini Area(ui),
(ii) each ui is either an embedding or a 2–1 map

onto an embedded two-sided RP2.

Theorem 17 If �2 is a closed surface with genus
g > 0 and i0 : �!M3 is an embedding which
induces an injective map on �1, then there is a
least area embedding with the same action on �1.

The Min–Max Construction
of Minimal Surfaces

Variational arguments can also be used to construct
higher index (i.e., nonminimizing) minimal surfaces
using the topology of the space of surfaces. There
are two basic approaches:

1. Applying Morse theory to the energy functional
on the space of maps from a fixed surface � to M.

2. Doing a min–max argument over families of
(topologically nontrivial) sweep-outs of M.

The first approach has the advantage that the
topological type of the minimal surface is easily
fixed; however, the second approach has been more
successful at producing embedded minimal surfaces.
We will highlight a few key results below but refer
to Colding and De Lellis (2003) for a thorough
treatment.

Unfortunately, one cannot directly apply Morse
theory to the energy functional on the space of maps
from a fixed surface because of a lack of compact-
ness (the Palais–Smale condition C does not hold).
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To get around this difficulty, Sacks–Uhlenbeck
introduce a family of perturbed energy functionals
which do satisfy condition C and then obtain
minimal surfaces as limits of critical points for the
perturbed problems:

Theorem 18 If �k(M) 6¼ 0 for some k > 1, then
there exists a branched immersed minimal 2-sphere
in M (for any metric).

The basic idea of constructing minimal surfaces
via min–max arguments and sweep-outs goes back
to Birkhoff, who developed it to construct simple
closed geodesics on spheres. In particular, when M is
a topological 2-sphere, we can find a one-parameter
family of curves starting and ending at point curves
so that the induced map F : S2! S2 (see Figure 1)
has nonzero degree. The min–max argument pro-
duces a nontrivial closed geodesic of length less than
or equal to the longest curve in the initial one-
parameter family. A curve-shortening argument
gives that the geodesic obtained in this way is
simple.

J Pitts applied a similar argument and geometric
measure theory to get that every closed Riemannian
3-manifold has an embedded minimal surface (his
argument was for dimensions up to seven), but he
did not estimate the genus of the resulting surface.
Finally, F Smith (under the direction of L Simon)
proved (see Colding and De Lellis (2003)):

Theorem 19 Every metric on a topological
3-sphere M admits an embedded minimal 2-sphere.

The main new contribution of Smith was to
control the topological type of the resulting minimal
surface while keeping it embedded.

Part 3. Some Applications of Minimal
Surfaces

In this part, we discuss very briefly a few applica-
tions of minimal surfaces. As mentioned in the
introduction, there are many to choose from and we
have selected just a few.

The Positive-Mass Theorem

The (Riemannian version of the) positive-mass
theorem states that an asymptotically flat
3-manifold M with non-negative scalar curvature
must have positive mass. The Riemannian manifold
M here arises as a maximal spacelike slice in a
(3þ 1)-dimensional spacetime solution of Einstein’s
equations.

The asymptotic flatness of M arises because the
spacetime models an isolated gravitational system
and hence is a perturbation of the vacuum solution
outside a large compact set. To make this precise,
suppose for simplicity that M has only one end; M
is then said to be asymptotically flat if there is a
compact set � �M so that Mn� is diffeomorphic
to R3nBR(0) and the metric on Mn� can be
written as

gij ¼ 1þ M
2jxj

� �4


ij þ pij ½62�

where

jxj2jpijj þ jxj3jDpijj þ jxj4jD2pijj � C ½63�

The constantM is the so-called mass of M. Observe
that the metric gij is a perturbation of the metric on
a constant-time slice in the Schwarzschild spacetime
of mass M; that is to say, the Schwarzschild metric
has pij 
 0.

A tensor h is said to be O(jxj�p) if jxjpjhj þ
jxjpþ1jDhj � C. For example, an easy calculation
shows that

gij ¼ 1þ 2M=jxjð Þ 
ij þOðjxj�2Þ
ffiffiffi
g
p 


ffiffiffiffiffiffiffiffiffiffiffiffi
det gij

q
¼ 1þ 3Mjxj�1 þOðjxj�2Þ

½64�

The positive-mass theorem states that the massM
of such an M must be non-negative:

Theorem 20 (Schoen and Yau 1979). With M as
above, M� 0.

There is a rigidity theorem as well which states that
the mass vanishes only when M is isometric to R3:

Theorem 21 (Schoen and Yau 1979). If jr3pijj=
O(jxj�5) and M= 0 in Theorem 20, then M is
isometric to R3.

We will give a very brief overview of the proof of
Theorem 20, showing in the process where minimal
surfaces appear.

Proof (Sketch). The argument will be by contra-
diction, so suppose that the mass is negative. It is
not hard to prove that the slab between two parallel

Figure 1 A one-parameter family of curves on a 2-sphere

which induces a map F : S2!S2 of degree 1. First published in

Surveys in Differential Geometry, volume IX, in 2004, published

by International Press.

Minimal Submanifolds 429



planes is mean convex. That is, we have the
following:

Lemma 3 If M < 0 and M is asymptotically flat,
then there exist R0, h > 0 so that for r > R0 the sets

Cr ¼ fjxj2 � r2;�h � x3 � hg ½65�

have strictly mean-convex boundary.

Since the compact set Cr is mean convex, we can
solve the Plateau problem to get an area-minimizing
(and hence stable) surface �r � Cr with boundary

@�r ¼ fjxj2 ¼ r2; x3 ¼ hg ½66�

Using the disk {jxj2 � r2, x3 = h} as a comparison
surface, we get uniform local area bounds for any
such �r. Combining these local area bounds with the
a priori curvature estimates for minimizing surfaces,
we can take a sequence of r’s going to infinity and
find a subsequence of �r’s that converge to a
complete area-minimizing surface

� � f�h � x3 � hg ½67�

Since � is pinched between the planes {x3 = �h}, the
estimates for minimizing surfaces implies that (out-
side a large compact set) � is a graph over the plane
{x3 = 0} and hence has quadratic area growth and
finite total curvature. Moreover, using the form of
the metric gij, we see that jruj decays like jxj�1 andZ

�s

kg ¼ ð2�sþOð1ÞÞðs�1 þOðs�2ÞÞ

¼ 2�þOðs�1Þ ½68�

where �s = {x2
1 þ x2

2 = s2} \ � and kg is the geodesic
curvature of �s (as a curve in �).

To get the contradiction, one combines stability of
� with the positive scalar curvature of M to see that
no such � could have existed. (M was assumed only
to have non-negative scalar curvature. However, a
‘‘rounding off’’ argument shows that the metric on
M can be perturbed to have positive scalar curvature
outside of a compact set and still have negative
mass.) Namely, substituting the Gauss equation into
the stability inequality (this is the stability inequality
in a general 3-manifold; see Colding and Minicozzi II
(1999)) givesZ

�

ðjAj2=2þ ScalM � K�Þ�2 �
Z

�

jr�j2 ½69�

Since � has quadratic area growth, we can choose a
sequence of (logarithmic) cutoff functions in [69] to
get

0 <

Z
�

ðjAj2=2þ ScalMÞ �
Z

�

K� <1 ½70�

since K� may not be positive, we also used that �
has finite total curvature. Moreover, we used that
ScalM is positive outside a compact set to see that
the first integral in [70] was positive. Finally,
substituting [70] into the Gauss–Bonnet formula
gives that

R
�s

kg is strictly less than 2� for s large,
contradicting [68].

Black holes

Another way that minimal surfaces enter into
relativity is through black holes. Suppose that we
have a three-dimensional time slice M in a (3þ 1)-
dimensional spacetime. For simplicity, assume that M
is totally geodesic and hence has non-negative scalar
curvature. A closed surface � in M is said to be
trapped if its mean curvature is everywhere negative
with respect to its outward normal. Physically, this
means that the surface emits an outward shell of light
whose surface area is decreasing everywhere on the
surface. The existence of a closed trapped surface
implies the existence of a black hole in the spacetime.

Given a trapped surface, we can look for the
outermost trapped surface containing it; this outer-
most surface is called an apparent horizon. It is not
hard to see that an apparent horizon must be a
minimal surface and, moreover, a barrier argument
shows that it must be stable. Since M has non-
negative scalar curvature, stability in turn implies
that it must be diffeomorphic to a sphere. See, for
instance, Bray (2002) for references to some results
on black holes, horizons, etc.

Constant Mean Curvature Surfaces

At least since the time of Plateau, minimal surfaces
have been used to model soap films. This is because
the mean curvature of the surface models the surface
tension and this is essentially the only force acting
on a soap film. Soap bubbles, on other hand, enclose
a volume and thus the pressure gives a second
counterbalancing force. It follows easily that these
two forces are in equilibrium when the surface has
constant mean curvature (cmc).

For the same reason, cmc surfaces arise in the
isoperimetric problem. Namely, a surface that mini-
mizes surface area while enclosing a fixed volume must
have cmc. It is not hard to see that such an
isoperimetric surface in Rn must be a round sphere.
There are two interesting partial converses to this.
First, by a theorem of Hopf, any cmc 2-sphere in R3

must be round. Second, using the maximum principle
(‘‘the method of moving planes’’), Alexandrov showed
that any closed embedded cmc hypersurface in Rn

must be a round sphere. It turned out, however, that
not every closed immersed cmc surface is round. The
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first examples were immersed cmc tori constructed by
H Wente. Kapouleas constructed many new examples,
including closed higher-genus cmc surfaces.

Many of the techniques developed for studying
minimal surfaces generalize to general cmc surfaces.

Finite Extinction for Ricci Flow

We close this article by indicating how minimal
surfaces can be used to show that on a homotopy
3-sphere the Ricci flow becomes extinct in finite
time (see Colding and Minicozzi II (2005) and
Perelman (2003) for details).

Let M3 be a smooth closed orientable 3-manifold
and let g(t) be a one-parameter family of metrics on
M evolving by the Ricci flow, so

@tg ¼ �2RicMt
½71�

In an earlier section, we saw that there is a natural
way of constructing minimal surfaces on many
3-manifolds and that comes from the min–max
argument where the minimal of all maximal slices of
sweep-outs is a minimal surface. The idea is then to
look at how the area of this min–max surface changes
under the flow. Geometrically, the area measures a
kind of width of the 3-manifold and as we will see for
certain 3-manifolds (those, like the 3-sphere, whose
prime decomposition contains no aspherical factors),
the area becomes zero in finite time corresponding to
the solution becoming extinct in finite time.

Fix a continuous map � : [0, 1]!C0 \ L2
1(S2, M)

where �(0) and �(1) are constant maps so that � is
in the nontrivial homotopy class [�] (such � exists
when M is a homotopy 3-sphere). We define the
width W = W(g, [�]) by

WðgÞ ¼ min
�2½��

max
s2½0;1�

Energyð�ðsÞÞ ½72�

The next theorem gives an upper bound for the
derivative of W(g(t)) under the Ricci flow which forces
the solution g(t) to become extinct in finite time.

Theorem 22 Let M3 be a homotopy 3-sphere
equipped with a Riemannian metric g = g(0).
Under the Ricci flow, the width W(g(t)) satisfies

d

dt
WðgðtÞÞ� � 4�þ 3

4ðt þ CÞWðgðtÞÞ ½73�

in the sense of the limsup of forward difference
quotients. Hence, g(t) must become extinct in finite
time.

The 4� in [73] comes from the Gauss–Bonnet
theorem and the 3/4 comes from the bound on the
minimum of the scalar curvature that the evolution
equation implies. Both of these constants matter
whereas the constant C depends on the initial metric
and the actual value is not important.

To see that [73] implies finite extinction time,
rewrite [73] as

d

dt
WðgðtÞÞðt þ CÞ�3=4
� 	

� �4�ðt þ CÞ�3=4 ½74�

and integrate to get

ðT þ CÞ�3=4WðgðTÞÞ �C�3=4Wðgð0ÞÞ

� 16� ðT þ CÞ1=4 � C1=4
h i

½75�

Since W � 0 by definition and the right-hand side of
[75] would become negative for T sufficiently large,
we get the claim.

As a corollary of this theorem we get finite
extinction time for the Ricci flow.

Corollary 3 Let M3 be a homotopy 3-sphere
equipped with a Riemannian metric g = g(0). Under
the Ricci flow g(t) must become extinct in finite time.
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Introduction

When studying a functional f on an infinite-
dimensional function space X, one is often interested
in finding critical points which are not local minima.
A simple yet powerful method to detect those
critical points is the minimax method. The idea
consists in detecting some complexity in the topol-
ogy of X, or in the structure of the sublevels of f, to
find a class � of subsets of X which somehow
reveals such a topological complexity, and to show
that the number

c :¼ inf
�2�

sup
x2�

f ðxÞ

is finite (even if the functional may be unbounded
above and below). If the class � is positively
invariant under the action of the negative-gradient
flow of f, and if a suitable compactness assumption
known as the Palais–Smale condition holds, c is
proved to be a critical value of f. Quite remarkably,
the minimax method also works when no topologi-
cal complexity is present, but the negative-gradient
flow of f exhibits some kind of rigidity.

In this article we shall describe these ideas,
starting from the simplest minimax result, the
‘‘mountain-pass theorem.’’ We will show how to

apply the minimax method by discussing the
existence question of solutions of a nonlinear elliptic
boundary value problem, of closed geodesics on
compact manifolds, and of closed characteristics on
compact energy hypersurfaces.

The Mountain-Pass Theorem

Let us start by considering the following familiar
fact. Let f : Rn ! R be a smooth coercive function
(i.e., its sublevels have compact closure). If a sublevel
{f < a} is not connected – say {f < a} = A [ B, with
A, B disjoint open sets – then f has a critical point x at
level

f ðxÞ ¼ c :¼ inf
�2�

max
u2�

f ðuÞ � a

where � is the class of all continuous curves in Rn

with one end point in A and the other in B. More
figuratively: if there are two valleys, then there
must be a mountain pass. Let us examine a possible
proof.

First notice that any curve in the class � will have
to cross the level {f = a}, so c � a. If by contradiction
c is not a critical value of f, by the compactness of the
sublevels there is some � > 0 such that jrf j � � on
{c� � � f � cþ �}. Then the negative-gradient flow
of f, that is, the solution of

@t�ðt; uÞ ¼ �rf ð�ðt; uÞÞ; �ð0; uÞ ¼ u
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pulls the sublevel {f � cþ �} down into the sublevel
{f � c� �} in finite time 2=�. Indeed, if �([0, t], u) �
{c� � � f � cþ �}, then the inequalities

2� � f ðuÞ � f ð�ðt; uÞÞ

¼ �
Z t

0

d

ds
f ð�ðs; uÞÞ ds

¼
Z t

0

jrf ð�ðs; uÞÞj2 ds � �2t

imply that t � 2=�. By definition of c, we can find a
continuous curve � 2 � which is contained in {f �
cþ �}. But then the curve �0:=�(2=�, �) still has one
end point in A, the other one in B, and lies in {f �
c� �}, contradicting the definition of c.

If we try to generalize this result to functions
defined on an infinite-dimensional real Hilbert space
H, we encounter difficulties due to lack of compact-
ness. Indeed, a continuous function on an infinite-
dimensional Hilbert space can never have compact
sublevels (with respect to the norm topology). If we
look back at the proof, we see that we have used
coercivity to guarantee that if the level set {f = c}
contains no critical points, then rf is bounded away
from zero on the strip {c� � � f � cþ �}, for some
small � > 0. A natural idea is then to replace the
coercivity assumption by a condition implying the
latter fact.

Definition Let f : H ! R be a continuously differ-
entiable function on a real Hilbert space H.
A sequence (uh) � H is said a Palais–Smale sequence
if f (uh) is bounded and Df (uh) tends to zero. The
function f is said to satisfy the Palais–Smale
condition if every Palais–Smale sequence has a
converging subsequence.

The Palais–Smale condition readily implies the
statement above. Assuming also that f is twice
continuously differentiable, the negative-gradient
flow of f (a well-defined local flow because rf is
continuously differentiable) pulls the sublevel {f �
cþ �} down into {f � c� �} in finite time. These
observations lead to the following:

Theorem (Mountain pass). Let f be a twice con-
tinuously differentiable function on a real Hilbert
space H, satisfying the Palais–Smale condition.
Assume that a sublevel {f < a} is not connected,
and let A, B be two disjoint open sets such that
A[B = {f < a}. Then f has a critical point x at level

f ðxÞ ¼ c :¼ inf
�2�

max
u2�

f ðuÞ � a

where � is the class of all continuous curves in H
with one end point in A and the other one in B.

If we are even more ambitious, and we wish to
consider functions defined on a real Banach space E,
we also encounter the problem of not having a
gradient vector field. Indeed, the differential of f at x,
Df (x), is an element of the dual space E�, but in this
case we have no inner product on E by which we can
represent Df (x) as the product by some vector of E.
This problem can be overcome by the notion of a
pseudogradient vector field. In fact, it can be proved
that if f is continuously differentiable on E, then there
exists a locally Lipschitz vector field V defined on the
complement of the critical points of f, such that

kVðuÞk < minfkDf ðuÞk; 1g
Df ðuÞ½VðuÞ� > 1

2 minfkDf ðuÞk; 1gkDf ðuÞk

In other words, even if there is no direction of
steepest increase for f, we do have directions along
which the increase of f is steep enough, and these
directions can be selected in a locally Lipschitz way.
Notice that pseudogradients are useful also in the
case of a continuously differentiable function on a
Hilbert space: in this case the gradient of f is just
continuous, so it does not generate a flow. The
Palais–Smale condition, as stated above, makes
perfect sense on the Banach space E (with the only
difference that now Df (uh) tends to zero in the dual
norm of E�), and the mountain-pass theorem holds
for functions of class C1 on a Banach space.

Actually, the fact that the domain of f has a vector
structure is not relevant in this statement, and the
mountain-pass theorem holds also for functions
defined on connected infinite-dimensional mani-
folds. Since the essential feature is to dispose of a
pseudogradient vector field, the right level of
generality is to consider a Banach manifold M (i.e., a
manifold modeled on a Banach space) endowed with a
complete Finsler structure (i.e., a Banach norm on
each tangent space of M, varying in a suitably regular
way, inducing a complete distance on M).

A Nonlinear Elliptic Boundary-Value
Problem

Let us consider a typical application of the mountain-
pass theorem to a semilinear elliptic boundary-value
problem. Let � be a smooth bounded domain in Rn,
and for � 2 R, p > 2, consider the problem

��u ¼ �uþ ujujp�2 in �

u ¼ 0 on @�
½1�

Let 0 < �1 < �2 � �3 � � � � be the eigenvalues of the
Laplace operator ��, with domain H2 \H1

0(�), the
Sobolev space of L2-functions on � with weak first
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two derivatives in L2, vanishing on @�. We claim that,
if n = 2, or if n � 3 and 2 < p < 2�:= 2n=(n� 2), then
problem [1] with � < �1 has a nontrivial solution.

By elliptic regularity, the solutions of [1] are
precisely the critical points of the functional

EðuÞ¼ 1

2

Z
�

jruðxÞj2 � �uðxÞ2
� �

dx

� 1

p

Z
�

juðxÞjp dx

We recall that H1
0(�) continuously embeds into

Lp(�), for every p < þ1 if n = 2, for every p � 2� if
n � 3. So the functional E is well defined, and
actually continuously differentiable, on H1

0(�), a
Hilbert space with the inner product

hu; viH1
0
ð�Þ ¼

Z
�

ruðxÞ � rvðxÞ dx

Since p > 2, near zero the quadratic part of
the functional E dominates over the part with the
Lp-norm. By the Rayleigh characterization of the
first eigenvalue of the Laplacian,

�1 ¼ min
u2H1

0
ð�Þnf0g

R
� jruðxÞj2 dxR

� uðxÞ2 dx

the assumption � < �1 implies that the quadratic
part of E is positive definite. So we can find a small
� > 0 such that

a :¼ inf
kuk

H1
0
ð�Þ¼�
EðuÞ > 0

On the other hand, the fact that p > 2 implies that

lim
�!þ1

Eð�uÞ ¼ �1

for every u 6¼ 0. Therefore, the sublevel {E < a}
is not connected, and if we can prove the
Palais–Smale condition, the mountain-pass theorem
will imply the existence of a critical point u with
E(u) � a > 0, i.e., a nontrivial solution of [1].

In order to prove the Palais–Smale condition,
notice that the expression for the differential of E,

DEðuÞ½v� ¼
Z

�

ruðxÞ � rvðxÞ dx

�
Z

�

�uðxÞ þ juðxÞjp�2uðxÞ
� �

vðxÞ dx

and the compactness of the embedding of H1
0(�)

into Lp(�) for p < 2� imply that the gradient of
E has the form

rEðuÞ ¼ uþ KðuÞ ½2�

where K : H1
0(�)! H1

0(�) is a compact map, that is,
it maps bounded sets into precompact ones. It is

readily seen that when rE has such a form, bounded
Palais–Smale sequences are compact. Thus, it is
enough to show that every Palais–Smale sequence is
bounded. But this follows from the identity

pEðuÞ �DEðuÞ½u�

¼ p

2
� 1

� �Z
�

jruðxÞj2 � �uðxÞ2
� �

dx

together with the fact that the right-hand side term
defines an equivalent norm on H1

0(�), because p > 2
and � < �1. This concludes the proof.

Actually, using the maximum principle one could
show that under the same assumptions, problem [1]
has a solution which is positive in �.

When n � 3 and p = 2�= 2n=(n� 2), the func-
tional f still exhibits a mountain-pass geometry, but
the Palais–Smale condition fails. In fact, the embed-
ding of H1

0(�) into L2�(�) is not compact, so the
map K appearing in [2] is not compact, and
bounded Palais–Smale sequences need not have a
converging subsequence. We recall that the non-
compactness of the embedding of H1

0(�) into L2� (�)
is due to the fact that the quotient

SðuÞ ¼
R

� jruðxÞj2 dx
R

� juðxÞj
2�dx

� �2=2�

is invariant under rescaling u 7! u�(x) = u(�x).
When �= 0, the Pohožaev identity – an integral

formula obtained by multiplying the equation by
x � ru(x) – can be used to prove that problem [1]
has no nontrivial solutions, when � is a star-shaped
domain other than the whole Rn.

When � 6¼ 0, the presence in the functional of an
L2-norm – which rescales differently – breaks the
symmetry, and the existence of nontrivial solutions
is again possible. Indeed, Brezis and Nirenberg have
shown that problem [1] with p = 2� has a nontrivial
solution provided that n � 4 and 0 < � < �1, or
n = 3 and �� < � < �1, for some �� 2 [0,�1] depend-
ing on the domain �.

The proof is based on the fact that there is a
certain threshold s > 0, related to the best Sobolev
constant obtained by taking the infimum of S(u)
over all u 2 H1

0 (the domain is irrelevant here),
below which the Palais–Smale condition holds. That
is, every sequence (uh) such that E(uh) converges to
some b less than s, and DE(uh) tends to zero, is
compact. The proof of the mountain-pass theorem
shows that the Palais–Smale condition is needed
only at the minimax level c. In order to conclude, it
is then enough to show that c < s. The value of
c can be estimated by using the fact that the
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infimum of the quotient S over functions on the
whole Rn is attained at the family of functions

u�ðxÞ ¼ �2nðn� 2Þ
ð�2 þ jxj2Þ2

 !ðn�2Þ=4

which are then solutions of [1] with p = 2�,�= 0,
and � = Rn.

Another way to break the symmetry is to keep
�= 0 but to consider domains with a rich topology.
For instance, Bahri and Coron have shown that if �
is a domain with some nonzero singular homology
group Hk(�; Z2), k � 1, then problem [1] with
p = 2� and �= 0 has a positive solution.

Elliptic equations having nonlinearities with the
critical exponent 2� arise naturally in some geo-
metric problems. Consider a manifold M of dimen-
sion n � 3, with a metric g having scalar curvature k.
The Yamabe problem calls for finding a metric g0,
conformally equivalent to g, having constant scalar
curvature. If g0 = u4=(n�2)g, where the positive func-
tion u gives the conformal factor, one finds that
u must solve the equation

� 4ðn� 1Þ
n� 2

�gu ¼ �kuþ k0ujuj2
��2

where �g is the Laplace–Beltrami operator associated
with the metric g, and the constant k0 is the scalar
curvature of g0. Again, the corresponding functional
satisfies the Palais–Smale condition only below a
certain threshold (actually, the same number s as seen
earlier; this because the lack of compactness is due to
local concentration phenomena, and the metric
structure of the whole ambient becomes irrelevant).
The task is then to show that the minimax level is
below that threshold or, equivalently, that a certain
best Sobolev constant for (M, g) is less than the
corresponding constant for Rn with the flat metric
(the latter constant is again the infimum of S(u)). This
fact was proved by Aubin in the case n � 6 or (M, g)
not locally conformally flat. Schoen has then treated
the remaining case, by means of the positive-mass
theorem, a deep result in differential geometry.

A General Minimax Principle

Let us consider again a twice continuously differ-
entiable function f on a real Hilbert space H. The
vector field

VðuÞ ¼ rf ðuÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ krf ðuÞk2

q

has the same nice properties of the gradient vector
field of f, but in addition it is bounded. The

advantage is that the flow of �V is globally defined.
When talking about the negative-gradient flow of
f, we will actually refer to such a flow. It will also be
useful to dispose of a negative-gradient flow
truncated below level b. This is the flow of the
vector field �Vb, where

VbðuÞ ¼ ’ðf ðuÞÞVðuÞ

with ’ a smooth function on R which is identically
zero on [�1, b], then increases up to reaching the
value 1, and afterwards remains constantly equal to
1. This truncated negative-gradient flow keeps the
points in the sublevel {f � b} fixed, and behaves
as the negative-gradient flow above b (except the
fact that trajectories slow down as the value of
f approaches b).

After these preliminaries, let us consider again the
characterization of the critical level c appearing in the
mountain-pass theorem. This critical level was
obtained as the infimum over a certain class � of
sets � – the curves with end points in different
components of {f < a} – of the maximum of f over �.
But if we look back at the proof, we realize that the
fact that these sets were curves was not essential. The
important feature was that the negative-gradient flow
�(t, � ) mapped a set of the class � into a set still
belonging to the class �, for t � 0. This observation
leads to the following general minimax theorem, due
to Palais:

Theorem (General minimax). Let f be a twice
continuously differentiable function on a real
Hilbert space H, satisfying the Palais–Smale condi-
tion. Let � be a class of subsets of H which is
positively invariant under the action of the negative-
gradient flow � of f (possibly truncated below level
b): that is, if the set � belongs to �, then the set �(t, �)
belongs to � for all t � 0. Then, if the number

c :¼ inf
�2�

sup
u2�

f ðuÞ

is finite (and larger than b), then c is a critical
value of f.

The proof goes along the same lines of the proof of
the mountain-pass theorem: if c is not a critical value
of f, the (possibly truncated) negative-gradient flow
�(t0, � ) pulls a sublevel {f � cþ �} down into the
sublevel {f � c� �} (with c� � > b), for some large
t0, by the Palais–Smale condition. Then we achieve a
contradiction choosing a set � 2 � on which f does
not exceed cþ �, and noticing that �(t0, �) is a set
which still belongs to the class �, by positive
invariance, and on which f does not exceed c� �.

As we shall see in the last section, the possibility
of working with a truncated negative-gradient flow
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(assuming in this case that c > b) makes the applica-
tion of this theorem easier. Again, an analogous
result holds for continuously differentiable functions
on Banach spaces, or more generally on Banach
manifolds with a complete Finsler structure.

Trivial classes � are the class of all points in H,
and the class consisting of the single set H, yielding
to the infimum and the supremum of f, respectively.
More interesting classes are constructed by fixing a
topological space X and considering the images of
all continuous maps h : X! H belonging to a
certain relative homotopy class.

Closed Geodesics on Compact Manifolds

A typical application of the general minimax
theorem is Birkhoff proof of the existence of a
closed geodesic on the sphere S2, endowed with an
arbitrary metric g. Closed geodesics are precisely the
critical points of the energy functional

SðxÞ ¼ 1

2

Z 1

0

gð _xðtÞ; _xðtÞÞ dt

on the Hilbert manifold H1(T, S2) consisting of all
one-periodic loops on S2 of Sobolev regularity H1

(here T = R=Z denotes the circle parametrized by
[0, 1]). This functional satisfies the Palais–Smale
condition and it is bounded below, but its minima
are just the trivial constant loops, on which S= 0.

Let us use angle coordinates (�,’) on S2, �	=2 �
� � 	=2, 0 � ’ � 2	 (� is the latitude, ’ the longi-
tude). A (suitably regular) map h : S2 ! S2 induces a
curve in H1(T, S2) parametrized by �: the value of
this curve at � 2 [�	=2, 	=2] is the loop
t 7! h(�, 2	t). It is a curve that joins two constant
loops. Let � be the set of curves in H1(T, S2) which
are obtained by maps h : S2 ! S2 of topological
degree 1. This class is clearly positively invariant
under the action of the negative-gradient flow of
S (as of every homotopy fixing the constant loops).

If we can show that the minimax level

c :¼ inf
�2�

sup
u2�
SðxÞ

is positive, we will get a positive critical value of S by
the general minimax theorem, hence a nontrivial
closed geodesic. By considering the fact that loops
with small energy also have a small diameter, it
is easy to construct a homotopy on {S < a}, for
some small a > 0, which shrinks every loop to a
point. If h : S2! S2 determines a curve � with
maxx2� S(x) < a, composition with this homotopy

yields to a homotopy of h to a map whose image is
a curve in S2. A further homotopy then shows that
the map h is homotopic to a constant, which
is impossible if h has degree 1. This shows that
c� a> 0, concluding the proof.

Actually, Ljusternik and Fet have proved that
every compact manifold M has a nontrivial closed
geodesic. Indeed, if M has nonzero fundamental
group, it is enough to minimize S on some nontrivial
homotopy class of loops. Otherwise, the fact that
M is a compact manifold implies that some homo-
topy group 	kþ1(M), 1 � k < dim M, does not van-
ish. A construction similar to the one described
above then allows to associate with every noncon-
tractible map h : Skþ1 !M a map u : (Bk, @Bk)!
(H1(T, M), {S= 0}) which is not homotopically
trivial (here Bk denotes the closed unit ball in Rk,
and the notation means that u maps the boundary
of the ball Bk into the set of constant loops). Taking
a minimax over the set of images of the maps
u associated with every noncontractible map
h : Skþ1 !M yields to the desired critical point of
S with positive energy.

It is conjectured that every compact manifold has
infinitely many closed geodesics. Morse theory
allows to prove this fact for the vast majority of
manifolds, but not for the spheres. Bangert and
Franks have established the existence of infinitely
many geodesics on S2 by proving that every area-
preserving homeomorphism of the open disk with
two fixed points must have infinitely many periodic
points. Proving the existence of infinitely many
closed geodesics on higher-dimensional spheres is a
challenging open problem.

A Rigidity Property of a Certain
Class of Maps

It is important that the class � in the general
minimax theorem is only required to be invariant
under the action of the negative-gradient flow, and
not, say, under the action of any continuous
homotopy on which the function f is nonincreasing.
Indeed, too many undesirable things can be done on
an infinite-dimensional Hilbert space by arbitrary
continuous maps, whereas the maps arising from
our negative-gradient flow might show some rigid-
ity, forcing them to behave as maps on finite-
dimensional spaces.

Let us clarify this point by considering the follow-
ing example, due to Benci and Rabinowitz. It may
sound a bit artificial at this moment (simpler
examples could be built), but we will find it useful
in the next section. Assume that our Hilbert space is
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endowed with an orthogonal splitting H = H� 	Hþ,
fix a unit vector uþ in Hþ, and consider the sets

S ¼fu 2 Hþj kuk ¼ �g
Q ¼fuþ �uþ j u 2 H�; kuk � 
; 0 � � � �g
@Q ¼fuþ �uþ 2 Q j� 2 f0; �g or kuk ¼ 
g

for some positive numbers �,
, � such that � > �.
The latter inequality implies that the intersection
Q \ S is not empty (see Figure 1).

If the linear subspace H� is finite dimensional, a
simple argument involving the topological degree
shows the following fact: the image of any contin-
uous map h : Q! H which is the identity on @Q has
nonempty intersection with S.

When H� is infinite dimensional, this fact is
not true anymore. Indeed, it is not difficult to see
that the set Q is homeomorphic to an infinite-
dimensional closed ball B, by a homeomorphism  
mapping @Q onto the infinite-dimensional sphere
@B. If B is the closed ball of an infinite-dimensional
Hilbert space, for instance, the space ‘2 of all
square-summable sequences (xh) endowed with the
norm jxj2 = (

P1
h = 0jxhj2)1=2, the continuous map

gðx0; x1; x2; . . .Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jxj22

q
; x0; x1; x2; . . .

� �

maps B into @B and is a shift operator on @B.
In particular, it is a continuous map on B without
fixed points, and it can be used to define a map
h : B! @B which is the identity on @B, by setting

hðxÞ ¼ �ðxÞxþ ð1� �ðxÞÞgðxÞ
with �ðxÞ � 1 such that jhðxÞj2 ¼ 1

Conjugation by the homeomorphism  produces
a continuous map from Q to @Q, which is the
identity on @Q, providing us with the desired
counterexample.

In other terms, when H� is infinite dimensional,
the sets @Q and S can be unlinked by means of a

continuous map. The situation changes if we restrict
the class of maps h : Q! H to those of the form

hðuÞ ¼ uþ KðuÞ ½3�

where K is a continuous compact map. In this case,
indeed, the argument for a finite-dimensional H�

can be applied, by replacing the topological degree
by the Leray–Schauder degree (which is invariant
precisely with respect to homotopies of the form
above), and one proves that @Q and S cannot be
unlinked by means of continuous maps of this form.

Closed Characteristics on Compact
Energy Hypersurfaces

Consider R2n with coordinates (p1, . . . , pn, q1, . . . , qn),
endowed with the standard symplectic form

! :¼ dp ^ dq ¼
Xn

j¼1

dpj ^ dqj

Let � be a compact connected hypersurface in R2n.
The restriction of ! to the tangent space Tx� has a
one-dimensional kernel, which varies smoothly with x.
In other words, there is a smooth line bundle

L� :¼ fðx; uÞ 2T� j!ðu; vÞ ¼ 0 8v 2 Tx�g

over �. We wish to discuss the classical problem
of finding a closed characteristic for L�, that is,
a closed curve everywhere tangent to L�.

This geometric problem has a dynamical inter-
pretation. Indeed, let H be a smooth real function on
R2n such that � is the inverse image of the regular
value 1. The function H – the Hamiltonian –
generates a vector field XH on R2n by the formula

!ðXHðxÞ;uÞ ¼ �DHðxÞ½u�; 8u 2 R2n

or, equivalently,

XHðxÞ ¼ JrHðxÞ; with J ¼ 0 �I
I 0

� �

The Hamiltonian vector field XH is tangent to � and
belongs to L�. Therefore, the hypersurface � is
invariant for the flow of XH, and the flow orbits are
precisely the characteristics. So finding a closed
characteristic on � is equivalent to finding a
periodic orbit of XH with energy H = 1.

Up to changing the Hamiltonian, we may assume
that all the values in an interval ]1� �0, 1þ �0[ are
regular for H, and that the corresponding level sets
�
 := {H = 
} are all connected (hence diffeomorphic
to � = �1). We would like to sketch Hofer and
Zehnder’s proof of the fact that there is a dense set
of values 
 2 ]1� �0, 1þ �0[ for which �
 admits a
closed characteristic.

S

H 
+

u 

+

Q

H 
–

Q
�

Figure 1 The sets S, Q, @Q:
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This proof is based on the fact that the one-
periodic orbits of XH are critical points of the action
functional

AHðxÞ ¼
Z

T

x�ðp dq�H dtÞ

¼ 1

2

Z 1

0

_xðtÞ � JxðtÞ dt �
Z 1

0

HðxðtÞÞ dt

on the space of loops x : T! R2n.
Clearly, it is enough to show that for every � > 0

there is a closed characteristic on some �
 with
j
 � 1j < �. We can take advantage of the fact that
we are free to change the Hamiltonian, as long as
it has the level sets �
, j
 � 1j < �. Denoting by B
the bounded component of the complement of
{1� � � H� 1þ �}, we may assume that B con-
tains the origin. We can modify H in such a way
that H vanishes identically on B, then it grows,
parametrizing all the hypersurfaces �
, j
 � 1j < �,
in a strictly increasing way, then it remains
constant in a large ball, and finally it smoothly
switches to the quadratic form (3=2)	jxj2. By
choosing H in this way, one can ensure that all
the constant orbits and all the one-periodic orbits
which do not lie on �
 for some j
 � 1j < � have
non-positive action. So it is enough to prove that
the functional AH has a positive critical value.

Using the Fourier series decomposition

xðtÞ ¼
X
k2Z

e2	ktJx̂k; x̂k 2 R2n

one sees that the quadratic part of the action
functional has the form

Z 1

0

_xðtÞ � JxðtÞ dt ¼ 2	
X
k2Z

kjx̂kj2 ½4�

so it is positive on an infinite-dimensional linear
space, negative on an infinite-dimensional linear
space, and null on the 2n-dimensional space spanned
by the constant loops. The specific form of [4]
suggests to choose as domain of the action func-
tional the Sobolev space H1=2(T, R2n), the space of
square-integrable one-periodic curves x in R2n with

kxk2
H1=2 :¼ jx̂0j2 þ 2	

X
k2Z

jkjjx̂kj2 < þ1

This is indeed a Hilbert norm on H1=2(T, R2n). The
functional AH is smooth on this space, and its
gradient takes the form

rAHðxÞ ¼ Lxþ KðxÞ ½5�

where L is the self-adjoint Fredholm operator
representing the quadratic form [4] with respect to

the H1=2-Hilbert product, and K is a compact map.
A gradient of the form [5] again implies that
bounded Palais–Smale sequences are compact. The
Palais–Smale condition then follows from the fact
that the Hamiltonian H is quadratic outside a large
ball, and has no one-periodic orbits there (the large
orbits are all periodic, but their period is 2/3).

Consider the splitting H1=2(T, R2n) = H� 	Hþ,
with

H� ¼ fx j x̂k ¼ 0 for k > 0g
Hþ ¼ fx j x̂k ¼ 0 for k � 0g

Let S, Q, and @Q be the sets defined in the previous
section, with

uþðtÞ ¼ 1ffiffiffiffiffiffi
2	
p e2	tJu0; u0 2 R2n; ju0j ¼ 1

and constants �,
, � to be determined. Since the
quadratic form [4] is positive on Hþ and the
Hamiltonian H vanishes near the origin, we can
find a small � > 0 such that

inf
x2S
AHðxÞ> 0

The fact that the quadratic form [4] is seminegative
on H� and the behavior of H(x) for large jxj imply
that if 
 and � are suitably large (in particular
� > �), then

sup
x2@Q

AHðxÞ� 0

Let � be the set of all images of maps

h : Q! H1=2ðT;R2nÞ

which are the identity on @Q and are of the form

hðxÞ ¼ e�ðxÞLðxþ KðxÞÞ ½6�

with � a continuous real-valued function, and K a
continuous compact map. This class of maps is more
general than the one considered in the previous
section, but the fact that e�L commutes with the
projections onto H� and Hþ ensures that @Q and
S cannot be unlinked even inside this class. There-
fore, any � 2 � has nonempty intersection with S, so

c :¼ inf
�2�

sup
x2�
AHðxÞ � inf

x2S
AHðxÞ> 0

We would like to apply the general minimax
theorem, and conclude that c is the desired positive
critical value.

The number c being clearly finite, it is enough to
show that � is positively invariant under the action
of the negative-gradient flow � of AH, truncated
below level 0. Let �= h(Q) 2 � and t � 0. Then
�(t, �) is the image of Q by the map �(t, h(�)). This
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map is the identity on @Q because @Q lies in
{AH � 0} and � is truncated below level 0. It is of
the form [6] because by [5] the truncated negative-
gradient flow of AH has the form

�ðt; xÞ ¼ e��ðt;xÞLðxþ Kðt; xÞÞ

for some continuous function 0 � �(t, x) � t and for
some continuous compact map K. This concludes
the proof.

This result was refined by Struwe, who proved the
existence of a closed characteristic on �
 for almost
every 
, in the sense of the Lebesgue measure. We
could try to use the abundance of closed characteristics
on energy levels near � to get the existence of one on
� by taking a limit. But this process produces a closed
characteristic on � only if we can bound the periods of
the approximating closed orbits, otherwise a more
general invariant set results. Actually, Ginzburg, Her-
man, and Gürel have produced examples of compact
hypersurfaces without any closed characteristic.

As conjectured by Weinstein and proved by
Viterbo, closed characteristics always exist on
contact-type compact hypersurfaces (i.e., hypersur-
faces � on which the restriction of ! is the
differential of a 1-form � such that � ^ d� ^ � � � ^
d� is a volume form). In this case, one should even
expect a multiplicity result. For hypersurfaces which
bound a strictly convex set in R2n, for instance, the
existence of n closed characteristics is conjectured.
The best result so far is due to Long, who could
prove the existence of [n=2]þ 1 of them. Hofer,
Wysocki, and Zehnder have proved that, when n = 2,
there are either two or infinitely many closed
characteristics (for a generic contact-type hypersur-
face diffeomorphic to S3), by using the already
mentioned theorem by Franks on periodic points of

area-preserving homeomorphisms of the disk. Prov-
ing an analogous result for n � 3 is an intriguing
open problem.

See also: Contact Manifolds; Floer Homology;
Hamilton–Jacobi Equations and Dynamical Systems:
Variational Aspects; Image Processing: Mathematics;
Inequalities in Sobolev Spaces; Leray–Schauder Theory
and Mapping Degree; Ljusternik–Schnirelman Theory;
Saddle Point Problems.
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Introduction

Mirror symmetry was discovered in the late 1980s
by physicists studying superconformal field theories
(SCFTs). One way to produce SCFTs is from closed
string theory; in the Riemannian (rather than
Lorentzian) theory the string’s world line gives a
map of a Riemannian 2-manifold into the target
with an action which is conformally invariant, so
the 2-manifold can be thought of as a Riemann

surface with a complex structure. Making sense of
the infinities in the quantum theory (supersymmetry
and anomaly cancelation) forces the target to be
10-dimensional – Minkowski space times by a
6-manifold X – and X to be (to first order) Ricci
flat and so to have holonomy in SU(3). That is X is a
Calabi–Yau 3-fold (X, �,!). So SCFTs come from 
-
models (mapping Riemann surfaces into Calabi–Yau
3-folds) but, it turns out, in two different ways – the
A-model and the B-model. Deformations of the SCFT
and either 
-model are isomorphic, so over an open set
the two coincide. Thus, it was natural to conjecture
that almost all of the relevant SCFTs came from
geometry – from an A or B 
-model. In particular,
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the A-model of a Calabi–Yau X should, therefore,
give the same SCFT as the B-model on another
Calabi–Yau X̌. It turns out then that the A-model
on X̌ should also be isomorphic to the B-model on
X; thus, mirror symmetry should give an involution
on a Calabi–Yau 3-folds. (The full picture is
slightly more complicated – it involves large
complex structure limits, multiple mirrors and
flops.) By studying the SCFTs, Greene and Plesser
predicted the mirror of the simplest Calabi–Yau
3-fold, the quintic in P4, and mirror symmetry
was born.

Topological observables, that is, certain path
integrals over the space of all maps, can be
calculated by the semiclassical approximation as
integrals over the space of classical minima – (anti)
holomorphic curves in the Calabi–Yau (these mini-
mize volume in a fixed homology class). From the
zero homology class we get the constant maps –
points in X – and so integrals over X. In some cases,
by Poincaré duality, these can be thought of as
intersections of cycles; we think of the string world
sheet lying at a point of intersection. When the
world sheet has a nontrivial homology class, it
allows more general ‘‘intersections’’ where the cycles
need not intersect but are connected by a
holomorphic curve, giving a perturbation of the
usual intersection product on cohomology called
quantum cohomology. Namely, there is a contri-
bution (a.�)(b.�)(c.�)e

R
�
! to the quantum triple

product a.b.c of three 4-cycles a, b, c 2 H1, 1 ffi H2 ffi
H4 from each holomorphic curve � (of genus 0, in
the 0-loop approximation to the physics) in X of
area

R
� ! (where ! is the Kähler form). The

A-model correlation functions can be determined
from these data; the B-model computation involves
no such quantum correction and can be computed
purely in terms of integrals over cycles (‘‘periods’’)
and their derivatives (discussed in the next section).
So it is in some sense easier and, in a historic tour-
de-force, was calculated by Candelas et al. (1991)
for the Greene–Plesser mirror of the quintic.
Comparing with the A-model computation on
the quintic gave remarkable predictions about the
number of holomorphic rational curves on the
quintic. These were way beyond mathematical
capabilities at the time, and sparked enormous
mathematical interest. The predictions (and more)
have now been proved to be true by Givental and
Lian–Liu–Yau, while mirror symmetry has begun to
be understood geometrically. But, in some sense,
the mathematical reason for the relationship
between the Yukawa couplings and the quantum
cohomology of the mirror is still a little mysterious;
it is the hardest part of mirror symmetry to see in the

geometry, yet for the physics it was the easiest and the
first prediction.

We survey, nonchronologically, some of the
geometry of mirror symmetry as it is now under-
stood, mainly in dimension n = 3. For the many
topics omitted, the reader should consult the Further
Reading section.

The Geometric Setup

A Calabi-Yau 3-fold (X, �,!) is a Kähler manifold
(X,!) with a holomorphic trivialization � of its
canonical bundle

KX ¼ �3
CT�X

(i.e., a nowhere-vanishing holomorphic volume form,
locally dz1 ^ dz2 ^ dz3), and b1(X) = 0. It follows that
the Hodge numbers h0, 2, h0, 1 vanish, and so
H2(X, C) = H1, 1 and H3(X, R) ffi H2, 1þH3, 0. By
Yau’s theorem the Kähler metric can be changed
within its H2(X, R) cohomology class to a unique
Ricci-flat Kähler metric; equivalently, � is parallel, so
the induced metric on KX is flat. Roughly speaking,
mirror symmetry swaps the symplectic or Kähler
structure ! on X with the complex structure (encoded
in �, up to scaling by C�) on the (conjectural) mirror
X̌. Kähler deformations are unobstructed, forming an
open set KX in H2(X, R). Its closure KX is sometimes
extended by adding the Kähler cones of all birational
models of X to give Kawamata’s movable cone. This is
because the work of Aspinwall, Greene, Morrison, and
Witten suggested that all birational models of X are
indistinguishable in string theory and so are all mirrors
of X̌, corresponding to a different choice of (1, 1)-form
!which is a Kähler form on one model only.KX is also
complexified by including in the A-model data any
‘‘B-field’’ B 2 H2(X, R=Z), and divided by holo-
morphic automorphisms of X, to give a moduli space
of complex dimension h1, 1(X). Deformations of
complex structure are also unobstructed by the
nontrivial Bogomolov–Tian–Todorov theorem; thus,
they form a smooth space with tangent space

H1ðT �XÞ�!y �

’
H1ð�2T� �XÞ ¼ H2;1ð�XÞ

(Given a deformation of complex structure, the
above isomorphism takes the H2, 1-component of the
derivative of the (3, 0)-form �.) So, for the moduli
spaces to match up, we get the first and simplest
prediction of mirror symmetry:

h1;1ðXÞ ¼ h2;1ð�XÞ and h2;1ðXÞ ¼ h1;1ð�XÞ ½1�

This is where mirror symmetry gets its name, the
above relation making the Hodge diamonds of X
and X̌ mirror images of each other.
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As the complexified Kähler cone is a tube
domain, it has natural partial complex compactifi-
cations (due to Looijenga, and suggested in the
context of mirror symmetry by Morrison (1993)).
The simplest case is where we ignore the movable
cone and automorphisms and assume that there is
an integral basis e1, . . . ,en of both KX and
H2(X, Z)=torsion. The complexified Kahler moduli
space is then

KC
X :¼ H2ðX;RÞ=H2ðX;ZÞ þ iKX ¼ fBþ i!g

with natural coordinates xi, yi � 0 pulled back from
the first and second factors, respectively, induced by
the ei. xi is multivalued with integer periods, so

zi ¼ expð2�iðxi þ iyiÞÞ ½2�

is a well-defined holomorphic coordinate, giving an
isomorphism to the product of n punctured unit
disks in C:

KC
X ffi ð��Þ

n ¼ fðziÞ : 0 < jzij � 1g 	 ðC�Þn

The compactification �n comes from adding in the
origins in the disks, which we reach by going to
infinity (in various directions) in KC

X. We call the
point (0, . . . ,0) 2 �n the large Kahler limit point
(LKLP) in this case. Moving along the ray generated
by

P
kiei 2 KX, ki � 0, complexifies in the holo-

morphic structure [2] to give the analytic curve

z
kj

i ¼ zki

j ; 8i; j ½3�

in KC
X. For ki 2 Q 8i, this extends to a complete

curve in the compactification. Without loss of
generality, we can assume that ki are integers with
no common factor; then the link of the curve winds
around the LKLP (0, . . . ,0) 2 �n with winding
number

ðk1; . . . ; knÞ 2 �1ðH2ðX;RÞ=H2ðX;ZÞ þ iKXÞ
¼ H2ðX;ZÞ ¼ Z:e1 
 � � � 
Z:en

This is because multiplying the ray R.�kiei 2 KX

by i gives the direction R.�kiei in the space
H2(X, R)=H2(X, Z) of B-fields, with the given
winding number. For ki not rational we get an
analytic mess; the direction in the space of B-fields
does not close up to give a circle.

There is no obvious mirror to these rays since we
consider � only up to scale. So, mirror symmetry
predicts an isomorphism between KC

X and the
moduli space MX̌ of complex structures on X̌, and
a distinguished limit in MX̌, the large complex
structure limit point (LCLP), the mirror of the LKLP
(0, . . . ,0) 2 �n above. Morrison has given a rigorous
definition of LCLPs and the canonical coordinates

on MX̌ dual to the zi on KC
X; see the section

Monodromy around the LCLP. The holomorphic
curves in (�)n described above, corresponding to
rational rays of Kähler forms, give degenerations of
(the complex structure on) X̌ to the LCLP whose
monodromy is discussed in this article (see ‘‘Lagran-
gian Torus Fibrations’’).

LCLPs play a vital role in mirror symmetry; in
fact, mirror symmetry is really a statement about
LCLPs and families of Calabi–Yau manifolds near
LCLPs. Most predictions only really hold near or at
the LCLP, and the complex structure moduli space
only looks like �n near the LCLP. For instance,
manifolds can have many LCLPs and accordingly
many mirrors. This also explains one obvious
paradox – that rigid Calabi–Yau manifolds, those
with no complex structure deformations, h2, 1 = 0,
and so no LCLP, can have no mirror, since a Kähler
(or symplectic) manifold has h2 = h1, 1 6¼ 0.

The first predicted refinement of [1] is, as
discussed in the introduction, that the variation of
Hodge structure (VHS) on X̌ should be describable
in terms of Gromov–Witten invariants of X. Here
VHS is governed by how the ray C.�t = H3, 0(X̌t)
sits inside H3(X̌t, C) as the complex structure on X̌t

varies, parametrized by t 2 MX̌. By Poincaré
duality, it is sufficient to know how �t pairs with
H3(X̌), that is, to compute the period integralsZ

Ai

�t; i ¼ 1; . . . ; 2k ¼ 2h2;1 þ 2

where Ai form a basis of H3(X̌, Z). (In fact we can
choose the Ai to be a symplectic basis, Ai.Aj = 	iþk, j,
and then knowledge of only the periods of the first k
Ai suffices, locally in moduli space.) These periods
determine �t and so the Yukawa coupling

H1ðT �XtÞ�3![ H3ð�3T �XtÞ �!
y ��2

t
H3ðK�Xt

Þ ffi C ½4�

On X, we get the cubic form on H2(X) described
earlier in terms of numbers of rational curves in X.
These numbers are in fact independent of the
almost-complex structure on X (as long as it is
compatible with the symplectic form !), and, there-
fore, give the symplectic invariants of Gromov
and Witten. The cubic form depends on !=!t

as it moves in KXt
(or in KC

Xt
, replacing !t by

�i(Bt þ i!t)). Under the predicted local isomorphism
KC

X ffiMX̌ near the LKLP and LCLP, the equality of
these cubic forms gives the predictions of number of
rational curves in X mentioned in the introduction.
This has been carried out, and the predictions
checked rigorously, in quite some generality, for
instance for mirror pairs produced by Batyrev’s toric
methods.
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There is, of course, a flat connection, the Gauss–
Manin connection on the bundle over MX̌ with
fiber H3(X̌t, C) over t 2MX̌, given by the local
system H3(X̌t, Z) 	 H3(X̌t, C). As mirror to this,
Dubrovin has shown how to put a flat connection
on the bundles with fibers H2(Xt) and Hev(Xt) using
Gromov–Witten invariants.

Homological Mirror Symmetry

Building on the work of Witten, Kontsevich (1995)
proposed a remarkable conjecture that purported to
explain mirror symmetry, all the more surprising
because it appeared to have little to do with what
was thought to be mirror symmetry at the time. The
conjecture is now reasonably well understood, while
the link to Gromov–Witten invariants and Yukawa
couplings is more mysterious, although it is known
how both data should be encoded in the conjecture.

Kontsevich proposed that mirror symmetry should
be explained by a (noncanonical) equivalence of
triangulated categories between the derived Fukaya
category DF (X) of (X,!) and the bounded derived
category of coherent sheaves Db(X̌) on its mirror X̌.
This second category consists of chain complexes of
holomorphic bundles, with quasi-isomorphisms
(maps of chain complexes which induce isomorph-
isms on cohomology) formally inverted, that
is, decreed to be isomorphisms. For zero B-field
the first category should be constructed from
Lagrangian submanifolds L 	 X carrying flat uni-
tary connections A. That is, L is middle- (three-)
dimensional, and

!jL � 0; FA ¼ 0

For B 6¼ 0, this needs modifying to FA þ 2�iB.id = 0
(so, in particular, we require that L satisfies
[BjL] = 0 2 H2(L, R=Z)). There are also various
technical conditions such as the choice of a relative
spin structure, the Maslov class of L must vanish
(i.e., the map (�jL=volL) : L ! C� has winding
number zero) and we pick a grading on L
(a choice of logarithm of this map). Morphisms are
defined by Floer cohomology HF� of Lagrangian
submanifolds; roughly speaking, this assigns a vector
space to each intersection point (the homomorph-
isms between the fibers of the two unitary bundles
carried by the Lagrangians at this point), made into
a chain complex by a certain counting of holo-
morphic disks between intersection points. In-depth
work by Fukaya–Oh–Ohta–Ono shows that this
gives the structure of an A1-category which can
then be ‘‘derived’’ into a triangulated category in a
formal way by taking ‘‘twisted cochains.’’ The

construction is still very technical and difficult to
calculate with, but the key points are that we get a
category depending only on the symplectic structure,
that certain ‘‘unobstructed’’ Lagrangian submani-
folds give objects of this category, and that
Hamiltonian isotopic unobstructed Lagrangian sub-
manifolds give isomorphic objects.

Since the introduction of D-branes there is a
physical interpretation of this conjecture in terms of
open string theory; the objects of the two categories
are boundary conditions for open strings, and
morphisms correspond to strings beginning on one
object and ending on the other. So, for instance,
intersections of Lagrangians give morphisms corre-
sponding to constant strings at the intersection
point, while the Floer differential gives instanton
tunneling corrections.

One paradox this formulation immediately sheds
light on concerns automorphisms on both sides of
mirror symmetry. While symplectomorphisms of
(X,!) are abundant, there are few holomorphic
automorphisms of a Calabi–Yau X̌. The former
induce autoequivalences of DF (X); Kontsevich’s
suggestion is that as a mirror to this there should
be an autoequivalence of Db(X̌); this need not be
induced by an automorphism of X̌. Motivated by
this, groups of autoequivalences of derived cate-
gories of sheaves of Calabi–Yau manifolds have
now been found that were predicted by mirror
symmetry; a few are mentioned below. Thus,
homological mirror symmetry suggests that an
SCFT is equivalent to a triangulated category,
and the ambiguities in geometrizing an SCFT
(finding a Calabi–Yau of which it is a �-model)
are seen in the category – not all automorphisms
come from an automorphism of a Calabi–Yau
(e.g., Calabi–Yau manifolds X̌ with equivalent
derived categories give multiple mirrors to X),
and not all appropriate categories need even come
from a Calabi–Yau. Supporting this suggestion,
Bondal–Orlov and Bridgeland have shown that
indeed birational Calabi–Yau manifolds X̌ have
equivalent derived categories.

Finally, Kontsevich explained how deformation
theory of the categories should involve derived
morphisms on the product from the diagonal
(thought of as a Lagrangian in the A-model, its
structure sheaf as a coherent sheaf in the B-model)
to itself, giving quantum cohomology in the
A-model and Hodge structure in the B-model. For
instance, the holomorphic disks used to compute the
Floer cohomology of the diagonal on the product
X
X give holomorphic rational curves on X. So,
one should be able to see some parts of ‘‘classical’’
mirror symmetry.
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Below, as we describe more of the geometry of
mirror symmetry that has emerged since Kontse-
vich’s conjecture, we will mention at each stage how
his conjecture fits in with it.

The Strominger–Yau–Zaslow Conjecture

To recover more geometry from Kontsevich’s con-
jecture, there are some obvious objects of Db(X̌)
that reflect the geometry of X̌ – the structure sheaves
Op of points p 2 X̌. Calculating their self-Homs,
Ext�(Op,Op) ffi ��TpX̌ ffi ��C3 ffi H�(T3, C), shows
that if they are mirror to Lagrangians L in X (with
flat connections A on them) then we must have

HF�ððL;AÞ; ðL;AÞÞ ffi H�ðT3;CÞ

as graded vector spaces. Since the left-hand side is,
modulo instanton corrections, H�(L, C)
r, where r is
the rank of the bundle carried by L, this suggests
that the mirror should be L ffi T3 with a flat U(1)
connection A over it. There are reasons why the
Floer cohomology of such an object should not be
quantum corrected, and so be isomorphic to
Ext�(Op,Op).

For any Lagrangian L, the symplectic form gives
an isomorphism between T�L and its normal bundle
NL; thus, Lagrangian tori have trivial normal
bundles, and locally one can fiber X by them.
Thus, one might hope that X is fibered by
Lagrangian tori, and the mirror X̌ is (at least over
the locus of smooth tori) the dual fibration. This is
because the set of flat U(1) connections on a torus is
naturally the dual torus.

This is the kind of philosophy that led to
the Strominger–Yau–Zaslow (SYZ) conjecture
(Strominger et al. 1996), although Strominger et al.
were working with physical D-branes, and not
Kontsevich’s conjecture. Therefore, their D-branes
are not the ‘‘topological D-branes’’ of Kontsevich,
but those minimizing some action. That is, instead
of holomorphic bundles in the B-model, we deal
with bundles with a compatible connection
satisfying an elliptic partial differential equation
(PDE) (e.g., the Hermitian–Yang–Mills equations
(HYM), or some perturbation thereof); instead of
Lagrangian submanifolds up to Hamiltonian isotopy
in the A-model, we consider special Lagrangians
(sLags) (see eqn [5]). The SYZ conjecture is that a
Calabi–Yau X should admit a sLag torus fibration,
and that the mirror X̌ should admit a fibration
which is dual, in some sense.

A sLag is a Lagrangian submanifold of a Calabi–
Yau manifold X satisfying the further equation that
the unit norm complex function (phase)

�jL
volL

¼ ei� ¼ constant ½5�

(So, sLags have Maslov class zero, in particular.)
This equation uses the complex structure on X as
well as the symplectic structure, and the resulting
Ricci-flat metric of Yau, to define a metric on L and
so its Riemannian volume form volL. SLags are
calibrated by Re(e�i��) and so minimize volume in
their homology class. This is similar to the HYM
equations on the mirror X̌, which are defined on
holomorphic bundles on the complex manifold X̌
via a Kähler form !, and minimize the Yang–Mills
action. The Donaldson–Uhlenbeck–Yau theorem
states that for holomorphic bundles that are
polystable (defined using [!], this is true for the
generic bundle), there is a unique compatible
HYM connection. Thus, modulo stability, HYM
connections are in one-to-one correspondence with
holomorphic bundles. A similar correspondence is
conjectured, and proved in some special cases, by
Thomas and Yau, for (special) Lagrangians: that
modulo issues of stability (which can be formulated
precisely), sLags are in one-to-one correspondence
with Lagrangian submanifolds up to Hamiltonian
isotopy. That is, there should be a unique sLag in
the Hamiltonian isotopy class of a Lagrangian if and
only if it is stable. Currently, only the uniqueness
part of this conjecture has been worked out, but, in
principle at least, we do not lose much by consider-
ing only Lagrangian torus fibrations.

The SYZ conjecture is thought to hold only near
the LCLPs and LKLPs of X and X̌; away from these,
the sLag fibers may start to cross. According to Joyce,
the discriminant locus of the fibration on X is
expected to be a codimension one ribbon graph in a
base S3 near the limit points, while the discriminant
locus of the dual fibration X̌ may be different – that
is, the smooth parts of the fibration and its dual are
compactified in different ways. In the limit of moving
to the limit points, however, both discriminant loci
shrink onto the same codimension-two graph. In this
limit, the fibers shrink to zero size, so that X (with its
Ricci-flat metric) tends, in the Gromov–Hausdorff
sense, to its base S3 (with a singular metric). This
formal picture has been made precise in two
dimensions, for K3-surfaces, by Gross and Wilson.
The limiting picture suggests that if we are only
interested in topological or Lagrangian torus fibra-
tions then we might hope for codimension-two
discriminant loci, and such fibrations might make
sense well away from limit points. Gross and Ruan
carry this out in examples such as the quintic and its
mirror, and makes sense of dualizing the fibration by
dualizing monodromy around the discriminant locus
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and specifying a canonical compactification over the
discriminant locus. This gives the correct topology for
toric varieties and their mirrors, and flips the Hodge
numbers [1], for instance. Approaching the LCLP in
a different way (in the example of eqn [3] this
corresponds to altering the rational numbers ki) can
give a different graph and different fibration on X;
the dual fibration can then be a topologically
different manifold, giving a different birational
model of the mirror X̌.

We focus only on Lagrangian fibrations, as they
are better behaved and understood. We can expect
them to be C1 fibrations with codimension-two
discriminant loci, for instance. Below we see how
to put a complex structure on the smooth part
of the fibration, but extending this over the
compactification is much harder and will involve
‘‘instanton corrections’’ coming from holomorphic
disks. Fukaya (2005) has beautiful conjectures about
this that will explain a great deal more of mirror
symmetry, but they will not be discussed here.

Lagrangian Torus Fibrations

If (X2n,!)
�! Bn is a smooth Lagrangian fibration

with compact fibers, then the fibration is naturally
an affine bundle of torus groups (i.e., a bundle of
groups once we pick a Lagrangian 0-section – an
identity in each fiber), and the base B inherits a
natural integral affine structure: it looks like a
vector space V with an integral structure V ffi ��Z

R up to translation by elements of V. This is the
classical theory of action-angle variables. T�bB acts
on the fiber Xb = ��1(b): by pullback and contrac-
tion with the symplectic form, � 2 T�bB gives a
vector field � tangent to Xb, and the time-one flow
along � gives the action. By compactness and
smoothness of Xb the kernel is a full-rank lattice
�b 	 T�bB, giving the isomorphism

Xb ffi T�bB=�b

We define the integral affine structure on B by
specifying the integral affine functions f (up to
translation) to be those whose time-one flow along
df is the identity (i.e., on the universal cover the time-
one flow is to a section of the bundle of lattices �).

The situation that concerns us is where B is a
3-manifold �B (usually S3) minus a graph; then the
monodromy around the graph preserves the integral
affine structure:

�1ðBÞ ! R3
o GLð3;ZÞ ½6�

A great deal of mirror symmetry can be seen from
just this knowledge of the smooth locus of the

fibration; in particular, Gross (1998) has shown
how mild assumptions about the compactification
(with singular fibers over �BnB) are enough to
determine much of the topology of X. The dual
fibration �̌ should have the monodromy dual to [6],
and he shows how this implies the switching of the
Hodge numbers [1] by the Leray spectral sequence;
the rough idea being the obvious isomorphism

Ri��R ffi �iTB ffi �3�iT�B ffi R3�i ���R

induced by a trivialization of �3TB. That is, morally
speaking, the flipping of Betti numbers arises by
representing cycles by those with linear intersection
with the fibers, and replacing this linear space by its
annihilator in the dual torus. This also agrees with
the equivalence taking Lagrangians to coherent
sheaves described in the next section.

The dual fibration �̌ has a natural complex
structure; here the affine structure is essential, as in
general a tangent bundle TB only has a natural
almost complex structure along its 0-section. Since,
up to translation, locally B ffi V is a vector space,
TB ffi V 
 V ffi V �R C has a natural complex
structure which descends to

�� : �X ¼ TB=�� ! B ½7�

Gross suggests that the B-field on X should lie in the
piece

H1ðR1��R=ZÞ ¼ H1ðTB=��Þ

of the Leray spectral sequence converging to
H2( X, R=Z). That is, it is represented by a Čech
cocycle e on overlaps of an open cover of B with
values in the dual bundle of groups TB=��. Using
this to twist [7] and re-glue it via transition
functions translated by e, we get a new complex
manifold (e is locally constant, so translation by e is
holomorphic) which we consider as mirror to X
with complexified form Bþ i!. In this way, Gross
manages to match up complexified symplectic
deformations of X with complex structures on X̌.

The 2-Torus

Mirror symmetry is nontrivial even for the simplest
Calabi–Yau – the 2-torus. This can be written as an
SYZ fibration T2 �!B = S1, and write B as R=a Z
with its standard integral affine structure induced by
Z 	 R. This trivializes T�B = B
 R and the lattice �
in it as B
Z 	 B
 R. So as a symplectic manifold,

T2 ¼ T�S1

�
¼ ½0; a� 
 ½0; 1�
ð0; pÞ � ða; pÞ; ðq; 0Þ � ðq; 1Þ ½8�
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with symplectic coordinates (q, p) in which the
symplectic form is != dp ^ dq (so

R
T2 != a). Again,

the B-field, b 2 H1(R1��R=Z) = H2(T2, R=Z), is in
H1 of the locally constant sections of the dual
fibration.

In our trivialization B ffi R=aZ, �� 	 TB is also
standard: B
Z 	 B
 R, so the mirror has the
same description as in [8] in which the complex
structure is standard: J@p = @q. That is, pþ iq gives a
local holomorphic coordinate.

For nonzero B-field b 6¼ 0, twisting the dual
fibration by b gives

T2 ¼ T�S1

�
¼ ½0; a� 
 ½0; 1�
ð0; pÞ � ða; bþ pÞ; ðq; 0Þ � ðq; 1Þ ½9�

again with holomorphic structure given by pþ iq and
SYZ fibration �̌ being projection onto q. So, as a
complex manifold the mirror is C divided by the lattice

� ¼ h1;bþ iai

Changing b to bþ 1 does not alter this lattice,
so the construction is well defined for b 2 R=Z ffi
H1(R1��R=Z), and we have the standard description
of an elliptic curve via its period point 
 = bþ ia in
the upper half plane (as a > 0). Mirror symmetry
has indeed swapped the complexified symplectic
parameter bþ ia =

R
T2 (bþ i!) for the complex

structure modulus 
 = bþ ia. SL(2, Z) acts on both
sides (in the standard way on 
 , and as symplecto-
morphisms modulo those isotopic to the identity on
the A-side) permuting the choices of SYZ fibration.
We note that in this case the fibrations are special
Lagrangians in the flat metric, with no singular
fibers.

Polishchuk and Zaslow have worked out in detail
how Kontsevich’s conjecture works in this case.
The general picture for any torus fibration is an
extension of the fiberwise duality that led to SYZ.
Namely, Lagrangian multisections L of the
fibration, of degree r over the base, give r points
on each fiber, and so r flat U(1) connections on the
dual fiber. The resulting U(1)
r connections can be
glued together and twisted by the flat connection on
L, to give a rank-r vector bundle with connection on
the mirror. Arinkin and Polishchuk show that
in general the Lagrangian condition implies the
integrability condition F0, 2 = 0 of the resulting
connection, giving a holomorphic structure on the
bundle. Leung–Yau–Zaslow show that the special
Lagrangian condition gives a perturbation of the
HYM equations on the connection. Branching of
sections has been dealt with by Fukaya, and requires
instanton corrections from holomorphic disks.
Other Lagrangians with linear intersection with the

fibers can be dealt with similarly. T2 is simpler
because all Lagrangians with vanishing Maslov class
can be isotoped into straight lines (i.e., sLags in the
flat metric) with no branching. The upshot is that
the slope of the sLag over the base corresponds to
the slope (

R
T2 c1=rank) 2 [�1,1] of the mirror

sheaf.

The Large Complex Structure Limit

The LKLP for T2 is clearly lim a!1. On the
mirror then, the LCLP is at 
 = bþ ia ! bþ i1,
the nodal torus compactifying the moduli of elliptic
curves. Metrically, however, in the (Ricci-) flat
metric, things look different; if we rescale to have
fixed diameter, the torus collapses to the base of its
SYZ fibration, and all of its fibers contract. This is
an important general feature of the difference
between complex and metric descriptions of
LCLPs; see the description of the quintic in the
next section.

We note that, as in the compactifications
discussed in an earlier section, the monodromy
around this LCLP is given by rotating the B-field:
b 7! bþ 1. This gives back the same elliptic curve,
but after a monodromy diffeomorphism T, which,
from [9], is seen to be

T : q 7! q; p 7! pþ q=a

On H1(T2) = Z[fiber] 
Z[section] this acts as

T� ¼
1 1
0 1

� �
½10�

This is called a Dehn twist. Picking the 0-section
O = {p = 0} in the mirror [9] when b = 0, this is
taken to the section

TðOÞ ¼ fp ¼ q=ag

and T is in fact the translation by this section T(O)
on T2, using the group structure on the fibers (now
we have chosen a 0-section). Again, Gross (1998)
has shown that this is a general feature of LCLPs.

If we pick a Kähler structure on this family of
complex tori, T turns out to be a symplectomorph-
ism. Importantly, its mirror is not a holomorphic
automorphism, but an equivalence of the derived
category of coherent sheaves. As above, the section
T(O) corresponds to a slope-one line bundle L
on the mirror, and the monodromy action
corresponds to

�L : Db ! Db ½11�

on the derived category. Again, this is a more
general feature of these LCLPs, with L such that
c1(L) equals the symplectic form which generated
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the ray along which the original LKLP was reached.
In general, the SYZ fiber is the invariant cycle under
T� [10], and, on the mirror, structure sheaves of
points are invariant under �L. On the cohomology
of T2, cupping with ch(L) = ec1(L) = 1þ c1(L) has the
same action [10] on Hev = Z(c1(L))
Z(1).

Notice we have used the choices of fibration and
0-section to produce the equivalence of triangulated
categories and to equate the monodromy actions.
Kontsevich’s conjectural equivalence is not canonical,
but is fixed by a choice of fibration and 0-section. In
turn, a fibration should be fixed by a choice of LCLP
or LKLP from the resulting collapse (in the Ricci-flat
metric) onto a half-dimensional Sn base. The choice of
0-section is then rather arbitrary (as monodromy
about the LCLP changes it) but determines the
equivalence of categories. Different choices of section
give different equivalences, differing, for instance, by
the monodromy transformation �L [11].

Another point of view is that a Lagrangian
fibration and 0-section determine a group structure
on the fibers and so on the Fukaya category
(translating Lagrangian multisections by multiplica-
tion on each fiber). This corresponds to a choice of
tensor product on the derived category of the
mirror; the identity for this product is then the
structure sheaf OX mirror to the 0-section, and an
ample line bundle is given by the action of the
monodromy transformation L = T(OX); T then
acts as �T(OX) [11]. Since X is determined by the
graded ringM

j�0

H0
XðLjÞ ¼

M
j�0

Hom�ðOX;T
jðOXÞÞ

one might also try to construct X purely from the
0-section O and LCLP monodromy on X̌, as

X ¼ Proj
M
j�0

HF�ðO;TjðOÞÞ

A problem is to show that 
j�0HF0(O, Tj(O)) is
finitely generated; a related problem is to show that, for
j� 0, the above Floer homologies vanish except
for �= 0.

We now turn to the quintic 3-folds, where we will
see how to identify the (homology classes of the)
0-section and fiber in general using Hodge theory.

The Quintic 3-Fold

The simplest Calabi–Yau 3-fold is given by the zeros
Q of a homogeneous quintic polynomial on P4, that
is, an anticanonical divisor of P4. By adjunction, this
has trivial canonical bundle, and so is Calabi–Yau.
By the Lefschetz hyperplane theorem, it has h1, 1 = 1,

so computing its Euler number to be e =�200, we
find that h2, 1 = 101 gives its number of complex
deformations. Alternatively, this can be seen by
showing that all such deformations are themselves
quintics, then dividing the 126-dimensional space of
quintic polynomials by the 25-dimensional GL
(5, C). Thus, its mirror has one complex structure
deformation and 101 Kähler classes.

Greene and Plesser prescribed the following
mirror. Take the special one-dimensional family of
Fermat quintics

Q� ¼
X4

i¼0

x5
i � �

Y4

i¼0

xi ¼ 0

( )
	 P4 ½12�

with the action of {(�0, . . . ,�4) 2 (Z=5)5 :Q
i �i = 1} ffi (Z=5)4 given by rescaling the xi by

fifth roots of unity. Dividing by the diagonal Z=5
projective stabilizer, we get a free (Z=5)3 action; the
mirror of the quintic is any crepant (K =O)
resolution of the quotient:

�Q� ¼
cQ�

ðZ=5Þ3

Different resolutions give different Kähler
cones whose union is the moveable cone; its complex-
ification is locally isomorphic to the complex
structure moduli space of Q. h1, 1(Q̌�) = 101 for any
crepant resolution, and h2, 1(Q̌�) = 1 corresponds
locally to the one complex structure deformation
[12]. In fact, for �5 = 1, multiplying x0 by � shows
that Q̌� ffi Q̌��, and �5 parametrizes the complex
structure moduli.

The LCLP is at �=1, that is, it is the quotient of
the union of hyperplanes

Q1 ¼
Y4

i¼0

xi ¼ 0

( )

¼ fx0 ¼ 0g [ � � � [ fx4 ¼ 0g ½13�

This is a union of toric varieties, each with a T3 action
inherited from the toric T4 action on P4. Much more
generally, Batyrev’s construction considers the
anticanonical divisors (and even more generally,
complete intersections) in toric varieties fibered over
the boundary of the moment polytope, and takes as
mirror the anticanonical divisor of the toric variety
associated to the dual polytope. However, most of the
geometry is visible in this quintic example.

Equation [13] is the analog of the nodal torus of
the last section, and we emphasize again that
metrically it looks nothing like this; the Ricci-flat
metric collapses the T3 toric fibers to the base S3 (with
a singular metric). General LCLPs look rather similar,
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with such ‘‘as bad as possible’’ normal crossing
singularities. Smoothing a local model (in x0 = 1)Q4

i = 1 xi = 0, we can see the tori in f
Q4

i = 1 xi = �g:

T3 ¼
�
jx1j ¼ 	1; jx2j ¼ 	2;

jx3j ¼ 	3; x4 ¼
�

x1x2x3

�
½14�

These are even Lagrangian in the standard symplec-
tic form on the local model, and fiber the smoothing
over the base {(	1, 	2, 	3)}. It turns out that,
metrically, these tori (which vanish into the normal
crossings singularity at the LCLP) actually form a
large part of the smooth Calabi–Yau. This
enlightens the apparent paradox between the SYZ
conjecture and the Batyrev construction, that is, why
a vertex of the original moment polytope (corre-
sponding to the deepest type of singularity
(0, 0, 0, 0) 2 {

Q4
i = 1 xi = 0}) can be replaced by the

dual three-dimensional face in the dual polytope.
This was first suggested by Leung and Vafa.

Gross and Siebert (2003) exploit this to extend SYZ
and Batyrev’s construction to nontoric LCLP Calabi-
Yau manifolds; it is only the local toric nature of the
normal crossing singularities of the LCLP that they
use. It seems possible that their construction will give
the mirrors of all Calabi–Yau manifolds with LCLPs.
Much of mirror symmetry should soon be reduced to
graphs (the discriminant locus of a Lagrangian torus
fibration) in spheres, and further graphs over which D-
branes (such as holomorphic curves) fiber, as in recent
conjectures of Kontsevich and Soibelman and Fukaya
(2005). It may soon be possible to write down a
triangulated category in terms of such data. The full
geometric story (involving Joyce’s description of sLag
fibrations, for instance) is still some way off, however;
we cannot even write down an explicit Ricci-flat
metric on a compact Calabi–Yau.

Monodromy around the LCLP

As well as the SYZ torus fiber [14] we can also see a
Lagrangian 0-section on the quintic and its mirror as a
component of the real locus of [12] for � > 5.
Remarkably, like the torus [14], this cycle was already
described and used by Candelas et al. (1991), long
before the relevance of torus fibrations was suspected.

Gross and Ruan have been able to describe the
quintic and its mirror (at least topologically or
symplectically) very explicitly as a simple torus
fibration over this S3 with a natural integral affine
structure and codimension-two graph discriminant
locus (see, e.g., Gross et al. (2003)).

Under monodromy about �=1, the 0-section is
moved to another section T(O), and T is given by

translation by T(O) using the group structure on the
fibers. This is the analog of the Dehn twist [10], and
one can choose a basis of H3(Q̌) (with first element
the invariant cycle, the T3-fiber, second element
a cycle fibered over a curve in S3, third fibered over
a surface, and last the 0-section itself) such that

T� ¼

1 1 � �
0 1 � �
0 0 1 �
0 0 0 1

0
BB@

1
CCA ½15�

Like the Dehn twist [10], it turns out that T� is
maximally unipotent; that is, we have in n-dimensions,

ðT� � 1Þnþ1 ¼ 0 but ðT� � 1Þn 6¼ 0

Again, this is a general feature of LCLPs as formulated
by Morrison (1993) as part of the definition.

This should be compared with the Lefschetz
operator L = [ ! on the cohomology of the mirror,
which also satisfies Ln 6¼ 0, Lnþ1 = 0 (or, more
relevantly, exp (L), which satisfies (eL � 1)n 6¼ 0,
(eL � 1)nþ1 = 0). Their similarity was noticed by the
Griffiths school working on VHS in the late 1960s!
Now we know that for Calabi–Yau manifolds at an
LCLP dual to an LKLP along a ray != c1(L) on the
mirror, they should be considered mirror operators
(up to some factors of the Todd class of the
underlying Calabi–Yau, to do with the relationship
between the Chern character e! of the line bundle L
(see [11]) and the Riemann–Roch formula).

Both, by linear algebra of the nilpotent operator
N = log T�=

Pn
k = 1 (T� � 1)k, induce a natural

filtration W� : 0 �W0 � � � � �W2n = H on the coho-
mology on which they operate (which is H = Hn for
N = log T� and H = Hev for N = L = [ !):

0 � imðNnÞ � imðNn�1Þ \ kerðNÞ � � � �
� kerðNn�1Þ þ imðNÞ � kerðNnÞ � H

½16�

For a discussion of the construction of this mono-
dromy weight filtration, the reader is referred to the
further reading section. It plays a key role in studying
degenerations of varieties and Hodge structures, in this
case as we approach the LCLP. It is a beautiful result of
Gross that this filtration coincides with the Leray
filtration on Hn induced by the fibration. That is,
under Poincaré duality, the weight filtration on cycles
is by the minimal dimension (over all homologous
cycles) of the image in the base over which the cycle is
fibered. So, the first graded piece is spanned by the
invariant cycle, the T3 fiber, supported over a point,
and the last by the 0-section; cf. [15]. (Similarly on the
mirror, the filtration for the Lefschetz operator [e!

has first piece spanned by the cohomology class of a
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point, which is invariant under the monodromy action
�L of [11], etc.)

Letting 
0 be the class of a fiber and 
1 span
W2=W0 (which is one-dimensional) over the inte-
gers, then T�
1 = 
1 þ 
0. It follows that

q ¼ exp 2�i

R

1

�R

0

�

 !

is invariant under monodromy. This is the higher-
dimensional analog of the coordinate exp (2�i
) on
the moduli space of elliptic curves, where 
 is the
period point. It is this coordinate q that is mirror to
the coordinate Z

line

!

on the Kähler moduli space on the mirror quintic,
which allows one to compute the correspondence
between VHS and Gromov–Witten invariants men-
tioned in the introduction.

More generally, following Morrison (1993), one
can make a rigorous definition of an LCLP using
features noted above extended to the case of h2, 1 > 0
(see, e.g., Cox and Katz (1999). Roughly, the
upshot is that MX̌ (of dimension s = h2, 1(X̌)) should
be compactified with s divisors (Di)

s
i = 1 (parametriz-

ing singular varieties) forming a normal crossings
divisor meeting at the LCLP, with monodromies Ti

about them. There should be a unique (up to
multiples) integral cycle 
0 (our torus fiber) invariant
under all Ti, and cycles (
i)

s
i = 1 such that


i ¼
R

i

�R

0

�

is logarithmic at Di; that is 
i = (1=(2�i)) log (zi),
where zi is a local parameter for Di = {zi = 0}.

So, zi = exp (2�i
i) form local coordinates for
moduli space, mirror to the polydisk coordinates [2]
on KC

X. The direction of approach to the LKLP in that
section corresponds to the holomorphic curve z

kj

i = zki

j

[3] we take through the LCLP (zi = 0 8i), and the
monodromy

P
NiTi varies accordingly, but the

corresponding weight filtration W� remains constant
if ki 6¼ 08i, by a theorem of Cattani and Kaplan.

Morrison then requires that the (
i)
s
i = 0 should

form an integral basis for W2 = W3 (with 
0 a basis
of W0 = W1). Finally, part definition and part
conjecture, we should be able to make a choice
such that they satisfy the condition log Ti(
j) = 	ij
0.

Of course, as has been emphasized, Morrison’s
definition of an LCLP is really where the mathematics
and geometry of mirror symmetry begin, and should
have been the starting point of this article. But that
would have required appreciable knowledge of
abstract VHS that are best understood, in this context,
through the new geometry of Lagrangian torus
fibrations that mirror symmetry has inspired.

See also: AdS/CFT Correspondence; Calibrated
Geometry and Special Lagrangian Submanifolds;
Derived Categories; Fourier–Mukai Transform in String
Theory; Geometric Analysis and General Relativity;
Geometric Flows and the Penrose Inequality; Geometric
Measure Theory; Geometric Phases; Number Theory in
Physics; Riemann Surfaces; Several Complex Variables:
Compact Manifolds; Topological Gravity, Two-
Dimensional; Topological Sigma Models; WDVV
Equations and Frobenius Manifolds.
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The concept of a moduli space has been used by
mathematicians for nearly 150 years, although it was
not until the 1960s that Mumford (1965) gave precise
definitions of moduli spaces and methods for con-
structing them. The use of the word ‘‘moduli’’ in this
context goes back to Riemann in a paper of 1857, in
which he observed that an isomorphism class of
compact Riemann surfaces of genus g ‘‘hängt . . .
von 3g� 3 stetig veränderlichen Grössen ab, welche
die Moduln dieser Klasse genannt werden sollen.’’
The idea of moduli as parameters in some sense
measuring or describing the variation of geometric
objects has been of fundamental importance in
geometry ever since.

Moduli spaces arise naturally in classification
problems in geometry, particularly in algebraic
geometry (Mumford 1965, Newstead 1978, Popp
1977, Seshadri 1975, Sundaramanan 1980, Viehweg
1995). Algebraic geometry is, roughly speaking, the
study of solutions of systems of polynomial equa-
tions in many variables; the solutions to such a
system form an algebraic variety. A simple example
of an algebraic variety is a hypersurface, consisting
of the solutions to a single polynomial equation in
some number of variables. We can try to classify
hypersurfaces by their degree and their dimension;
these are ‘‘discrete invariants’’ for the classification
problem, but of course they do not determine
hypersurfaces completely, even if we regard two
hypersurfaces as equivalent when one is obtained
from the other after making a change of coordinates.
It is typical of classification problems in algebraic
geometry (and other areas of geometry) that there
are not enough discrete invariants to classify objects
sufficiently finely, and this is where the concept of a
moduli space arises.

In complex algebraic geometry, discrete invariants
often come from topology. For example, a non-
singular complex curve (i.e., a complex algebraic
variety which is a connected complex manifold of
dimension 1, in other words a Riemann surface)
which is projective (i.e., points have been added at
infinity to make it compact) is topologically just a
sphere with a number of handles attached to it; the

number of handles is called the genus of the curve
and is a discrete invariant. Nonsingular complex
projective curves (or equivalently compact Riemann
surfaces) are not classified completely by their genus
g; they are determined by g when regarded simply as
topological surfaces, but the genus does not deter-
mine their complex structure when g > 0.

A classification problem such as this one (the
classification of nonsingular complex projective
curves up to isomorphism, or, equivalently, compact
Riemann surfaces up to biholomorphism), can be
resolved into two basic steps.

Step 1 is to find as many discrete invariants as possible
(in the case of nonsingular complex projective
curves the only discrete invariant is the genus).

Step 2 is to fix the values of all the discrete invariants
and try to construct a ‘‘moduli space’’; that is, a
complex manifold (or an algebraic variety) whose
points correspond in a natural way to the
equivalence classes of the objects to be classified.

What is meant by ‘‘natural’’ here can be made
precise (as we shall see shortly) given suitable notions
of families of objects parametrized by base spaces and
of equivalence of families. A ‘‘fine moduli space’’ is
then a base space for a universal family of the objects
to be classified (any family is equivalent to the
pullback of the universal family along a unique map
into the moduli space). If no universal family exists
there may still be a ‘‘coarse moduli space’’ satisfying
slightly weaker conditions, which are nonetheless
strong enough to ensure that if a moduli space exists it
will be unique up to canonical isomorphism.

It is often the case that not even a coarse moduli
space will exist. Typically, particularly ‘‘bad’’ objects
must be left out of the classification in order for a
moduli space to exist. For example, a coarse moduli
space of nonsingular complex projective curves exists
(although to have a fine moduli space we must give the
curves some extra structure, such as a level structure),
but if we want to include singular curves (which is
often important so that we can understand how
nonsingular curves can degenerate to singular ones)
we must leave out the so-called ‘‘unstable curves’’ to
get a moduli space. However all nonsingular curves
are stable, so the moduli space of stable curves of genus
g is then a compactification of the moduli space of
nonsingular projective curves of genus g.

Moduli spaces are often constructed and studied as
orbit spaces for group actions (using Mumford’s
geometric invariant theory or more recently ideas due
to Kollár (1997) and Keel and Mori (1997); geometric
invariant theoretic quotients can also often be described

Moduli Spaces: An Introduction 449



naturally as symplectic reductions, and it is in this guise
that many moduli spaces in physics appear. Another
technique involves period maps, Torelli theorems and
variations of Hodge structures, initiated by Griffiths
(1984) and others. In the special case of moduli spaces
of compact Riemann surfaces, Teichmüller theory can
also be used (see e.g., Lehto (1987)).

Remark 1 Recall that a compact Riemann surface
(i.e., a compact complex manifold of complex dimen-
sion 1) can be thought of as a nonsingular complex
projective curve, in the sense that every compact
Riemann surface can be embedded in some
complex projective space

Pn¼ Cnþ1 � f0g=ðmultiplication by nonzero

complex scalars)

as the solution space of a set of homogeneous
polynomial equations. Moreover, two nonsingular
complex projective curves are biholomorphic if and
only if they are algebraically isomorphic. So, there is
a natural identification between the moduli space of
compact Riemann surfaces of genus g up to
biholomorphism and the moduli space of nonsingu-
lar complex projective curves up to isomorphism.

There are other situations where an ‘‘algebraic’’
moduli space can be naturally identified with the
corresponding ‘‘complex analytic’’ moduli space, but
this is not always the case. For example, if we
consider K3 surfaces (compact complex manifolds
of complex dimension 2 with first Betti number and
first Chern class both zero), we find that the moduli
space of all K3 surfaces has complex dimension 20,
whereas the moduli spaces of algebraic K3 surfaces
(which have one more discrete invariant, the degree,
to be fixed) are 19-dimensional.

This problem of algebraic moduli spaces versus
nonalgebraic ones is one reason why the question of
classifying n-folds (i.e., compact complex manifolds –
or, in the algebraic category, nonsingular projective
varieties – of dimension n) becomes much harder
when n > 1 than in the case n = 1 (which is the case of
compact Riemann surfaces or nonsingular projective
curves). Another difficulty is that families of n-folds
can be ‘‘blown up’’ along families of subvarieties to
produce ever more complicated families.

Remark 2 Recall that we blow up a complex
manifold X along a closed complex submanifold Y
by removing the submanifold Y from X and glueing
in the projective normal bundle of Y in its place. We
get a complex manifold ~X with a holomorphic
surjection � : ~X! X such that � is an isomorphism
over X� Y and if y 2 Y then ��1(y) is the complex
projective space associated to the normal space

TyX=TyY to Y in X at y. If X = Cnþ1 and Y = {0}
and we identify Pn with the set of one-dimensional
linear subspaces of Cnþ1, then

~X ¼ fðv;wÞ 2 Cnþ1 � Pn : v 2 wg

with �(v, w) = v.

Again this problem does not arise when n = 1,
because blowing up a 1-fold makes no difference unless
the 1-fold has singularities (in which case blowing up
may help to ‘‘resolve’’ the singularities; for example,
when we blow up the origin {0} in C2, then the singular
curve C in C2 defined by y2 = x3 þ x2 is tranformed
into a nonsingular curve ~C with the origin in C replaced
by two points, corresponding to the two complex
‘‘tangent directions’’ in C at 0).

Thus, the classification of n-folds when n > 1
requires a preliminary step before there is any hope
of carrying out the two steps described above.

Step 0 (the ‘‘minimal model programme’’ of Mori
(1987) and others): Instead of all the objects to be
classified, consider only specially ‘‘good’’ objects,
such that every object is obtained from one of these
specially good objects by a sequence of blow-ups
(or similar carefully prescribed operations).

How to carry out Mori’s minimal model program
is well understood for algebraic surfaces and 3-folds,
but in higher dimensions is incomplete as yet (Kollár
and Mori 1998). We shall ignore both step 0 and
step 1 from now on, and concentrate on step 2, the
construction of moduli spaces.

Ingredients of a Moduli Problem

Formally before posing a moduli problem, we need
to fix the category in which we are working; that is,
we need to specify what we mean by ‘‘space’’ and
‘‘map’’ in the description below. If, for example, we
are working in complex analytic geometry then we
might take ‘‘space’’ to mean a complex manifold (or
more generally we might allow singularities) and
take ‘‘map’’ to mean a complex analytic map,
whereas in algebraic geometry ‘‘space’’ might mean
an algebraic variety, or a scheme, or even a stack,
with ‘‘map’’ interpreted as a morphism of algebraic
varieties (or schemes, or stacks).

Once this is fixed, the ingredients of a moduli
problem are:

1. a set A of objects to be classified,
2. an equivalence relation � on A,
3. the concept of a family of objects in A with base

space S (or parametrized by S), and sometimes
4. the concept of equivalence of families.
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These ingredients must satisfy:

1. a family parametrized by a single point {p} is just
an object in A (and equivalence of objects is
equivalence of families over {p}) and

2. given a family X parametrized by a space S and a
map � : ~S! S, there is a family ��X parametrized
by ~S (the ‘‘pullback of X along �’’), with
pullback being functorial and preserving
equivalence.

In particular, for any family X parametrized by S
and any s 2 S, there is an object Xs given by pulling
back X along the inclusion of {s} in S. We think of
Xs as the object in the family X whose parameter is
the point s in the base space S.

Example 1 A family of compact Riemann surfaces
parametrized by a complex manifold S is a surjective
holomorphic map

� : T ! S

from a complex manifold T of (complex) dimen-
sion dim (T) = dim (S)þ 1 to S, such that � is
proper (i.e., the inverse image ��1(C) of any
compact subset C of S under � is compact) and
has maximal rank (i.e., its derivative is everywhere
surjective). Then ��1(s) is a compact Riemann
surface for each s 2 S, and is the object in the
family with parameter s.

The family defined by � is an algebraic family if
� is a morphism of nonsingular complex projective
varieties.

Example 2 A family of nonsingular complex
projective varieties parametrized by a nonsingular
complex variety S is a proper surjective morphism

� : T ! S

with T nonsingular and � having maximal rank. We
can also allow T and S to be singular, but then we
require an extra technical condition (that � must be
flat with reduced fibers).

In the above example, equivalence of families
�1 : T1 ! S1 and �2 : T2 ! S2 is given by isomorph-
isms f : T1 ! T2 and g : S1 ! S2 such that g � �1 =
�2 � f . Equivalence of families in the first example is
similar.

Definition 1 A ‘‘deformation’’ of a nonsingular
projective variety or compact complex manifold M
is given by a family � : T ! S together with an
isomorphism

��1ðs0Þ ffiM

for some s0 2 S.

Strictly speaking, the deformation is the germ at
s0 of such a �; that is, the restriction of � over any
open neighborhood of s0 in S determines the same
deformation of M as � does.

A study of deformations leads to information
about the local structure of moduli spaces. Let
� : X! S be a deformation of a compact complex
manifold M = ��1(s0) where s0 2 S. We can cover M
(thought of as a subset of X) with open subsets Wi

of X such that there exist isomorphisms

hi : Wi ! Ui � Vi

where Vi = �(Wi) is open in S and Ui = M \Wi is
open in M = ��1(s0) and the projection of hi onto Vi

is just � : Wi ! Vi. For each i 6¼ j, we then get a
holomorphic vector field �ij on Ui \Uj by differ-
entiating hi � h�1

j in the direction of any tangent
vector v 2 Ts0

S. These holomorphic vector fields
define a 1-cocycle in the tangent sheaf � of M. This
gives us the ‘‘Kodaira–Spencer map’’

�� : Ts0
S! H1ðM;�Þ

Theorem 1 (Kuranishi). If M is a compact com-
plex manifold, then it has a deformation � : X! S
with ��1(s0) = M such that

(i) the Kodaira–Spencer map �� : Ts0
S! H1(M, �)

is an isomorphism,
(ii) � has the local universal property for deforma-

tions (i.e., any deformation of M is locally the
pullback of � along a map f into S),

(iii) if H0(M, �) = 0, then the map f in (ii) is unique,
and

(iv) if H2(M, �) = 0, then S is nonsingular at s0 and
so dim S = dim H1(M, �).

This deformation � is called the ‘‘Kuranishi
deformation’’ of M (its germ at s0 is unique up to
isomorphism), and S is called the ‘‘Kuranishi space’’
of M.

Example 3 A family of holomorphic (or algebraic)
vector bundles over a compact Riemann surface (or
nonsingular complex projective curve) � is a vector
bundle over �� S where S is the base space (see e.g.,
Verdier and Le Potier (1985)). A deformation of a
vector bundle E0 over � is then given by a vector
bundle E over a product �� S together with an
isomorphism

Ej��fs0g ffi E0

for some s0 2 S (strictly speaking it is the germ at s0

of such a family of vector bundles).
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Fine and Coarse Moduli Spaces

For definiteness, except when it is specified other-
wise, let us consider moduli problems in algebraic
geometry with ‘‘space’’ meaning algebraic variety
(over some fixed field k which is usually C) and
‘‘map’’ meaning morphism of algebraic varieties.

Definition 2 A ‘‘fine moduli space’’ for a given
(algebro-geometric) moduli problem is an algebraic
variety M with a family U parametrized by M
having the following (universal) property: for every
family X parametrized by a base space S, there exists
a unique map � : S!M such that

X � ��U

U is then called a ‘‘universal family’’ for the given
moduli problem.

Many moduli problems have no fine moduli
space, but nonetheless there may be a moduli space
satisfying slightly weaker conditions, called a coarse
moduli space. If a fine moduli space does exist, it
will automatically satisfy the conditions to be a
coarse moduli space. Both fine and coarse moduli
spaces, when they exist, are unique up to canonical
isomorphism.

Definition 3 A ‘‘coarse moduli space’’ for a given
moduli problem is an algebraic variety M with a
bijection

	 : A=�!M

(where as before A is the set of objects to be
classified up to the equivalence relation �) from the
set A=� of equivalence classes in A to M such that:

(i) For every family X with base space S, the
composition of the given bijection 	 : A=�!M
with the function


X : S! A=�

which sends s 2 S to the equivalence class [Xs]
of the object Xs with parameter s in the family
X, is a morphism.

(ii) When N is any other variety with � : A=�!N
such that for each family X parametrized by a
base space S the composition � � 
X : S! N is a
morphism, then

� � 	�1 : M! N

is a morphism.

Remark 3 For some moduli problems, a family X
with base space S which is connected and of

dimension strictly greater than zero may exist such
that for some s0 2 S we have

(i) Xs � Xt for all s, t 2 S� {s0} and
(ii) Xs 6� Xs0

for all s 2 S� {s0}.

This is the ‘‘jump phenomenon,’’ and when it
occurs we cannot construct a moduli space including
the equivalence class of the object Xs0

. Typically, to
construct a moduli space, some objects (often called
‘‘unstable’’) must be left out because of the jump
phenomenon and we only get a moduli space of
‘‘stable’’ objects. This happens, for example, in the
construction of moduli spaces of complex projective
curves, if we want to include singular curves, or
moduli spaces of vector bundles.

Example 4 The Jacobian J(�) of a compact Rie-
mann surface � is a fine moduli space for holo-
morphic line bundles (i.e., vector bundles of rank 1)
of fixed degree over � up to isomorphism. As a
complex manifold

Jð�Þ ffi Cg=�

where g is the genus of � and � is a lattice of maximal
rank in Cg (in other words J(�) is a complex torus).
Since J(�) is also a complex projective variety, it is an
‘‘abelian variety.’’

More precisely, J(�) is the quotient of the
complex vector space H0(�, K�) of dimension g by
the lattice H1(�, Z) ffi Z2g. Here K� is the complex
cotangent bundle of � and H0(�, K�) is the space of
its holomorphic sections, that is, the space of
holomorphic differentials on �. If we choose a
basis !1, . . . ,!g of holomorphic differentials and a
standard basis �1, . . . , �2g for H1(�, Z) such that

�i:�iþg ¼ 1 ¼ ��iþg:�i

when 1 
 i 
 g and all other intersection pairings
�i.�j are zero, then we can associate to � the g� 2g
‘‘period matrix’’ P(�) given by integrating the
holomorphic differentials !i around the 1-cycles �j.
The Jacobian J(�) can then be identified with the
quotient of Cg by the lattice spanned by the columns
of this period matrix.

We can in fact always choose the basis !1, . . . ,!g

of holomorphic differentials so that the period
matrix P(�) is of the form

ðIg ZÞ

where Ig is the g� g identity matrix. This period
matrix is called a ‘‘normalized period matrix.’’ The
Riemann bilinear relations tell us that Z is sym-
metric and its imaginary part is positive definite.
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Example 5 The moduli space Ag of all abelian
varieties of dimension g was one of the first moduli
spaces to be constructed. We have

Ag ffi Hg=Spð2g; ZÞ

where Hg is Siegel’s upper half space, which consists
of the symmetric g� g complex matrices with
positive-definite imaginary part.

Example 6 One way to construct and study the
moduli space Mg of compact Riemann surfaces of
genus g is via the ‘‘Torelli map’’

� :Mg ! Ag

given by

� 7! Jð�Þ

Torelli’s theorem tells us that � is injective (cf.
Griffiths (1984)). Describing the image of Mg in Ag

is known as the Schottky problem.

We can calculate the dimension of the moduli
space Mg using Kuranishi theory as in the previous
section: we get

dimMg ¼ dim H1ð�;�Þ ¼ 3g� 3

for any compact Riemann surface � of genus g � 2.
In fact, if M is any compact complex manifold and
there exists a fine moduli space of complex mani-
folds diffeomorphic to M, then the moduli space is
locally isomorphic near [M] to the Kuranishi space
near s0. More often, there is only a coarse moduli
space (as in the case of Mg), and then the moduli
space is locally isomorphic near [M] to the quotient
of the Kuranishi space by the action of the group of
automorphisms of M.

For the Teichmüller approach to Mg (cf. Lehto
(1987)), we consider the space of all pairs consisting
of a compact Riemann surface of genus g and a basis
�1, . . . , �2g for H1(�, Z) as above such that

�i:�iþg ¼ 1 ¼ ��iþg:�i

if 1 
 i 
 g and all other intersection pairings �i.�j

are zero. If g � 2, this space (called Teichmüller
space) is naturally homeomorphic to an open ball in
C3g�3 (by a theorem of Bers). The mapping class
group �g (which consists of the diffeomorphisms of
the surface modulo isotopy) acts discretely on
Teichmüller space, and the quotient can be identi-
fied with the moduli space Mg. This gives us a
description of Mg as a complex analytic space, but
not as an algebraic variety.

To construct the moduli spaceMg as an algebraic
variety, we can use the fact that every compact
Riemann surface of genus g can be embedded

canonically as a curve of degree 6(g� 1) in a
projective space of dimension 5g� 6. The use of
the word ‘‘canonical’’ here is a rather poor pun; it
refers both to the canonical line bundle (or
cotangent bundle) of the Riemann surface, although
here ‘‘tricanonical’’ would be more accurate, and
also to the fact that no choices are involved, except
that a choice of basis is needed to identify the
projective space with the standard one P5g�6. This
enables us to identify Mg with the quotient of an
algebraic variety by the group PGL(nþ 1; C). How-
ever, here we do not have a discrete group action,
and to construct the quotient we must use Mum-
ford’s geometric invariant theory (see below), which
was developed in the 1960s in order to provide
algebraic constructions of this moduli space and
others.

In fact, geometric invariant theory also provides a
beautiful compactification of Mg known as the
Deligne–Mumford (1969) compactification �Mg.
This compactification is itself a moduli space: it is
the moduli space of (Deligne–Mumford) stable
curves, which are complex projective curves with
only nodal singularities and at most finitely many
automorphisms. �Mg is singular but in a relatively
mild way; it is the quotient of a nonsingular variety
by a finite group action.

The moduli space Mg, n of nonsingular complex
projective curves of genus g with n marked points
has a similar compactification �Mg, n which is the
moduli space of complex projective curves with n
marked nonsingular points and with only nodal
singularities and finitely many automorphisms.
Finiteness of the automorphism group of such a
curve � is equivalent to the requirement that any
irreducible component of genus 0 (respectively 1)
has at least 3 (respectively 1) special points, where
‘‘special’’ means either marked or singular in �.

The construction of Mg using the period matrices
of curves and the Torelli theorem leads to a different
compactification ~Mg of Mg known as the Satake
(or Satake–Baily–Borel) compactification. Like the
Deligne–Mumford compactification, ~Mg is a com-
plex projective variety, but the boundary of Mg in
~Mg has (complex) codimension 2 for g � 3 whereas

the boundary � of Mg in �Mg has codimension 1.
Each of the irreducible components �0, . . . , �[g=2] of
� is the closure of a locus of curves with exactly one
node (irreducible curves with one node in the case of
�0, and in the case of any other �i the union of two
nonsingular curves of genus i and g� i meeting at a
single point). The divisors �i meet transversely in
�Mg, and their intersections define a natural decom-

position of � into connected strata which parame-
trize stable curves of a fixed topological type.
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For a recent guide to many different aspects of the
moduli spacesMg, see Harris and Morrison (1998).

Example 7 Given any nonsingular complex pro-
jective variety X, we can study the moduli spaces of
maps from curves to X considered by Kontsevich.
Intersection theory on these moduli spaces leads to
Gromov–Witten theory and the quantum cohomol-
ogy of X, with many applications, for example, to
enumerative geometry (cf. Cox and Katz (1999),
Fulton and Pandharipande (1997), Dijkgraaf et al.
(1995)).

More precisely, if 2g� 2þ n > 0 then for any
� 2 H2(X; Z) there is a moduli space Mg, n(X, �) of
n-pointed nonsingular complex projective curves �
of genus g equipped with maps f : �! X satisfying
f�[�] = �. This moduli space has a compactification
�Mg, n(X, �) which classifies ‘‘stable maps’’ of type �

from n-pointed curves of genus g into X (Fulton
and Pandharipande 1997). Here, a map f : �! X
from an n-pointed complex projective curve �
satisfying f�[�] = � is called stable if � has only
nodal singularities and f : �! X has only finitely
many automorphisms, or equivalently every irre-
ducible component of � of genus 0 (respectively
genus 1) which is mapped to a single point in X by
f contains at least three (respectively 1) special
points. The forgetful map from Mg, n(X, �) to Mg, n

which sends [�, p1, . . . ,pn, f :�!X] to [�,p1, . . . ,pn]
extends to a forgetful map � : �Mg,n(X,�)! �Mg,n

which collapses components of � with genus 0 and
at most two special points.

Of course, when X is itself a single point,
Mg, n(X, �) and �Mg, n(X, �) are simply the moduli
spaces Mg, n and �Mg, n. In general �Mg, n(X, �) has
more serious singularities than �Mg, n and may indeed
have many different irreducible components with
different dimensions. In spite of this, �Mg, n(X, �) has
a ‘‘virtual fundamental class’’ [ �Mg, n(X, �)]vir lying in
the expected dimension

3g� 3þ nþ ð1� gÞ dim Xþ
Z
�

c1ðTXÞ

of �Mg, n(X, �). Gromov–Witten invariants (origin-
ally developed mainly in the case g = 0 when
�Mg, n(X, �) is more tractable, but now also studied

when g > 0) are obtained by evaluating cohomology
classes on �Mg, n(X,�) against this virtual funda-
mental class.

Moduli Spaces as Orbit Spaces

Example 8 As a simple example, let us consider the
moduli space of ‘‘hyperelliptic’’ curves of genus g.
By a hyperelliptic curve of genus g, we mean a

nonsingular complex projective curve C with a
double cover f : C! P1 branched over 2gþ 2 points
in the complex projective line P1.

Let S be the set of unordered sequences of 2gþ 2
distinct points in P1, which we can identify with an
open subset of the complex projective space P2gþ2 by
associating to an unordered sequence a1, . . . , a2gþ2 of
points in P1 the coefficients of the polynomial whose
roots are a1, . . . , a2gþ2. Then, it is not hard to
construct a family X of hyperelliptic curves of genus
g with base space S such that the curve parametrized
by a1, . . . , a2gþ2 is a double cover of P1 branched
over a1, . . . , a2gþ2. This family is not quite a universal
family, but it does have the following two properties.

(i) The hyperelliptic curves X s and X t parametrized
by elements s and t of the base space S are
isomorphic if and only if s and t lie in the same
orbit of the natural action of G = SL(2; C) on S.

(ii) (Local universal property) Any family of hyper-
elliptic curves of genus g is locally equivalent to
the pullback of X along a morphism to S.

These properties (i) and (ii) imply that a (coarse)
moduli space M exists if and only if there is an
‘‘orbit space’’ for the action of G on S (Newstead
1978). Here, by an orbit space we mean a
G-invariant morphism � : S!M such that every
other G-invariant morphism  : S!M factors
uniquely through �, and moreover ��1(m) is a single
G-orbit for each m 2M. (We can think of an orbit
space as the set of G-orbits endowed in a natural
way with the structure of an algebraic variety.)

This sort of situation arises quite often in moduli
problems, and the construction of a moduli space is
then reduced to the construction of an orbit space.
Unfortunately, such orbit spaces do not in general
exist. The main problem (which is closely related to
the jump phenomenon discussed above) is that there
may be orbits contained in the closures of other
orbits, which means that the natural topology on the
set of all orbits is not Hausdorff, so this set cannot
be endowed naturally with the structure of a variety.
This is the situation the geometric invariant theory
of Mumford (1965) attempts to deal with, telling us
how to throw out certain ‘‘unstable’’ orbits in order
to be able to construct an orbit space. For more
general constructions of orbit spaces which can be
used for moduli problems where geometric invariant
theory may not be of use, see Keel and Mori (1997)
and Kollár (1997).

Example 9 Let G = SL(2; C) act on (P1)4 via
Möbius transformations on the Riemann sphere

P1 ¼ C [ f1g
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Then,

fðx1; x2; x3; x4Þ 2 ðP1Þ4 : x1 ¼ x2 ¼ x3 ¼ x4g

is a single orbit which is contained in the closure of
every other orbit. On the other hand, the open subset

fðx1; x2; x3; x4Þ 2 ðP1Þ4 : x1; x2; x3; x4 distinctg

of (P1)4 has an orbit space which can be identified
with

P1 � f0; 1;1g

via the cross ratio.

In order to describe Mumford’s geometric invar-
iant theory, let X be a complex projective variety
(i.e., a subset of a complex projective space defined
by the vanishing of homogeneous polynomial
equations), and let G be a complex reductive group
acting on X. We also require a ‘‘linearization’’ of the
action; that is, an ample line bundle L on X and a
lift of the action of G to L. We lose very little
generality in assuming that for some projective
embedding X � Pn the action of G on X extends
to an action on Pn given by a representation

� : G! GLðnþ 1Þ

and taking for L the hyperplane line bundle on Pn.
Algebraic geometry associates to X � Pn its homo-
geneous coordinate ring

AðXÞ ¼
M
k�0

H0ðX;L�kÞ ¼ C½x0; . . . ; xn
=IX

which is the quotient of the polynomial ring
C[x0, . . . , xn] in nþ 1 variables by the ideal IX

generated by the homogeneous polynomials vanish-
ing on X. Since the action of G on X is given by a
representation � : G! GL(nþ 1), we get an induced
action of G on C[x0, . . . , xn] and on A(X), and we
can therefore consider the subring A(X)G of A(X)
consisting of the elements of A(X) left invariant by
G. This subring A(X)G is a graded complex algebra,
and because G is reductive it is finitely generated
(Mumford 1965). To any finitely generated graded
complex algebra we can associate a complex
projective variety, and so we can define X==G to
be the variety associated to the ring of invariants
A(X)G. The inclusion of A(X)G in A(X) defines a
‘‘rational’’ map � from X to X==G, but because
there may be points of X � Pn where every
G-invariant polynomial vanishes, this map will not
in general be well defined everywhere on X (i.e., it
will not be a morphism).

We define the set Xss of ‘‘semistable’’ points in X
to be the set of those x 2 X for which there exists
some f 2 A(X)G not vanishing at x. Then, the

rational map � restricts to a surjective G-invariant
morphism from the open subset Xss of X to the
quotient variety X==G. However, � : Xss ! X==G is
still not in general an orbit space: when x and y are
semistable points of X, we have �(x) =�(y) if and
only if the closures OG(x) and OG(y) of the G-orbits
of x and y meet in Xss. Topologically, X==G is the
quotient of Xss by the equivalence relation for which
x and y in Xss are equivalent if and only if OG(x)
and OG(y) meet in Xss.

We define a ‘‘stable’’ point of X to be a point x of
Xss with a neighbourhood in Xss such that every
G-orbit meeting this neighborhood is closed in Xss,
and is of maximal dimension equal to the dimension
of G. If U is any G-invariant open subset of the set
Xs of stable points of X, then �(U) is an open subset
of X==G and the restriction �jU : U! �(U) of � to U
is an orbit space for the action of G on U in the sense
described above, so that it makes sense to write U=G
for �(U). In particular, there is an orbit space Xs=G
for the action of G on Xs, and X==G can be thought
of as a compactification of this orbit space.

Xs � Xss � X

open open

# #

Xs=G � Xss= � ¼ X==G
open

Example 10 Let us return to hyperelliptic curves
of genus g. We have seen that the construction of a
moduli space reduces to the construction of an
orbit space for the action of G = SL(2; C) on an
open subset S of P2gþ2. If we identify P2gþ2 with the
space of unordered sequences of 2gþ 2 points in
P1, then S is the subset consisting of unordered
sequences of distinct points. When the action of G
on P2gþ2 is linearized in the obvious way, then an
unordered sequence of 2gþ 2 points in P1 is
semistable if and only if at most gþ 1 of the points
coincide anywhere on P1, and is stable if and only
if at most g of the points coincide anywhere on P1

(cf. Kirwan (1985), chapter 16). Thus, S is an open
subset of Ps

2gþ2, so an orbit space S=G exists with
compactification the projective variety P2gþ2==G.
This orbit space is then the moduli space of
hyperelliptic curves of genus g.

Other moduli spaces (such as moduli spaces of
curves and of vector bundles; see e.g., Donaldson
(1984), Gieseker (1983), Mumford (1965, 1977),
and Newstead (1978)) can be constructed as orbit
spaces via geometric invariant theory in a similar
way.
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Symplectic Reduction and Moduli Spaces
of Vector Bundles

Geometric invariant theoretic quotients are closely
related to the process of reduction in symplectic
geometry, and thus many moduli spaces can be
described as symplectic reductions.

Suppose that a compact, connected Lie group K
with Lie algebra k acts smoothly on a symplectic
manifold X and preserves the symplectic form !. Let
us denote the vector field on X defined by the
infinitesimal action of a 2 k by

x 7! ax

By a moment map for the action of K on X we mean
a smooth map

� : X! k�

which satisfies

d�ðxÞð
Þ:a ¼ !xð
; axÞ

for all x 2 X, 
 2 TxX and a 2 k. In other words, if
�a : X! R denotes the component of � along a 2 k
defined for all x 2 X by the pairing

�aðxÞ ¼ �ðxÞ:a

between �(x) 2 k� and a 2 k, then �a is a Hamiltonian
function for the vector field on X induced by a. We
shall assume that all our moment maps are equivariant
moment maps; that is, � : X ! k� is K-equivariant
with respect to the given action of K on X and the
co-adjoint action of K on k�.

It follows directly from the definition of a
moment map � : X! k� that if the stabilizer K� of
any � 2 k� acts freely on ��1(�), then ��1(�) is a
submanifold of X and the symplectic form ! induces
a symplectic structure on the quotient ��1(�)=K�.
With this symplectic structure, the quotient
��1(�)=K� is called the Marsden–Weinstein reduc-
tion, or symplectic quotient, at � of the action of K
on X. We can also consider the quotient ��1(�)=K�

when the action of K� on ��1(�) is not free, but in
this case it is likely to have singularities.

Example 11 Consider the cotangent bundle T�Y of
any n-dimensional manifold Y with its canonical
symplectic form ! which is given by the standard
symplectic form

! ¼
Xn

j¼1

dpj ^ dqj ½1


with respect to any local coordinates (q1, . . . , qn) on
Y and the induced coordinates (p1, . . . , pn) on its
cotangent spaces. If Y is the configuration space of a
classical mechanical system, then T�Y is the phase

space of the system and the coordinates p =
(p1, . . . , pn) 2 T �q Y are traditionally called the
momenta of the system.

If Y is acted on by a Lie group K, the induced
action on T�Y preserves ! and there is a moment
map � : T�Y ! k� whose components �a along a 2
k are given by pairing the moment coordinates p
with the vector fields on X induced by the
infinitesimal action of K; that is,

�aðp; qÞ ¼ p:aq

for all q 2 Y and p 2 TqY. When K = SO(3) acts by
rotations on Y = R3, then � is the angular momen-
tum, or moment of momentum, about the origin.

The connection with geometric invariant theory
arises as follows. Let X be a nonsingular complex
projective variety embedded in complex projective
space Pn, and let G be a complex Lie group acting
on X via a complex linear representation � : G!
GL(nþ 1; C). A necessary and sufficient condition
for G to be reductive is that it is the complex-
ification of a maximal compact subgroup K (e.g.,
G = GL(m; C) is the complexification of the unitary
group U(m)). By an appropriate choice of coordi-
nates on Pn, we may assume that � maps K into the
unitary group U(nþ 1). Then, the action of K
preserves the Fubini–Study form ! on Pn, which
restricts to a symplectic form on X. There is a
moment map � : X! k� defined (up to multiplica-
tion by a constant scalar factor depending on
differences in convention on the normalization of
the Fubini–Study form) by

�ðxÞ:a ¼ x̂
t
��ðaÞx̂

2�ijjx̂jj2
½2


for all a 2 k, where x̂ 2 Cnþ1 � {0} is a representa-
tive vector for x 2 Pn and the representation � : K!
U(nþ 1) induces �� : k! u(nþ 1) and dually
�� : u(nþ 1)� ! k�.

In this situation, we have two possible quotient
constructions, giving us the geometric invariant
theory quotient X==G if we want to work in
algebraic geometry and the symplectic reduction
��1(0)=K if we want to work in symplectic geome-
try. In fact, these give us the same quotient space, at
least up to homeomorphism (and diffeomorphism
away from the singularities). More precisely, any
x 2 X is semistable if and only if the closure of its
G-orbit meets ��1(0), and the inclusion of ��1(0)
into Xss induces a homeomorphism

��1ð0Þ=K! X==G

There are other quotient constructions closely related
to symplectic reduction and geometric invariant
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theory, which are useful when working with Kähler
or hyper-Kähler manifolds.

In physics, moduli spaces are often described as
symplectic reductions of infinite-dimensional sym-
plectic manifolds by infinite-dimensional groups
(although the moduli spaces themselves are usually
finite-dimensional). One example is given by moduli
spaces of holomorphic vector bundles, which
can also be described using Yang–Mills theory
(cf. Atiyah and Bott (1982)).

The Yang–Mills equations arose in physics as
generalizations of Maxwell’s equations. They have
become important in differential and algebraic
geometry formulated over arbitrary compact oriented
Riemannian manifolds, and in particular over com-
pact Riemann surfaces and higher dimensional Kähler
manifolds. The fundamental theorem of Donaldson,
Uhlenbeck, and Yau that a holomorphic bundle over
a compact Kähler manifold admits an irreducible
Hermitian Yang–Mills connection if and only if it is
stable can be thought of as an infinite-dimensional
illustration of the link between symplectic reduction
and geometric invariant theory.

Let M be a compact oriented Riemannian mani-
fold and let E be a fixed complex vector bundle over
M with a Hermitian metric. Recall that a connection
A on E (or equivalently on its frame bundle) can be
defined by a covariant derivative dA : �p

M(E)!
�pþ1

M (E), where �p
M(E) denotes the space of

C1-sections of
Vp T�M� E (i.e., the space of

p-forms on M with values in E). This covariant
derivative satisfies the extended Leibniz rule

dAð	 ^ �Þ ¼ ðdA	Þ ^ � þ ð�1Þp	 ^ dA�

for 	 2 �p
M(E),� 2 �q

M(E), and therefore is deter-
mined by its restriction dA : �0

M(E)! �1
M(E). The

Leibniz rule implies that the difference of two
connections is given by an E� E�-valued 1-form
on M, and hence that the space of all connections on
E is an infinite-dimensional affine space A based on
the vector space �1

M(E� E�). Similarly, the space of
all unitary connections on E (i.e., connections
compatible with the Hermitian metric on E) is an
infinite-dimensional affine space based on the space
of 1-forms with values in the bundle gE of skew-
adjoint endomorphisms of E. The Leibniz rule also
implies that the composition dA � dA : �0

M(E)!
�2

M(E) commutes with multiplication by smooth
functions, and thus we have

dA � dAðsÞ ¼ FAs

for all C1 sections s of E, where FA 2 �2
M(gE) is

defined to be the curvature of the unitary connection
A. The Yang–Mills functional on the space A of all

unitary connections on E is defined as the L2-norm
square of the curvature, given by the integral over M
of the product of the function kFAk2 and the volume
form on M defined by the Riemannian metric and the
orientation. The Yang–Mills equations are the Euler–
Lagrange equations for this functional, given by

dA � FA ¼ 0

where dA has been extended in a natural way to
��M(gE). The gauge group G, that is, the group of
unitary automorphisms of E, preserves the Yang–
Mills functional and the Yang–Mills equations.

If M is a complex manifold, we can identify the
space A(1, 1) of unitary connections on E with
curvature of type (1,1) with the space of holomorphic
structures on E, by associating to a holomorphic
structure E the unitary connection whose (0, 1)-
component is given by the �@-operator defined by E.
This space A(1, 1) is an infinite-dimensional complex
subvariety of the infinite-dimensional complex affine
space A, acted on by the complexified gauge group
Gc (the group of complex C1 automorphisms of E),
and two holomorphic structures are isomorphic if
and only if they lie in the same Gc-orbit.

When (M,!) is a compact Kähler manifold, there
is a G-invariant Kähler form � on A defined by

�ð	; �Þ ¼ 1

8�2

Z
M

trð	 ^ �Þ ^ !n�1

where n is the complex dimension of M. The Lie
algebra of G is the space �0

M(gE) of sections of gE,
and there is a moment map � :A ! (�0

M(gE))� for
the action of G on A given by the composition of

A 7! 1

8�2
FA ^ !n�1 2 �2n

M ðgEÞ

with integration over M. On A(1, 1) the norm square
of this moment map agrees up to a constant factor
with the Yang–Mills functional, which is minimized
by the Hermitian Yang–Mills connections.

As in the finite-dimensional situation, for a suitable
definition of stability, the moduli space of stable
holomorphic bundles of topological type E over M
(which plays the role of the geometric invariant
theory quotient) can be identified with the moduli
space of (irreducible) Hermitian Yang–Mills connec-
tions on E (which plays the rôle of the symplectic
reduction). This was proved in general for vector
bundles over compact Kähler manifolds Uhlenbeck
and Yau with a different proof for nonsingular
complex projective varieties given by Donaldson.

Over a compact Riemann surface M the situation is
relatively simple, as all connections on E have
curvature of type (1, 1) and so the infinite-dimensional
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complex affine space A can be identified with the
space C of holomorphic structures on E. A moment
map for the action of the gauge group onA is given by
assigning to a connection A 2 A its curvature FA 2
�2

M(gE), and, after a suitable central constant has been
added, the Hermitian Yang–Mills connections are
exactly the zeros of the moment map.

A holomorphic bundle E over a Riemann surface
M is stable (respectively semistable) if �(F ) < �(E)
(respectively �(F ) 
 �(E)) for every proper sub-
bundle F of E, where

�ðFÞ ¼ degðFÞ=rankðFÞ

When the theory of stability of holomorphic vector
bundles was first introduced, Narasimhan and
Seshadri proved that a holomorphic vector bundle
over M is stable if and only if it arises from an
irreducible representation of a certain central exten-
sion of the fundamental group �1(M). Atiyah and
Bott (1982) translated this in terms of connections to
show that a holomorphic vector bundle over M is
stable if and only if it admits a unitary connection
with constant central curvature. They deduced from
this the existence of a homeomorphism between the
moduli spaceM(n, d) of stable bundles of rank n and
degree d over M and the moduli space of irreducible
connections with constant central curvature on a
fixed C1 bundle E of rank n and degree d over M.

See also: BF Theories; Calibrated Geometry and Special
Lagrangian Submanifolds; Cohomology Theories; Floer
Homology; Gauge Theoretic Invariants of 4-Manifolds;
Gauge Theory: Mathematical Applications; Geometric
Measure Theory; Geometric Phases; Hamiltonian Group
Actions; Instantons: Topological Aspects; Intersection
Theory; Riemann Surfaces; Several Complex Variables:
Basic Geometric Theory; Several Complex Variables:
Compact Manifolds; Topological Gravity, Two-
Dimensional; WDVV Equations and Frobenius Manifolds.
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les courbes algébriques. Progress in Mathematics, vol. 54.

Boston, MA: Birkhäuser.
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Introduction

Since the late 1970s, a particular attention in the
theory of integrability has been payed to systems
admitting more than one Hamiltonian representa-
tion. The first examples belonged to the class of
infinite-dimensional systems (i.e., partial differen-
tial equations), like the Korteweg–de Vries (KdV)
equation, the Ablowitz–Kaup–Newell–Segur
system, and many other soliton equations (see
Bi-Hamiltonian Methods in Soliton Theory). It
was realized soon that finite-dimensional integr-
able systems are also likely to possess a
bi-Hamiltonian representation. Moreover, a geo-
metric setting for the study of bi-Hamiltonian
systems was established, with the introduction of
the so-called bi-Hamiltonian manifolds. They are
Poisson manifolds with an additional Poisson
structure, fulfilling a suitable compatibility con-
dition with the initial Poisson bracket. An
important program for the study and the classi-
fication of (finite-dimensional) bi-Hamiltonian
manifolds was started in the 1990s by Gelfand
and Zakharevich. They pointed out that the
geometry of such manifolds is extremely rich
and complicated.

In this article we present the basic facts
concerning the bi-Hamiltonian geometry and its
relations with the theory of integrable systems,
referring to Recursion Operators in Classical
Mechanics in this encyclopedia for the connections
with separable systems of Jacobi. In the first
section we give the definitions of bi-Hamiltonian
manifold and bi-Hamiltonian system, and we
present some properties of the former. The next
section contains three concrete examples (the Euler
top, the open Toda lattice, and a stationary KdV
flow) and two important classes of bi-Hamiltonian
manifolds, both related to Lie algebras. This is
followed by a discussion of the iterative construc-
tion of first integrals in involution for a given
bi-Hamiltonian system. This procedure is particu-
larly efficient in the case of Poisson–Nijenhuis
manifolds, that is, those bi-Hamiltonian manifolds
whose second Poisson structure can be obtained by
composing the first one with a suitable recursion
operator.

Bi-Hamiltonian Systems

First of all, we recall some fundamental definitions
from the theory of Poisson manifolds, which are the
natural setting for the study of Hamiltonian systems.
Let M be a finite-dimensional C1-differentiable
manifold and let C1(M) be the space of C1-
functions from M to R. A Poisson bracket on M is
a skew-symmetric R-bilinear map

f� ; �g :C1ðMÞ � C1ðMÞ ! C1ðMÞ

fulfilling the Jacobi identity

ffF;Gg;Hg þ ffH;Fg;Gg þ ffG;Hg; Fg ¼ 0

and the Leibniz rule

fFG;Hg ¼ FfG;Hg þ fF;HgG

A Poisson manifold is a differentiable manifold
endowed with a Poisson bracket. Starting from a
Poisson bracket, one can introduce a tensor field P
of type (2, 0), which we consider as a map from
T�M to TM, defined by

hdG;P dFi ¼ fF;Gg

or, using coordinates on M, by Pij = {xi, xj}. This
tensor field is called the Poisson tensor associated
with {� , �}. It is skew-symmetric, and its components
satisfy the cyclic condition

Pil @Pjk

@xl
þ P jl @Pki

@ x l
þ Pkl @Pij

@x l
¼ 0

meaning that the Schouten bracket [P, P] vanishes.
On a Poisson manifold, the vector field

XH = {H, �} = P dH is called the Hamiltonian
vector field associated with H. In coordinates,
Xj

H = Pij@H=@xi. The Jacobi identity is equivalent
to the statement that the map H 7! XH, assigning
to a function H its Hamiltonian vector field XH, is
a Lie algebra homomorphism:

XfF;Gg¼ ½XF;XG� ½1�

A Casimir function is a function H such that
XH = 0, that is, a function which is in involution
with any other function on M. In terms of the
Poisson tensor, a Casimir is a function whose
differential belongs to the kernel of P.

The most famous class of Poisson manifolds is
certainly that of symplectic manifolds. They can be
seen as nondegenerate Poisson manifolds. Indeed, if
a Poisson tensor P is invertible, then its inverse
defines a closed nondegenerate 2-form (i.e., a
symplectic form). Moreover, any Poisson manifold
turns out to be foliated in symplectic leaves.
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Let us introduce now the bi-Hamiltonian manifolds,
which can be considered as a geometric setting for the
study of integrable Hamiltonian systems. A manifold
M endowed with two Poisson brackets, {� , �} and {� , �}0,
is said to be bi-Hamiltonian if the brackets are
compatible, that is, if any linear combination (with
constant coefficients) of them is still a Poisson bracket.
Such a linear combination automatically satisfies all
properties of a Poisson bracket except the Jacobi
identity. This is fulfilled if and only if the following
compatibility condition holds:

fF; fG;Hgg0 þ fH; fF;Ggg0 þ fG; fH; Fgg0

þ fF; fG;Hg0g þ fH; fF;Gg0g
þ fG; fH; Fg0g ¼ 0 ½2�

for any triple (F, G, H) of functions on M. This
amounts to saying that the sum of the two Poisson
brackets is also a Poisson bracket. In this case the
two (compatible) Poisson brackets are said to form a
Poisson pair.

There are some interesting equivalent forms of the
compatibility condition [2]. First of all, in terms of
the components of the Poisson tensors P and P0, it
reads

Pil @ðP0Þ
jk

@xl
þ Pjl @ðP0Þ

ki

@xl
þ Pkl @ðP0Þ

ij

@xl

þ ðP0Þil @Pjk

@xl
þ ðP0Þjl @Pki

@xl
þ ðP0Þkl @Pij

@xl
¼ 0

that is, the Schouten bracket [P, P0] vanishes. More-
over, if XF = P dF is the Hamiltonian vector field
associated with F 2 C1(M) by means of P and
YF = P0 dF is the one obtained by P0, the compat-
ibility condition takes the form

½XF;YG� þ ½YF;XG� ¼ XfF;Gg0 þ YfF;Gg

8 F;G 2 C1ðMÞ ½3�

to be compared with [1]. Moreover, in terms of Lie
derivatives we have the equivalent condition

LXF
P0 þ LYF

P ¼ 0 8F 2 C1ðMÞ ½4�

Now we turn our attention to special vector fields
that can be selected on a bi-Hamiltonian manifold
M. Let P and P0 be the Poisson tensors associated
with the (compatible) Poisson brackets of M. A
vector field X on M is said to be bi-Hamiltonian if it
is Hamiltonian with respect to both Poisson struc-
tures, that is, if there exist two functions H0 and H1

such that

X ¼ P dH1 ¼ P0 dH0 ½5�

We will see in the following that such vector fields
are likely to have a number of first integrals in

involution, and thus they are good candidates for a
geometric description of integrable systems. The next
section is devoted to examples of bi-Hamiltonian
(and multi-Hamiltonian) systems.

Examples

The first example is the Euler top, that is, free
motions of a rigid body with a fixed point. The
equations of motion are

_�1 ¼
I2 � I3

I2I3
�2�3

and its cyclic permutations. They define a vector
field in R3, which is well known to be Hamiltonian
with respect to the Lie–Poisson structure on the
(dual of the) Lie algebra of 3� 3 skew-symmetric
matrices. This means that

_�j ¼ fH;�jg; j ¼ 1; 2; 3

where

H ¼ 1

2

�1
2

I1
þ �2

2

I2
þ �3

2

I3

� �

is the kinetic energy and the bracket {� , �} is defined
by {�1, �2} = �3 and its cyclic permutations. Another
Hamiltonian representation is given by

_�j ¼ fK;�jg0; j ¼ 1; 2; 3

where

K ¼ 1
2 �1

2 þ �2
2 þ �3

2
� �

and the new bracket {� , �}0 is defined by {�1, �2}0=
��3=I3 and its cyclic permutations.Any linear
combination of the two brackets has the form of
the second one, and it is very easy to show that the
Jacobi identity is satisfied for such a bracket.
Therefore, the Euler top is a bi-Hamiltonian system.
Let us also notice that

fK;�jg ¼ fH;�jg0 ¼ 0; j ¼ 1; 2; 3

that is, K is a Casimir function for the Lie–Poisson
bracket and H is a Casimir function for the new
Poisson bracket. Hence, we have the following
(recursion) relations:

fK;�jg ¼ 0

fH;�jg ¼ fK;�jg0

0 ¼ fH;�jg0
½6�

From a geometrical point of view, the situation is as
follows. The symplectic leaves of {� , �} are the level
surfaces of K, that is, spheres, while the symplectic
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leaves of {� , �}0 are the ellipsoids H = constant. Their
intersections are Lagrangian submanifolds for both
symplectic leaves (in the compact case they are the
Arnol’d–Liouville tori of the integrable systems, that
in this case coincide with the trajectories).

Let us consider now the (three-particle) open
Toda lattice. It consists in three particles (with
masses equal to 1) moving on the line under a
nearest-neighbor interaction of exponential type.
The Hamiltonian is given by

H¼ 1
2 p1

2þ p2
2þ p3

2
� �

þ expðq1�q2Þþ expðq2�q3Þ

and the system is of course Hamiltonian with
respect to the canonical Poisson structure of R6,

P ¼

0 0 0 �1 0 0
0 0 0 0 �1 0
0 0 0 0 0 �1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

0
BBBBBB@

1
CCCCCCA

But the Toda vector field can also be written as
P0 dK, where K = p1 þ p2 þ p3 is the total momen-
tum and

P0 ¼

0 1 1 �p1 0 0
�1 0 1 0 �p2 0
�1 �1 0 0 0 �p3

p1 0 0 0 eðq1�q2Þ 0
0 p2 0 �eðq1�q2Þ 0 eðq2�q3Þ

0 0 p3 0 �eðq2�q3Þ 0

0
BBBBBB@

1
CCCCCCA

is a Poisson tensor, which turns out to be compatible
with P. The generalization to an arbitrary number of
particles is straightforward. Hence, the open Toda
lattice is a bi-Hamiltonian system. In the next section
we will show that this property can be used to
construct a maximal set of integrals of motion for the
Toda lattice, which are automatically in involution.

The third example – a stationary reduction of the
KdV equation – comes from the field of soliton
equations. Let us recall that the first members of the
KdV hierarchy are

@u

@t1
¼ ux

@u

@t3
¼ 1

4ðuxxx � 6uuxÞ ðKdV equationÞ

@u

@t5
¼ 1

16 uxxxxx � 10uuxxxð

�20uxuxx þ 30u2ux

�

½7�

It is well known how to find finite-dimensional
reductions for the KdV equation, giving rise to explicit
solutions. Indeed, the set of singular points of a given

vector field of the hierarchy is a finite-dimensional
manifold which is invariant under the flows of the
other vector fields, due to the fact that the flows
commute. The (finite-dimensional) systems obtained
by restricting the KdV hierarchy to such invariant
manifolds are called the stationary reductions of KdV.
Let us consider explicitly the reduction corresponding
to the third vector field of the hierarchy. The set of its
critical points is given by

uxxxxx � 10uuxxx � 20uxuxx þ 30u2ux ¼ 0 ½8�

and its dimension is 5, since we can use the values of
u, ux, uxx, uxxx, and uxxxx at a fixed point x0 (i.e., the
Cauchy data) as global coordinates. For the sake of
simplicity, we set

u0 ¼ uðx0Þ; u1 ¼ uxðx0Þ; u2 ¼ uxxðx0Þ
u3 ¼ uxxxðx0Þ; u4 ¼ uxxxxðx0Þ

In order to compute the reduced equations of the
first flow of [7], we have to take its x-derivative and
to use the constraint [8] and its differential
consequences to eliminate all the derivatives of
order higher than 4. We obtain the equations

@u0

@t1
¼ u1;

@u1

@t1
¼ u2;

@u2

@t1
¼ u3;

@u3

@t1
¼ u4

@u4

@t1
¼ 10u0u3 þ 20u1u2 � 30u0

2u1

½9�

In the same way, for the KdV equation we get

@u0

@t3
¼ 1

4ðu3 � 6u0u1Þ

@u1

@t3
¼ 1

4 u4 � 6u0u2 � 6u1
2

� �

@u2

@t3
¼ 1

4 4u0u3 þ 2u1u2 � 30u0
2u1

� �

@u3

@t3
¼ 1

4 4u0u4 þ 6u1u3 þ 2u2
2

�

�30u0
2u2 � 60u0u1

2
�

@u4

@t3
¼ 1

4 10u1u4 þ 10u0
2u3 þ 10u2u3

�

�100u0u1u2 � 60u1
3 � 120u0

3u1

�

½10�

There are two compatible Poisson structures giving
a bi-Hamiltonian formulation of both systems. The
corresponding Poisson tensors are

P¼

0 0 0 2 0
0 0 �2 0 �20u0

0 2 0 20u0 20u1

�2 0 �20u0 0 �140u0
2�20u2

0 20u0 �20u1 140u0
2þ20u2 0

2
66664

3
77775
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and

P0 ¼

0 1
2 0 3u0 6u1

� 1
2 0 �3u0 �3u1 �4u2 � 15u0

2

0 3u0 0 u2 þ 15u0
2 u3 þ 30u0u1

�3u0 3u1 �u2 � 15u0
2 0

u4 � 40u0u2þ
30u1

2 � 60u0
3

�6u1 4u2 þ 15u0
2 �u3 � 30u0u1

�u4 þ 40u0u2�
30u1

2 þ 60u0
3

0

2
66666666664

3
77777777775

In fact, if we call X1 and X3 the vector fields given
by [9] and [10], then the following recursion
relations hold:

P dH0 ¼ 0

X1 ¼ P dH1 ¼P0 dH0

X3 ¼ P dH2 ¼P0 dH1

0 ¼P0 dH2

½11�

where

H0¼� u4 þ 10u0u2 þ 5u1
2 � 10u0

3

H1¼ 1
4 2u0u4 � 2u1u3 þ u2

2 � 20u0
2u2 þ 15u0

4
� �

H2¼ 1
16 2u2u4 � 6u0

2u4 � u3
2 þ 12u0u1u3

�
�16u0u2

2 � 12u1
2u2 þ 60u0

3u2 � 36u0
5
�

Therefore, the vector fields X1 and X3 are
bi-Hamiltonian. The geometry of this bi-Hamiltonian
manifold is similar to the one of the first example. The
symplectic leaves of both Poisson structures
have dimension 4, and the Lagrangian foliation
(given by the level submanifolds of H0, H1, and H2)
is contained in the intersections of such leaves. This
Lagrangian foliation is called by Gelfand and Zakhar-
evich the ‘‘axis’’ of the bi-Hamiltonian manifold.

We also notice that the relations [11] can be
collected in the statement that the function
H(�) = H0�

2 þH1�þH2 is a Casimir of the Poisson
pencil P� = P0 � �P, that is,

P� dHð�Þ ¼ 0

The importance of the stationary reductions of
the KdV hierarchy lies in the fact that (as noticed
in the early works on the subject) the reduced
equations can be solved by means of the classical
method of separation of variables. We mention
that the separability of these systems is a par-
ticular instance of a general result, which is
valid for quite a wide class of bi-Hamiltonian
manifolds.

Next we present an important class of
bi-Hamiltonian manifolds. We recall that the
dual g� of a finite-dimensional Lie algebra g
possesses a canonical Poisson structure, called the
Lie–Poisson structure. It is defined as

fF;GgðXÞ ¼ hX; ½dFðXÞ; dGðXÞ�i ½12�

where F, G 2 C1(g�) and their differentials at X 2 g�

are seen as elements of g. If X0 is a fixed element in
g�, the constant Poisson bracket

fF;Gg0ðXÞ ¼ hX0; ½dFðXÞ; dGðXÞ�i ½13�

is compatible with the Lie–Poisson bracket. In fact, the
Poisson pencil {� , �}� = {� , �}� �{� , �}0 is obtained from
{� , �} by applying the translation X 7! Xþ �X0;
hence, it is a Poisson bracket for every value of the
constant �. The method of translation of the argument,
due to Manakov, provides a lot of bi-Hamiltonian
vector fields for this bi-Hamiltonian manifold. One has
to consider an Ad�-invariant function on g�, that is, a
function H 2 C1(g�) such that

hX; ½dHðXÞ; x�i ¼ 0 8 x 2 g; X 2 g�

It is clearly a Casimir function for the Lie–Poisson
bracket, and this implies that the function
X 7!H(X� �X0) is a Casimir of the Poisson pencil.
If this function can be developed as a Laurent series
in �, its coefficients Hj fulfill the recursion relations

Hjþ1; �
� �

¼ fHj; �g0 ½14�

and thus give rise to a sequence of bi-Hamiltonian
vector fields.

The last example is a generalization of the
previous one. For the sake of simplicity, we consider
a Lie algebra g of matrices such that the trace of the
product is nondegenerate, and the space M = g2 =
g� g. If F 2 C1(M), its differential at a point
(x0, x1) can be identified with the element (@F=@x0,
@F=@x1) of M given by

d

dtj�¼0
Fðx0 þ �v0; x1 þ �v1Þ ¼ tr

@F

@x0
v0 þ

@F

@x1
v1

� �

462 Multi-Hamiltonian Systems



for all v0, v1 2 g. The manifold M has a three-
dimensional family of pairwise compatible Poisson
brackets:

fF;Gg0ðx0; x1Þ ¼ �tr x0
@F

@x1
;
@G

@x1

� 	� �

fF;Gg1 x0; x1ð Þ ¼ tr x1
@F

@x1
;
@G

@x1

� 	� �

fF;Gg2ðx0; x1Þ ¼ tr x0
@F

@x0
;
@G

@x0

� 	�

þ x1
@F

@x1
;
@G

@x0

� 	
þ @F

@x0
;
@G

@x1

� 	� ��

Notice that the first two brackets restrict to the
submanifolds x0 = constant and give rise to the
bi-Hamiltonian structure presented in the previous
example (via the identification between g and g�

given by the trace of the product). This example can
be generalized to an arbitrary number n of copies of
g. In this case there is an (nþ 1)-dimensional family
of pairwise compatible Poisson brackets, which can
be shown to be Lie–Poisson brackets with respect to
suitable Lie algebra structures on gn. According to
Reyman and Semenov–Tian–Shansky, these brackets
can also be casted in the R-matrix formalism.

Also in this case, the Ad-invariant functions on g
give rise to functions in involution on our multi-
Hamiltonian manifold. For example, if H(�)

k denotes
the �k-coefficient of tr(x1�þ x0)�, then the recur-
sion relations

fHð�Þk ; �g l ¼ fHð�Þkþ1; �glþ 1; k � 0; l ¼ 0; 1

hold, and they imply the existence of tri-Hamiltonian
vector fields on M.

Finally, we mention that the bi-Hamiltonian
structure of the stationary flow of KdV – discussed
above – can be obtained as a suitable reduction of
the multi-Hamiltonian structure on g3, where
g = sl(2, R). A similar statement holds for the other
stationary flows of the Gelfand–Dickey hierarchies.

Iterative Properties and Integrability

In this section we show how to use the bi-
Hamiltonian formulation of a given system to explain
its integrability. In the cases similar to the open Toda
lattice, where one of the Poisson structures is
nondegenerate, one can introduce a recursion opera-
tor and employ its powers in order to generate a
chain of integrals of motion in involution. In the
other examples, where the bi-Hamiltonian structure
is degenerate, the conserved quantities turn out to be
the coefficients of Casimir functions of the Poisson
pencil.

If (M, {� , �}, {� , �}0) is a bi-Hamiltonian manifold,
we call bi-Hamiltonian hierarchy a sequence {Hk}k�0

of functions on M fulfilling the recursion relations

f�;Hkþ1g ¼ f�;Hkg0; k � 0 ½15�

In terms of Poisson tensors we have that
P dHkþ1 = P0 dHk. A bi-Hamiltonian hierarchy clearly
gives rise to an infinite sequence of bi-Hamiltonian
vector fields,

Xk ¼ P dHk ¼ P0 dHk�1; k � 1 ½16�

The functions Hk are in involution with respect to
both Poisson brackets. Indeed, for k > j, one has

fHj;Hkg ¼ fHj;Hk�1g0 ¼ fHjþ1;Hk�1g ¼ � � �
¼ fHk;Hjg

so that {Hj, Hk} = 0 for all j, k � 0, and therefore
{Hj, Hk}0= 0 for all j, k � 0. If {Hi}i�0 and {Ki}i�0 are
two bi-Hamiltonian hierarchies, then all functions
are in (bi-)involution provided that one of the two
hierarchies starts from a Casimir of {� , �}. In fact,
suppose that H0 is such a Casimir. Then

fHi;Kjg ¼ fHi�1;Kjg0 ¼ fHi�1;Kjþ1g ¼ � � �
¼ fH0;Kjþig ¼ 0

and

fHi;Kjg0 ¼ fHiþ1;Kjg ¼ 0

We observe that these proofs of the involutivity do
not use the compatibility condition [2] between the
Poisson structures. The point is that this condition is
important for the existence of bi-Hamiltonian hier-
archies. Indeed, the problem of the existence and the
construction of bi-Hamiltonian hierarchies is quite
delicate. We tackle it first in the case of a particular
class of bi-Hamiltonian manifolds, the so-called
Poisson–Nijenhuis manifolds. In turn, they are a
generalization of nondegenerate bi-Hamiltonian
manifolds.

Let (M, P, P0) be a bi-Hamiltonian manifold such
that P is invertible. Then we can introduce the
tensor field N = P0P�1, which is of type (1, 1) and
will always be dealt with as an endomorphism of the
tangent bundle TM. This tensor field possesses some
remarkable properties. First of all, its Nijenhuis
torsion T(N) vanishes; this means that

TðNÞðX;YÞ ¼ ½NX;NY� �N½X;Y�N ¼ 0

for any pair (X, Y) of vector fields on M, where

½X;Y�N ¼ ½NX;Y� þ ½X;NY� �N½X;Y�
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Sometimes a tensor field with vanishing Nijenhuis
torsion is called a recursion operator. Since P defines
a symplectic structure on M, such a bi-Hamiltonian
manifold is called an !N manifold.

The tensor field N satisfies two compatibility
conditions with P. The first one is simply the
skew-symmetry of P0 and reads NP = PN�, while
the second one is a restatement of [3],

½XF;XG�N ¼ XfF;GgNP
8F;G 2 C1ðMÞ

A manifold is said to be a Poisson–Nijenhuis manifold
(briefly, a PN manifold) if it is endowed with a Poisson
tensor P and a torsionless (1, 1) tensor field N which
are compatible, in the sense that the two above-
mentioned conditions hold. We have just seen that
every nondegenerate bi-Hamiltonian manifold (i.e.,
such that one of the two Poisson tensors is invertible) is
a PN manifold. On the other hand, if (M, P, N) is a
PN manifold, then it can be shown that P0= NP is
a Poisson tensor, which is compatible with P. In
other words, PN manifolds are particular examples of
bi-Hamiltonian manifolds. Moreover, one has that
P(j) = NjP and P(k) = NkP are, for every j, k � 0,
compatible Poisson tensors.

Let us consider now a function H0, on a PN
manifold (M, P, N), such that N� dH0 = dH1 is
exact, where N� : T�M! T�M is the adjoint of the
recursion operator N. This implies that

X ¼ P dH1 ¼ PN� dH0 ¼ P0 dH0 ½17�

is a bi-Hamiltonian vector field. By means of N� we can
define the 1-forms �j = (N�)j dH0, which can be shown
to be all closed. If they are exact, that is, �k = dHk, then
the functions Hk form a bi-Hamiltonian hierarchy and
thus are in involution. This shows that on a (simply
connected) PN manifold every bi-Hamiltonian vector
field of the form [17], with N� dH0 = dH1, belongs to a
bi-Hamiltonian hierarchy and that its first integrals (in
involution) can be iteratively constructed with the
recursion operator. (The integrability of this vector
field clearly depends on the number of independent
integrals of motion.) Moreover, the vector field
Xk = P dHk =P0 dHk�1 of the hierarchy is Hamiltonian
with respect to all Poisson structures P(j) with j � k,
because Xk = P(j) dHk�j.

The example of the Toda lattice presented earlier
can be casted in the PN (more precisely, !N)
framework. One can introduce the recursion opera-
tor N and, in the three-particle case, one can define
the third integral of motion as dJ = N� dH. Since K,
H, and J belong to a bi-Hamiltonian hierarchy, they
are in involution, and this (along with their
functional independency) proves the integrability of
the Toda lattice.

In this example something more happens: the
integrals of motion are (up to multiplicative con-
stants) the traces of the powers of the recursion
operator N. This is a general fact, since the
vanishing of the torsion of N implies that N� dIk =
dIkþ1, where Ik = (1=k)tr Nk.

Next we deal with the case where the
bi-Hamiltonian manifold (M, P, P0) is not of the
Poisson–Nijenhuis type, that is, both P and P0 are
degenerate. Let us suppose that their symplectic
leaves have codimension 1. We also want to discuss
in this case an iteration problem, namely the
problem of constructing a bi-Hamiltonian hierarchy
starting from a Casimir H0 of P. Let us consider the
Hamiltonian vector field X1 = P0 dH0 = YH0

(using
the notations introduced earlier). Thanks to the
form [4] of the compatibility condition between P
and P0, we have that

LX1
P ¼ LYH0

P ¼ �LXH0
P0 ¼ 0

meaning that X1 is an infinitesimal symmetry of P.
Moreover, X1 is tangent to the symplectic leaves of P,
since hdH0, X1i= hdH0, P0 dH0i= 0. Under some sui-
table topological assumptions, we can conclude that
there exists a function H1 such that X1 = P dH1, that
is, X1 is a bi-Hamiltonian vector field. Now the
procedure can be iterated, that is, in the same way one
can show that, if X2 = P0 dH1 = YH1

, then there exists
a function H2 such that X2 = P dH2, and so on. Thus,
one obtains a bi-Hamiltonian hierarchy {Hk}k�0,
which can either be infinite or end with a Casimir of
P0. In any case, the function H(�) =

P
k�0 Hk�

�k is a
Casimir of the Poisson pencil P� = P0 � �P. As seen
earlier, the typical situation is that the chain terminates
with a Casimir Hn of P0, where dim M = 2nþ 1. In
other words, there is a Casimir of the Poisson pencil
which is a polynomial of degree n in the parameter �.

As a general procedure for constructing
bi-Hamiltonian hierarchies, one can look for the
Casimir functions H(�) of the Poisson pencil which
are deformations of Casimir functions of P, but it is
not clear when such a deformation does exist in the
case where the corank of the bi-Hamiltonian structure
is greater than 2. Nevertheless, suppose that H(�) =P

k�0 Hk�
�k is a Casimir of P�, that is, that {Hk}k�0 is

a bi-Hamiltonian hierarchy. Then, for all �, the
bi-Hamiltonian vector fields Xkþ1 =PdHkþ1 =P0 dHk

are Hamiltonian with respect to P�, with Hamiltonian
function H(k)(�)=

Pk
j=0 Hj�

k�j,

Xkþ1 ¼ P�dHðkÞð�Þ

Therefore, the vector fields Xk are not only
bi-Hamiltonian, but they are Hamiltonian with
respect to any Poisson bracket of the pencil.
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In this article we have described some basic
properties of bi-Hamiltonian systems, defined on
manifolds possessing a Poisson pair. There are other
important vector fields on these manifolds (more
precisely, on !N manifolds). They are called cyclic
systems of Levi-Civita, and they give an intrinsic
description of the separable systems of Jacobi. We
refer to the article Recursion Operators in Classical
Mechanics in this encyclopedia for these topics.

See also: Bi-Hamiltonian Methods in Soliton Theory;
Classical r-Matrices, Lie Bialgebras, and Poisson Lie
Groups; Integrable Systems and Algebraic Geometry;
Integrable Systems and Recursion Operators on
Symplectic and Jacobi Manifolds; Integrable Systems:
Overview; Recursion Operators in Classical Mechanics;
Separation of Variables for Differential Equations;
Solitons and Kac–Moody Lie Algebras; Toda Lattices.
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Introduction: Multiple-Scale
and Multiscale Approaches

Multiscale, or more precisely multiple-scale,
method is a technique of perturbation theory
based on the introduction of additional rescaled
variables, say time variables, formally considered as
independent variables and describing each a differ-
ent timescale (for the sake of simplicity, we will
mainly consider a dynamic framework and time-
scales; all can be transposed to spatial dependences
and scales). It was first developed to handle
singular situations in which dynamic regimes of
different characteristic scales coexist and intermin-
gle in such a way that straightforward perturbation
expansions are not uniformly convergent in time
(hence of limited relevance and use) due to the
so-called secular terms growing unbounded with
time; the freedom introduced together with the
extra variables indeed allows to impose conditions

preventing these secular divergences and improving
the convergence of the perturbation series. It yields
a global perturbation solution describing jointly the
behavior at small and large scales. This technique
belongs to the far more wide-ranging class of
multiscale approaches; these can be divided into
four main subclasses:

1. Mean-field techniques exploiting scale separation
between fast and slow components of the
dynamics. The influence of the slow variables
onto the fast dynamics, if any, is treated in a
decoupled way within a parametric approxima-
tion, allowing an adiabatic elimination of fast
variables (see the section ‘‘Slow/fast variables’’).

2. Singular perturbations, in which individual fast
components ultimately give rise to slow trends
and influence the large-scale features. Scale
separation here breaks down at long times and
multiple-scale method is then a method of choice
(see the next section).

3. Matched expansions when regimes of different
scales succeed (boundary-layer singularity; see
the section ‘‘Boundary layers and matched
expansions’’).
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4. Renormalization techniques, in systems exhibiting
some kind of universality in the relations between
their behaviors at different scales, for example,
scale invariance (see the section ‘‘Renormalization:
an iterated multiscale approach’’).

We will first present the principles of multiple-
scale method, detail its technical implementation on
simple abstract examples and cite some typical
applications. Then we will articulate this technique
with more general multiscale methods in a brief
overview (see the section ‘‘A brief overview of
multiscale approaches’’). The range of multiscale
approaches and technical tools will then be illus-
trated and compared in the context of diffusion,
Brownian motion, and transport phenomena (see the
section ‘‘Summary: the exemplary case of
diffusion’’).

Multiple-Scale Method: Principles

Context: Singular Perturbations and Secular
Divergences

Multiple-scale methods have been developed to
handle situations in which the dynamics involves a
small parameter � (e.g., the ratio of the masses of
different subsystems, the strength of an additional
interaction, the amplitude of an applied field)
directly controlling the separation between the
different characteristic timescales of the evolution
and, specifically, such that the behavior for �= 0 is
qualitatively different from the behavior for � small
(�� 1 but finite); in other words, when a weak
influence, of strength controlled by �� 1, does not
have only weak consequences. Typically, this occurs
when � represents the strength of a weak coupling
between otherwise independent subsystems or when
a vanishing value �= 0 changes a characteristic time,
the sign of a friction coefficient, the order of the
highest time derivative in case of ordinary differ-
ential equations (turning points), or the type of
partial differential equations in case of spatially
extended systems. Accordingly, a naive perturbative
approach with respect to �, that is, an expansion
taking as a basic approximation the behavior for
�= 0, cannot bridge the qualitative gap with
behaviors observed for � > 0. It thus fails to give a
full account of the system evolution at all times: one
speaks of singular perturbation.

A historical example arose in celestial mechanics,
in the celebrated nonintegrable three-body problem,
involving the Sun, a big planet and a smaller one, of
respective masses m1, m2 < m1 and m3 � m2. The
straightforward approach would be to consider the
presence of the small planet as a small perturbation

of the integrable two-body problem for the masses
m1 and m2. But when one tries to determine the
solution as a series in powers of the mass ratio
�= m3=m2, unbounded terms appear, the so-called
secular terms, increasing without bounds as fast as t,
hence of ill-defined order and impairing the very
consistency of the perturbation approach at long
times t > 1=�. Accordingly, the perturbation expan-
sion is not uniformly convergent in time, preventing
from using it to investigate asymptotics and deter-
mine the fate of the three-body system: the influence
of the small planet on the motion of the bigger one,
although seemingly a weak perturbation, might
ultimately modify its trajectory around the Sun, at
least in some resonant cases.

The origin of secular terms lies in a phenomenon
of resonance, which is best explained on an
example: the Duffing oscillator €xþ x =��x3 with
�� 1. When looking for a solution in the form
x(t) =

P
�nxn(t), each component xn(t) has to be

bounded in order to get a consistent perturbation
expansion, in which the hierarchy of terms of
different orders remains valid forever: �xnþ1(t)�
xn(t). These components should satisfy the following
sequence of equations:

€x0 þ x0 ¼ 0; €x1 þ x1 ¼ �x3
0; . . .

ðlinearized operator Lx � €xþ xÞ ½1�

It gives x0(t) = aeit þ c.c., from which follows a
secular contribution (3i=2)ajaj2t eit in x1(t). In
general, solving perturbatively _z = f (z, �) for an
expansion z(�, t) =

P
n �

nzn(t) yields a hierarchical
sequence of equations of the form _zn = Lzn þ ’n

(z0, z1, . . . , zn�1) for n � 1, where L = Df (z0, �= 0)
comes from the linearization in z0 of the unperturbed
evolution law. A secular divergence arises in zn as
soon as ’n contains an additive contribution which is
an eigenvector of L (part of a mathematical result
known as the Fredholm alternative). The appearance
of secular terms reflects a singular feature of the
dynamics: the fact that the limits as �! 0 and t!1
do not commute. As a rule, such noninversion is
associated with generalized secular divergences: the
fast, short-term dynamics finally contributes to the
slow, long-term behavior. This feature is a clue
towards using multiple-scale method.

Technical Principles

The first step is to perform rescalings leading to
dimensionless variables and functions, which evidence
a small control parameter �, related to scale separation
and providing a natural parameter for a perturbation
approach. The basic principle of multiple-scale
method is to introduce additional independent time
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variables t1, t2, . . . , tn such that the physical situation
corresponds in this extended time-variable space to
the line

t0 ¼ t; t1 ¼ �t; t2 ¼ �2t; . . .

d

dt
¼ @

@t0
þ � @

@t1
þ �2 @

@t2
þ � � �

½2�

It thus amounts to a perturbation expansion of the
time-derivative operator. This method can be traced
back to the Lindstedt–Poincaré technique, where the
time variable t is expanded according to t = s(1þ
�!1 þ �2!2 þ � � � ) and the evolution described in
terms of the new variable s and unknown frequencies
(!i)i�1 to be determined self-consistently (Nayfeh
1973). By contrast, the multiple-scale approach puts
on a par t0 = t and the additional variables (ti)i�1.
The perturbation approach is then carried out as
usual, plugging eqn [2] for d/dt and the expansion
z(�, t) =

P
n�0 �

n zn(t0, t1, t2, . . . ) into the evolution
equation and identifying term-wise the coefficients
of the successive powers of �. The additional freedom
thus introduced when considering (ti)i�0 as indepen-
dent variables will be compensated in the course of
the computation, by imposing ‘‘solubility conditions’’
ensuring the vanishing of secular terms and the
consistency of the perturbation method. In particular,
it is possible to freely choose boundary conditions
outside the physical line t1 = �t0, . . . , tn = �nt0. The
resulting set of equations contains exactly the same
information as the original one, only expressed in a
different way: by construction, terms depending, say,
on t0, describe a fast component with no emerging
slow trends that would intermix with the t1-
dependence; fast variables contribute only to fast
modes. At the end, one restricts to the physical line,
thus turning back to the single ‘‘real’’ variable t. The
benefit of the method is to provide a joint access to
dependences at different scales, now expressing as
dependences onto the different time variables
t0, t1, . . . , tn. One introduces as many new variables
as necessary to circumvent secular divergences. We
have implicitly supposed above that the behavior at
timescale �t =O(1) corresponds to the fastest
timescale of the evolution. If it were not the case,
the rescaled time variables would be t0 = �n0t,
t1 = �n0þ1t, . . . if the fastest timescale is �t =O (�n0 ).
More general time-derivative expansion, associated
with rescaled variables tn = ��n t might be considered
to better account for the hierarchy of characteristic
timescales of the dynamics.

Multiple-Scale Method: Abstract Examples

Let us first consider the simplest possible example
_x = a(1þ �)x, for which the exact solution is trivially

known, allowing to appreciate the validity of the
multiscale approach compared to the straightforward
perturbation expansion. In the latter case, one looks
for a solution x(t) = x0(t)þ �x1(t)þO(�2) and identi-
fies term-wise the powers of �. At order 0, _x0 = ax0

yields x0(t) = c0eat. At order 1, _x1 � ax1 = x0(t) leads
to a secular divergence: x1(t) = c0

1eat þ c0teat. Carry-
ing on the perturbation analysis yields the following
expansion:

xðtÞ ¼ c eatð1þ �t þ �2t2=2þ � � �Þ ½3�

which is not uniformly convergent: for t =O(1=�), all
terms are of the same magnitude. Using this recursive
method to obtain a finite-order approximate solution
(e.g., stopping, as here, after two steps of the
perturbation method) is only relevant at short times
t� 1=�. The straightforward perturbation analysis
captures the behavior of the exact solution only if all
terms are computed and taken into account (in less
trivial examples, the straightforward perturbation
series might even be divergent). In the multiple-scale
approach, one introduces two rescaled variables t0 = t
and t1 = �t and looks for a solution of the form x(t) �
x0(t0, t1, . . .)þ �x1(t0, t1, . . .)þO(�2). At order 0,
@t0

x0 = ax0 yields x0(t0, t1, . . .) = c0(t1, . . .)eat0 . At
order 1, we get @t0

x1 þ @t1
x0 = x0 þ ax1. The solubil-

ity condition writes ac0 � @t1
c0 = 0, which allows as

to avoid secular divergence and suppresses the
artificial freedom introduced with the additional
time variable t1, yielding c0 = ceat1 . The equation
(@t0
� a)x1 = 0 is here superfluous, but in less simple

situations, it remains at this stage a nontrivial
equation for x1. One thus directly gets the solution,
uniformly valid at all times:

xðtÞ ¼ c eat1 eat0 ¼ c eað1þ�Þt ½4�

As a rule in singular perturbation method, the
difficulty here originates in the noncommuting limits
� ! 0 and t ! 1; indeed, denoting y�(t) = x�(t)e

�at,
one has limt!1 lim�! 0þ y�(t) = c, whereas lim�! 0þ

limt!1 y�(t) =1.
Other training examples are the weakly damped

linear oscillator €xþ x =�2� _x, solved with multiple
scales t0 = t, t1 = �t, t1 = �2t, or with the more spe-
cific variables �=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2
p

t, � = �t; the Duffing oscil-
lator €xþ x =��x3 introduced above, whose
multiple-scale resolution requires three variables
t0 = t, t1 = �t, t1 = �2t; and the Van der Pol oscillator
€xþ x = �(1� x2) _x.

An Illustration: Classical Lorentz Electron Gas
in a Weak Field

As a less abstract, hence more convincing, illustra-
tion of the strength of multiple-scale method, let us
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consider the dynamics of a classical Lorentz electron
gas acted upon an external electric field (associated
acceleration a). This model considers the electrons
as charged hard spheres whose motion results from
the superimposition of a driven classical motion in
the field and elastic collision on immobile scatterers
(the atoms). It is implemented within a kinetic-
theoretic framework, based upon a Boltzmann-like
equation for the electron velocity distribution:

@

@t
þ a:

@

@v

� �
f ðv; tÞ ¼ � v

�
Qf ðv; tÞ ½5�

where v = jvj, and � is the mean free path of the
electrons. Qf = f � fsph is a projector accounting for
the effect of collisions through the deviation of the
distribution f from spherical symmetry, namely
through the discrepancy between f and its isotropic
counterpart fsph(v) = (1=4�)

R
f (v, t)dv̂ obtained as

an average over the velocity directions v̂. The
relevant small parameter is �= ma�=kT, measuring
the ratio of the work ma� done by the field over the
mean free path to the thermal energy kT in the
initial state. The condition �� 1 ensures
the separation of the characteristic timescales of
the two mechanisms experienced by an electron: the
thermal motion and the field-induced deterministic
motion. Denoting by vth =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
kT=m

p
the thermal

velocity of the electrons, we have indeed
�= (tth=tacc)

2, where tth =�vth is the mean time
between two successive collisions with the scatterers
and tacc =

ffiffiffiffiffiffiffiffi
�=a

p
is the acceleration time required for

the field to move the electron over the mean free
path � starting from rest. The result of the plain
weak-field expansion is to evidence its own failure:
it shows that the perturbation is singular insofar as
the asymptotic state will be fully dominated by the
field, with no memory of the initial temperature.
Multiple-scale method is here implemented with
respect to the time variable, introducing new
independent variables (�i)i>0 such that the physical
situation corresponds to the line

�0 ¼ tvth=�; �1 ¼ ��0; �2 ¼ �2�0; . . . ; �n ¼ �n�0; . . .

ð� ¼ ma�=kTÞ ½6�

The time-derivative expansion [2] is supplemented
with an expansion of the velocity distribution:

f ðv; tÞ ¼
X
i�0

� i FðiÞðv; �0; �1; . . . ; �n; . . .Þ ½7�

The procedure is conducted as exposed in the
general case. Identifying term-wise the coefficients
of the expansion yields a hierarchy of equations for
the (F(i))i�1, each supplemented with a solubility
condition preventing the appearance of secular

divergences. A detailed presentation can be found
in Piasecki (1993). The benefit of the multiple-scale
method is to yield jointly the different stages of the
gas evolution, starting from thermal equilibrium and
switching on the field at t = 0:

� at times � =O(1), an initial transient with a drift
velocity hvzi(t) = at � C1at2vth=�þ � � � in the
direction of the applied field (denoting C1 some
numerical constant);
� at times � =O(1=�), a linear-response regime with

a steady drift velocity hvzi 	 a�=vth; and
� at times � =O(1=�2), a long-time field-dominated

heating of the gas, where the velocity distribution
is no longer Maxwellian, and the kinetic energy of
the electrons grows without bounds as t2=3,
whereas the drift velocity slowly vanishes asymp-
totically: hvzi 	 (�2a=t)1=3.

Domains of Application of the Multiple-Scale
Method

The multiple-scale method was first developed in
nonlinear mechanics. It is fruitful and is even
required in any instance where plain perturbation
expansion is not uniformly convergent, more gen-
erally when it is necessary to account jointly for
variations at different timescales: resonant wave
interactions, for example, in plasmas, or in the case
of oscillations with slowly varying coefficients.
Multiple-timescale method was applied, around
1960, to get kinetic equations (closed equations for
the one-particle distribution) from molecular
dynamics (Liouville equation) for dilute gases,
plasmas, or to establish a microscopic theory of
Brownian motion from molecular dynamics of a
hard-sphere system (see the section ‘‘Microscopic
theory of Brownian motion’’). In the same spirit, it
allows to relate constructively different mesoscopic
descriptions, for example, in the case of Brownian
motion, to relate the Kramers equation for the
distribution P(r, v, t) to the Smoluchowski equation
for P(r, t) (see the section ‘‘Mesoscopic theory of
Brownian motion’’). Other examples are the deter-
mination of transport coefficients (friction, viscosity)
from kinetic description or, at macroscopic scale,
the determination of eddy viscosity and eddy
diffusivity (see the section ‘‘Effective diffusivity for
a passively advected scalar’’). A last domain of
application concerns systems where relaxation pro-
cesses at different scales superimpose, requiring to
handle jointly different time dependences. Multiple-
scale method then displays the physics of the
relaxation process and its associated hierarchical
structure (e.g., the application to the adiabatic
piston problem discussed in this Encyclopedia by
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Gruber and Lesne – see Adiabatic Piston; see also
the section ‘‘Some typical applications’’).

A Brief Overview of Multiscale
Approaches

Different Scales and Regimes

Common to all multiscale approaches is the focus on
the very existence of different scales, exploited
through the use of rescaled variables, which makes
explicit the presence of a small parameter � control-
ling the dynamics, responsible for the existence of
different timescales and related to the scale separa-
tion. Technically, the first, very simple but essential,
step is to replace the variables, fields, and param-
eters by their dimensionless counterparts. So doing,
small parameters reflecting scale separation (in time,
space, energies, amplitudes, . . .) will naturally
appear. Although it is thus possible to estimate the
order of the different terms, it is to be underlined
that it gives no clue on their actual contribution to
the long-term behavior: in singular situations, pre-
cisely those where multiscale approaches have to be
developed, small terms can have a noticeable
influence at all scales. As illustrated in the following
sections, different rescalings of variables and func-
tions allow us to discriminate features at different
scales and to capture different regimes. More
specifically, the techniques to manage with the
joint contributions of several regimes at different
timescales depend on the way these regimes inter-
mix. They can be:

� superimposed regimes, when fast and slow depen-
dences intermingle in the evolution of the same
variable. It is the framework of multiple-scale
analysis. The solution writes typically x(t, �t,
�2t, . . .); or
� coexisting regimes, namely a coexistence of fast

and slow evolutions. One might focus either on
the fast evolution and use a quasistatic approx-
imation (or parametric approximation) for the
slow evolution, either on the slow evolution and
use a quasistationary approximation or an aver-
aging of the fast evolution. The solution writes
typically [xfast(t), xslow(�t)] (or [xfast(�=�), xslow(�)]
if the observation takes place at long timescales,
with a relevant time variable � = �t); or
� successive regimes, when initial conditions, bulk

behavior and asymptotics are not of the same
order with respect to �; this is a boundary-layer-
like issue, and the solution writes typically
xlayer(t=�) for 0 
 t 
 t0, then xbulk(t) for t � t0,
with t0 =O(1).

Applications are innumerable; the most typical
and investigated ones are the climate (from ‘‘hours’’
for the observed weather to ‘‘thousands of years’’ for
eras), population dynamics, coasts and sand dunes
(from ‘‘grains’’ to ‘‘country’’ scales), protein folding
(the vibration of covalent bonds occurs at scale of
femtoseconds, while the whole folding may require
up to a few seconds), or trading markets (from
seconds to years). Let us finally give two typical
examples for the parameter �:

� The weak-damping and high-friction limits, best
explained on an example. The damped oscillator
m€xþ � _xþ V 0(x) = 0 appears as an Hamiltonian
dynamics m€xþ V 0(x) = 0 as soon as the damping
can be neglected, when the characteristic time
�= [m=V 00(0)]1=2 of the undamped oscillator is far
smaller than the damping time � = m=�. The
weak-damping limit is thus defined as �! 0,
where �= �=� = [�2=mV 00(0)]1=2. It leads to a
singular behavior when investigating the asymp-
totics, as in the Duffing oscillator and weakly
damped oscillator mentioned in the last section.
On the contrary, the evolution appears as a
dissipative gradient dynamics _x =�V 0(x)=�= 0
as soon as � � �. This leads to the high-friction
limit: �=�= [mV 00(0)=�2]1=2 ! 0. This example
somehow reconciles conservative and dissipative
dynamics, showing that they might coexist in the
same system.
� The hydrodynamic limit involved in the deriva-

tion of hydrodynamics equations (namely incom-
pressible Navier–Stokes equations) from kinetic
Boltzmann equation. It writes �=�=L! 0, where
� is the so-called Knudsen number, defined as the
ratio of the mean free path � (the average distance
traveled by a fluid molecule between two succes-
sive collisions) to a characteristic spatial scale L of
the system (e.g., the size of an obstacle).

Bridging the Scales: Mean-Field, Singular
and Scaling Approaches

The aim of multiscale approaches is to bridge
different scales, through the determination of the
large-scale behavior of the solution, or by establish-
ing a constructive relation between the initial model
and an effective model at higher scale. We have
mentioned in the introduction a first classification of
multiscale systems and associated approaches: they
might exhibit (1) scale decoupling, (2) some singu-
larity in the relation between the different scales, or
(3) scale invariance.

Mean-field approaches In case of scale decoupling,
mean-field approaches apply. Let us briefly recall,
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within its usual spatial formulation, that a mean-
field approach amounts to identifying the local
environment, which is a priori fluctuating and
spatially inhomogeneous (e.g., the local magnetic
field generated by neighboring spins in a spin lattice
model) with the average one, expressed as a function
of the average order parameter (spatial average or
equivalently a statistical average in the limit as the
system size tends to infinity). Mean-field approaches
can be implemented either in time (averaging), in
real space (homogenization, coarse-graining), or in
phase space (aggregation and projection techniques).

In the present context, the best example of a mean-
field approach is provided by homogenization proce-
dures. They can be traced back to the method of
Lagrange to solve the three-body problem. The issue is
to describe the motion of a light body B2 experiencing
the gravitational attraction of the Sun and a heavier
body B1. The mass of B2 is supposed to be small
enough to neglect its influence on the Sun and B1 (the
so-called restricted three-body problem); B1 will thus
obey the Keplerian laws of motion. The method of
Lagrange applies when B2 is far more distant from the
Sun than B1(r2 � r1), which implies (due to the third
law of Kepler: !2r3 = const.) that the angular velocity
!1 of B1 is far larger than !2: the large body B1 moves
faster than B2 around the Sun. In first approximation,
Lagrange replaced the rapidly oscillating influence of
B1 on the motion of B2 by the influence of a constant
distribution of mass, obtained by spreading the mass
m1 of B1 all over its orbit. The Gauss theorem thus
states that this influence can be accounted for by
simply adding the total mass of this distribution to the
mass of the Sun. The stability of the system would
follow: B2 will remain trapped in the neighborhood of
the pair composed with the Sun and B1.

Singular perturbations A typical instance of singu-
lar multiscale behavior is associated with asymptotic
expansions

xðtÞ ¼
Xn�1

r¼0

�rxr þ Rnð�; tÞ ½8�

which are not convergent: limn!1 Rn(�, t) 6¼ 0 at
� fixed, but lim�!0 �

�nRn(�, t) = 0 at fixed n and t.
Asymptotic expansions are ubiquitous in multiscale
approaches: the coexistence of different timescales,
superimposed and nontrivially coupled to get rise to
the observed phenomenon, prevents from obtaining
uniformly convergent perturbative expansions; it
is only in this latter regular case that the above-
mentioned mean-field approaches and homogeniza-
tion techniques apply.

Scale invariance, scaling theories and renormalization
Self-similarity and associated criticality prevent scale
decoupling, but allow us to develop scaling theories
and renormalization methods. In contrast to scale-
separation arguments, the guiding principle is now
to focus on the links relating one scale to the others
(scaling transformations, renormalization transfor-
mations). The problem complexity is thus reduced in
a some ‘‘transverse way,’’ by retaining only scale-
invariant features. We shall expose in the section
‘‘Renormalization: an iterated multiscale approach’’
further links between multiscale approaches and
renormalization methods, beyond the restricted
scope of scale-invariant systems: in many instances,
renormalization can be seen as an iterated multiscale
approach.

Scaling Limits

Let us mention a specific instance of multiscale
approach, which is associated with scaling limits.
Scaling limit refers to a joint limiting procedure, in
which several independent variables jointly converge
towards given limits, with prescribed relative beha-
viors; this latter condition is a key point in the
frequent case when the different limits do not
commute, and we shall see later that it is an
essential ingredient of renormalization methods.
Let us cite two acknowledged examples:

� The thermodynamic limit for a system of N particles
in a volume V; it amounts to let N !1, V !1,
while N=V = n = const. (constant average number
density). It is a prerequisite to derive standard
thermodynamic behavior from the statistical–
mechanical description; it supports the use of
asymptotic results given by the law of large numbers
and the central-limit theorem provided the correla-
tions between the particles remain short-range.
� The Boltzmann–Grad limit for a system of n hard

spheres of radius � per unit volume. In dimension
d, it writes �! 0, n!1 (thus differing from the
thermodynamic limit) while n�d�1 = z remains
constant. This limit is involved in kinetic theory
as a limiting instance where the Boltzmann ansatz
applies (identifying the two-particle distribution
function with the product of the corresponding
one-particle distributions). Indeed, the occupied
volume fraction n�d tends to 0 so that recollisions
and ensuing long-term correlations can be
neglected (rarefied gas). On the other hand, the
mean free path of a particle remains finite, so that
numerous collisions and associated molecular
chaos further support the Boltzmann decorrela-
tion ansatz.
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Stochastic Multiscale Approaches

Multiscale approaches are far less developed for
stochastic processes. Let us mention the case of a
Markov process. Scale separation reflects in a
spectral gap in the transition matrix generating the
dynamics. Identification of fast and slow modes is
then straightforward: slow modes are associated
with quasidegenerated eigenvalues (� � 0 in a time-
continuous setting), whereas fast dynamics is asso-
ciated with damped modes and negative eigenvalues
(� < 0, j�j � 1) (Gaveau et al. 1999). A basic
difficulty in extending methods developed in a
deterministic context is the fact that the reduction
(or projection) of a Markov process is a priori no
longer Markovian. Closure relations and approx-
imations should be introduced to circumvent mem-
ory effects, for example, supported by arguments
of decorrelation and ensuing fast temporal self-
averaging of the fast dynamics.

It is to note that the behavior upon rescaling of a
stochastic process differs from the transformation of
a deterministic evolution. The basic relation is the
scaling upon a time rescaling �= �t of the white
noise involved in stochastic differential equations
and defined from the Wiener process W(t) through
the relation dW(t) = 	(t)dt. It follows from the
definition fW(�) = W(t) that dfW(�) =

ffiffi
�
p

dW(t). At
this point, it is important to notice the difference
with respect to the behavior of a plain deterministic
function ef (�) = f (t) for which def (�) = � df (t). Using
the fact that 
(t) = �
(�) and the definition
dfW(�) = e	(�)d�, we obtain that e	(�) is a white noise
with respect to the rescaled time �, that is, a
stationary Gaussian process defined by its first two
moments

he	ð�Þi ¼ 0; he	ð�Þe	ð�0Þi ¼ 
ð�� �0Þ ½9�

Slow/Fast Variables

Slow/Fast Decomposition

Dynamics of systems made of many interacting
elements, for example, chemical reactions, or popu-
lation dynamics, typically involves far too many
degrees of freedom to be handled at the level of
individual units, and requires a drastic reduction to
make sense of it. A natural way of reduction is based
upon the phenomenology, taking as relevant degrees
of freedom those describing the slow evolution
observed at macroscopic scales. Scale separation
between microscopic and macroscopic worlds has to
be turned into a constructive and quantitative
argument to achieve this reduction.

Solving this typical multiscale issue first requires
to identify and construct explicitly the slow vari-
ables, for example, collective variables obtained
through aggregation or coarse-grainings. The second
step is to eliminate or rather integrate the fast
dynamics into a closed system of effective equations
describing the large-scale evolution. The closure
requirement generically involves an approximation,
neglecting the remaining dynamic coupling between
fast and slow variables. It is precisely here that scale-
separation arguments and the very choice of the
slow variables are crucial, ensuring that the influ-
ence of fast dynamics is essentially accounted for in
its effective or average contribution to the slow
dynamics; remaining fluctuating influences can be
either neglected or included in a noise term, required
to be fully determined as a function of the slow
variable only (otherwise the whole procedure would
neither be consistent nor useful). In the following
subsections, we shall briefly present the main
techniques allowing to achieve this program, con-
sidering the simple abstract system:

dX

dt
¼ f ðX;YÞ; dY

dt
¼ � gðX;YÞ; ð�� 1Þ ½10�

Although involving only two variables for simpli-
city, it exhibits the typical multiscale structure:
whereas X varies on scales O(1), Y appears as a
slow variable of characteristic timescale O(1=�).

Parametric Approximation

The preliminary step of the reduction is to get some
knowledge on the fast dynamics, at least to choose
the proper multiscale technique. A plain but never-
theless fruitful remark is that a parameter p can
always be seen as a variable that does not evolve:
dp=dt = 0 in a deterministic setting, or Wp!q =

(p� q) in a stochastic one (transition probability
W). Conversely, a slow variable can be transiently
treated as a mere parameter in the fast dynamics.
Supported by timescale separation, this parametric
approximation (or quasistatic approximation)
decouples the fast dynamics from the slow variable
evolution, investigating the fast dynamics asympto-
tics (t !1) while considering that the slow variable
remains constant Y(t) � y. In the following, we shall
distinguish two cases: (1) the fast dynamics oscillates
with a period T � 1=�, and (2) the fast dynamics
relaxes to a stable equilibrium point X
(y) slaved to
the slow variable.

Amplitude Equations

A ubiquitous technique to account for slowly
modulated oscillations has been introduced first by
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Fresnel for light propagation and optical phenom-
ena. The basic idea is to take benefit from the scale
separation between the fundamental oscillation
(frequency !, wavelength �= 2�=k) and a super-
imposed slow variation of the wave amplitude

Aðr; tÞ ¼ Aðr; tÞeiðk:r�!tÞ

K � jrA=Aj � k; � � j@tA=Aj � !
½11�

The evolution can be rewritten in terms of the
slowly varying amplitude A; by construction, it is
ruled by terms involving the small parameter � 	
K=k 	 �=!� 1, but the resulting equation is now
devoid of small or large parameter. Such technique
has been successfully applied and further developed,
for example, in various situations involving electro-
magnetic waves (e.g., diffraction of Hertzian waves),
in plasma physics (resonant interaction between
electromagnetic waves and acoustic modes) and in
quantum mechanics, to investigate the deformation
of a wave packet in a potential.

Averaging

Let us discuss further, in a general setting, the case
when the fast dynamics is an oscillation of period T
(either linear modes as in the last subsection or a
stable limit cycle). It is a context where averaging
techniques apply. We refer to the associated entry in
this Encyclopedia by Neishtatdt (see the article
Averaging Methods) and only mention here the
main principle: to exploit scale separation and self-
averaging property of the fast dynamics to replace
X(t) by an average value

XavðtÞ ¼ ð1=TÞ
Z Tþt

t

XðsÞds

The underlying idea is that averaging cancels out
most of the fast variations so that Xav(t) is now
slowly varying. In case when the fast dynamics is
influenced by the slow variable Y, its value is kept
constant in the averaging (see the section ‘‘Para-
metric approximation’’). The resulting average
behavior Xav[Y(t), t] is reinjected in the evolution
of the slow component, leading to a closed equation,

dY

dt
¼ � g Xav½YðtÞ; t�;Yð Þ

or rather

deY
d�
¼ g eXav½eYð�Þ; � �; eY
� � ½12�

in terms of the more relevant rescaled time variable
� = �t and eY(�) � Y(t). Denoting �Y(�) the solution
of this approximate equation, the validity of the
averaging procedure is assessed by theorems

giving conditions ensuring that lim�!0
eY�(�) = �Y(�).

Note that such theorems (quite unusually) state
the convergence, for a vanishing value of the
perturbation parameter �, of the exact solutions
towards the approximate one (solution of the
average equations).

To conclude, let us notice that one speaks of
averaging in temporal context and homogenization
in spatial or spatio-temporal contexts, when aver-
aging is performed over space; as discussed in the
section ‘‘Bridging the scales: mean-field, scalar, and
scaling approaches,’’ averaging and homogenization
belongs to the general class of mean-field
approximations.

Quasistationary Approximation

Let us now consider the case when the fast dynamics
converges at fixed Y towards a stable fixed point
X
(Y). Focusing on the slow dynamics, the relevant
time variable is � = �t, which turns the evolution
[10] into

�
dX

dt
¼ f ðX;YÞ; dY

dt
¼ gðX;YÞ ½13�

(for the sake of simplicity, we use the same notation
X for both X(t) and eX(�)). It is solved in two steps, by
noticing that at lowest order in �, the fast dynamics
reduces to the asymptotic regime f (X, Y) = 0, slaved to
the slow variable Y. The corresponding stable state
X
(Y) is then plugged into the slow dynamics to get a
closed equation for Y(�):

dY

d�
¼ g½X
ðYÞ;Y� � GðYÞ ½14�

This achieves the desired dimensional reduction. It
works equally well when X is a string of variables
X = (x1, . . . , xN).

There is seemingly a paradox here, ubiquitous in
many multiscale approaches: in order to determine
the evolution of the slow variable Y, it is considered
a constant! The solution lies in scale separation: the
trick is to consider the ensuing approximate decou-
pling as an exact one (what it would be in the limit
�! 0). In other words, the constancy of Y is
considered over a time length which is long at the
level of fast dynamics (�t� 1), long enough for X
to reach its equilibrium state X
(Y), but short at
the macroscopic level (��t = �� � 1). As in the
so-called ‘‘quasistatic evolutions’’ encountered in
thermodynamics, the large-scale evolution will be
composed of a continued succession of local
equilibrium states: at each time � , X takes its
instantaneous equilibrium value, slaved to Y(�).
Here one speaks equivalently of quasistationary
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approximation, quasisteady-state approximation, or
adiabatic elimination of fast variables.

Slow Invariant Manifolds

In the previous subsections, the decomposition
between fast variables X and slow variables Y was
given. But in practice, only the whole dynamics of
the system is known and a main part of the issue is
to find and construct explicitly the slow variables.

A geometrical viewpoint on the dynamics
appears to be fruitful: if the system evolution is
to be reducible to the evolution of a few degrees
of freedom, it means that the flow essentially lives
in a low-dimensional region of the phase space,
which can be parametrized by these degrees of
freedom up to some fuzziness of order O(�).
Mathematical investigations have been conducted
to assess this point, leading to the concept of
invariant slow manifold: a manifold M of the
phase space, invariant upon the dynamics and
describing the slow dynamics once the system has
reached it (Gorban et al. 2004). Starting from an
arbitrary point z0, the trajectory first exhibits a
fast transient bringing the system state close to M,
up to some tolerance of order O(�), then sticks to
M. Its evolution on M is ruled by a reduced
dynamics, far slower than the fast relaxation to
M as soon as the system actually exhibits a
timescale separation. This latter self-consistent
assertion should be considered as a working
hypothesis, to be validated by the explicit deter-
mination of M and associated reduced dynamics.
This can be done numerically, by exploiting the
presumed convergence property of any trajectory
reaching M after some intrinsic transients. In
other words, if the dynamics possesses a slow
invariant manifold, an operational way to find M
is to let the system evolve, starting from a sample
of initial conditions, and to observe its stabiliza-
tion on M.

This framework obviously embeds the quasista-
tionary approximation presented in the last subsec-
tion: in this case, the slow invariant manifold is
M={z=(x,y), f (z)=0}={(x
(y),y)} and the dynamics
restricted to M is the slow dynamics dy=d� =
G[y(�)], x(�) = x
[y(�)]. Here the manifold is invar-
iant upon the approximate dynamics (for all
t, f [z(t)] = 0, hence z(t) 2 M) but not upon the
original one: some rigorous mathematical work has
to be done to show that the actual dynamics keeps
the trajectory in a proper neighborhood of M of
width O(�). In other words, one has to control the
discrepancy between the exact trajectory and the
trajectory slaved on M.

Central Manifold

The notion of slow invariant manifold generalizes
older results about central manifolds, exploited to
reduce the dynamics near a bifurcation point. Let us
consider a dynamical system _x = f (x,�) near a
bifurcation point: in �=�c, the fixed point x0,
stable for � < �c, loses its stability. This reflects on
the largest eigenvalue(s) of the stability matrix
Df (x0,�), namely �1(�) < 0 for � < �c,�1(�) > 0
for � > �c, and �1(�c) = 0. The small parameter is
then �=�1. A main result was to show that, near the
bifurcation point, slow modes coincide with
unstable directions and fast modes with stable
directions (Haken 1996). The decomposition into
slow and fast variables is ruled by the central
manifold theorem: the solutions can be expressed
in terms of the amplitudes along the eigenvectors of
the null space of the dynamics at �= 0; these
amplitudes appear as the relevant order parameters
near the bifurcation. This is referred to as the slaving
principle. Compared to the setting presented in the
subsection ‘‘Slow invariant manifolds,’’ the slow
invariant manifold M is given here by the central
manifold.

Projection Techniques

The methods presented in the previous subsections
to eliminate fast variables and construct a reduced
slow dynamics can be unified into a common
framework: Mori–Zwanzig projection techniques.
The full state (x, y) of the system is projected onto
the slow variable y and the functions w(x, y) are
projected onto their conditional expectation

PwðyÞ �
Z

wðx; yÞ�ðxjyÞdx ½15�

The core of the method lies in the choice of
conditional distribution �(x j y), for instance,
�(x j y) = 
(x� x
(y)) in case when there is an
invariant manifold x = x
(y), or �(x j y) = 1=2� in
case of averaging over a rapidly varying phase x. We
refer to Givon et al. (2004) for a review.

Aggregation Techniques and Coarse-Grainings

An intuitive guideline in the analysis of a multiscale
dynamics is that collective variables or coherent
states coincide with slow modes. The rationale is
that numerous fast fluctuations at the level of agent
dynamics self-average, so that only a slow trend is
perceptible at large scale. Aggregation methods have
been developed in this spirit to build reduced models
governing the slow dynamics. Nevertheless, in
generic situations, aggregation does not lead to
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closed equations for the collective variables and
some level of approximation has to be introduced.

Let us now consider a system of N coupled
degrees of freedom, [xi(t)]I = 1...N (e.g., a system of N
interacting agents) evolving deterministically accord-
ing to a two-scale dynamics (Auger and Bravo de la
Parra 2000):

�
dxi

dt
¼ fiðx1; . . . ; xnÞ þ �giðx1; . . . ; xnÞ ½16�

where f describes a fast evolution due to the
coupling between species and gi a slow evolution
due to internal mechanisms. A natural choice for the
slow variable is Y(x1, . . . , xn) =

P
i xi, but we shall

write below the general case. The self-consistent
requirement of the method is that this variable Y
reflect a global and slow behavior. Considering t as
a fast time variable, this condition amounts to
require a quasistatic behavior for Y at this timescale.
In other words, the consistency condition requires
that there exists a manifold F y such that

XN
i¼1

@Y

@xi
ðx1; . . . ; xNÞfiðx1; . . . ; xNÞ ¼ 0

on F y ¼ fYðx1; . . . ; xNÞ ¼ yg ½17�

We, moreover, assume that the fast dynamics on this
manifold F y leads to a stable equilibrium
(x
1(y), . . . , x
N(y)). We are then in a position to
describe the slow evolution of the manifold itself,
that is, the slow dynamics ruling the evolution of the
aggregated variable y for � small enough:

dy

dt
¼
X

i

@Y

@xi
x
1ðyÞ; . . . ; x
NðyÞ
� �

� gi x
1ðyÞ; . . . ; x
NðyÞ
� �

þOð�Þ ½18�

Internal support of the procedure is to check the
structural stability of this resulting aggregated
dynamics. Compared to the quasistationary approx-
imation and slaving principle presented earlier, here
the slow variable is not given independently but
constructed as a function of the fast variables
(aggregated variable). The same principles can also
be implemented for discrete-time models.

Coarse-graining can be seen as the spatial analog
of aggregation techniques developed in the phase
space: the real space is split into cells considered as
elementary units at macroscopic scale, and all the
small-scale physics is averaged over each cell,
yielding the apparent state of each unit (described
by a few ‘‘coarse-grained’’ variables) and the
effective interactions between them.

Let us cite two hydrodynamic examples. Eddy
viscosity refers to an effective viscosity involved in

coarse-grained hydrodynamics equations; the con-
tribution of small-scale turbulent structures is
accounted for in an integrated way in this para-
meter, hence its name. It is typically lower than bare
viscosity, even possibly reaching negative values at
large enough Reynolds number, that is, at low
enough bare viscosities. Cellular flows are space-
periodic flows, thus exhibiting a natural spatial
scale: the coarse-graining amounts to an intrinsic
homogenization over each cell of the flow.

Let us finally mention that coarse-grainings are
involved in renormalization-group transformations
once supplemented with the adequate rescalings (see
the section ‘‘Renormalization: an iterated multiscale
approach’’).

In conclusion, it is to note that all these various
multiscale approaches are closely related and can all
be expressed as a specific projection technique in the
extended phase space containing both fast and slow
variables. For instance, aggregation techniques
replacing the fast variables (x1, . . . , xn) by the slow
collective variable y = Y(x1, . . . , xn) amount to the
projection technique involving the slow invariant
manifold M= {(x1, . . . , xn, y) j y = Y(x1, . . . , xn)}.

Numerical Aspects

In the community of applied mathematics, multi-
scale methods refer specifically to numerical homo-
genization, involving multigrid algorithms as, for
instance, multiscale finite-element method, multigrid
Monte Carlo, multigrid optimization, or annealing.
Basically, the idea of numerical homogenization is
to avoid the numerical cost of using a mesh of size
h < �, where � is the scale of the smallest-scale
features of the dynamics, and to use jointly:

� a fine mesh, to compute local quantities indepen-
dently (hence with a parallelized program); and
� a coarse mesh, to compute global behavior using

effective parameters and homogenized quantities
determined in the prior fine-mesh computation.

We refer to Gorban et al. (2004) for a review.

Boundary Layers and Matched
Expansions

Purposes and Principles

Multiscale approach to handle boundary layers was
introduced in 1905 by Prandtl in fluid mechanics for
situations where the solution of hydrodynamics
equations far from the boundaries (‘‘bulk’’ solution)
does not match the conditions at the surface of the
walls or obstacles. This typically originates in the
presence of a multiplicative small factor � in front of
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the highest-order derivative; accordingly, the flow
exhibits two different scales in space: a thin
boundary layer of width controlled by � and the
bulk domain. The idea is to perform two different
perturbation methods in the layer and in the bulk,
involving a different rescaling in order to focus on
and give the ruling place to either the boundary
conditions or the bulk dynamics (one also speaks of
inner and outer expansions). Then these parallel
perturbation expansions have to be bridged into a
single global continuous solution. The matching
principle is to identify the asymptotic behavior on
the boundary side with the boundary condition of
the bulk behavior (Nayfeh 1973):

lim
r!0

XbulkðrÞ ¼ lim
�!1

Xlayerð�Þ with � ¼ r=� ½19�

Boundary layers of hydrodynamics have numer-
ous analogs: initial layers in chemical kinetics, skin
layers in electrodynamics and edge layers in solid-
state physics (Nayfeh 1973). Adaptation of this
technique is to be developed to determine the
complete dynamics in the slow-invariant-manifold
approach, matching the fast relaxation towards the
manifold with the slow motion onto the manifold.
Let us finally note that the matched-expansion
approach can benefit in each region of all the
above-mentioned multiscale techniques.

Time Analog: Implementation for Initial Layers

We shall now work out the time analog of a
boundary-layer problem on the abstract example
encountered in [10], in the case when X rapidly
evolves to a slaved equilibrium state X
(Y) but with
initial conditions Y(0) = y0 and X(0) = x0 6¼ X
(y0).
Obviously, the quasistationary approximation fails
to describe the initial regime and its applicability
has to be reconsidered. The general principle of
boundary-layer analysis, namely the recourse to two
different perturbation approaches, is implemented as
follows:

� For the initial regime, one solves the fast
dynamics with initial conditions X(0) = x0 while
keeping Y(t) � y0; this yields an approximate
solution [Xlayer(t), Ylayer(t)], satisfying the initial
conditions and valid at short times, as long as Y
has not evolved.
� At longer times, the relevant variable is the

rescaled time � = �t and the quasistationary
approximation described in the last section
applies.

The consistency of the two perturbative
approaches is ensured by the matching conditions

lim
�!0

Xbulkð�Þ ¼ lim
t!1

XlayerðtÞ

lim
�!0

Ybulkð�Þ ¼ lim
t!1

YlayerðtÞ � y0

½20�

These conditions are actually satisfied since Xbulk(�) �
X
[Ybulk(�)], hence lim�! 0 Xbulk(�) = X
(y0) and, by
definition of X
 (at fixed Y(t) � y0), limt!1
Xlayer(t) = X
(y0).

Some Typical Applications

Enzymatic catalysis A matched singular perturba-
tion approach is currently encountered in chemical
systems, for instance, in the derivation of the
Michaelis–Menten kinetics for a single enzyme and
the Hille cooperative kinetics for an allosteric
enzyme (Murray 2002). Denoting by E the enzyme,
by S the substrate, by ES the active complex, and by
P the product, the single-enzyme catalytic transfor-
mation of S into P is described by the following
scheme:

Sþ EÐ
k

k0
ES�!kcal

Pþ E

½S� � s; ½E� � e; ½ES� � c

½21�

where, as is well known, the enzyme is released at
the end. Introducing dimensionless quantities

~t � ke0t; ~s � s

s0
; ~c � c

e0

Km�
k0 þ kcat

k
; eKm ¼

Km

s0

� � kcat

ks0
; � ¼ e0

s0

½22�

the corresponding chemical kinetic equations can be
written as

d~s

d~t
¼�~sþ ~cð~sþ eKm � �Þ

�
~c

d~t
¼ gð~s;~cÞ � ~s� ~cð~sþ eKmÞ

½23�

Noticing that �� 1 (the enzyme is present in
infinitesimal quantities compared to the substrate),
a quasistationary approximation applies for the
variable ~c: it means that the intermediary species
ES rapidly reaches a local equilibrium state ~c = ~c
(~s).
This yields the substrate evolution

d~s

d~t
¼ �~s

~sþ eKm

½24�

The initial condition is set only on the substrate:
s(0) = s0, that is, ~s(0) = 1. It yields the well-known
expression of the velocity V � (ds=dt)jt = 0 as a
function of the initial substrate concentration:
V(s0) = e0kcats0=(s0 þ Km) (with a maximal value
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Vmax = e0kcat). The quasistationary value for the
complex (dimensionless) concentration ~c
(~s = 1) =
1=(1þ eKm) at t = 0 obviously differs from the actual
initial condition ~c(0) = 0: besides, it is quite foresee-
able that the transients leading the complex ES to its
stationary value cannot be described using a
quasistationary approximation. At short times, the
relevant time variable is the fast rescaled time
�=~t=�, leading to the equation describing the initial
regime when supplemented with the actual initial
condition ~c(0) = 0,~s(0) = 1. The analysis is straight-
forwardly carried over, exactly as in the general
abstract case, with a matching condition lim�!1
~c(�) = ~c(t = 0) = 1=(1þ eKm).

Kinetic theory Time-matched expansions have
been developed in kinetic theory, for instance, to
describe the fate of a tagged particle within a gas. In
a first, short stage (kinetic stage) following the
injection of the particle in the thermally equilibrated
gas, the velocity distribution of the particle rapidly
evolves due to collisions with gas molecules and
associated momentum transfer. This stage lasts a
few mean-free-times and it ends when the tagged-
particle distribution is almost Maxwellian. Then, in
a second stage (hydrodynamic stage), the distribu-
tion slowly relaxes towards a spatially uniform
distribution, ultimately equal to the equilibrium
Maxwell–Boltzmann distribution; at each time, the
velocity distribution is almost Maxwellian. The
particle dynamics is described at the level of its
distribution function by the Boltzmann equation,
and the resolution (the so-called Chapman–Enskog
method) is based on the above general principles.

The adiabatic-piston problem A matched two-
timescale perturbation approach has been developed
for the adiabatic piston problem: an isolated cylinder
filled with an ideal gas (noninteracting light particles
of mass m) is separated in two compartments by a
moving piston, of mass M, adiabatic in the sense that
it has no internal degrees of freedom and does not
conduct heat when fixed. The small parameter is the
mass ratio �= 2m=(Mþm). It quantifies the effi-
ciency of energy transfer between the gas particles
and the piston upon elastic collisions, and the
strength of the indirect coupling of the two gas
compartments through the collisions of their particles
with one and the same piston. The matched
perturbation approach gives access both to a fast
deterministic relaxation towards mechanical equili-
brium, at timescales O(1), with no heat transfer
between the compartments, and a slow fluctuation-
driven evolution towards thermal equilibrium, where
the heat transfer is achieved by the collision-induced

coupling between the gas and the piston fluctuating
motion, thus occurring at timescales O(M=m) (see
Adiabatic Piston).

Renormalization: An Iterated
Multiscale Approach

It is not the place to expose or even summarize the
implementation of renormalization techniques, for
which we refer to the associated entries in this
Encyclopedia. Here we will only stress the natural
relations between renormalization group (RG) and
multiscale approaches. The RG approach indeed
shares many steps and guiding principles: joint
rescalings, coarse-grainings and local averaging,
effective parameters and effective terms, relevant
and irrelevant contributions, with a focus on large-
scale behavior. Moreover, far beyond the scope of
the study of critical phenomena, RG has been
extended into an iterated multiscale approach
allowing to determine in a systematic and construc-
tive way the effective equation describing the
universal large-scale features and asymptotics of a
multiscale system (see, e.g., Chen et al. (1996) and
Mazzino et al. (2004).

It is first to be underlined that different meanings
are associated with the term ‘‘renormalization,’’
corresponding to very different statuses for the
associated renormalization procedures.

A renormalized quantity can be plainly a rescaled
quantity (normalized, dimensionless or put to the
scale of the considered sample): here arises a first
connection with multiscale approaches, both involv-
ing rescalings as an essential preliminary step.

A renormalized quantity can be an effective
quantity accounting in an integrated way of com-
plicated underlying mechanisms (e.g., the renorma-
lized mass of a body moving in a fluid, accounting
for hydrodynamic effects); here arises another
central notion of multiscale approaches: effective
parameters or effective equations (following, e.g.,
from averaging or homogenization).

Renormalization is also a mathematical technique
developed first in celestial mechanics, and then
mainly in quantum electrodynamics to regularize
divergent expansions and perturbation series. It
might proceed by means of resummation; the idea,
implemented by Rayleigh in 1917, is to sum up
correlations and interactions into a redefinition of
the parameters. It might either rely on the introduc-
tion of a cutoff in the space, time, and energy scales,
then accounting in an effective way of the host
of contributions at smaller space and time scales
�x 
 �, �t 
 � (or, equivalently, larger momentum
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and frequency scales: k � 2�=�,! � 2�=�) so as to
take advantage of the physical cancellation of
mathematical divergences. In any case, it turns the
bare parameters of the original singular expansion
into renormalized parameters and yields a renorma-
lized regular expansion. Writing that the resulting
large-scale behavior does not depend on the chosen
cutoff (�, �) yields renormalization equations,
expressing quantitatively the very consistency of
the procedure (‘‘renormalizability’’ of the expan-
sion). Renormalization provides alternative technical
tools in instances treated above with the multiple-
scale method. Its main advantage is its recursive
structure: introducing a sequence (�n, �n)n of cutoffs
(what is called momentum-shell RG), the whole
procedure can be iterated to integrate recursively the
influence of small-scale features on the asymptotic
behavior, allowing as to handle situations exhibiting
a hierarchy or even a continuum of scales.

Renormalization also refers to an asymptotic
analysis allowing as to classify critical behaviors, to
determine quantitatively the critical exponents and to
handle the associated divergences. Indeed, the above-
mentioned multiscale approaches fail near bifurcation
points or critical points. In this case, scale separation is
replaced by scale invariance. The key idea, underlying
RG techniques is to shift the focus on the scaling
procedure itself. The basic point is to construct a
renormalization transformation, consisting in joint
coarse-grainings and rescalings, thus relating the two
models describing the same phenomenon at different
scales (Lesne 1998); it puts forward their self-similar
properties and associated scaling laws, while eliminat-
ing specific small-scale details having no consequences
on the asymptotic, large-scale behavior. The set of
renormalization transformations has a semigroup
structure with respect to the rescaling factor (or plainly
with respect to iteration) justifying to speak of RG. It
generates a flow in the space of models, whose fixed
points correspond either to trivial or to critical
situations according to their stability. It can be shown
that the linear analysis of the renormalization trans-
formation around a critical fixed point gives access to
the critical exponents. Moreover, this analysis allows
us to split the space of models into universality classes,
each associated to the basin of attraction of a critical
fixed point. Let us emphasize that scale invariance
leads to a deep change in the modeling and investiga-
tions, shifting from a ‘‘physics focusing on the
prediction of amplitudes’’ to a ‘‘physics of the
exponents,’’ focusing on less specific, but more
universal and above all, more intrinsic features.

Far more generally, RG is associated with a
qualitative change in the questioning, since the
study takes place in a space of models. Generalized

renormalization transformation can be designed to
extract not only self-similarity properties but any
large-scale feature from a more microscopic model.
In particular, RG can be specially designed to
discriminate between essential and inessential terms
in a model: the latter do not modify the asymptotics
of the RG flow, meaning that they are of no
consequence at large scales. In other words, generic
properties of the renormalization flow in this space of
models yield universal large-scale scaling properties.
RG is thus essentially a multiscale approach, insofar
as it only retains the relations between the different
levels of descriptions, somehow ignoring the details at
each given scale. It is actually designed to capture
universal features of the multiscale organization.

Summary: The Exemplary Case
of Diffusion

Bridging the Scales

Our aim in this section is to present the whole range
of multiscale approaches in use, allowing both to
bridge models devised at different scales and to
predict the large-scale features of the phenomenon
they account for. We choose the context of diffu-
sion, Brownian motion, and transport phenomena,
where such a bridge is essential and has been much
investigated. Indeed, transport coefficients are
defined through phenomenological equations; it is
thus necessary to relate such macroscopic equations
with smaller-scale theories, so as to get an expres-
sion of the coefficients in terms of the microscopic
ingredients and to justify the validity of the
phenomenological description.

The exposition in the various subsections below,
following increasing scales, will mark out the path-
way from reversible molecular dynamics to macro-
scopic diffusion equations. We shall thus come
across the multiple-scale analysis of the Liouville
equation describing at microscopic scales a Brown-
ian grain suspended in a thermal bath of water
molecules (see the next subsection) leading to the
mesoscopic Kramers equation for the grain distribu-
tion function P(r, v, t). Next, involving higher but
still mesoscopic scales, we see that another multiple-
scale analysis leads to the reduced Smoluchowski
equation for its spatial distribution P(r, t). Random
walks offer alternative mesoscopic models, involving
effective diffusion coefficients in order to take into
account underlying features like persistence length
or other short-range correlations. Scaling limits or
more systematic renormalization methods in real
space allow to bridge discrete random-walk models
with continuous descriptions. Another RG, based on
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a path-integral formulation in the framework of
field theory, allows to handle the case of self-
avoiding walks with infinite memory. Homogeni-
zation is illustrated on the case of diffusion in a
regular porous medium, whereas diffusion pro-
cesses in fractal substrates provide a counterexam-
ple, singular enough to exhibit anomalous scaling
behavior. The issue of reducing the dynamics of the
diffusion process to a simpler effective one is
encountered in many other macroscopic instances,
among which we shall mention diffusion in a
periodic medium, lending to space averaging, and
advection of a passive scalar field in a two-scale
velocity field, where a multiple-scale analysis yields
the effective diffusivity at large scale. We shall give
further technical guidelines for constructing these
steps climbing from molecular up to large macro-
scopic scales, thus providing additional illustrations
of the multiscale approaches introduced in the
previous sections on more general and abstract
grounds.

Microscopic Theory of Brownian Motion

The first theoretical account of Brownian motion,
namely the erratic movement of a micron-sized
pollen grain suspended in a thermal bath, for
example, water, dates back to 1905 and the famous
paper by Einstein. It took almost 60 years before a
microscopic theory was achieved; this theory has
been further worked out using multiple-scale
techniques (Cukier and Deutsch 1969). The chal-
lenge is to start from the complete deterministic
reversible dynamics of the system, described within
a probabilistic framework by the Liouville equation
@p=@t = Lp for the distribution of probability p in
the whole phase space (position and velocities of
the grain, of mass M, and all water molecules, of
mass m�M). The small parameter is the mass
ratio �=

ffiffiffiffiffiffiffiffiffiffiffi
m=M

p
measuring the efficiency of the

energy transfer upon collisions between the grain
and the bath particles, assuming a binary interac-
tion potential U =

P
i u(jr i � rj). The Liouville

operator is decomposed into L = L0 þ �L1, and
one introduces rescaled time variables �n = �n t,
where �0 = t is the timescale of the fluid particle
dynamics. Multiple-scale method is carried out
according to the general scheme, leading to the
so-called Kramers equation,

@

@t
þ v:

@

@r

� �
Pðr; v; tÞ

¼ � @
@v

vþ kT

M

@

@v

	 

Pðr; v; tÞ ½25�

where the friction coefficient is explicitly given as

� ¼ 1

3MkT

Z 1
0

hFt:F0i dt

where Ft ¼ eiL0tF0 and F0 ¼ �rrU ½26�

We refer to the original, although very pedagogical,
paper by Cukier and Deutsch (1969) for a thorough
exposition and discussion of this derivation.

Mesoscopic Theory of Brownian Motion

Multiple-scale method is also of relevance to
determine the high-friction limit of the above
Kramers equation. Standard perturbation technique
with respect to the inverse of friction, 1=�, fails to
describe the asymptotic regime: there is not enough
freedom to fulfill all the solubility conditions
required to avoid the appearance of secular diver-
gences (Bocquet 1997). By contrast, multiple-scale
technique yields a uniform expansion of the evolu-
tion equation still valid at long times, thus allowing
to bridge two mesoscopic levels of description,
namely the Kramers equation and the Smoluchowski
equation for the spatial density �(r, t) of the
Brownian particle:

@

@t
�ðr; tÞ ¼ 1

M�

@

@r
kT

@

@r

� �
�ðr; tÞ ½27�

Introducing dimensionless variables � = tvth=l, R =
r=l, V = v=vth, where l is the size and vth =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kT=M

p
the thermal velocity of the grain, the relevant small
parameter appears to be the dimensionless inverse of
the friction coefficient, �= vth=l�; hence,

�
@

@�
þ V :

@

@R

� �
PðR;V ; �Þ

¼ @

@V
V þ @

@V

	 

PðR;V ; �Þ ½28�

If the friction is high (i.e., �� 1), the velocity
relaxes very rapidly towards the equilibrium Max-
well distribution, and it is then enough to describe
the (slow) evolution of the spatial distribution
�(r, t). Nevertheless, the relaxation stage is essential
and accordingly the �-dependence is singular, as a
rule when the small perturbation parameter multi-
plies the time derivative.

According to the general procedure exposed in the
section ‘‘Multiple-scale method: principles,’’ we intro-
duce rescaled variables �0 = � , �1 = �� , �2 = �2� , . . .
considered as independent variables and look for a
solution of the Kramers equation of the form
P = P(0) þ �P(1) þ �2P(2) þ � � � , where the arguments
of all the components P(i) are (R, V , �0, �1, �2, . . . ).
Identifying term-wise the successive powers of � yields
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a hierarchy of equations. At order 0, we obtain
P(0) = �(R, �0, �1, �2, . . . )e�V2=2. The following equa-
tions, for the [P(i)]i�1, involve the linearized operator
L= @V (V þ @V ). For each of them, there appears a
solubility condition, requiring that none of the additive
contributions in the equation is an eigenvector of L;
involving the components P(j) with j < i, it prevents the
appearance of a secular divergence in P(i). At order1,
the solubility condition is @�=@�0 = 0, thus determin-
ing the (trivial) �0-dependence of P(0). In a similar way,
the solubility condition at order 2 allows to determine
the �1-dependence of P(0). This bridges the Kramers
and Smoluchowski equations in the high-friction limit,
when retaining only the first-order term in �. We refer
to Bocquet (1997) for a pedagogical account of the
derivation and discussion of its relation with the time-
derivative expansion involved in the so-called Chap-
man–Enskog solution of the Boltzmann equation.

Random-Walk Model and Weakly
Correlated Diffusion

Random walks are discrete-time mesoscopic models,
accounting for the diffusing motion of a particle
through the statistical properties of its successive
steps, when observed at a given timescale � . The
basic model (ideal random walk) assumes isotropic,
independent and identically distributed steps of var-
iance a2. Central-limit theorem straightforwardly
gives the time dependence of the mean-square dis-
placement R2(t) � hjr(t)� r(0)j2i= a2t=� , showing
that the motion is a normal diffusion, with diffusion
coefficient D = a2=2d� in dimension d. It is to note (see
also the next subsection) that D depends � and a, but in
a joint manner. Actually, the diffusion coefficient
associated with a diffusive motion observed at scale a
and modeled by a random walk on a lattice of
parameter a can be written as D =�a2, where the rate
� depends on a (effective rate at spatial resolution a):
this is a sort of renormalization that accounts for the
rate �(a) of all microsteps backward and forward of
length far smaller than a.

In case of short-range correlations between the
successive steps (namely if

P1
�1 jC(t)j <1, where

C(t) is the statistical correlation function between
elementary steps separated by a time length t), direct
computations support a time-average-like result:
the asymptotic behavior is still described by a
normal diffusion law R2(t) 	 2dDefft, with Deff =
D
P1
�1 C(t). When C(t) = e�t=�

Deff ¼
Dð1þ e�1=�Þ

1� e�1=�

hence Deff � 2�D if � � 1.

Renormalization Analysis in Case
of Markovian Diffusion

Trying to bridge lattice random walks with a
continuous description brings out the following
difficulty: as the step size a goes to 0, one has to
obviously decrease the duration � accordingly, but
by what amount is not so obvious, since the walker
velocity is ill-defined (it depends on the observation
scale). Determination of the proper joint rescaling
can be guessed from the knowledge obtained by
another mean about the system; rather, it can also
be obtained in a systematic way, thanks to RG
methods. Let us explain the basic principle.

Let us denote by Pa, � (x, y, t) the transition prob-
ability governing the random walk, namely the
density of probability to jump from x to y in time
t, where x, y are restricted to the lattice (aZ)d and
time to �N. The renormalization transformation
�k,� should express the consequence for Pa, � of a
joint rescaling of space (by a factor of k) and time
(by a factor of k�). Taking into account the Markov
character of the walks, we are thus led to define

½�k;�Pa;� �ðx; y; tÞ� kdPa;�ðkx; ky; k�tÞ
in dimension d ½29�

The proper value of � is to be determined self-
consistently in order that the limit limk!1 �k,� Pa, �

exists (it is then a continuous transition probability
P
�(x, y, t) defined on Rd � Rd � R). The root-
mean-square displacement

RðP; tÞ �
X
x; y

x� yj j2Pðx; y; tÞ
" #1=2

is transformed according to

Rð�k;�Pa;� ; tÞ ¼ k�1RðPa;� ; k
�tÞ ½30�

Accordingly, it yields the diffusion law associated
with the fixed point P
�:

for any k; RðP
�; tÞ ¼ k�1RðP
�; k�tÞ;
hence RðP
�; tÞ 	 t1=� ½31�

It is anomalous except if �= 2. In the case of ideal
random walks, the proper exponent leading to a
nontrivial limit is �= 2; this limit P
2 is the transition
probability of a Wiener process:

WDðx; y; tÞ ¼ ½4�dDt��d=2e�ðx�yÞ2=4dDt

with D ¼ a2=2d� ½32�

This shows that all ideal lattice random walks
belong to the same universality class, that of the
Wiener process. This approach has been fruitfully
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applied to diffusion in disordered systems, the issue
being to determine whether or not the disorder,
accounted for as a noise term in the transition
probabilities, modifies the normal diffusion law
obtained in the unperturbed situation. Similar
reasoning can also be implemented for self-similar
anomalous diffusion processes, like fractional Brow-
nian motions and Levy flights (Lesne 1998).

Renormalization Analysis for Self-Avoiding Walks

Let us only mention, for the sake of completeness, the
renormalization techniques developed for determining
the conformational statistics of linear polymer chains,
whose three-dimensional shape can be represented as
the trajectory of a self-avoiding random walk. These
techniques belong to the RG corpus developed in
statistical mechanics for critical phase transitions,
within a field-theoretic framework. A formal but
exact analogy can actually be worked out between
self-avoiding walks and a spin lattice system with
n! 0, where n is the number of spin components.

The multiscale nature of the system is so marked
here that it should rather be qualified as an absence of
characteristic scale. In this respect, standard RG
methods developed for critical phenomena lie at the
very boundary of multiscale approaches. Scale decoup-
ling is replaced by scale invariance, which is somehow
the conjugate situation: homogeneity in real space is
replaced by homogeneity in the conjugate space (space
of characteristic scales). Scale invariance here reflects
in the self-similar property, R(N) 	 N
, relating the
end-to-end distance R of the chain to the number N of
elementary steps (the monomers), with an anomalous
exponent 
 (the Flory exponent 
 � 3=5 in dimension
d = 3) originating from the infinite memory of the
nonoverlapping chain. We refer to Lesne (1998) and
references therein for a more detailed exposition of the
concepts and techniques only alluded here.

Effective Diffusion in a Porous Medium
(Homogenization)

Describing the diffusion in a porous medium appears
as a formidable task at the pore level: it would
require us to account for all the boundary conditions
at the border of the hollow domain V 2 V0 actually
accessible to diffusion. When the pores have a finite
characteristic size a, a homogenization approach can
be developed at scales far larger than a. It allows to
account for the slowing down of the motion due to
obstacles in an effective diffusion coefficient (in plain
words, the black and white medium made of matter
and holes of size a appears as a grey homogeneous
medium at larger scales). More specifically, a diffus-
ing tracer of random trajectory r(t) experiences a

varying coefficient D[r(t)] (it equals D inside the
pores, whereas it vanishes in the nonaccessible region
V0 � V). The idea is to replace this fluctuating
realization of the transport coefficient by its spatial
average (independent of the trajectory), in what
concerns macroscopic properties:

Deff ¼
Z
V0

D n0ðrÞ dd
r ¼

Z
V

D½r� dd
r

ðwhere n0ðrÞ ¼ 1 iff r 2 VÞ ½33�

Rigorous mathematical theorems ensure that the
large-scale motion can actually be described by a
Fick law and associated plain diffusion equation
(Bensoussan et al. 1978).

Anomalous Diffusion in a Fractal Medium

The above homogenization for diffusion in a porous
medium works well only if the pores have a finite
characteristic size; by contrast, diffusion in a fractal
substrate (e.g., a porous medium with pores of all
sizes) generically leads to anomalous diffusion, asso-
ciated with a time dependence of the mean-square
displacement R2(t) 	 t� with � < 1. In a fractal
substrate, the existence of obstacles and pores of all
sizes introduces spatial fluctuations at all scales and
long-range correlations in the spatial dependence of D.
This case corresponds to a critical situation and
homogenization fails to give a relevant description of
the macroscopic behavior, in the same way as mean-
field methods fail to account for critical phase transi-
tions. It reflects in the anomalous exponent � < 1 of the
diffusion law, that can be related to the fractal
characteristics of the substrate (�= ds=df, where ds is
the spectral dimension and df the fractal dimension).

Effective Diffusion in a Periodic Potential
(Averaging Method)

In case of a periodic medium, where D[r(t)] oscillates
with a small spatial period, an averaging procedure
can be developed as in the subsection ‘‘Effective
diffusion in a porous medium (homogenization),’’ to
determine an effective diffusion equation accounting
for the large-scale motion. Explicit computations
within a multiple-scale approach yield

Deff ¼
1

hDi ½34�

where hDi denotes a space average over the
elementary cell (Givon et al. 2004).

Let us rather detail the case of diffusion of a
Brownian particle in a periodic potential U, with
U(xþ L) = U(x) for any x (restricting to dimension
1 for simplicity), at equilibrium at temperature T.
Let D be the coefficient of this particle in the
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absence of the potential. At large scales dx� L,
the substrate appears to be spatially uniform. The
influence of the periodic bias exerted by the
potential on the diffusive motion (superimposition
of a modulated deterministic drift) can be described
in an average way. The result is a normal diffusion
with a reduced effective diffusion coefficient

DeffðUÞ ¼ D inf
f2C1ðLS1Þ

Z L

0

j1� f 0ðxÞj2 dmUðxÞ

with dmUðxÞ ¼
e�UðxÞ=kT dxR L

0 e�Uðx0Þ=kT dx0
½35�

where the infimum is taken over the set of smooth
periodic functions of period L and the average involves
the equilibrium distribution mU of the particle in the
potential landscape U( . ). So doing, one sees in
particular that no oriented motion can arise at
equilibrium, even if U is asymmetric. The procedure
extends to dimension d with only technical differences.

Effective Diffusivity for a Passively
Advected Scalar

Still another fruitful implementation of multiple-
scale method is encountered in the context of
diffusion and transport phenomena, in the study of
the advection by a given incompressible velocity
field v (r, t) of a passive scalar field �(r, t), for
example, the density of small inert ‘‘tracer’’ particles
advected by the fluid flow without modifying it
back. We consider the case when the fluid motion
can be decomposed into a large-scale, slowly varying
component and a small-scale, rapidly varying fluc-
tuation: v(r, t) = U(r, t)þ �u(r, t). The parameter �
controls the relative strength of these components.
Another small parameter � is involved in this
problem: the ratio �= l=L� 1 of the typical length
scales L and l of U and u, respectively. Here the
issue is to bridge two macroscopic descriptions: the
full hydrodynamic equation describing the evolution
of the scalar field �(r, t)

@

@t
�ðr; tÞ þ vðr; tÞ:r�ðr; tÞ ¼ D��ðr; tÞ ½36�

and a large-scale effective transport equation for an
average scalar field �L(r, t),

@

@t
�Lðr; tÞ þ Uðr; tÞ:r�Lðr; tÞ

¼ @

@ri
Deff

ij

@

@rj
ðr; tÞ�Lðr; tÞ

	 

½37�

This procedure, amounting to account in an average
way for the small-scale contributions to the

complete hydrodynamic description, relies on a
spatio-temporal generalization of the multiple-scale
method: it involves rescaled space and time vari-
ables, X = � x, � = � t, T = �2 t The different charac-
teristic scales of the velocity components are directly
reflected in their arguments: u(x, t) and U(X , T). The
passive scalar field now expresses �(x, t, X , � , T) and
it is expanded as �= �0 þ � �1 þ �2 �2. The standard
multiple-scale procedure leads to introduce an
auxiliary field �:

@t�j þ ½ðuþ �UÞ:@��j �D @2�j ¼ �uj ½38�

yielding the effective diffusivity tensor (where h i is a
space average)

DE
ij �

Deff
ij �Deff

ji

2
¼ D

X
p

h@p�i@p�ji ½39�

Advection enhances transport, and eddy diffusivity
is larger than molecular diffusivity. In realistic cases,
there is a continuum of scales u =

PN
n = 0 un, where

un has a characteristic scale ln 	 2�nl0. Multiple-
scale method is to be iterated into an RG analysis,
achieving a recursive integration of the small and
fast scales into DE starting from the smallest and
fastest ones.

Conclusions

Multiscale approaches allow to predict large-scale
behavior generated by a given model; even more,
they offer constructive tools to bridge models at
different scales for the same phenomenon. They
provide systematic and mathematically well-
controlled tools to turn faithful but intractable
models into effective reduced ones, thus lying at
the core of statistical mechanics, many-body dyna-
mical systems, and, more generally, at all issues of
the still-in-progress complex systems science. Indeed,
in a complex system (that might be their very
definition), levels are so interrelated that it is
essential to investigate jointly all the scales, from
elementary units up to the whole system, and its
emergent properties; neither theoretical nor numer-
ical approaches can alone consider all the levels
together, showing the relevance, if not the necessity,
of multiscale approaches.

Basic preliminary issues are to determine the
proper elementary level, the proper collective vari-
ables, and the relevant small parameters. Let us
remark that the implementation of a multiscale
technique rapidly faces the fundamental issue of
defining a macroscopic variable; it offers some clues,
indicating that a macroscopic variable might be a
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phenomenological quantity observable at our scale,
a slow mode, or collective variable.

Multiscale approaches take benefit of the separa-
tion of scales involved in the different mechanisms
at work in the phenomenon under consideration.
The basic idea, seen above at work in various
instances and different ways, is to somehow decou-
ple the different scales and to solve several simpler
single-scale problems. Any multiscale implementa-
tion actually involves, at some stage and more or
less explicitly, a limiting process in which the scale
separation ratio 1=� tends to1: this limiting process
has to be carefully controlled in order that the
method can be applied to real situation. Finally, to
be successful, multiscale approaches should achieve
a trade-off between:

� accuracy (minimizing the loss of information
involved in the reduction or projection technique),
� efficiency and tractability (this is, e.g., one of the

major successes of hydrodynamics)
� robustness of the resulting reduced model (to be

checked a posteriori),
� flexibility (extending to heterogeneous systems

involving different components), and
� scope (bridging many different levels in order to

capture the whole hierarchical structure).

Let us conclude by emphasizing a much fruitful
benefit of multiscale approaches: they allow to
investigate structural stability of a model, in parti-
cular to evidence relevant parameters and essential
mechanisms controlling large-scale features. In this
respect, they lead beyond the (necessarily restricted)
scope of a specific model and give an explicit account
of the observer biased view, related to its scale of
observation. They hence contribute to capture a more
complete and controlled understanding of the real
physical systems.

Finally, a note on bibliographic guide to multi-
scale approaches may be useful. Technical details
and several applications of multiscale perturba-
tive expansions, in particular multiple-timescale
method, with references to the original papers,
can be found in Nayfeh (1973). Applications of
multiple-scale method, fully worked out in a very
pedagogical way, can be found in the work of
Cukier and Deutsch (1969), Piasecki (1993),
Bocquet (1997), and Mazzino et al. (2004). An
acknowledged reference on homogenization tech-
niques and multiscale analysis in periodic media
is Bensoussan et al. (1978); see also the mono-
graphs by Lochak and Meunier (1988) and

Berdichersky et al. (1999). Two recent review
papers on multiscale approaches and reduction
techniques are Givon et al. (2004) and Gorban et al.
(2004). Basic principles and technical aspects of
scaling theories and RG approaches from a multiscale
viewpoint can be found in Lesne (1998).

See also: Adiabatic Piston; Averaging Methods;
Bifurcations in Fluid Dynamics; Boltzmann Equation
(Classical and Quantum); Central Manifolds, Normal
Forms; Interacting Particle Systems and Hydrodynamic
Equations; Korteweg–de Vries Equation and Other
Modulation Equations; Localization for Quasiperiodic
Potentials; Singularity and Bifurcation Theory; Stability
Problems in Celestial Mechanics; Stationary Phase
Approximation; Universality and Renormalization.
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Introduction

The concept of negative refraction has caused a
revolution in classical optics and electromagnetic
theory in the past few years (Pendry 2004,
Ramakrishna 2005). If a material has negative
dielectric permittivity (") and negative magnetic
permeability (�) simultaneously at a given frequency
!, then it can be said to have a negative refractive
index defined as

n ¼ � ffiffiffiffiffiffi
"�
p ½1�

Several peculiar consequences of Maxwell’s equations
for the propagation of radiation in such a material
were originally pointed out by Veselago (1968). But
the lack of such natural materials failed to create much
enthusiasm until recently when composite structured
photonic materials have been shown to have negative
refractive index (Smith et al. 2000, Shelby et al. 2001).

The question then boils down to what constitutes
materials with negative " and �? Where the structure
varies spatially on a scale much less than the
wavelength of the incident radiation, composite
electromagnetic materials can be regarded effectively
as homogeneous media. A set of effective response
functions: the effective permittivity, "eff, and the
effective permeability, �eff, can then be ascribed to
these materials. To develop a homogeneous view of
the electromagnetic properties of a medium com-
posed of discrete atoms and molecules was the
motivation for defining a permittivity " and permea-
bility �. The simplicity provided by such a descrip-
tion cannot be understated. Provided the radiation
cannot resolve the underlying structure, replicating
the atoms of a material with structure on a larger
scale therefore represents a straightforward exten-
sion of the original concept.

If we consider arrays of structures defined by a
unit cell of dimensions, d, then our effective
description of the response of the medium to
electromagnetic radiation of angular frequency !
will be valid provided that

d� � ¼ 2�c=! ½2�

This restriction ensures that the underlying structure
of the medium will merely refract and not scatter the
incident radiation, in which case an effective
permittivity and permeability for the medium
become valid. The above inequality defines
the long wavelength or effective medium limit
(Garland and Tanner 1978). Maxwell’s equations,
written in the absence of free charges and external
currents,

� �D ¼ 0; �� E ¼ � @B

@t
½3�

� � B ¼ 0; ��H ¼ @D

@t
½4�

together with the constitutive relations:

Bð!Þ ¼ �0�effð!ÞHð!Þ ½5�

Dð!Þ ¼ "0"effð!ÞEð!Þ ½6�

then provide us with a complete description of the
electromagnetic properties of the material over the
frequency range of interest. Note that the effective-
medium parameters are a function of the frequency
as the material polarization response depends on the
time history of the applied fields (Landau et al.
1984). These effective parameters were then general-
ized to analytic complex functions to account for
absorption, and to second-ranked tensors to describe
anisotropic responses.

The real parts of these effective material para-
meters can always be negative; there is nothing
fundamentally wrong about that. Provided that they
are dispersive, that is, they vary as a function of
frequency, and dissipative as a consequence of the
famous Kramers–Kronig relations (Landau et al.
1984), such materials are causally possible. Simulta-
neously negative values of "eff and �eff change the
nature of electromagnetic radiation in these media.



For example, the wave vector in such isotropic
media points opposite to the Poynting vector and
gives rise to many new interesting effects such as
modified refraction, negative Doppler shifts, etc.
Such materials can support a variety of surface
electromagnetic modes, which can have dramatic
effects such as the possibility of a perfect lens which
has unlimited image resolution (Pendry 2000) and is
not subject to the traditional diffraction limit.

New artificial electromagnetic composite struc-
tures, often referred to as ‘‘meta-materials,’’ allow
us to access values of these material parameters
which are not found in naturally occurring materi-
als. We will show here how to obtain negative
values of "eff and �eff in meta-materials using a
variety of resonance phenomena. Then we will
look at the problem of imaging with subdiffraction
resolution using negative refractive index
materials.

Artificial Plasmas

From the electromagnetic viewpoint, a plasma can
be represented as a medium with dielectric permit-
tivity whose real part is negative. The Coulomb
force and the finite mass of the electrons combine to
give an ideal plasma a dispersion in the relative
permittivity, "̃(!), given by

~"ð!Þ ¼ 1�
!2

p

!2
½7�

where the plasma frequency is defined by !2
p =

(�e2)=("0me), � is the number density of electrons,
e is the electronic charge, and me is the electron
mass. The permittivity of the plasma is negative at
frequencies below the plasma frequency.

A plasma-like behavior characterizes the electron
gas in the noble and alkali metals, with a plasma
frequency typically at ultraviolet frequencies.
Because of the presence of dissipation, at lower
frequencies resistive effects dominate and the plas-
mons cannot be excited. To obtain materials with
negative dielectric permittivity at low frequencies, a
lower plasma frequency is required corresponding to
more massive particles and a lower particle density
�. A structure consisting of a three-dimensional
lattice of very thin wires simulates a low-density
plasma of very heavy charged particles and is shown
in Figure 1 (Pendry et al. 1998). A simple model
allows us to describe the desired reduction in !p in
such a structure.

First consider a displacement of the electrons in
the wires along one of the cubic axes. Only the wires
directed along that axis are active and thus provide a

lowered effective density of electrons, �eff, given by
the area occupied by the active wires. Thus,

�eff ¼ �
�a2

d2
½8�

An even more profound effect of constraining the
electrons to run along thin wires is a result of the
induced magnetic field which wraps the wires as
the electrons are in motion. Suppose a current I
flows in the wires. The magnetic field is

HðrÞ ¼ I

2�R
¼ �a

2ve

2R
½9�

where R is the distance from the wire center, v is the
electron drift velocity, and �e is the charge density in
the wire. In terms of the magnetic vector potential,
the magnetic field is

HðRÞ ¼ ��1
0 �� AðRÞ ½10�

where

AðRÞ ¼ �0a2�ve

2
lnðd=aÞ ½11�

and d is the lattice spacing. The importance of the
divergence of the magnetic field with the wire radius
as seen in eqn [9] is the contribution to the canonical
electronic momentum given by eA. If we neglect the
variation of the fields with distance from the wire
center, we can view this contribution as defining a
new effective mass for the electrons given by

meff ¼
�0e2�

2�
lnðd=aÞ ½12�

d

a

Figure 1 A periodic structure composed of infinite conducting

wires arranged in a simple cubic lattice. Provided the factor a /d

is small enough, the structure responds to incident electromag-

netic waves as a plasma of very heavy charged particles.
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Now the effective plasma frequency for the system

!2
p ¼

�effe
2

"0meff
¼ 2�c2

0

d2 lnðd=aÞ ½13�

is seen to be much reduced. As an example, the
plasma frequency of 1 mm aluminum wires paced
by 10 mm is about 2 GHz, and the corresponding
electronic effective mass is almost 15 times that of
a proton! The factors of effective mass and charge
density cancel leaving an expression comprising
only the macroscopic system parameters. This is to
be expected as a circuit analysis in terms of a
capacitance and inductance can also be used to
formulate the problem. However, such an
approach can obscure the true nature of the
problem which is encapsulated as a low-frequency
plasma oscillation. Inclusion of the finite resistivity
of the metal yields a finite lifetime for the plasmon
excitation. Experiments have shown that a reduc-
tion in the plasma frequency of six orders of
magnitude from the ultraviolet to the microwave
region can be achieved in these thin-wire compo-
sites (Pendry et al. 1998).

Artificial Magnetism

Although the Maxwell equations [2]–[4] are sym-
metric in the electric and magnetic fields, we are yet
to discover a free magnetic pole. The magnetism we
find in natural materials is limited to spin systems
and restricts the values of �eff. Up to microwave
frequencies, magnetic activity is common and
certain insulating ferromagnets and antiferro-
magnetic compounds such as MgF2 and FeF2 can
even exhibit a negative permeability at some
frequencies. However, large losses can accompany
the magnetic activity in these materials.

Recently, it has become clear that a wide variety
of composite structures comprising resonant inclu-
sions can display magnetic activity in the effective
medium limit (Pendry et al. 1999). Efficient screen-
ing of AC magnetic fields can be achieved using a
thin cylindrical shell of metal or superconductor. In
order to obtain a large magnetic response such that
the modulus of the magnetic susceptibility, j�mj>1,
what we require is a resonant over-screening
material response. A collection of subwavelength-
sized structures that exhibits such an over-screening
response can constitute a negative �eff material.
One such resonant subwavelength structure is the
so-called split-ring resonator (SRR), which can be
scaled to form magnetic meta-materials from
microwave to optical frequencies (Pendry et al.
1999, O’Brien and Pendry 2002b). An SRR

structure which has been demonstrated experimen-
tally to have a resonant magnetic response at
microwave and THz frequencies is depicted in
Figure 2a (Smith et al.). It comprises of two planar
rings of metal on an insulating backing. The rings
couple inductively to the magnetic field normal to
the plane of the rings. Because of the large
capacitance between the rings, the structure reso-
nates at some frequency. Driven by the back
electromotive force (emf), a large response is
expected in the vicinity of the resonance frequency
which is also antiphased in a small frequency range
above the resonant frequency. If the SRRs are much
smaller than the free-space wavelength, a collection
of such SRRs would behave as a negative �eff

material at these frequencies.
Theoretical calculations (Pendry et al. 1999)

assuming a nondispersive metal show that a periodic
lattice of such structures is characterized by a
magnetic permeability given by

~�eff ¼ 1� f!2

!2 � !2
0 þ i�!

½14�

where f = �R2=d2 is the filling factor,

!0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3lc2

�R3 ln 2w=g

s
½15�

is the resonant frequency, and the damping of the
resonance is determined by the factor

� ¼ 2l

�0�R
½16�

Here d is the lattice spacing, R is the inner radius of
the ring, w is the width of the rings, l is the distance
between adjacent planes of SRRs, and � is the
conductance per unit length of the rings measured
along the circumference. Orientation of planar SRRs

g
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Figure 2 (a) The split-ring resonator structure. The structure is

planar with an internal radius R. The metal rings are of width w

and are separated by a spacing g. (b) Generic dispersion

relationship, ! vs. k, for a resonant structure with an isotropic

effective permeability as in eqn [15].
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along all three Cartesian axes allows for the creation
of an isotropic material. Figure 3 shows the generic
dispersion of the �(!) given by eqn [14]. A higher
resistivity for the material of the SRR would
broaden the resonance and the frequency region
with Re(�) < 0 might vanish altogether for large
resistivity.

For isotropic homogeneous materials with a
resonant effective permeability as in eqn [14] we
can illustrate a generic dispersion relationship, ! vs.
k, shown in Figure 2b. The solid lines represent
twofold degenerate transverse modes and the
dispersionless longitudinal magnetic plasmon
mode at the magnetic plasmon frequency (!mp).
The dashed lines are a band of propagating states
with a linear dispersion determined by the
polarizability of the SRRs and a flat band of
resonant states at the magnetic resonance fre-
quency !0. The gap in the dispersion can be
regarded as arising from the hybridization and
avoided crossing of these bands. The important
points to note are:

1. Wherever �eff is negative there is a gap in the
dispersion relationship. This is the case for !0 <
! < !mp, the frequency where �eff = 0. Only
evanescent modes with imaginary wave vector
exist in this region.

2. A longitudinal magnetic plasma mode, which
shows no dispersion, appears at !=!mp.

An alternative approach to obtaining a nonzero
magnetic susceptibility in composite media is pro-
vided by the zeroth-order transverse electric (TE)
Mie resonance in dielectric particles. Ferroelectric
and phonon polaritonic materials are promising
candidates for providing the necessary large dielec-
tric constants up to infrared frequencies (O’Brien
and Pendry 2002a).

The high-frequency scaling properties of the SRR
offer an interesting insight. The plasma-like dielec-
tric permittivity of noble metals

~"ð!Þ ¼ ð"1; "2Þ ¼ "1 �
!2

p

!ð!þ i�Þ ½17�

is essentially a large negative real number for !p �
!� �. For a 2D array of simplified SRRs consisting
of a single conducting ring with symmetrically
placed small capacitive gaps, the quasistatic effective
magnetic permeability for a magnetic field applied
normal to the plane of the SRR is (O’Brien and
Pendry 2002b)

~�eff ¼ 1� f 0!2

!2 � !0
2 þ i�!

½18�

where f 0=Lgf � (LgþLi)
�1, �=Li� � (LgþLi)

�1, and
!0

2 = (LgþLi)
�1C�1. In the above expressions,

Lg =�0�R2 is the geometrical inductance per unit
length of the structure and C="0~"s	=ncdc is the
capacitance per unit length of the structure for series
connection. Here it has been assumed that the
thickness of the SRR (	) is small compared to the
skin depth 
’ c0=!p.

An additional inductive impedance in the struc-
ture, the kinetic or inertial inductance, Li =
2�R="0!

2
p	 = 2�0�R
2=	 , determines the effective

filling fraction and damping of the resonance through
the ratio of the two contributions to the total
inductance. This contribution to the inductance arises
from the finite electron mass and implies that simply
decreasing the size of the resonators indefinitely will
not result in our being able to realize a strong
magnetic response at near-infrared or optical fre-
quencies. As the dimensions of the structure are
reduced that fraction of the energy of the displace-
ment current associated with the inertial mass of the
electrons increases. A finite � then means that
dissipative losses increase. Thus, strong damping of
the resonance will be avoided if the quantity R	=2
2

is large. We note here that with 
 equal to the
London penetration depth, this ratio also determines
the screening efficiency of low-frequency magnetic
fields by a thin layer of superconductor. This result
points to a broader similarity between the low-
frequency electromagnetic properties of the super-
conducting condensate and those of a perfect plasma.

Other nanocomposites in addition to the SRR
have been proposed which may lead to a magnetic
response at optical frequencies. These include pairs
of nanometer-sized metallic sticks where simulta-
neous electric and magnetic dipole resonances lead
to a strongly dispersive effective permittivity and
permeability.

4 7
Frequency (a.u.)

–5

0

5

10
μ

Re(μ)
Im(μ)

65 8 9

Figure 3 (a) The generic magnetic response of the SRR

structure. Re(�) < 0 in a frequency band above the resonance

frequency.
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Figure 4 Illustration of Snell’s law at an interface between

two media with (a) positive refractive index (VAC/RHM) and

(b) negative refractive index (VAC/LHM). The arrows indicate the

wave vectors and the energy flow is opposite to the wave vector

in the negative index medium.
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Negative Refractive Index Media

Interleaving the structures for a negative "eff and �eff

can create a composite with "eff < 0 and �eff < 0 at a
common frequency (!) (Smith et al., Shelby et al.
2001), which as predicted by Veselago (1968) should
give rise to a material with negative refractive index.
Although this appears intuitively correct, it is actually
nontrivial that the electromagnetic fields of the two
composites do not interfere with each other’s function
(Pokrovsky and Efros 2002) and this could depend
crucially on the relative placement of the two
structures (Marques and Smith 2004). However,
there is now overwhelming experimental and numer-
ical evidence that such composite structures possess
negative refractive index (see Ramakrishna (2005,
section 6)). Now consider a medium with predomi-
nantly real " and �. For " > 0 and � > 0, we have
our usual optical materials. Only one of " or � lesser
than zero with the other positive would imply a
medium which cannot support any propagating
modes. This is a consequence of Maxwell’s equations:

k � k ¼ "ð!Þ�ð!Þ!
2

c2
0

½19�

which implies that only evanescently decaying waves
with an imaginary component of k are possible.
Common examples are ordinary metals with " < 0
and � > 0. Now consider a medium with both " < 0
and � < 0, or a negative refractive index medium.
The Maxwell’s equations for a plane time-harmonic
wave exp[i (k � r � !t)] are:

k� E ¼ !
c
�ð!ÞH ½20�

k�H ¼ �!
c
"ð!ÞE ½21�

The ‘‘left-handedness’’ of the triad (E, H, k) is clear
from these equations for "(!), �(!) < 0. A real
refractive index means that waves propagate with the
direction of energy flow given by the Poynting vector,

S ¼ E�H ½22�

opposite to the direction of the wave vector. Since
the group velocity is in the direction of the energy
flow, we conclude that in these left-handed materials
(LHMs) the group velocity and the phase velocity
are oppositely directed. The phase accumulated in
propagating a distance x is ��=� ffiffiffiffiffiffi

"�
p

!=c0x. Thus,
the refractive index can be taken to be n =� ffiffiffiffiffiffi

"�
p

,
that is, a negative quantity. Mathematically, it is
more reasonable to ask for the sign of the square-
root to determine the wave vector given by eqn [19].
It can be shown by arguments of analytic continuity
in the complex plane that the negative sign has to be
chosen for propagating waves when Re(") < 0 and
Re(�) < 0 (Ramakrishna 2005).

The negative refractive index has real effects on
the behavior of radiation even in basic processes
such as refraction. Consider an interface between
vacuum and a negative refractive index medium
with n < 0 shown in Figure 4. Continuity conditions
on the electromagnetic fields at the interface require
for a plane wave incident from the vacuum side at
an oblique angle that the parallel wave vector kk is
conserved for the transmitted and reflected wave.
This is the origin of Snell’s law:

sinð�iÞ ¼ sinð�rÞ ¼ n� sinð�tÞ ½23�

where �i, �r and �t are the angles of incidence,
reflection, and transmission, respectively. The flow
of energy across the interface determines the direc-
tion of the group velocity in the material medium as
being away from the interface. Therefore, the
component of the phase velocity vector normal to
the interface must change sign as we pass from
vacuum into the material medium. We are then
forced to conclude that the ray is bent toward the
same side of the surface normal as the incident
wave. This picture is consistent with Snell’s law with
the interpretation that n<0) �t<0. Figure 4 illus-
trates this point which has been experimentally
verified by several groups (Shelby et al. 2001,
Parazzoli et al. 2003, Eleftheriades et al. 2002).

As a direct consequence of this, it is seen that a
flat slab of negative refractive medium can act as a
lens as shown in Figure 5. Provided that the slab is
of sufficient thickness, the refracted rays from a
point source come to a focus inside the slab and
upon exiting the slab the rays are redirected again
such that they come to a focus on the opposite side
of the slab (Veselago 1968). Veselago also predicted
a negative Doppler shift in such media and an
obtuse angle cone for Cerenkov radiation.
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Figure 5 Steady-state passage of rays (representing the energy

flow) of light from vacuum through a slab made of a LHM with

n =�1. The slab acts as a lens mapping a point on the image plane

to a point on the object plane.
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Perfect Lens: Subwavelength Imaging

A wave analysis of the Veselago lens revealed an
extremely novel aspect: it did not suffer from the
diffraction limit and the image resolution could be
infinite (Pendry 2000), if the negative index
material were perfectly nondispersive and nonab-
sorbing. Before we analyze this, let us first briefly
review the problem of imaging and the diffraction
limit.

Any object is visible because it emits or scatters
light. The problem of imaging is then concerned
with reproducing the electromagnetic field distribu-
tion on a 2D object plane in the 2D image plane. If
E(x, y, 0) be the electric field on the object (z = 0)
plane, the fields in free space can be decomposed
into the Fourier components kx and ky, and
polarization defined by �:

Eðx; y; z; tÞ ¼
X
�;kx;ky

E� kx; ky

� �

� exp i kxxþ kyyþ kzz� !t
� �� �

½24�

where

E�ðkx; kyÞ ¼
Z

x;y

E�ðx; y; 0Þ e�iðkxxþkyyÞ dx dy ½25�

In the above expression, the source is assumed to be
monochromatic of frequency !, k2

x þ k2
y þ k2

z =
!2=c2

0, c0 is the speed of light in free space, and
z is the optical axis. A conventional lens acts by
applying a phase correction to each of the propaga-
ting components so that they reassemble to a focus
at a point beyond the lens. For these components kz

is real, thus a phase change is all that is required to
form an image containing these components. The
higher spatial details in an object, however, are
described by the nonpropagating near-field compo-
nents with an imaginary kz where k2

x þ k2
y > !2=c2.

A conventional lens cannot restore these
components in the image plane as they decay
exponentially in amplitude as one moves away
from the source. Hence the resolution, �, provided
by a conventional lens is limited to those compo-
nents with

k2
x þ k2

y < !2=c2 ) � � 2�c

!
¼ � ½26�

Now consider the slab of medium with "=�1
and �=�1 and of thickness ds. It can be shown
(Pendry 2000) that the transmission and reflection
coefficients are

lim
"!�1
�!�1

~t ¼ exp �ikzds½ � ½27�

lim
"!�1
�!�1

~r ¼ 0 ½28�

respectively, where kz is the component of the wave
vector normal to the interface. Thus, the slab
reverses the phase advance for the propagating
waves as revealed by the ray picture. Analytic
continuation to imaginary wave vectors kz = i
z

implies that the transmittance ~t! exp(þ
zd), that
is, the slab also increases the amplitude of the
evanescent waves in transmission at exactly the
same rate as the rate of the decay in free space
outside. Thus, each wave, propagating or evanes-
cent, arrives at the image plane with its phase or
amplitude restored exactly to the values at the object
plane so as to perfectly reconstruct the image. The
lens is also perfectly impedance matched and has
zero reflection. These incredible properties have led
the phenomenon to be called ‘‘perfect lensing.’’

Note that there is no energy flux associated with
purely evanescent waves, and hence the amplifica-
tion obtained in the steady state corresponds to local
field enhancements which would imply the presence
of localized resonances. In fact, the entire mechan-
ism of the focusing of the near-field components is
due to surface modes that reside on the surfaces of
these negative index materials (Ramakrishna 2005).
"=�1 and �=�1 are precisely the conditions for
these surface modes of electric and magnetic nature,
respectively. These surface plasmon resonances
which are excited resonantly by the evanescent
modes and the secret to the perfect lens is that all
the surface modes are completely degenerate.

Although the conditions for realizing a perfect lens
are easy to specify, in practice these are very difficult to
meet. The requirement of negative values for " and �
implies that these quantities must disperse necessarily
with frequency and be dissipative. Thus, the perfect-
lens condition can only be met approximately at a
single frequency. Any deviation from the ideal
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Figure 6 A pair of complementary optical media nullify the

effect of each other for the passage of light. Spatially varying

positive and negative refractive indices are schematically depicted

by the white or shaded regions.
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conditions can then result in the excitation of slab
polariton resonances which can swamp the image. The
effects of absorption, which are always present, can
also seriously degrade the lens performance by damp-
ing out the surface plasmon resonances (Ramakrishna
2005). Consider the transmission for the P-polarized
radiation through a negative index slab:

~tðkxÞ ¼
4ðkz1="þÞðkz2="�Þ eikz2ds

D ½29�

where

D ¼ ðkz1="þ þ kz2="�Þ2 � ðkz1="þ � kz2="�Þ2e2ikz2ds

Under the perfect-lens conditions, the first term in
the denominator goes to zero for evanescent waves
and the exponential in the second term decays faster
than the exponential in the numerator. However, if
there was a mismatch in the conditions, ("þ= 1 and
"�=�1þ 
, say) then the first term in the denomi-
nator no longer vanishes. In the large wave vector
limit (kx � !=c0), the two terms in the denominator
become approximately equal when

kx ¼ �
1

ds
ln

���� 
2
���� ½30�

thus yielding a criterion for the largest wave vector
for which there is effective amplification. The
dependence through the logarithm on the deviations
(whether real or imaginary) from the resonant
conditions underlines the fact that the perfect lens
effect is indeed very sensitive. In practice, the
periodicity, d, of the strucuture of the meta-
materials comprising the negative index slab itself
imposes an upper wave vector cutoff kc = 2�=d. The
material will become spatially dispersive for wave
vectors k! kc, and for k>kc the very description as
a homogeneous material will break down.

An important simplification of the perfect-lens
conditions results when we consider a situation in
which all length scales in the problem are much less
than the wavelength of the light (the quasistatic
approximation). Under these conditions, the electric
and magnetic fields effectively decouple. If we
consider the case of P-polarized fields, it can be
shown (Pendry 2000) that in the quasistatic limit
only the value of the permittivity is important, and
there are essentially no conditions on the value of
the permeability. This brings metals such as silver
into the picture as the permittivity of silver becomes
equal to �1 in the optical region of the spectrum
and with relatively small losses (Pendry 2000). To
overcome the losses, a series of refinements of the
simple thin-slab picture have been proposed includ-
ing dividing the lens into a series of layers and using
optical amplification to act against the deleterious
effects of absorption (Ramakrishna 2005).
The Generalized Perfect-Lens Theorem

The negative refractive slab can be considered as
‘‘optical antimatter’’ in the sense that it cancels out the
effects on radiation of the traversal through an equal
amount of positive refractive index medium. This
cancelation is applicable to the phase changes for the
propagating modes and the amplitude changes to the
evanescent modes. In fact, the focussing action can
happen for more general situations where the require-
ment of homogeneity of the slab material can be
relaxed. Now consider the more general situation
where the dielectric permittivity and the magnetic
permeability are arbitrary functions of the spatial
coordinates:

"þ ¼ "ðx; yÞ; �þ ¼ �ðx; yÞ ½31�

"� ¼ �"ðx; yÞ; �� ¼ ��ðx; yÞ ½32�

corresponding to the Figure 6. We will consider the
imaging axis to be the z-axis. Thus, we see that the
system is antisymmetric with respect to the z = d
plane. It turns out (Pendry and Ramakrishna 2003)
that such a system also transfers the image of a
source placed at the z = 0 to the z = 2d plane in the
same exact sense that it includes both the propagat-
ing and evanescent components. In general, the rays
in spatially varying media will not be straight lines
as shown in Figure 6, but the effect of propagating
through the positive medium is nullified by the
negative medium. Thus, to an observer on the right-
hand side, it would appear as if the region between
z = 0 and z = 2d did not exist. We will call such
media with the same sense of transverse spatial
variation but with opposite signs as optical com-
plementary media, and the effect of any such pairs
of complementary media on radiation is null.
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The most general conditions on the permittivity
and permeability tensors for such complementary
behavior are:

~"þ ¼
"xx "xy "xz

"yx "yy "yz

"zx "zy "zz

0
B@

1
CA

~�þ ¼
�xx �xy �xz

�yx �yy �yz

�zx �zy �zz

0
B@

1
CA

½33�

and

~"� ¼
�"xx �"xy þ"xz

�"yx �"yy þ"yz

þ"zx þ"zy �"zz

0
B@

1
CA

~�� ¼
��xx ��xy þ�xz

��yx ��yy þ�yz

þ�zx þ�zy ��zz

0
B@

1
CA

½34�

and a perfect focus results whenever the two slabs of
positive and negative media have such a behavior (see
Pendry and Ramakrishna (2003) and Ramakrishna
(2005) for the proof). This theorem clearly shows that
the dependence along the x- and y-directions trans-
verse to the imaging axis z is completely irrelevant as
long as the two slabs are optically complementary. As
an extension, it can be shown that any system of
optically complementary media will also have a
perfect focus as long as the system has a plane of
antisymmetry normal to the optical axis. The above
effects have also been numerically verified for several
such spatially varying complementary media (Pendry
and Ramakrishna 2003).
Perfect Lens in Other Geometries

The above generalized perfect-lens theorem along with
a method of coordinate transformations can enable us
to now generate a variety of superlenses in different
geometries. In general, if we can find a geometric
transformation that maps a given configuration into
the geometry for the generalized slab lens, then we
would have generated one more arrangement that will
exhibit the property of transferring images of sources
in a perfect sense. If we define the new coordinates
q1(x, y, z), q2(x, y, z), and q3(x, y, z) (assumed ortho-
gonal), then in the new frame, the material parameters
and fields are given by (Ward and Pendry 1996)

~"i ¼ "i
Q1Q2Q3

Q2
i

; ~�i ¼ �i
Q1Q2Q3

Q2
i

½35�

~Ei ¼ QiEi; ~Hi ¼ QiHi ½36�
where

Q2
i ¼

@x

@qi

� 	2

þ @y

@qi

� 	2

þ @z

@qi

� 	2

½37�

Note that a distortion of space results in the change
of " and � tensors in general. Thus, in many cases,
the transformed geometry would involve spatially
varying (inhomogeneous) and anisotropic medium
parameters.

The change in geometry can also make it possible
for us to realize lenses with curved surfaces. The
original slab lens maps every point on the object plane
to another point on the image plane. But the size of
the image is identical to that of the source. This is due
to the invariance in the transverse direction and the
transverse wave vector (kx, ky) is preserved. In
general, to change the size of the images, the
translational symmetry would have to be broken and
curved surfaces will necessarily be needed. The
focussing action for the evanescent waves is crucially
dependent on the near degeneracy of the surface
plasmons in the case of the slab, and curved surfaces,
in general, have a completely different dispersion for
the surface plasmons. Thus, one should expect that
inhomogeneous materials will be required for such
curved lenses of negative refractive index. It can be
shown (Ramakrishna 2005) that mapping the slab
lens into cylindrical coordinates

x ¼ r0e‘=‘0 cos�; y ¼ r0e‘=‘0 sin�; z ¼ Z ½38�

where ‘0 is some scale factor(= 1) generates a
cylindrical annulus of inner and outer radii a1

and a2, respectively, with the material parameters
given by

"r ¼ �r ¼ �1

"� ¼ �� ¼ �1

"z ¼ �z ¼ �1=r2

½39�

for the annular region. The positive material outside
the annular region should vary as

"r ¼ �r ¼ þ1

"� ¼ �� ¼ þ1

"z ¼ �z ¼ þ1=r2

½40�

where r = r0 exp(‘=‘0). This system transfers images
in and out of the cylindrical annulus and the image
of a source inside at r = a0 will be formed on the
surface a3 = a0(a2=a1)2. Thus, there will be a
magnification of the image by the factor

M¼ a2

a1

� 	2

½41�
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Note that these cylindrical lenses are also short-
sighted in the same manner as the slab lens. They
can only focus sources from inside to the outside
only when a2

1=a2 < r < a1, and the other way
around from outside to the inner world when the
source is located in a2 < r < a2

2=a1.
Similarly the transformation into spherical coor-

dinates (r = r0e‘=‘0 , �,�) can be used to generate a
spherical perfect lens wherein a spherical shell of
negative refractive material with "(r) � �1=r and
�(r) � �1=r with arbitrary dependence along � and �
(which could be constant too!) have the property of
perfectly transferring images of sources in and out of
the shell (Pendry and Ramakrishna 2003). This
spherical lens also has exactly the same magnifica-
tion factor given by eqn [41]. In fact, the solutions in
these two cases of a cylinder and sphere can also be
obtained by a more conventional electromagnetic
calculation in terms of the scattering modes
(Ramakrishna 2005). One can obtain even more
esoteric configurations such as one or two intersect-
ing corners of negative refracting materials that
behave as perfect lenses (Pendry and Ramakrishna
2003).
Other Approaches to Negative Refraction

There is also an approach to negative refractive
materials based on loaded transmission lines
(Eleftheriades et al. 2002), which has been imple-
mented at radio- and microwave frequencies using
lumped circuit elements. These show all the hall-
marks of a negative refractive material within an
effective medium approach.

Effects which can be interpreted as negative
refraction have been observed in certain periodic
photonic crystals (PCs) (Luo et al. 2003). An
incident propagating plane wave from vacuum
appears to undergo negative refraction inside the
PC, and a slab of the PC can even work as a
Veselago lens. The negative refraction in this case is
a result of the curvature of the equifrequency surface
and is present in spite of the right-handed nature of
the propagation. In these instances, an effective
permittivity and permeability cannot be easily
ascribed to the crystal as the long wavelength
condition is not met. It is difficult to homogenize
the PC in the sense of meta-materials, and the
energy transport in these PCs is very sensitive to the
periodicity and the structural arrangements. Thus, it
would be an over-simplification to characterize these
effects in PC as merely due to an effective refractive
index.
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Introduction

Thermohydraulics is based on the hypothesis of
continuous medium. This hypothesis is easily satis-
fied since, for instance, a one-thousandth of 1 mm3

of a perfect gas at normal temperature and pressure
conditions (300 K, 1 atm) contains about 2.5� 1013

molecules. Instantaneous balances are made inside a
control volume fixed in the system of axes and
crossed by the flows. The limit where this volume
vanishes leads to the local formulation of the laws
governing the flows. The flow is described by
velocity ~v (~r, t), pressure p(~r, t), temperature T(~r, t),
and other fields, ~r being the position vector of a
point M, and t the time. The material derivative of
q(~r, t) is

Dq

Dt
� @

@t
þ ð~v : ~�Þ

� �
q

Let Q (~Q) be one of the scalar (vectorial) extensive
quantities whose balance participates in the flow
dynamics. It can be a quantity of matter, heat,
impulse, or something else. Let �Q be the amount of
Q contained in the volume �V localized around M,
and q(~r, t) its local representative defined by

�ð~r; tÞqð~r; tÞ ¼ lim
�V!0

�Q

�V �
dQ

dV ½1�

where � is the density, similarly defined considering
the case where [Q] is taken as the mass m:

�ð~r; tÞ ¼ dm

dV ½2�

Table 1 gives examples of q quantities.
The instantaneous local balance of Q reads

@

@t
ð�qÞ þ ~� � ~jQ þ �q~v

� �
¼ SQ ½3�

where SQ stands for any possible local source of Q,
and ~jQ is the Q conduction flux density. Figure 1

illustrates how these quantities allow us to evaluate the
flux d�Q =~jQ . d~S of Q that instantaneously crosses
a surface d~S. Table 2 gathers the physical dimension
of these notions for various Q’s.

For ~Q, the flux densities are second-order tensors,
since d~F~Q = j

)
~Q � d~S is vectorial (Figure 1). Its

balance reads

@

@t
ð�~qÞ þ ~� � j

)t

~Q þ �~v�~q
� �

¼~S~Q ½4�

where t indicates the transposition and � a dyadic
product.~jQ and j

)
~Q

are given later.
The governing equations of thermohydraulics are

like [3] and [4]. They are completed by compatible
initial and boundary conditions. The most general
linear expression of the latter ones is of mixed type,
for a scalar field,

�qþ � ~� � n̂
� �

q ¼ � on the boundary ½5�

�, �, and � being prescribed data, and n̂ the outward
normal to the boundary. For a vectorial field, ~q and
~�, respectively, replace q and �. The simplest cases
are Dirichlet and Neumann boundary conditions
with, respectively, �= 0 or �= 0.

Governing Equations

We consider nonisothermal flows of fluids in thermo-
dynamic conditions far from the critical point where
acoustic effects are involved. The fluid is possibly a
binary mixture, the simplest non-pure-fluid case where
modeling does not raise conceptual difficulties. The

Table 1 Some quantities q. T is the absolute temperature, Cp

the specific heat at constant pressure, and C the solute mass

fraction

Mass Impulse Kinetic energy Heat Mass fraction

1 ~v ~v
2

2 CpT 0 < C < 1

M

jQ

dS
dΦQ M

dΦQ

dS

Figure 1 Q flux density and ~Q flux.

Table 2 Physical dimension of fluxes, flux densities, and
~=� (flux density) for some q quantities

Q q Flux Flux density ~=� (flux density)

Volume undefined m3s�1 [velocity] s�1

Mass 1 kgs�1 kgs�1 m�2 kgs�1 m�3

Energy,

heat

[velocity]2 W Wm�2 Wm�3

Electrical

charge

Coulomb kg�1 A Am�2 Am�3

Impulse [velocity] [force] [pressure] [pressure] m�1

492 Newtonian Fluids and Thermohydraulics



local composition is described by the solute (say) mass
fraction,

CðM; tÞ ¼ lim
�V!0

�msolute

�m
¼ �solute

�

with 0 � C � 1. Only thermodiffusion is treated,
and the influence the solutal gradient has on the heat
flux is not considered, being negligible in liquid
mixtures. The coupling between the heat and species
molecular transports then comes only in the solutal
flux density relation

~jsolute ¼ ���CðT;CÞ ~�Cþ Cð1� CÞST
~�T

h i
½6�

with �C > 0, and ST(T, C), the solute Soret
coefficient, which is positive or negative. The
order of magnitude of the Soret coefficient in the
molecular solutions does not exceed few 10�2 K�1,
while for colloidal solutions (ferrofluids) jST j can
be in the range 0.03–0.5 K�1. Even if small, the
induced mass fraction separation, �C ’ ST�T,
generates a solutal buoyancy of significant dyna-
mical influence.

Equation of State for the Density

One must first describe the sensitivity of the density,
� (p, T, C), upon pressure, temperature, and mass
fraction in static conditions. The pressure and
temperature effective ranges, �p and �T, are
assumed small enough compared to their respective
mean values, p0 and T0, for the local (at
�0 � �(p0, T0, C0)) tangent to �(p, T, C) to be a
good approximation in most cases,

�� �0

�0
¼ �ðp� p0Þ � �TðT � T0Þ þ �CðC� C0Þ ½7�

where

� ¼ 1

�0

@�

@p

� �����
0

and

�T ¼ �
1

�0

@�

@T

� �����
0

; �C ¼
1

�0

@�

@C

� �����
0

are the compressibility, thermal, and solutal
expansion positive coefficients, and C0 is the solute
mean mass fraction. Thermodynamic properties of
some fluids are given in Table 3. Equation [7] is
valid if ��p, �T�T, and �Cj�Cj are 	1. More-
over, in laboratory experiments and industrial
processes, one generally has �p=p0 	 �T=T0. The
pressure term in [7] can thus be neglected in
thermohydraulics.

Notice that water density exhibits a maximum
around 4
C. A quadratic term in T must then be
added to [7].

The Boussinesq Approximations

The parameter �T�T 	 1 is the primary source of
thermohydraulics. Therefore, the~v, p, T and C fields
can be expanded in series of terms of increasing
power in �T�T. The leading term of each series
contains an important part of the interesting
dynamics. The forthcoming equations are given in
the corresponding approximation framework. They
contain many simplifications, due to Boussinesq. For
instance, the conductivities and diffusivities are
taken as constant, as well as C(1� C)ST in eqn [6].
The next approximation step, the low-Mach model,
keeps the leading compressibility and expansion
effects, while discarding the associated acoustic
waves. This gives access to thermo-soluto-acoustic
phenomena. Expansion oscillations are indeed able
to trigger, and sustain, acoustic waves provided
phase agreements are fulfilled. This second-order
model is not presented here.

The compliance with the criteria �T�T 	1 and
�C j� Cj 	1 must be checke d case by case. The
section ‘‘Steady paral lel-flow model’’ brie fly illus-
trates this point with an example of thermally driven
flow. Furthermore, the T- and C-sensitivity of ST is
an experimental fact that requires a generic
approach of the problem. The C-sensitivity of the
physical properties is generally more pronounced,
nonmonotonic, for instance, over C 2 [0, 1], than
their T-sensitivity.

Boussinesq Local Balances

Mass It reads @�=@t þ ~� � (�~v) = 0, or equivalently
(1=�)(D�=Dt) =�~� �~v. The fluid particle density
varies along its trajectory by compressibility and
thermo-solutal expansion. At the leading order in
�T�T and �Cj�Cj, the latter is negligible, whereas
the former is associated with acoustics effects, also
negligible when the fluid velocity is much smaller

Table 3 Some values of density, thermal expansion and

compressibility coefficients, specific heat at constant pressure,

and sound speed at p = 1 atm and T = 293 K; in SI units

Fluid � �T �p Cp c

Air 1.205 1 1 1005 344

Helium 0.167 1 1 5227 1010

CO2 1.841 1 1 832 269

Water 1000 0.0607 4:91� 10�5 4182 1461

Glycerol 1250 0.148 2:2� 10�6 2333 2044

Mercury 13579 0.0533 3:76� 10�6 1391 1409
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than the sound speed. The mass balance equation
then reduces to

~� �~v ¼ 0 ½8�

Only transverse velocity waves (or shear waves) are
allowed by this equation, ~v ’ ei(~k�~rþ!t) with ~k �~v = 0,
since acoustics contributions are discarded.

Impulse The impulse molecular flux density is

j
)
�~v ¼ p 1

)
� �~v ~��~vþ ð~��~vÞt

h i

where �~v is the impulse conductivity and 1
)

the
Kronecker tensor. A Newtonian fluid is defined as
having �~v constant with respect to the rate-of-
strain tensor ~��~v. The impulse balance then
reads

@

@t
ð�~vÞ þ ~� � ð�~v�~vÞ þ ~� � j

)
�~v ¼ �~G

In the source term �~G, ~G =~g for gravity-driven
buoyant flows.

With the aforementioned approximations, the
impulse balance becomes

D~v

Dt
¼ � 1

�0

~�Pþ �� �0

�0
~g þ 	~�

2
~v ½9�

with

�� �0

�0
¼ ��TðT � T0Þ þ �CðC� C0Þ

	 ¼ �~v
�0

the impulse diffusivity, and the pressure P = p� p0, h,
p0, h satisfying the hydrostatic relation

~�p0;h¼ �0~g

In the rotating frame of vector ~W(t),

�� �0

�0

~W ^ ð~W ^~rÞ þ 2~W ^~vþ d~W
dt
^~r

must be subtracted from the right-hand side of [9]
and p0, h redefined by

~�p0;h ¼ �0 ~g � ~W ^ ð~W ^~rÞ
� �

On a free surface, a particular velocity boundary
condition is to be established. Let d~S = dS n̂ be a

surface element located around M. The tangential
component (̂t � n̂ = 0) of the impulse flux across d~S,

t̂ � d~f ¼ t̂ � j
)
�~v � d~S ¼ ��~vt̂ � ~��~vþ ð~��~vÞt

h i
� d~S

must be continuous. Surface tension 
(T, C) inho-
mogeneities make the free surface a source of
impulse which diffuses in the fluid core. A flow
occurs even with ~G = 0. For the fluid located where
d~S points to, the velocity boundary condition on the
free surface then reads

��~vt̂ � ~��~vþ ð~��~vÞt
h i

� n̂ ¼ ð~� � t̂Þ
 ½10�

with

ð~� � t̂Þ
 ¼ @


@T
ð~� � t̂ÞT þ @


@C
ð~� � t̂ÞC

For most fluids, @
=@T < 0. In the Boussinesq
framework @
=@T and @
=@C are constant. Equa-
tion [10] couples the impulse balance with the heat
and composition ones.

Heat Local thermodynamic equilibrium is
assumed. The molecular heat flux density is
~jheat =��T

~�T, with �T the thermal conductivity.
The approximate heat balance reads

DT

Dt
¼ �T

~�
2

T þ Sheat ½11�

where �T =�T=(�0Cp) is the heat diffusivity and
Sheat a possible local (Joule, radioactive, . . .) heat
source. Thermohydraulics can simply be driven by
nonuniform thermal conditions imposed along the
fluid boundary, and in this article we henceforth
take Sheat = 0.

Mass fraction Approximating [6] yields the mass
fraction balance,

DC

Dt
¼ �C

~�
2

Cþ C0ð1� C0ÞST
~�

2
T ½12�

where �C and ST are evaluated at T0 and C0. The
normal flux condition

~�C � n̂
� �

¼ �C0ð1� C0ÞST
~�T � n̂
� �

is imposed on impervious boundaries.

The Hydrostatic State

Knowing whether the fluid can be in static state
with respect to its presupposed rigid container helps
for a first understanding of thermohydraulic
dynamics. This raises two problems: (1) the exis-
tence of this state and (2) its stability, discussed
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later. Point (1) requires the fulfilment of three
relations,

~�p ¼ �ðp;T;CÞ~G ½13�

@T

@t
¼ �T

~�
2

T

@C

@t
¼ �C

~�
2
Cþ C0ð1� C0ÞST

~�
2
T

½14�

The curl of [13] yields

~��ðp;T;CÞ ^~G þ �ðp;T;CÞ~� ^~G ¼ 0

which has no reason to be generically satisfied since
�(p, T, C) and ~G are totally uncorrelated. The
hydrostatic state cannot exist if ~G does not derive
from a scalar potential, as with

~G ¼~g � ~W ^ ð~W ^~rÞ � d~W
dt
^~r if

d~W
dt
6¼ 0

The Earth’s rotation axis is known to precess with a
period of about 26 000 years. This generates a
component of 26 000 years timescale in the atmo-
spheric, oceanic, and internal flows.

Considering now that

~G ¼ �~� 

the existence of a hydrostatic state only depends on
the simultaneous verification of [14] and

~��ðp;T;CÞ ^ ~� ¼ 0 ½15�

Iso- surfaces must therefore coincide with iso-
pycnal, isobaric, iso-T, and iso-C surfaces since the
p, T, and C sensitivities of � are uncorrelated. The
compatibility of this condition with [14] is the key
for concluding about the existence of the hydro-
static state. Considering again our planet as an
example (forgetting about precession), the iso- 
surfaces are almost ellipsoidal. Such T and C
distributions cannot satisfy [14]. Thus, the atmo-
spheric and oceanic dynamics, and thermohydrau-
lics as well, are due to a nonvanishing thermal
torque, ~�T ^ ~� .

A free surface in hydrostatic state is isothermal
and isocompositional, by eqn [10], whatever ~G.

Dimensionless Local Balances

In buoyancy-driven thermohydraulics, we consider
four velocity scales – three of molecular origin, and
the fourth is the free-fall velocity in the buoyancy,

V1 ¼
�T

L
; V2 ¼

�C

L
; V3 ¼

	

L

V4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�T�TgL

p
L being a fluid container size scale. Thence come the
Rayleigh, Prandtl and Lewis numbers,

Ra ¼ V2
4

V1V3
¼ �T�T

gL3

	�T

Pr ¼ V3

V1
¼ 	

�T
; Le ¼ V2

V1
¼ �C

�T

Ra being the experimental control parameter, and
Le	 1. Table 4 gives Pr orders of magnitude for
usual fluids. Let V be the fluid velocity amplitude.
The importance of the thermal, solutal, and impulse
convections with respect to the corresponding
diffusions is, respectively, estimated by the thermal,
compositional Péclet and Reynolds numbers,

PeT ¼
V

V1
¼ VL

�T
; PeC ¼

V

V2
¼ VL

�C

Re ¼ V

V3
¼ VL

	

with

Pr ¼ PeT

Re
; Le ¼ PeC

Re
; Ra ¼ ðPeTReÞjV¼V4

Capillary thermohydraulics introduces one velo-
city scale and the Marangoni number,

V5 ¼
j�
j
�~v

; Ma ¼ V5

V1
¼ PeT

with �
= (d
=dT)�T in pure fluid. A small
capillary number, Ca = j�
j=
, indicates a weak
influence of the dynamics upon the free-surface
curvature.

Let V1, � = �0V2
1 , � = L=V1, �T and

�C ¼ �C0ð1� C0ÞST�T

be the velocity, pressure, time, temperature, and
mass fraction scales, with

� ¼ T � T0

�T
and C ¼ C� C0

�C

the reduced temperature and mass fraction, respec-
tively. The other quantities, coordinates included,
are similarly reduced and noted identically.

Table 4 Orders of magnitude of the Prandtl number for the

usual fluids. Air and water are in normal conditions

Liquid metals Gases Water Oils

Several 10�3 – 10�2 ’1, 0.7 for air 6.7 >10
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Equation [8] does not change and [9], [11] and [12]
become, respectively,

D~v

Dt
¼ �~�Pþ Pr Rað�þ�BCÞêz þ ~�

2
~v

h i
½16�

D�

Dt
¼ ~�

2
� ½17�

DC
Dt
¼ Le~�

2
C � ~�

2
� ½18�

where

�B ¼ �
�C�C

�T�T

is the buoyancy separation ratio and êz = �~g=j~gj.
A �B < 0 (>0) corresponds to opposite (coopera-
tive) thermal and solutal buoyancies. The reduced
mass fraction boundary condition on impervious
walls is

~�C � n̂
� �

¼ ~�� � n̂
� �

½19�

In rotating frame, scaling ~W(t) by �0, ~�W(t) =~W(t)=�0,

Ra Fr ð�þ�BCÞ~�W ^ ð~�W ^~rÞ

� 1

Ek
2~�W ^~vþ d~�W

dt
^~r

 !

must be added inside the square-bracket term of
[16]. The Froude and Ekman numbers appear as

Fr ¼ �2
0L

g
; Ek ¼ 	

�0L2

The dimensionless capillarity stress condition [10]
reads

t̂ � ~��~vþ ð~��~vÞt
h i

� n̂

¼ �Ma ð~� � t̂Þ�þ�Cð~� � t̂Þ C
� �

½20�

with

�C ¼
@
=@C

@
=@T

�C

�T

the capillarity separation ratio, and

Ma ¼
���� @
@T

�T

�~vV1

����
These equations show that, in the Boussinesq

framework, the flow physics does not depend on
p0, T0, and C0, except through the material proper-
ties which enter the numbers.

Linear Stability

Given a base state S= (~v, �, C), a solution of [8],
[16]–[18], how does it behave in presence of an
infinitesimal disturbance (�~v, ��, �C)? Applying [8],
[16]–[18] to (~vþ �~v, �þ ��, C þ �C) and discarding
the quadratic terms in perturbation provide the
disturbance temporal evolution,

~� : ð�~vÞ ¼ 0 ½21�

@

@t

�~v
��
�C

0
@

1
A¼ F þ �~v � ~�

� � ~v
�
C

0
@

1
AþA

�~v
��
�C

0
@

1
A ½22�

where F = (�~�(�P), 0, 0)t, and

A ¼
BPr Ra Pr êz Ra Pr �B êz

0 B1 0

0 �~�
2

BLe

0
@

1
A ½23�

with Ba =�(~v � ~�)þ a~�
2
. The perturbations (�~v, ��,

�C) have the (~v, �, C) boundary conditions, but
homogeneous. On a free surface, the perturbation
capillary stress condition is

t̂ � ~�� �~vþ ð~�� �~vÞt
h i

� n̂

¼ �Ma ð~� � t̂Þ��þ�Cð~� � t̂Þ�C
� �

½24�

Recasting [21]–[23] provides

@

@t

�~v
��
�C

0
@

1
A ¼ LðSÞ

�~v
��
�C

0
@

1
A ½25�

whose solution is

�~vðtÞ
��ðtÞ
�CðtÞ

0
@

1
A ¼ eLðSÞt

�~vðt ¼ 0Þ
��ðt ¼ 0Þ
�Cðt ¼ 0Þ

0
@

1
A ½26�

Direct System

L(S) is made of ~� acting on the initial perturbation.
Conclusions about S stability depend on the sign of

max, the real part of the leading eigenvalue of L
found with all the possible perturbations. There is
stability if 
max < 0. At 
max = 0, the marginal
stability, the bifurcation threshold is located at
Ra (Pr, Le, �B, �C, X) = Rac, Rac-being the critical
value of the control parameter, X containing all
the other parameters of the problem (container
aspect ratios, etc.). The nonlinear-stability analysis
in the vicinity of Rac supplies � in 
max /
(Ra� Rac)

�, which is characteristic of the
bifurcation.
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Adjoint System

The leading left eigenmode complex conjugate
supplies the response field of the base state to the
most destabilizing punctual disturbances.

The S state and L eigenspace analytical determi-
nations are often impossible. One must resort to
specifically designed numerical tools. A numerical
adjoint eigenvector is presented in Figure 2 for a
(Ma = 106, Pr = 10�2) side-heated cylindrical liquid
bridge, with a free surface on the right and the axis
on the left.

Nonlinear Stability

When 
max > 0, the associated disturbance exponen-
tially grows with time, until nonlinearities become
essential. The flow progressively evolves from S
towards a new state, S0, which is a solution of [8],
[16]–[18]. How can one proceed analytically to
know how the nonlinearities control the bifurca-
tion? A large number of S!S0 bifurcations exist,
with either both S,S0, steady or unsteady but with
different flow structure, or one is steady and the
other is not. Bifurcations can also be reversible or
hysteretic, with respect to Ra. The symmetries of S
play an important role and non-Boussinesq effects
change the thresholds and the nature of bifurcation.

Landau’s works have opened up the way to the
theory of nonlinear hydrodynamic stability. The
ruling equations are reduced, using an appropriate
expansion method, to a set of ordinary differential

equations describing the temporal evolution of
amplitudes, Ai, i = 1, 2, . . . , I, characterizing the per-
turbation eigenmodes,

dAi

dt
¼ 
iAi þNiðAjÞ for i; j ¼ 1; 2; . . . ; I ½27�

where N accounts for the nonlinear action of the I
modes on Ai, and the 
i’s are the temporal growth
rates coming from the linear theory. The stability of
the steady solutions, dAi=dt = 0, is determined by
local analysis. With one destabilizing mode, the
simplest model is dA=dt =
A� �AjAj, with � > 0,
constant, specific of the bifurcation. Symmetry con-
siderations (some of them directly originate from the
Boussinesq framework) may impose �= 0, whereby
the simplest model becomes dA=dt =
Aþ �A3, with
� another constant.

When the flow is weakly confined in one or two
space directions, boundary effects can play a subtle
dynamical role, allowing, for instance, the existence
of multiple solutions, each one made of many
interacting modes. A large variety of flow regimes
is then observed, as steady/traveling, extended/
localized wave packets, particularly in binary mix-
tures. Spacetime models, close to [27], such as the
Ginzburg–Landau equation,

@A

@t
¼ 
Aþ �@

2A

@x2
þ �jAj2A

are derived for describing the dynamics of the wave
packet envelop (of complex amplitude A).

Hydrostatic State Stability

The static-state stability is analytically tractable in
unbounded volume. Transverse wave (by [21])
solutions are the potentially destabilizing perturba-
tions, with wave vector ~k and complex frequency !.
The system [22]–[23] gets simplified, and L becomes
algebraic upon substituting (i~k, i!) for (~�, @=@t).
Intuitively, the quiescent state loses its stability when
~��(p, T, C) � ~� exceeds a threshold value (positive,
by the dissipative effects). This analysis supplies it,
together with the data of the oscillatory motions
emerging at onset from the rest-state instability.

In reality, the fluid is confined to three dimen-
sions, possibly with free surfaces, and wave solu-
tions are no longer usable. The first approach
consists in defining a simplified model confined to
one dimension. The perturbations must satisfy
homogeneous boundary conditions, and/or [24],
and they are waves in both other space directions.
The resulting problem may be analytically tractable.
The stability of many quiescent-state configurations
was studied, for fluid layers of infinite or very large
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Figure 2 Leading axisymmetric thermal adjoint eigenvector

(Courtesy of O Bouizi and C Delcarte).
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extension, of pure-fluid/mixtures, with/without free
surface. Nonetheless, many other configurations are
not yet analyzed. Two- and three-dimensional cases
must be numerically treated.

Gravitational Buoyancy Convection

Among the numberless thermal situations to ana-
lyze, research mainly favored the case where the
fluid is confined in simple geometries and submitted
to two distinct heating directions, ~�T being either
aligned or normal to ~G, that is vertical or horizontal
in the gravity field. Each case leads to specific
thermohydraulics. The rest-state stability is the first
analysis step of the former case, the first to be
experimentally studied by Bénard in 1900, with a
horizontal liquid layer. The latter is of more recent
interest, with Batchelor’s theoretical work on the
parallel convective regimes of pure fluid confined in
tall slot. Since then, a large amount of work has
been published on those cases, tackling various
confinement geometries, and involving high Ra
values. This problem became the paradigm of the
rich spatiotemporal behaviors arising in nonlinear
systems driven away from equilibrium. In binary
mixtures the complexity of the dynamics increases
considerably. The literature is so far practically
devoid of any three-dimensional results in mixtures.
Ternary mixtures have so far been only scarcely
considered.

Steady Parallel-Flow Model

This analytical approach comes from an interesting
Batchelor’s remark made about the vorticity but
here applied to the velocity of a confined flow. ‘‘A
number of flow fields are characterized by values of
the magnitude of the’’ velocity ‘‘in the neighborhood
of a certain line in the fluid which are much larger
than those elsewhere,’’ and (by ~� �~v = 0) ‘‘this line
of necessity’’ is parallel to ~v and to the container
walls.

Buoyant forces may contradict this assertion,
particularly in Rayleigh–Bénard configuration with
imposed temperatures. There, no parallel solution
exists. Nevertheless, steady parallel flows do exist in
containers. The thermally active walls (whatever
they be – the largest or smallest) are either
maintained at constant temperatures, or subjected
to a constant heat flux. Figure 3 sketches a cross
section (hereafter referred to as the vertical mid-
plane) of such a configuration, with active (uniform
heating q) vertical walls. The other sides are
adiabatic. No rest state is allowed here. Although
intrinsically three dimensional, the steady regime in

this cavity can be fairly well approximated as
two dimensional (in the vertical midplane), and
moreover mainly parallel to the active walls, in an
Ra range which increases with the aspect ratio, H/L.
The influence of the horizontal sides is of limited
range compared to the flow extension, H. The
parallel flow is then the one-dimensional approx-
imation of what occurs in the major part of the
cavity. This configuration is taken with a binary
mixture for illustrating an approach applicable with
minor variations in other situations.

The problem becomes linear. Indeed, ~v = w(x)êz

by ~� �~v = 0. Taking �T = qL=�T as temperature
scale, [16]–[18] imply

�ðx; zÞ ¼ GTzþ �̂ðxÞ; Cðx; zÞ ¼ GCzþ ĈðxÞ

with GT , GC as constants. The impulse balance is

d2w

dx2
¼ �Ra �̂ðxÞ þ�BĈðxÞ

h i
½28�

and the ruling equations

d4w

dx4
¼ �Ra GT þ

�B

Le
GT þGCð Þ

� 	
w

wGT ¼
d2�̂

dx2
; w GT þGCð Þ ¼ Le

d2Ĉ
dx2

½29�

An internal length scale is predicted, of thickness

Ra GT þ
�B

Le
GT þGCð Þ

� �� 	�1=4

By [28] and [19], the thermal flux condition yields

d3w

dx3

����
x¼�1=2

¼ �Ra 1þ�Bð Þ

q q

g

ezˆ

exˆ(   )

H

L    H

Figure 3 Sketch of the cross section of a slender vertical

container.
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A last operation allows to determine GT and GC.
The overall heat and mass fraction balances are
performed in the cavity part (V), which is bounded
by an horizontal plane located within the parallel-
flow region. Since the walls are impervious, the
solute is transported only across the lower boundary
of (V), through which the net vertical convective
supply must be balanced, in steady regime, by
vertical diffusion. The heat balance works similarly,
since the walls are adiabatic or submitted to equal
fluxes. Whence the relations,

Z 1=2

�1=2

wðxÞ�̂ðxÞ dx ¼GT

Z 1=2

�1=2

wðxÞĈðxÞ dx ¼GT þGC

The steady parallel flow is determined. Its stability
can be an alyzed as indi cated in the section ‘‘Linear
stability .’’

Some caution must be taken for the Boussinesq
approximations to be valid here, with the tempera-
ture and mass fraction increasing constantly (by
GT , GC) along the direction of largest cavity exten-
sion. These gradients are at the origin of the
‘‘thermogravitational column’’ separation power, a
device designed for the isotope separation. Extre-
mely long columns can provide almost complete
separations, with �Cj�Cj no longer 	1, and then
the non-Boussinesq effects occur.

As an illustration of aforementioned notions, let
us consider the (Pr = 1, Le = 0.1) Rayleigh–Bénard–
Soret (RBS) problem where horizontal solid plates of
infinite extension are uniformly heated from above
(Ra < 0) or below (Ra > 0). This configuration is
simply obtained by rotating the cavity in Figure 3 by
��=2 with respect to ~g and to (êx, êz). The steady
parallel-flow model can lead to the right-hand side
of an equation like [27] governing the time evolu-
tion of A, the parallel-flow amplitude,

dA

dt
/A Le�2 A4 þ � 1þ 1� r

Le2

� �
A2

�

þ �2 1� r

rc

� �	
½30�

where

� ¼ 315

218
; r ¼ Ra

720
; rc ¼ 1þ�Bð1þ Le�1Þ


 ��1

Here rc is the critical value or r where the rest state
loses its stability towards a steady parallel flow. The
roots of dA=dt = 0 are A = A0 = 0, A = Ak(r, Le, �B),
for the quiescent, convective states. Figure 4 shows
that A0 = 0 and the curves Ak(r) for several

�B(Le), ’1 =�(1þ Le�1)�1 being the rc pole. The
solid (dotted) parts correspond to the stable
(unstable) steady states, emerging from direct (back-
ward) pitchfork bifurcations of the rest state at rc.
Saddle–node bifurcations from unstable to stable
steady states are also predicted, on the dashed curve
of the equation

cAkðrÞ ¼ �
ffiffiffiffi
�

2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r� 1þ Le2ð Þ

q

Fully Nonlinear Problem

Numerical tools are required for solving the system
[8], [16]–[18] and analyzing the stability of the
flows obtained.

The RBS Case Let us illustrate how the rest-state
loss of stability occurs in the two-dimensional RBS
case, with a (Pr = 1, Le = 0.1, �B =�0.2) mixture.
The flow lies in the meridian plane of an axisym-
metric container with the radius/height ratio equal
to 2. No-slip conditions are imposed on impervious
walls; the temperature on the bottom plate is higher
than on top, and the peripheral wall is adiabatic. At
t = 0, the quiescent state is given a small random
perturbation. The system evolves (Figure 5) towards
a stable periodic solution via a transient regime of
exponentially amplified amplitude (eqn [26]). One
speaks of a Hopf bifurcation for a steady (here
quiescent) state destabilization by oscillatory
disturbances.

The ‘‘instantaneous’’ frequency (from the time
running between two successive identical passes of
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Figure 4 Bifurcation diagram of A0(r ) and Ak(r ) for various

separation ratios �B(Le):
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the signal) evolves with time (Figure 6) from its
threshold value to its nonlinearly saturated one.

Accurate determination the thresholds and identi-
fication of the associated bifurcation is possible by
fitting the argument � of 
max(Ra) from the
exponential growth of Figure 5, in the Rac vicinity.
Figure 7 shows (solid dots) 
(Ra) measurements,
and the solid line (in Figure 8 also) is the linear law
given by the two points closest to the vanishing
growth rate. The local law announced in the
subsec tion ‘‘Direct syst em’’ is con firmed , with

an exponent �= 1 for the Hopf bifurcation, and
�= 1=2 for saddle–node (Figure 8) and pitchfork
bifurcations.

The Thermally Driven Cubic Cavity All flows are
obviously three dimensional. When do they possess
a two-dimensional approximation? How to qualify
it? Clearly, the flow that develops in the container of
Figure 3 might enjoy (in a given parameter domain,
D) the mirror-reflection symmetry property about
the vertical midplane. Is there a two-dimensional
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Figure 5 Time evolution of a radial velocity nodal value for Ra = 2600: Reproduced from Millour, Labrosse, and Tric (2003) Physics

of Fluids 15(10): 2791–2802, with permission from American Institute of Physics.
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Figure 6 Instantaneous angular frequency !n corresponding to Figure 5. Reproduced from Millour, Labrosse, and Tric (2003)

Physics of Fluids 15(10): 2791–2802, with permission from American Institute of Physics.
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approximation of the flow in this midplane? Is it
able to give a correct estimate of the two-dimen-
sional flow stability within D, and to predict the D
frontiers, where the mirror-reflection symmetry
property ceases to be valid? Only partial answers
are available so far, coming from the thermally
driven cubic cavity (Figure 9).

Filled with a pure fluid, its left and right vertical
plates have fixed temperatures, T0 (� = 0 at x = 0)
and T0 þ�T (� = 1 at x = 1), while the others are
adiabatic. Any �T 6¼ 0 generates a flow, possibly
mirror-symmetric about the vertical (hatched)
midplane, and also centrosymmetric about êy. The
two-dimensional approximation was extensively ana-
lyzed, numerically, with air as a fluid. A steady flow
is obtained for Ra < Ra2D, c = (1.82� 0.01)� 108,

where an oscillatory regime appears. The numerical
three-dimensional flow is steady until Ra3D, c =
3.2� 107, where it hysteretically bifurcates towards
an oscillatory regime breaking the mirror symmetry
about the midplane. Let us assess the validity of the
two-dimensional approximate solutions. We define
dimensionless heat fluxes (Nusselt numbers) which
penetrate in one of the active walls,

NuðyÞ ¼
Z 1

0

@�3D

@x

����
x¼0

dz

Three fluxes are interesting to compare: (1) in the
midplane, Nump = Nu(y = 1=2), (2) globally Nu3D,W =R 1

0 Nu(y) dy, and (3) the two-dimensional
approximation

Nu2D;W ¼
Z 1

0

@�2D

@x

����
x¼0

dz

Figure 10 shows how they compare themselves,
as a function of Ra. Quantitatively, the two-
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dimensional approximation is not too bad, but not
qualitatively, with a nonmonotonic evolution of the
discrepancies. These latter become quite negligible
when the three-dimensional flow gets unsteady and
paradoxically loses the symmetry property on
which its two-dimensional approximation is
founded.

Thermocapillary Convection

Two immiscible liquids, or a liquid and a gas, are
separated by a free surface, a region of small
thickness (some ten molecular sizes). From a
macroscopic viewpoint, it is considered as a singular
entity. Its location and geometry are part of the
solutions of the governing equations, themselves
supposed to satisfy [20] on the free surface. As a
first iteration, the free-surface shape can be imposed,
fixed, and straight often.

Numerous industrial processes involve thermoca-
pillarity wherein thermohydraulics involves complex
phenomena, such as phase-change kinetics. A rele-
vant modeling of these situations is a research
subject by itself. For thermohydraulics, some aca-
demic configurations (Figure 11) have retained the
attention of the scientific community.

Any thermohydraulic flow transfers heat
between hot and cold solid boundaries wherein
heat penetrates by conduction. Consequently, the

term (�
!
� t̂)� of [20] never cancels at the solid

boundary/free surface junction, as in Figure 12.
A nonzero vorticity is thus generated by thermo-

capillarity on the free surface until the wall, while
flow adherence on the wall gives vorticity values of
opposite sign. The problem presents therefore a
vorticity singularity at the triple point. This is a deep
physical and modeling problem.

See also: Bifurcations in Fluid Dynamics; Capillary
Surfaces; Compressible Flows: Mathematical Theory;
Dynamical Systems and Thermodynamics; Dynamical
Systems in Mathematical Physics: An Illustration from
Water Waves; Fluid Mechanics: Numerical Methods;
Magnetohydrodynamics; Non-Newtonian Fluids; Partial
Differential Equations: Some Examples; Stability of
Flows; Vortex Dynamics.
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Introduction

The general theory of relativity (GRT) unifies special
relativity theory (SRT) and Newton’s theory of
gravitation (NGT). SRT and NGT describe success-
fully large domains of physical phenomena; there-
fore, one would like to understand how they survive
as approximations in GRT.

In GRT, spacetime is idealized as a four-dimen-
sional Lorentz manifold whose curvature is related
to the distribution of energy and momentum. In
such a spacetime, the existence of the exponential
map implies that the metric near any event (space-
time point) x deviates from a flat metric only by
terms given by the curvature there. Thus, if the
gravitational tidal field, represented by the curvature
tensor, is small near x, one may approximate the GR
metric there by a flat Minkowski metric. This
explains that SRT is a general local approximation
to GRT. Apart from a remark at the end of the
subsec tion ‘‘Local laws’’ the relation GRT ! SRT
will not be discussed further.

In its traditional formulation, Newton’s theory
differs drastically from Einstein’s theory both in its
spacetime structure and in its description of gravita-
tion. The main purpose of this report is to show
how NGT can nevertheless be understood as a kind
of ‘‘limit’’ of GRT. More precisely, the structure of
NGT can be viewed as a degenerate version of that
of GRT, in parallel to the fact that the Galilei group
can be obtained by contracting the Lorentz group.

In the next section we state the laws of GRT.
We then reformulate these laws with slightly
different field variables such that, besides the
gravitational constant k, the speed of light appears
via �= c�2. The resulting laws remain meaningful
if � and/or k are replaced by zero. They turn out
to give a common basis for GRT, SRT, and
NGT. The possibility of such a framework was
indicated independently by Cartan (1923, 1924) and
Friedrichs (1927) and extended by several authors;
the complete formulation reviewed here was given
by Ehlers (1981).

The section ‘‘Newton’s theory in spacetime form’’
shows that the laws of NGT and SRT are obtained,
with some additional restrictions, from the rescaled
laws of GRT by putting, respectively, �= 0 or k = 0.
It is emphasized that Newton’s theory proper is a

theory only of isolated systems. Its intrinsic, four-
dimensional formulation explains how the distinc-
tion between a vectorial gravitational field and
inertial forces, as well as the existence of inertial
frames, emerge as consequences of asymptotic
flatness. These structures are lost in the so-called
‘‘Newtonian’’ cosmology whose dynamics is due to
symmetry assumptions, whereas GR cosmology is a
proper part of GRT.

The penultimate section is concerned with rela-
tions between solutions of GRT and NGT, and in
the final section some results related to solutions are
reported. They illustrate that the limit relation
GRT ! NGT may sometimes be inverted to get
exact or approximate GR results from NGT.
Approximations are related to uniform convergence
in �, as is indicated at the end of the final section.

The limit relations described here may be con-
sidered as a model for other theory relations in
physics such as quantization or dequantization.

Notation Indices will be considered in general as
‘‘abstract’’ ones, characterizing the kind of objects
independent of coordinate systems. Greek indices
refer to spacetime, Latin ones to 3-space. Fields on
spacetime will generally be taken to be smooth.

Basic Concepts and Laws of GRT

According to GRT, spacetime is a four-dimensional
manifold M endowed with a Lorentzian metric g��,
here taken to have signature (þ þ þ �). Any kind
of matter including nongravitational fields is sup-
posed to determine an energy tensor T��. Metric
and matter are interrelated by Einstein’s gravita-
tional field equation

R�� ¼
8�k

c4
T�� �

1

2
g��T

� �
½1�

In this equation, T := T�
� denotes the trace of the

energy tensor, k and c stand for Newton’s constant
of gravity and the speed of light, respectively, and
the Ricci tensor R�� is obtained from Riemann’s
curvature tensor by contraction

R�� :¼ R�
���

The curvature tensor is constructed from the
symmetric, linear connection ��

�
� determined by

the metric.
Equation [1] implies the vanishing of the covar-

iant divergence of the energy tensor

T��
;� ¼ 0 ½2�
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the GRT analog of the laws of local conservation of
energy and momentum.

The energy tensor depends on the kind of matter
to be taken into account. In this article, only
vacuum fields (T�� = 0) and perfect fluids will be
considered. For such a fluid,

T�� ¼ ð�þ c�2pÞU�U� þ pg�� ½3a�

� and p denote the mass density and the pressure,
respectively, and the 4-velocity U� is a timelike
vector obeying

g��U�U� ¼ �c2 ½3b�

If thermodynamical relations are added to specify
the kind of fluid – the simplest cases are barotropic
equations p = f (�) – then eqns [1]–[3] admit a
well-posed initial value problem for the fields
g��, U�, �.

Different matter models which could be treated in
the context of this report are elastic bodies and ideal
gases, but not point particles. Point particles fit into
GRT even less than into electrodynamics.

The Cartan–Friedrichs Formalism

To obtain a spacetime formulation of NGT and a
limit relation ART ! NGT, we recall that the
metric structure of Newton’s spacetime consists of a
scalar t, absolute time, which foliates M into
instantaneous 3-spaces St, and Euclidean metrics
�ab(t) on these spaces. If the inverses �ab(t) are
pushed forward onto M via the embeddings St!M,
a field s�� on M results which is assumed to be
smooth. By construction,

s��t;� ¼ 0 ½4�

The pair (t, s��) defines the ‘‘metric,’’ that is, times
and distances, in NGT.

Such a structure can arise from a Lorentzian
metric, for example, the Minkowski metric ���, by
taking, component-wise, the limits

�c�2��� dx� dx�

� dt2 � c�2 dx2 �!
c!1

dt2; ��� �!
c!1

s�� ½5�

which can be interpreted geometrically as ‘‘opening
up the light cones’’ until they degenerate into
doubly covered, spacelike hyperplanes, the New-
tonian St’s.

The relations [5] suggest to write the GRT laws in
terms of the rescaled temporal metric (� � c�2)

t�� :¼ ��g�� ½6�

and to write – presently only as a change of
notation – s�� instead of g��. Then the fields
t��, s��, ��

�
�, T��, �, p, U�, called the basic fields

below, and constants k > 0,� > 0 satisfy the
following laws:

t��s
�� ¼ ��	�� ½7a�

t��;� ¼ 0; s�� ;� ¼ 0 ½7b�

R�
�
�
	 ¼ R�

	
�
� ½7c�

R�� ¼ 8�k t��t�	 �
1

2
t��t�	

� �
T�	 ½7d�

T��
;� ¼ 0 ½7e�

T�� ¼ ð�þ �pÞU�U� þ ps�� ½7f�

t��U�U� ¼ 1 ½7g�

The Lorentz signature of g�� can be reexpressed
thus: at each event (ffi spacetime point), there exists
a ‘‘timelike’’ vector V�, that is,

t��V�V� > 0 ½7h�

and V�X� = 0 for X� 6¼ 0 implies s��X�X� > 0.
The indices in eqn [7c] are raised, here and later,

by s��.
Given a set of basic fields on M as listed below

eqn [6], the laws [7] remain meaningful for all � � 0
and k � 0. If �= 0, the ‘‘metrics’’ t�� and s��

degenerate (and the pair (t��, s��) is then called a
Galilei metric). Nevertheless, the definition of ‘‘time-
like’’ will also be used in that case. Also, X� will be
said to be ‘‘spacelike’’ if and only if it can be written
X� = s��
� with s��
�
� > 0. While for � > 0, some
of the relations [7] are redundant, this is not so for
�= 0. For example, if �= 0, the two eqns [7b] are
independent and do not determine the connection
��

�
� uniquely, in contrast to the case � > 0. The

connection will always be assumed to be symmetric.
As will be discussed below, these formulas define

a framework which serves to relate GRT to NGT
and special relativity (SRT). First steps to formulate
such a framework have been taken independently by
E Cartan and KO Friedrichs. Therefore we call the
structure defined by [7] the Cartan–Friedrichs
formalism (CFF). We call it a ‘‘formalism’’ and not
a ‘‘theory’’ since it is of interest solely as a tool to
study relations between theories.

Equations [7] remain unchanged if the basic fields
and constants are rescaled according to a change of
units for time, length, and mass. Here, two sets of
basic fields related by such a rescaling will be
considered as physically equivalent; they provide the
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same relations between observables. Thus, � and k
have no physical meanings, but only their signs:

� > 0; k > 0 : GRT

� ¼ 0; k > 0 : NGT

� > 0; k ¼ 0 : SRT

(The last two lines are not sufficient to specify the
theories within CFF; in connection with eqn [9] and
in Theorem 2 they will be completed.) For discuss-
ing limit relations between theories, it is nevertheless
useful to represent physical models in different
scales.

The physical interpretation of t��, s�� in terms of
time and distance and that of ��

�
� through its

geodesics as world lines of freely falling test
particles, respectively, is the same in the three
theories and can be stated in terms of the common
framework CFF.

For an obvious reason, � may be called causality
constant. Note that � and k each occur in only one of
the general laws of the theory, apart from the � in [7f].

The laws [7] are invariant under diffeomorphisms
of the spacetime manifold. Those diffeomorphisms
which map the basic fields of a solution into
themselves form the symmetry group of that solution.

Newton’s Theory in Spacetime Form

Local Laws

Remarkably, for �= 0 and k > 0 the formulas [7]
reproduce almost all the laws on which Newton’s
theory of spacetime coupled to Euler’s fluid theory is
based. This is summarized in the following:

Theorem 1 Let eqn [7] hold on M with �= 0.
Then there exists, for any event of M, a neighbor-
hood U with coordinates (xa, t) such that, on U, t
coincides with the absolute time, t�� = t,�t,�, and on
the local slices U \ St, s�� defines Euclidean metrics
�ab with orthonormal coordinates xa, �ab = 	ab.
Vectors are spacelike iff they are tangent to St,
otherwise they are timelike. Moreover, the slices
are locally geodesic with respect to the connection
��

�
�, and the induced connection on the slices is the

flat connection associated naturally to �ab. In
addition, in the coordinate chart given by (xa, t),
the connection components vanish except �0

a
0 and

�0
b

a( = ��0
a

b). Therefore, t is an affine parameter
on timelike geodesics. Further, U0 = 1, and Ua = va

is the 3-velocity of the fluid. If one writes

��0
a

0 ¼: ga; ��0
a

b ¼: !a
b ½8a�

and uses 3-vector notation with (ga) = g,
(!23,!31,!12) = w, the timelike geodesics of ��

�
�

are given by

€x ¼ g þ 2 _x�w ½8b�

g and w satisfy

� �w ¼ 0; �� g þ 2 _w ¼ 0 ½8c�

��w ¼ 0; � � g � 2w2 ¼ �4�k� ½8d�

and the fluid’s equations of motion are

_�þ � � ð�vÞ ¼ 0 ½8e�

�ð _vþ v ��v� g � 2v�wÞ þ �p ¼ 0 ½8f�

A solution (g, w, �, p, v) of eqns [8] on a local
chart (xa, t) with t�� = diag(0, 0, 0, 1) and s�� =
diag(1, 1, 1, 0) provides, via eqn [8a], the general
local solution to eqns [7] for �= 0.

The proof consists of many, mostly elementary
steps which can be gathered from Künzle (1972) and
Ehlers (1981).

Given a solution to eqns (7) with �= 0 and k > 0,
the coordinates x� = (xa, t) referred to in the theorem
are determined by the basic fields up to time-
dependent Euclidean motions, time translations, and
time reflections. Such a coordinate system corresponds
to a rigid reference frame. As the equation of motion
for freely falling particles, eqn [8b], shows, g and w
are to be interpreted as the acceleration and rotation
fields which determine, relative to a rigid frame, the
combined influence of inertia and gravity on particles
encoded in the spacetime connection ��

�
�. (This role

of a connection in NGT was recognized by E Cartan.)
This interpretation is supported by the (generalized)
Euler equation [8f].

As claimed above already, eqns [7] almost
reproduce the local laws of the Newton–Euler
theory. Indeed, eqns [8] are those of the Newton–
Euler theory, provided w depends on time only.
Then and only then can the coordinate freedom be
used to get nonrotating rigid coordinates with
respect to which w = 0. The existence of such
coordinates is indispensable for NGT since only
with respect to them �g is the gradient of a
potential U which obeys Poisson’s equation, as
shown by eqns [8c] and [8d].

The preceding argument shows that the CFF,
specialized to �= 0, has to be restricted by a
condition which implies w = w(t) in order to give
the local laws of NGT. One such condition is

R��
�	 ¼ 0 ½9�
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as can be verified by computing the curvature tensor
via eqn [8a].

Equation [9] for �= 0 expresses that parallel
transport of spacelike vectors along arbitrary spacetime
curves is integrable, which corresponds to the behavior
of free gyroscopes in NGT (in contrast to GRT).

Of course, eqn [9] cannot be added to the CFF since it
is incompatible with GRT. If, however, the CFF with
� > 0, k = 0 is restricted by the condition [9], the
spacetime and hydrodynamics of special relativity result.

Global Laws for Isolated Systems

The laws [8] and [9] do not determine the time
evolution of the basic fields. Using nonrotating
coordinates we put g =��U and replace eqns [8c],
[8d] by Poisson’s equation

�U ¼ 4�k� ½10�

In Newtonian dynamics, the potential only serves
to compute forces depending instantaneously on the
mass distribution. Traditionally, this is achieved by
assuming � to have spatially compact support at
each time and to solve eqn [10] by

�ðx; tÞ ¼ �k

Z
�ðxþ y; tÞ
jyj d3y ½11�

which implies the fall-off

lim
jxj!1;
t¼const:

�ðx; tÞ ¼ 0 ½12�

(� will always be used for this solution of eqn [10]).
To relate the foregoing isolation assumptions

to corresponding assumptions in GRT as far as
presently possible, it seems necessary to go back
to the laws [7] restricted to �= 0 or the equivalent
(3þ 1) version [8] without the restriction [9].

If some global assumptions are added to eqns [8],
eqns [10]–[12] can be deduced from the four-
dimensional formulation. One first introduces the
following two assumptions:

(1) The hypersurfaces St of M (which, for �= 0, are
the only spacelike hypersurfaces) are simply
connected, complete Euclidean spaces.

(2) On each St, the support of � is compact.

Using coordinates (xa, t) as in the last subsection,
with xa now ranging on R3, eqns [8a] imply

R�
��	R

�
�
�
� ¼ �2

X
a;b

ð!a;bÞ2t	� ½13�

Hence the sum is a 4-scalar, and since t�� is
covariantly constant, it is possible to require

R�
��	R

�
�
�
�! 0 at spatial infinity ½14�

which expresses covariantly that !a, b! 0. Since w is
harmonic on St (by eqns [8c], [8d]), this in turn
implies !a, b = 0; thus, w depends on t only; the
asymptotic condition [14] and the local laws imply
eqn [9].

We may therefore employ rigid, nonrotating
coordinates, w = 0. Then, by eqns [8a], [8c], [8d]
the connection coefficients take the form

��
�
� ¼ t;�t;�s

�	U;	 ½15�

and

R�
�
�R


��	 ¼ t;�t;�t;�t;	
X
a;b

X
a;b

ðU;abÞ2 ½16�

As before, we require

R�
�
�R


��	! 0 ½17�

and conclude U, ab! 0. Since the Newtonian poten-
tial � of � also has this fall-off and U � � is
harmonic on St ffi R3, the following conclusion can
be obtained:

Lemma 1 The laws [8] and the global conditions
(1)–(2), [14], [17] imply: in rigid, nonrotating
coordinates, the connection

��
�
� � t;�t;�s

�	�;	 ¼ �
	
�
� ½18�

is flat (� according to eqn [11] is a scalar, and the
�-term in eqn [18] is a tensor). In other words,
��

�
� is asymptotically flat since the �-term falls of

as jxj�2.

Because of this lemma, one can further restrict the
coordinates (xa, t) by demanding �

	
�
�
� = 0. In physi-

cal terms this means: by switching to a new,
‘‘unaccelerated’’ frame of reference, one removes
from the equations of motion a spatially homo-
geneous gravitational field which, in contrast to the
�-term in eqn [16], is not due to matter.

The resulting coordinates are defined, up to
Galilean transformations,

t0¼ 
 t þ c00

xa0¼Da0
bxb þ ua0t þ ca0

where ca0 , ua0 are constants and D is a constant
orthogonal 3� 3 matrix. These coordinates are
called inertial ones; with respect to them the usual
laws of Newtonian mechanics hold; see [8] with
w = 0 and U =�[�].

Theorem 2 (Ehlers 1981). The laws [7] of the
CFF restricted to �= 0 and augmented by the global
and asymptotic conditions (1)–(2), [14], [17],
provide a generally covariant, four-dimensional
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formulation for the Newtonian theory of space,
time, gravitation, and hydrodynamics.

The possibility to split the connection � into a flat
part which is independent of matter and a tensorial
part depending on matter and given by the vector
field g� = s���,� (with � from eqn [11]), arises only
from supplementing the local laws [7] by the global,
resp. asymptotic, conditions (1)–(2), [14], [17]
stated above. The introduction of inertial coordi-
nates is then convenient, but not necessary. In
noninertial, rigid frames of reference, �

	
�
�
� gives

rise to inertial forces.
It should be possible to define spatial asymptotic

flatness in the CFF, but that has not been done.

Remarks on Newtonian Cosmology

In cosmology, the conditions (2) and [17] of the
last subsection are not appropriate. Instead one
keeps the laws [7] and adds to them eqn [9], so
that with respect to nonrotating coordinates the
laws [8] with w = 0 and eqn [10] remain valid.
Then, there are no longer inertial coordinate
systems, and the potential U is not a 4-scalar.
For a slightly different approach, see Rüede and
Straumann (1997).

For the purpose of this article, the term
‘‘cosmological model’’ will be applied to those
solutions of the laws [7] and [9] which satisfy � > 0
and which have a symmetry group which acts
transitively on the set of world lines representing
the motion of the fluid. This strong symmetry
assumption determines the time-evolution even in
the ‘‘Newtonian’’ case �= 0 in spite of the absence
of an evolution equation for the gravitational
field g.

Newtonian Limits of Families
of GR Solutions

The disc ussion in the sections ‘‘The Car tan–
Fried richs form alism’’ an d ‘‘N ewton’s theory in
spacetime form’’ suggests the following:

Definition 1 Let a family F (�) = (t��(�), . . .) of
basic fields parametrized by �, obeying the laws [7]
of the CFF, be given for 0 � � < a. We assume the
underlying manifolds M(�) to be open submanifolds
of a fixed manifold M such that M(�1) �M(�2) if
�1 < �2 and

S
� M(�) = M. Then we write

lim
�!0
Fð�Þ ¼ Fð0Þ ½19�

if the fields of F (�) and their first derivatives
converge pointwise to those of F (0).

F (0) is then said to be a CF limit of the sequence of
(�-rescaled) solutions F (�) of GRT. If the fields of a
�-family of GR solutions (� > 0) and their first
derivatives converge for � ! 0 locally uniformly,
then the limit fields satisfy eqns [7]. If F (0) has the
additional property [9], the limit is locally Newtonian.

On the basis of the section ‘‘The Car tan–
Fried richs formalism ’’ one may con jecture that if
eqn [19] holds and the F (�) for � > 0 are spatially
asymptotically flat, F (0) will represent an asympto-
tically flat Newtonian spacetime. Examples such as
Example 1 below are in agreement with this
conjecture, but a general proof is not known.

Example 1 The interior solution for a static,
spherically symmetric fluid ball of constant energy
density (Schwarzschild 1916) is given by

ds2¼ dr2

a2
þ r2ðd#2 þ sin2 # d’2Þ

� 1

4
ð3a0 � aÞ2c2 dt2

� ¼ const: > 0; p ¼ �c2 a� a0

3a0 � a

U¼ 2

3a0 � a
@t; aðrÞ ¼ 1� 8�

3
kc�2r2�

� �1=2

a0¼ aðr0Þ

Inserting into these expressions the parameter
�= c�2 and treating � and r0 as �-independent
constants results in a �-family with 0 � � <
((8�=3)kr3

0�)
�1. The limit solution represents a

Newtonian fluid ball of constant mass density �.
The Schwarzschild vacuum fields belonging to these
fluid balls also have the appropriate Newtonian
limits. The resulting complete spacetimes are asymp-
totically flat. A dimensionless small parameter
which could be used instead of � to measure the
deviation of the GR solution from its Newtonian
limit is the ratio of Schwarzschild radius and the
geometric radius:

2kM

c2r0
¼ 8�

3

k�r2
0

c2

Example 2 A Friedmann–Lemaitre cosmological
model of GR containing dust and radiation is given by

ds2 ¼ R2ðtÞ 	abd
ad
b

1� ð1=4ÞðE=c2Þ	ab
a
bð Þ2
� c2dt2

where R(t) obeys

_R2 � 8�

3
k

M

R
þ S

c2R2

� �
¼ E
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M is a mass constant, �= M=R3 is the mass density
of ‘‘dust,’’ S is an entropy constant, �= S=R4 the
energy density and p = (1=3)� the pressure of
radiation; and E is a constant of dimension
(speed)2. The world lines of the fluid elements
are given by 
a = const. (Lagrangian comoving
coordinates).

Taking E, M, S constant and �= c�2 as a parameter
provides a �-family of GR models with Newtonian
limit. In the limit, t is the Newtonian time, and the
spatial metric R2	abd
ad
b describes an expanding
Euclidian space R3 (if E � 0) or an open ball of
radius 2R(t) in it (if E > 0). In the coordinates (
a, t)
the connection does not have the ‘‘Newtonian’’
components [8a], instead its nonvanishing compo-
nents are �0

a
b = ( _R=R)	a

b. In local inertial coordinates
xa = R
a centered on the particle with 
a = 0 (which
could be any particle because of the homogeneity of
the model), the spatial metric is dx2, and the
connection components are Newtonian, with
U = (2�=3)k�x2 and �U = 4�k�. In the limit, the
radiation no longer influences the expansion; one gets
the Newtonian dust models (eqn [9] is satisfied). The
connection is, of course, not asymptotically flat. The
curvature tensor R�

�
�
	 = (4�=3)k�t�	s

�� exhibits
homogeneity and isotropy. The Gaussian sectional
curvature of the 3-space at time t is K =��E=R2. As
a dimensionless smallness parameter one can take
E=c2. In the ‘‘open’’ models, with E � 0, the
coordinates 
a cover the whole 3-manifold of fluid
particles, while in the ‘‘closed’’ case, E < 0, one
particle, the antipode of 
a = 0 on the 3-sphere, is not
covered. That particle is missing in the Newtonian
limit model. In the Newtonian case the expanding
Euclidian space R3 can be replaced by a torus; in the
GR cases this is possible only for E = 0.

Many examples of GR families with Newtonian
limits are known (see, e.g., Ehlers (1997) and
references therein). An example of a �-family
which has an almost Newtonian limit which does
not satisfy eqn [9] is provided by NUT spacetimes
(see Ehlers 1997), interpreted as due to a
gravitomagnetic monopole (Lynden-Bell and
Nouri-Zonez 1998).

Applications and Problems

Can one construct, for a given Newtonian solution
N, a �-family of GR solutions which converges to
N? Some answers are known and listed below.

U Heilig (1995) has shown: given a solution to
the Euler–Poisson equations representing a station-
ary, rigidly rotating, self-gravitating fluid body
with its surrounding gravitational field, there exists

a �-family of corresponding solutions to the
Einstein–Euler system having the given solutions
as its limit.

The proof is based on the fact that one can
reformulate eqns [1], [2] in terms of harmonic
coordinates and new dependent gravitational vari-
ables instead of g�� such that the new equations
given in Lottermoser (1992) are analytic in � and
reduce, for �= 0, to the Euler–Poisson system. In the
stationary case these equations are elliptic for � � 0.
Using appropriate function spaces, Heilig shows, via
the implicit function theorem, that a solution for
�= 0 can be extended to small, positive values of �.
Since L Lichtenstein has constructed solutions as
assumed in the theorem, the existence of GR
solutions follows.

The gravitational part of the system of equations
referred to above is hyperbolic for � > 0, but
becomes elliptic for �= 0, whereas the fluid equa-
tions remain hyperbolic. In spite of this difficulty
Rendall (1994) has shown that �-families of time-
dependent, asymptotically flat solutions to the
Einstein–Vlasov system representing gravitating
systems of collisionless particles have Poisson–
Vlasov limits, and that any Poisson–Vlasov solution
can be so obtained.

Lottermoser (1992) succeeded in proving the exis-
tence of�-families of solutions to the Einstein constraint
equations which have Newtonian initial data as limits.
Nothing seems to be known about solutions evolving
from such data. Lottermoser has given an interesting
discussion concerning possible extension of his work
which apparently has gone unnoticed.

Rendall (1992) has defined and analyzed post-
Newtonian expansions to Einstein’s equations and
their solvability, assuming �-families whose t��, s��

are a few times differentiable in �=
ffiffiffi
�
p

at �= 0. He
found that for low orders the equations have
asymptotically flat solutions, but that at order �8

divergences occur for general Newtonian seed
solutions. Modifications of the method to overcome
these difficulties have been considered by Rendall
and others; the problem is open.

In cosmology, one uses homogeneous back-
ground models and studies their perturbations.
The latter are frequently based on Newtonian
equations. This can perhaps be justified as follows.
According to Example 2 the fields of Friedmann–
Lemaitre models differ from their Newtonian limits
by arbitrarily small amounts uniformly in
spacetime regions where the terms involving � are
small, that is,

S

Mc2

 RðtÞ;

ffiffiffiffiffiffi
jEj

p
c
jxj 
 RðtÞ
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Additional conditions will be needed to ensure that
Newtonian perturbations approximate relativistic
ones and that gravitational wave perturbations can
be neglected.

See also: Cosmology: Mathematical Aspects; Einstein
Equations: Exact Solutions; General Relativity: Overview;
Gravitational Lensing; Shock Wave Refinement of the
Friedman–Robertson–Walker Metric.
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T Schücker, Université de Marseille, Marseille,
France

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

The aim of this contribution is to explain how
Connes derives the standard model of electromag-
netic, weak, and strong forces from noncommuta-
tive geometry. The reader is supposed to be aware of
two other derivations in fundamental physics: the
derivation of the Balmer–Rydberg formula for the
spectrum of the hydrogen atom from quantum
mechanics and Einstein’s derivation of gravity from
Riemannian geometry.

At the end of the nineteenth century, new physics
was discovered in atoms, namely their discrete
spectra. Balmer and Rydberg succeeded to put
order into the fast-growing set of experimental
results with the help of a phenomenological ansatz
for the frequencies � of the spectral rays of, for
example, the hydrogen atom,

� ¼ gðnq
2 � nq

1Þ; nj 2 N; q 2 Z; g 2 R ½1�

The integer variables n1 and n2 reflect the
discreteness of the spectrum. On the other hand,
the discrete parameter q and the continuous
parameter g were fitted by experiment: q =�2

and g = 3.289� 1015 Hz, the famous Rydberg
constant. Later quantum mechanics was discov-
ered and allowed to derive the Balmer–Rydberg
ansatz and to constrain its parameters:

q ¼ 2 and g ¼ me

4��h3

e4

ð4��0Þ2
½2�

in beautiful agreement with the anterior experi-
mental fit.

The Standard Model

We propose to introduce the standard model (see
Standard Model of Particle Physics) in analogy with
the Balmer–Rydberg formula (Table 1).

Table 1 An analogy between atomic and particle physics elements

Atomic physics Particle physics

New physics Discrete spectra Forces mediated by

gauge bosons

Ansatz �= g(nq
2 � nq

1 ) Yang–Mills–Higgs

models

Experimental

fit

q =�2, g = 3.289� 1015 Hz Standard model

Underlying

theory

Quantum mechanics Noncommutative

geometry
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The Yang–Mills–Higgs Ansatz

The variables of this Lagrangian ansatz are spin-1
particles A, spin-(1/2) particles decomposed into left-
and right-handed components  = ( L, R) and spin-
0 particles ’. There are four discrete parameters, a
compact real Lie group G, the ‘‘gauge group,’’ and
three unitary representations on complex Hilbert
spacesHL,HR, andHS. The spin-1 particles come in a
multiplet living in the complexified of the Lie algebra
of G, A 2 Lie(G)C. The left- and right-handed spinors
come in multiplets living in the Hilbert spaces,  L 2
HL, R 2 HR, respectively. The (Higgs) scalar is
another multiplet, ’ 2 HS. The Yang–Mills–Higgs
Lagrangian, together with its Feynman diagrams, is
spelled out in Table 2.

There are several continuous parameters: the
gauge coupling g 2 Rþ, the Higgs self-couplings
�,� 2 Rþ, and several Yukawa couplings gY 2 C.

Let us choose G = U(1) 3 ei�. Its irreducible unitary
representations are all one-dimensional, H= C 3  
characterized by the charge q 2 Z: �(ei�) = eiq� .
Then with qL = qR and HS = {0}, we get Maxwell’s
theory with the photon (or gauge boson or 4-potential)
A coupled to the Dirac theory of a massless spinor of
electric charge qL whose (relativistic) wave function is
 . The gauge coupling is given by g = e=

ffiffiffiffi
�0
p

. Gauge
invariance of the Yang–Mills–Higgs Lagrangian
implies, via Noether’s theorem, electric charge con-
servation in this case (see Symmetries and Conserva-
tion Laws).

Yang–Mills models are therefore simply nonabelian
generalizations of electromagnetism where the abelian
gauge group U(1) is replaced by any compact real Lie
group. We insist on a compact group because all
irreducible unitary representations of compact groups
are finite dimensional. Finally, the Higgs scalar is
added to give masses to spinors and gauge bosons via
spontaneous symmetry breaking (see Symmetry
Breaking in Field Theory).

We use compact groups and unitary representations
as (discrete) parameters. One motivation is Noether’s
theorem and conserved quantities. The other comes
from Wigner’s theorem: the irreducible unitary
representations of the Poincaré group are classified
by mass and spin. Its orthonormal basis vectors
are classified by energy–momentum and by the
z-component of angular momentum. This theorem
leads to the widely accepted definition of a particle as
an orthonormal basis vector in a Hilbert space
H carrying a unitary representation � of a group G.

A precious property of the Yang–Mills–Higgs
ansatz is its perturbative renormalizability necessary
for fine-structure calculations like the anomalous
magnetic moment of the muon.

The Experimental Fit

Physicists have spent some 30 years and some 109 Swiss
Francs to distill the fit (Particle Data Group 2004):

G ¼ SUð2Þ � Uð1Þ � SUð3Þ=ðZ2 �Z3Þ ½3�

HL ¼
M

1

ð2; 1
6; 3Þ � ð2;�1

2; 1Þ
� �

½4�

HR ¼
M3

1

ð1; 2
3; 3Þ � ð1;�1

3; 3Þ � ð1;�1; 1Þ
� �

½5�

HS ¼ ð2;�1
2;1Þ ½6�

Here (n2, y, n3) denotes the tensor product of an
n2-dimensional representation of SU(2), ‘‘(weak) iso-
spin,’’ an n3-dimensional representation of SU(3),
‘‘color,’’ and the one-dimensional representation of

Table 2 The Yang–Mills–Higgs Lagrangian and its Feynman

diagrams

L[A;  ; ’] = 1
2 tr(@�A�@

�A� � @�A�@
�A�)

þg tr(@�A�[A
�;A�])

þg2 tr([A�;A�][A
�;A�])

þ � 6@ 

þig � (�̃L � �̃R)(A�)	� 

þ1
2 @�’

�@�’

þ1
2 gf(�̃S(A�)’)�@�’þ @�’��̃S(A�)’g

þ1
2 g2(�̃S(A�)’)��̃S(A�)’

þ�’�’’�’

�1
2�

2’�’

þgY
� ’ þ �gY

� ’� 
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U(1) with ‘‘hyper charge’’ y. For historical reasons, the
hypercharge is an integer multiple of 1/6. This is
irrelevant: in the abelian case, only the product of the
hypercharge with its gauge coupling is measurable, and
we do not need multivalued representations, which are
characterized by noninteger, rational hypercharges. In
the direct sum, we recognize the three generations of
fermions, the quarks, ‘‘up, down, charm, strange, top,
bottom,’’ are SU(3) triplets, the leptons, ‘‘electron,
�, 
 ’’ and their neutrinos, are color singlets. The basis
of the fermion representation space is

u

d

� �
L

;
c

s

� �
L

;
t

b

� �
L

�e

e

� �
L

;
��

�

� �
L

;
�





� �
L

uR; cR; tR; eR; �R; 
R

dR; sR; bR;

The parentheses indicate isospin doublets.
The eight gauge bosons associated with su(3) are

called gluons. Warning: the U(1) is not the one of electric
charge; it is called hypercharge, the electric charge is a
linear combination of hypercharge and weak isospin.
This mixing is necessary to give electric charges to the W
bosons. The Wþ and W� are pure isospin states, while
the Z0 and the photon are (orthogonal) mixtures of the
third isospin generator and hypercharge.

As the group G contains three simple factors,
there are three gauge couplings,

g2 ¼ 0:6518� 0:0003

g1 ¼ 0:3574� 0:0001

g3 ¼ 1:218� 0:01

½7�

The Higgs couplings are usually expressed in terms
of the W and Higgs masses:

mW ¼ 1
2g2 v ¼ 80:419� 0:056 GeV ½8�

m’ ¼ 2
ffiffiffi
2
p ffiffiffi

�
p

v > 98 GeV ½9�

with the vacuum expectation value v := (1=2)�=
ffiffiffi
�
p

.
Because of the high degree of reducibility of the spin-
(1/2) representations there are 27 complex Yukawa
couplings. They constitute the fermionic mass matrix
which contains the fermion masses and mixings:

me ¼ 0:510998902� 0:000000021 MeV

mu ¼ 3� 2 MeV; md ¼ 6� 3 MeV

m� ¼ 0:105658357� 0:000000005 GeV

mc ¼ 1:25� 0:1 GeV; ms ¼ 0:125� 0:05 GeV

m
 ¼ 1:77703� 0:00003 GeV

mt ¼ 174:3� 5:1 GeV; mb ¼ 4:2� 0:2 GeV

For simplicity, we have taken massless neutrinos.
Then mixing only occurs for quarks and is given by
a unitary matrix, the Cabibbo–Kobayashi–Maskawa
matrix

CKM :¼
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

0
@

1
A ½10�

whose matrix elements in terms of absolute values are:

0:9750�0:0008 0:223�0:004 0:004�0:002
0:222�0:003 0:9742�0:0008 0:040�0:003
0:009�0:005 0:039�0:004 0:9992�0:0003

0
@

1
A

½11�

Mathematically, the Cabibbo–Kobayashi–Maskawa
matrix comes from a polar decomposition of the
mass matrix. The physical meaning of the quark
mixings is the following: when a sufficiently
energetic Wþ decays into a u quark, this u quark
is produced together with a �d quark with prob-
ability jVudj2, an �s quark with probability jVusj2,
and a �b quark with probability jVubj2.

The phenomenological success of the standard
model is phenomenal: with only a handful of
parameters, it reproduces correctly some millions
of experimental numbers: cross sections, lifetimes,
branching ratios.

Noncommutative Geometry

Noncommutative geometry is an analytic geometry
generalizing three other geometries that also had
important impact on our understanding of forces
and time. Let us start by briefly recalling the three
forerunners (Table 3). Euclidean geometry underlies
Newton’s mechanics as a geometry in the space of
positions. Forces are described by vectors living in
the same space and the Euclidean scalar product is
needed to define work and potential energy. Time
is not part of geometry – it is absolute. This point
of view is abandoned in special relativity unifying
space and time into Minkowskian geometry. This
new point of view allows to derive the magnetic

Table 3 Four nested analytic geometries

Geometry Force Time

Euclidean E =
R
~F � d~x Absolute

Minkowskian ~E , �0 ) ~B,�0 = ��1
0 c�2 Universal

Riemannian Coriolis $ gravity Proper, 


Noncommutative Gravity ) YMH, �= 1
3 g2

2 �
 	 10�40 s
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field from the electric field as a pseudoforce
associated with a Lorentz boost. Although time
becomes relative, one can still imagine a grid of
synchronized clocks, that is, a universal time. The
next generalization is ‘‘Riemannian geome-
try = curved spacetime.’’ Here gravity can be
viewed as the pseudoforce associated with a
uniformly accelerated coordinate transformation.
At the same time, universal time loses all meaning
and we must content ourselves with proper time.
With today’s precision in time measurement, this
complication of life becomes a bare necessity, for
example, the global positioning system (GPS).

Our last generalization is ‘‘noncommutative
geometry = curved space(time) with an uncertainty
principle.’’ As in quantum mechanics, this uncertainty
principle is introduced via noncommutativity.

Quantum Mechanics

Consider the classical harmonic oscillator. Its phase
space is R2 with points labeled by position x and
momentum p. A classical observable is a differenti-
able function on phase space such as the total energy
p2=(2m)þ kx2. Observables can be added and multi-
plied, and they form the algebra C1(R2), which is
associative and commutative. To pass to quantum
mechanics, this algebra is rendered noncommutative
by means of a noncommutation relation for the
generators x and p: [x, p] = i�h1. Let us call A the
resulting algebra ‘‘of quantum observables.’’ It is still
associative, and has an involution �� (the adjoint or
Hermitian conjugation) and a unit 1.

Of course, there is no space anymore of which A is
the algebra of functions. Nevertheless, we talk about
such a ‘‘quantum phase space’’ as a space that has no
points or a space with an uncertainty relation. Indeed,
the noncommutation relation implies Heisenberg’s
uncertainty relation �x�p 
 �h=2 and tells us that
points in phase space lose all meaning; we can only
resolve cells in phase space of volume �h=2, see Figure 1.
To define the uncertainty �a for an observable a 2 A,
we need a faithful representation of the algebra on a
Hilbert space, that is, an injective homomorphism �
from A into the algebra of operators on H. For the
harmonic oscillator, this Hilbert space is H=L2(R).
Its elements are the wave functions  (x), square-
integrable functions on configuration space. Finally,
the dynamics is defined by the Hamiltonian, a self-
adjoint observable H = H� 2 A via Schrödinger’s
equation (i�h@=@t � �(H)) (t, x) = 0. Here time is an
external parameter; in particular, time is not an
observable. This is different in the special-relativistic
setting, where Schrödinger’s equation is replaced by
Dirac’s equation 6@ = 0. Now the wave function  is

the four-component spinor consisting of left- and right-
handed, particle and antiparticle wave functions.
Unlike the Hamiltonian, the Dirac operator does not
lie in A, but it is still an operator on H. In Euclidean
spacetime, the Dirac operator is also self-adjoint,
6@�= 6@.

Spectral Triples

Noncommutative geometry (Connes 1994, 1995)
does to a compact Riemannian spin manifold M
what quantum mechanics does to phase space. A
noncommutative geometry is defined by the three
purely algebraic items (A,H, 6@), called a spectral
triple. A is a real, associative, and possibly non-
commutative involution algebra with unit, faithfully
represented on a complex Hilbert space H, and 6@ is
a self-adjoint operator on H. As the spectral triple,
also the axioms linking its three items are motivated
by relativistic quantum mechanics.

When A= C1(M), the functions on a Riemannian
spin manifold M, represented on spinors  , and 6@ is
the gravitational Dirac operator, one has a spectral
triple. The converse is also true when A is a
suitable commutative algebra (Connes 1996), but
the axioms make sense even when A is not
commutative. As for quantum phase space, Connes
defines a noncommutative geometry by a spectral
triple whose algebra is allowed to be noncommu-
tative and he shows how important properties like
dimensions, distances, differentiation, integration,
general coordinate transformations, and direct
products generalize to the noncommutative setting.
As a bonus, the algebraic axioms of a spectral
triple, commutative or not, include discrete, that is,
zero-dimensional spaces that now are naturally
equipped with a differential calculus. These spaces
have finite-dimensional algebras and Hilbert
spaces, meaning that their algebras are just matrix
algebras.

An ‘‘almost commutative geometry’’ is defined as a
direct product of a four-dimensional commutative
geometry, ‘‘ordinary spacetime,’’ by a zero-dimensional
noncommutative geometry, the ‘‘internal space.’’ If the

p

x

• h/2

Figure 1 The first example of noncommutative geometry.
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latter is also commutative, for example, the ordinary
two-point space, then the direct product describes a
two-sheeted universe or a Kaluza–Klein space whose
fifth dimension is discrete, (Madone 1995). In general,
the axioms of spectral triples imply that the Dirac
operator of the internal space is precisely the fermionic
mass matrix.

As a generic example, here is the internal spectral
triple underlying the standard model with one
generation of quarks and leptons. The algebra
A= H�C�M3(C) 3 (a, b, c) contains quaternions,
that is, 2� 2 matrices of the form

a ¼ x ��y
y �x

� �
; x; y 2 C

complex numbers b and complex 3� 3 matrices c.
The Hilbert space is 30-dimensional, where we
count particles and antiparticles ( �c ) separately:
H=HL �HR �Hc

L �Hc
R = C8 �C7 �C8 �C7. The

representation is block-diagonal, with the four
blocks

�LðaÞ :¼
a� 13 0

0 a

 !

�RðbÞ :¼

b13 0 0

0 �b13 0

0 0 �b

0
BBB@

1
CCCA

½12�

�c
Lðb; cÞ :¼

12 � c 0

0 �b12

� �

�c
Rðb; cÞ :¼

c 0 0

0 c 0

0 0 �b

0
B@

1
CA

½13�

The internal Dirac operator (= fermionic mass
matrix) contains two quark masses mu, md and one
lepton mass me, and no mixing:

D ¼

0 M 0 0

M� 0 0 0

0 0 0 �M
0 0 �M� 0

0
BBB@

1
CCCA

M¼

mu 0

0 md

� �
� 13 0

0
0

me

� �
0
BBB@

1
CCCA

½14�

These matrices look rather ad hoc; they are not.
They define an irreducible spectral triple and, for a
given algebra, there is only a finite number of such
triples.

The Spectral Action

Chamseddine and Connes (1997) generalize general
relativity to noncommutative spacetimes in two
strokes, kinematics and dynamics. They explicitly
compute this generalization for almost commutative
geometries.

Kinematics In noncommutative geometry, gen-
eral coordinate transformations are algebra auto-
morphisms lifted to the Hilbert space of spinors.
For almost commutative geometries, these transfor-
mations are precisely general coordinate trans-
formations of ordinary spacetime and gauge
transformations. Now remember how Einstein uses
the equivalence principle to produce ‘‘gravity =
curvature’’ starting from the flat metric, which in
Connes’ language is the ordinary flat Dirac opera-
tor. When applied to an almost commutative
geometry (Connes 1996), the equivalence principle
produces again a curved metric via the ordinary
coordinate transformations on M, while the gauge
transformations applied to the fermionic mass
matrix produce a new field, the Higgs scalar ’. For
the example above, this field is precisely the isospin
doublet, color singlet with hypercharge �1=2 of eqn
[6]. Gauge transformations also apply to the
ordinary Dirac operator, thereby producing the
gauge fields A.

Dynamics The group of generalized coordinate
transformations allowed us to construct the con-
figuration space. In the almost commutative case it
consists of Riemannian metrics, gauge fields, and
Higgs scalars. We now want a dynamics on this
configuration space. Of course, we want this
dynamics to be invariant under the group of
generalized coordinate transformations. Note that
the spectrum of the Dirac operator is invariant
under this group and Chamseddine and Connes
(1997) define the spectral action as a regularized
partition function of these eigenvalues.

On almost commutative geometries, the spectral
action is equal to the Einstein–Hilbert action plus
the Yang–Mills–Higgs ansatz (Figure 2). In other
words, almost commutative geometry explains the
forces mediated by gauge bosons and Higgs scalars
as pseudoforces accompanying the gravitational
force in the same way that Minkowskian geometry
(i.e., special relativity) explains the magnetic force as
a pseudoforce accompanying the electric force.
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There are constraints on the discrete and contin-
uous parameters in the Yang–Mills–Higgs ansatz
deriving from the spectral action Figure 3.

In particular, if we consider only irreducible spectral
triples and among them only those which produce
nondegenerate fermion masses compatible with renor-
malization, then we only get the standard model with
one generation of quarks and leptons, with a massless
neutrino and with an arbitrary number of colors, and a
few submodels thereof. More than one generation and
neutrino masses are possible but imply reducible
triples. However, in at least one generation, the
neutrino must remain purely left and massless.

For the standard model with N generations
and Nc colors, we have the constraints
g2

Nc
= g2

2 = (9=N)� on the continuous parameters. If
we put N = Nc = 3 and if we believe in the popular
‘‘big desert’’ then these constraints yield a ‘‘unifica-
tion scale’’ � = 1017 GeV at which the uncertainty
relation in spacetime should become manifest,
�
 = �h=�, and a Higgs mass of m’ = 171.6�
5 GeV for mt = 174.3� 5.1 GeV (see Figure 4).

It is clear that almost commutative geometries
only scratch the surface of a gold mine. May we
hope that a genuinely noncommutative geometry
will solve our present problems with quantum field
theory and quantum gravity?

See also: Compact Groups and Their Representations;
Dirac Fields in Gravitation and Nonabelian Gauge
Theory; Effective Field Theories; General Relativity:
Overview; Hopf Algebras and q-Deformation Quantum
Groups; Positive Maps on C�-Algebras; Quantum Hall
Effect; Standard Model of Particle Physics; Symmetries
and Conservation Laws; Symmetry Breaking in Field
Theory; von Neumann Algebras: Introduction, Modular
Theory, and Classification Theory.
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Noncommutative Geometry from
String Theory

The first use of noncommutative geometry in string
theory appears in the work of Witten on open-string
field theory where the noncommutativity is asso-
ciated with the product of open-string fields.
Noncommutative geometry appears in the recent
development of string theory in the seminal work of
Connes, Douglas, and Schwarz where they con-
structed and identified the compactification of
Matrix theory on a noncommutative torus.

Matrix Theory Compactification and
Noncommutative Geometry

The matrix theory (M-theory) is an 11-dimensional
quantum theory of gravity which is believed to
underlie all superstring theories. Banks, Fischler,
Shenker, and Susskind proposed that the large N
limit of the supersymmetric matrix quantum
mechanics of N D0-branes should describe the
M-theory compactified on a lightlike circle.
Compactification of the M-theory on a torus can be
easily achieved by considering the torus as the quotient
space Rd=Zd with the quotient conditions

U�1
i XjUi ¼ Xj þ �j

i2�Ri; i ¼ 1; . . . ; d ½1�

Here Ri are the radii of the torus. The unitary
translation generators Ui generate the torus. They
satisfy UiUj = UjUi. T-dualizing the D0 brane
system, eqn [1] leads to the dual description as a
(d þ 1)-dimensional supersymmetric gauge theory
on the dual toroidal D-brane. A noncommutative
torus Td

� is defined by the modified relations

UiUj ¼ ei�ijUjUi ½2�

where �ij specify the noncommutativity. Compacti-
fication on a noncommutative torus can be easily
accommodated and leads to noncommutative gauge
theory on the dual D-brane. The parameters �ij can
be identified with the components C�ij of the 3-form
potential in M-theory.

Since M-theory compactified on a circle leads to
IIA string theory, the components C�ij correspond to
the Neveu–Schwarz (NS) B-field Bij in IIA string
theory. The physics of the D0 brane system in the
presence of an NS B-field can also be studied from
the viewpoint of IIA string theory. This led Douglas
and Hull to obtain the same result that a non-
commutative field theory lives on the D-brane.
Toroidally compactified IIA string theory has a
T-duality group SO(d, d; Z). The T-duality symmetry
gets translated into an equivalence relation between
gauge theories on the noncommutative torus: a gauge
theory on the noncommutative torus Td

� is equivalent
to that on the noncommutative torus Td

�0 if their
noncommutativity parameters and metrics are related
by a T-duality transformation. For example,

�0 ¼ ðA�þ BÞðC�þDÞ�1;

A B

C D

� �
2 SOðd; d; ZÞ ½3�

It is remarkable that the T-duality acts within the
field theory level, rather than mixing up the field
theory modes with the string winding states and
other stringy excitations. Mathematically, eqn [3] is
precisely the condition for the noncommutative tori
Td
� and Td

�0 to be Morita equivalent.

Open-String in B-Field

It was soon realized that the D-brane does not
necessarily need to be toroidal in order to be
noncommutative. A direct canonical quantization
of the open-string system shows that a constant
B-field on a D-brane leads to noncommutative
geometry on the D-brane world volume. Consider
an open string moving in a flat space with metric gij

and a constant NS B-field. In the presence of a Dp
brane, the components of the B-field not along the
brane can be gauged away; thus, the B-field can



have effects only in the longitudinal directions along
the brane. The world-sheet (bosonic) action for this
part is

S ¼ 1

4��0

Z
�

d2�

� gij@axi@axj � 2��0Bij�
ab@ax

i@bxj
� �

½4�

where i, j = 0, 1, . . . , p is along the brane. It is easy
to see that the boundary condition gij@�x

j þ
2�i�0Bij@�x

j = 0 at �= 0, � is not compatible with
the standard canonical quantization [xi(� , �),
xj(� , �0)] = 0 at the boundary. Taking the boundary
condition as constraints and performing canonical
quantization, one obtains the commutation
relations

½ai
m; a

j
n� ¼ mGij�mþn; ½xi

0; p
j
0� ¼ iGij;

½xi
0; x

j
0� ¼ i�ij ½5�

Here, the open-string mode expansion is

xið�; �Þ ¼ xi
0 þ 2�0ðpi

0� � 2��0ðg�1BÞijp
j
0�Þ

þ
ffiffiffiffiffiffiffi
2�0
p X

n 6¼0

e�in�

n

� iai
n cos n�� 2��0ðg�1BÞijaj

n sin n�
� �

Gij and �ij are the symmetric and antisymmetric
parts of the matrix (gþ 2��0B)�1ij:

Gij ¼ 1

gþ 2��0B
g

1

g� 2��0B

� �ij

�ij ¼ �ð2��0Þ2 1

gþ 2��0B
B

1

g� 2��0B

� �ij
½6�

It follows from [5] that the boundary coordinates
xi � xi(� , 0) obey the commutation relation

½xi; xj� ¼ i�ij ½7�

Relation [7] implies that the D-brane world volume,
where the open-string endpoints live, is a noncom-
mutative manifold. One may also start with the
closed-string Green function and let its arguments to
approach the boundary to obtain the open-string
Green function

hxið�Þxjð� 0Þi ¼ ��0Gij lnð� � � 0Þ2 þ i

2
�ij�ð� � � 0Þ ½8�

where �(�) is the sign of � . From [8], one can
again extract the commutator [7]. Gij = gij � (2��0)2

(Bg�1B)ij is called the open-string metric since it controls
the short-distance behavior of open strings. In contrast,
the short-distance behavior for closed strings is con-
trolled by the closed-string metric gij. One may also treat

the boundary B-term in [4] as a perturbation to the
open-string conformal field theory and from which one
may extract [8] from the modified operator product
expansion of the open-string vertex operators.

D-branes in the Wess–Zumino–Witten model
provide another example of noncommutative geo-
metry. In this case, the background is not flat since
there is a nonzero H = dB � k�1=2, where k is the
level. Examining the vertex operator algebra, one
obtains that D-branes are described by nonassocia-
tive deformations of fuzzy spheres with nonassocia-
tivity controlled by 1=k.

String Amplitudes and Effective Action

The effect of the B-field on the open-string ampli-
tudes is simple to determine since only the xi

0

commutation relation is affected nontrivially. For
example, the noncommutative gauge theory can be
obtained from the tree-level string amplitudes read-
ily. For tree and one loop, the vertex operator
formalism can be used. Generally, the vertex
operator can be inserted at either the �= 0 or �= �
boundary, where the string has zero mode parts xi

0

and yi
0 � xi

0 � (2��0)2(g�1B)i
jp

j
0, respectively. The

commutation relations are

½xi
0; x

j
0� ¼ i�ij; ½xi

0; y
j
0� ¼ 0;

½yi
0; y

j
0� ¼ �i�ij ½9�

The difference in the commutation relation for x0

and y0 implies that the two boundaries of the open
string have opposite commutativity. This fact is not
so important for tree-level calculations since one can
always choose to put all the interactions at, for
example, the �= 0 boundary. Collecting all these
zero mode parts of the vertex operators, one obtains
a phase factor

eip1x0eip2x0 � eipNx0 ¼ ei
P

pax0e
�ði=2Þ

PN

I<J
pI�pJ

½10�

where the external momenta pa are ordered cycli-
cally on the circle, and momentum conservation has
been used. The computation of the oscillator part of
the amplitude is the same as in the B = 0 case, except
that the metric G is employed in the contractions.
As a result, the effect of the B-field on the tree-level
string amplitude is simply to multiply the amplitude
at B = 0 by the phase factor and to replace the
metric by the metric G. A generic term in the tree-
level effective action simply becomesZ

dpþ1x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� det g

p
tr @n1�1 � � � @nk �k

!
Z

dpþ1x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� det G
p

tr @n1�1 � � � � � @nk�k ½11�
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Here the star product, also called the Moyal
product, is defined by

ðf � gÞðxÞ

¼ exp i
�	


2

@

@x	1

@

@x
2

� �
f ðx1Þgðx2Þjx1¼x2

½12�

The star product is associative and noncommutative,
and satisfies f � g = ḡ � f̄ under complex conjugation.
Also, for functions that vanish rapidly enough at
infinity, there holdsZ

f � g ¼
Z

g � f ¼
Z

fg ½13�

An interesting consequence of the nonlocality
as expressed by the noncommutative geometry [7]
is the existence of a dipole excitation whose extent is
proportional to its momentum, �x = k�. This rela-
tion is at the heart of the ‘‘IR/UV mixing phenom-
enon’’ (see below) of noncommutative field theory.

At one- (and higher-) loop level, the different
noncommutativities for the opposite boundaries of
the open string become essential and give rise to new
effects. In this case nonplanar diagrams require one
to put vertex operators at the two different
boundaries �= 0, �. A more complicated phase
factor, which involves internal as well as external
momentum, results. This leads to IR/UV mixing in
the noncommutative quantum field theory. The
different noncommutativity for the opposite bound-
aries of the open string [9] is the basic reason for the
IR/UV mixing in the noncommutative quantum field
theory. The commutation relations [5] are valid at all
loops; therefore, one can use them to construct the
higher-loop string amplitudes from first principles.
The effect of the B-field on the string interaction can
easily be implemented into the Reggeon vertex and
the complete higher loop amplitudes in the presence
of the B-field have been constructed.

Low-Energy Limit – The Seiberg–Witten Limit
and the NCOS Limit

The full open-string system is still quite complicated.
One may try to decouple the infinite number of
massive string modes to obtain a low-energy field-
theoretic description by taking the limit �0 ! 0.
Since open strings are sensitive to G and �, one
should take the limit such that G and � are fixed.
For the magnetic case B0i = 0, Seiberg and Witten
showed that this can be achieved with the following
double scaling limit:

�0 � �1=2; gij � �! 0 ½14�

with Bij and everything else kept fixed. Assuming B
is of rank r, then [6] becomes

Gij ¼ �ð2��0Þ2ðBg�1BÞij; �ij ¼ ðB�1Þij;
for i; j ¼ 1; . . . ; r ½15�

Otherwise Gij = gij, �
ij = 0. One may also argue that

the closed string decouples in this limit. As a result,
in the low-energy limit a greatly simplified non-
commutative Yang–Mills action F � F is obtained
(see below for more discussion of this field theory).

For the case of a constant electric field back-
ground, say B01 6¼ 0, there is a critical electric field
beyond which the open string becomes unstable and
the theory does not make sense. Due to the presence
of this upper bound of the electric field, one can
show that there is no decoupling limit where one
can reduce the string theory to a field theory on a
noncommutative spacetime. However, one can con-
sider a different scaling limit where one takes the
closed-string metric scale to infinity appropriately as
the electric field approaches the critical value. In this
limit, all closed-string modes decouple. One obtains
a novel noncritical string theory living on a
noncommutative spacetime known as the noncom-
mutative open string (NCOS).

Noncommutative Quantum Field Theory

Field theories on noncommutative spacetime are
defined by using the star product instead of the
ordinary product of the fields. To illustrate the
general ideas, let us consider a single real scalar field
theory with the action

S ¼
Z

dDx
1

2
@	� � @	��

m2

2
� � �� Vð�Þ

� �

Vð�Þ ¼ g

4!
��4 ½16�

Due to the property [13], free noncommutative field
theory is the same as an ordinary field theory.
Treating the interaction term as a perturbation, one
can perform the usual quantization and obtain the
Feynman rules: the propagator is unchanged and the
interaction vertex in the momentum space is given
by g times the phase factor

exp � i

2

X
1	a<b	4

pa � pb

 !
½17�

Here p� q � p	�
	
q
. The theory is nonlocal due to

the infinite order of derivatives that appear in the
interaction.
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Planar and Nonplanar Diagrams

The factor [17] is cyclically symmetric but not
permutation symmetric. This is analogous to the
situation of an M-field theory. Using the same
double-line notation as introduced by ’t Hooft, one
can similarly classify the Feynman diagrams of
noncommutative field theory according to its
genus. In particular, the total phase factor of a
planar diagram behaves quite differently from that
of a nonplanar diagram. It is easy to show that a
planar diagram will have the phase factor

Vpðp1; . . . ; pnÞ ¼ exp � i

2

X
1	a<b	n

pa � pb

 !
½18�

where p1, . . . , pn are the (cyclically ordered) external
momenta of the graph. Note that the phase factor
[18] is independent of the internal momenta. This is
not the case for a nonplanar diagram. One can easily
show that a nonplanar diagram carries an additional
phase factor

Vnp ¼ Vp exp � i

2

X
1	a<b	n

Cabpa � pb

 !
½19�

where Cab is the signed intersection matrix of the
graph, whose ab matrix element counts the number
of times the ath (internal or external) line crosses the
bth line. The matrix Cab is not uniquely determined
by the diagram as different ways of drawing the
graph could lead to different intersections. However,
the phase factor [19] is unique due to momentum
conservation.

The different behaviors of the planar and non-
planar phase factors have important consequences.

1. Since the phase factor [18] is independent of the
internal momenta, the divergences and renorma-
lizability of the planar diagrams will be (simply)
the same as in the commutative theory and can
be handled with standard renormalization tech-
niques. This is sharply different for the nonplanar
diagrams. In fact, due to the extra oscillatory
internal-momenta-dependent phase factor, one
can expect the nonplanar diagrams to have an
improved ultraviolet (UV) behavior. It turns out
that planar and nonplanar diagrams also differ
sharply in their infrared (IR) behavior due to the
‘‘IR/UV mixing effect’’ (see below).

2. Moreover, at high energies one can expect that
noncommutative field theory will generically
become planar since the nonplanar diagrams will
be suppressed due to the oscillatory phase factor.

3. In the limit �!1, the nonplanar sector will be
totally suppressed since the rapidly oscillating

phase factor will cause the nonplanar diagram to
vanish upon integrating out the momenta. Thus,
generically the large � limit is analogous to the
large-N limit where only the planar diagrams
contribute. However, these expectations do not
apply for noncommutative gauge theory since
one needs to include ‘‘open Wilson lines’’ (see
below) in the construction of gauge invariant
observables, and the open Wilson line grows in
extent with energy and �.

IR/UV Mixing

Due to the nonlocal nature of noncommutative field
theory, there is generally a mixing of the UV and
IR scales. The reason is roughly the following.
Nonplanar diagrams generally have phase factors
like exp (ik�p) with k a loop momentum, p an
external momentum. Consider a nonplanar diagram
which is UV divergent when �= 0; one can expect
that for very high loop momenta the phase factor
will oscillate rapidly and render the integral finite.
However, this is only valid for a nonvanishing
external momentum �p; the infinity will come back
as �p! 0. However, this time it appears as an IR
singularity. Thus, an IR divergence arises whose
origin is from the UV region of the momentum
integration and this is known as the IR/UV mixing
phenomenon.

To be more specific, consider the �4 scalar theory
in D = 4 dimensions. The one-loop self-energy has a
nonplanar contribution given by

�np ¼
g

6ð2�Þ4
Z

d4k

k2 þm2
eik�p� g

3ð4�2Þ2

�ð�2
eff þ � � �Þ ½20�

where �2
eff = (1=�2 þ (�p)2)�1. One can see clearly

the IR/UV mixing: �np is UV finite as long as �p 6¼ 0;
when �p = 0, the quadratic UV divergence is
recovered, �np � �2. For supersymmetric theory,
one has at most logarithmic IR singularities from
IR/UV mixing.

IR/UV mixing has a number of interesting
consequences.

1. Due to the IR/UV mixing, noncommutative
theory does not appear to have a consistent
Wilsonian description since it requires that
correlation functions computed at finite � differ
from their limiting values by terms of order 1=�
for all values of momenta. However, this is not
true for theory with IR/UV mixing. For example,
the two-point function [20] at finite value of �
differs from its value at � =1 by the amount
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��
np � �� =1

np / 1=(�p)2, for the range of momenta
(�p)2 
 1=�2. It has been argued that the IR
singularity may be associated with missing light
degrees of freedom in the theory. With new
degrees of freedom appropriately added, one may
recover a conventional Wilsonian description.
Moreover, it has been suggested to identify
these degrees of freedom with the closed-string
modes. However, the precise nature and origin of
these degrees of freedom is not known.

2. The renormalization of the planar diagrams is
straightforward; however, the situation is more
subtle for the nonplanar diagrams since the IR/
UV-mixed IR singularities may mix with other
divergences at higher loops and render the proof
of renormalizability much more difficult. IR/UV
mixing renders certain large N noncommutative
field theory nonrenormalizable. However, for
theories with a fixed set of degrees of freedom
to start with, it is believed that one can have
sufficiently good control of the IR divergences
and prove renormalizability. An example of
renormalizable noncommutative quantum field
theory is the noncommutative Wess–Zumino
model where IR/UV mixing is absent. However,
a general proof is still lacking.

3. One can show that IR/UV mixing in timelike
noncommutative theory (�0i 6¼ 0) leads to break-
down of perturbative unitarity. For a theory
without IR/UV mixing, unitarity will be respected
even if the theory has a timelike noncommuta-
tivity. Theory with lightlike noncommutativity is
unitary.

Noncommutative Gauge Theory

Gauge theory on noncommutative space is defined
by the action

S ¼ � 1

4g2

Z
dx tr FijðxÞ � FijðxÞ

	 

½21�

where the gauge fields Ai are N �N Hermitian
matrices, Fij is the noncommutative field strength
Fij = @iAj � @jAi � i[Ai, Aj]�, and tr is the ordinary
trace over N �N matrices. The theory is invariant
under the star-gauge transformation

Ai ! g � Ai � gy � ig � @ig
y ½22�

where the N �N matrix function g(x) is unitary
with respect to the star product g � gy= gy� g = I.
The solution is g = ei�

� , where � is Hermitian. In
infinitesimal form, ��Ai = @i�þ i[�, Ai]�. The non-
commutative gauge theory has N2 Hermitian gauge
fields. Because of the star product, the U(1) sector of

the theory is not free and does not decouple from
the SU(N) factor as in the commutative case. Note
that this way of defining noncommutative gauge
theory does not work for other Lie groups since the
star commutator generally involves the commutator
as well as the anticommutator of the Lie algebra;
hence, the expressions above generally involve the
enveloping algebra of the underlying Lie group.
With the help of the ‘‘Seiberg–Witten map’’ (see
below), one can construct an enveloping-algebra-
valued gauge theory which has the same number of
independent gauge fields and gauge parameters as
the ordinary Lie-algebra-valued gauge theory. How-
ever, the quantum properties of these theories are
much less understood. One may also introduce
certain automorphisms in the noncommutative
U(N) theory to restrict the dependence of the
noncommutative space coordinates of the field
configurations and obtain a notion of noncommu-
tative theory with orthogonal and symplectic star-
gauge group. However, the theory does not reduce
to the standard gauge theory in the commutative
limit �! 0.

Open Wilson Line and Gauge-Invariant
Observables

One remarkable feature of noncommutative gauge
theory is the mixing of noncommutative gauge
transformations and spacetime translations, as can
be seen from the following identity:

eikx � f ðxÞ � e�ikx ¼ f ðxþ k�Þ ½23�

for any function f. This is analogous to the situation
in general relativity where translations are also
equivalent to gauge transformations (general coor-
dinate transformations). Thus, as in general relativ-
ity, there are no local gauge-invariant observables in
noncommutative gauge theory. The unification of
spacetime and gauge fields in noncommutative
gauge theory can also be seen from the fact
that derivatives can be realized as commutators,
@if ! �i[��1

ij xj, f ], and get absorbed into the vector
potential in the covariant derivative

Di ¼ @i þ iAi ! �i��1
ij xj þ iAi ½24�

Equation [24] clearly demonstrates the unification
of spacetime and gauge fields. Note that the field
strength takes the form Fij = i[Di, Dj]þ ��1

ij .
The Wilson line operator for a path C running

from x1 to x2 is defined by

WðCÞ ¼ P� exp i

Z
C

A

� �
½25�
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P� denotes the path ordering with respect to the star
product, with A(x2) at the right. It transforms as

WðCÞ ! gðx1Þ �WðCÞ � gðx2Þy ½26�

In commutative gauge theory, the Wilson line
operator for closed loop (or its Fourier transform)
is gauge invariant. In noncommutative gauge
theory, the closed Wilson loops are no longer
gauge invariant. Noncommutative generalization
of the gauge invariant Wilson loop operator can
be constructed most readily by deforming the
Fourier transform of the Wilson loop operator. It
turns out that the closed loop has to open in a
specific way to form an open Wilson line in order
to be gauge invariant. To see this, let us consider a
path C connecting points x and xþ l. Using [23], it
is easy to see that the operator

~WðkÞ �
Z

dx tr WðCÞ � eikx; with lj ¼ ki�
ij ½27�

is gauge invariant. Just like Wilson loops in ordinary
gauge theory, these operators also constitute an
overcomplete set of gauge-invariant operators para-
metrized by the set of curves C. When �= 0, C
becomes a closed loop and we reobtain the (Fourier
transformed) usual closed Wilson loop in commu-
tative gauge theory. Noncommutative version of the
loop equation for closed Wilson loop has been
constructed and involves open Wilson line. The
open Wilson line is instrumental in the construction
of gauge-invariant observables. An important appli-
cation is in the construction of various couplings of
the noncommutative D-brane to the bulk super-
gravity fields. The equivalence of the commutative
and noncommutative couplings to the RR fields
leads to the exact expression for the Seiberg–Witten
map. It is remarkable that the one-loop nonplanar
effective action for noncommutative scalar theory,
gauge theory, as well as the two-loop effective
action for scalar can be written compactly in terms
of open Wilson line. Based on this result, the
physical origin of the IR/UV mixing has been
elucidated. One may identify the open Wilson line
with the dipole excitation generically presents in
noncommutative field theory and hence explain the
presence of the IR/UV mixing. IR/UV mixing may
also be identified with the instability associated with
the closed-string exchange of the noncommutative
D-branes.

The Seiberg–Witten Map

The open string is coupled to the 1-form Ai living on
the D-brane through the coupling

R
@� A. For slowly

varying fields, the effective action for this gauge

potential can be determined from the S-matrix and
is given by the Dirac–Born–Infeld (DBI) action. In
the presence of a B-field, the discussion above (see
eqn [11]) leads to the noncommutative DBI
Lagrangian

LNCDBIðF̂Þ ¼ G�1
s 	p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� detðGþ 2��0F̂Þ

q
½28�

where 	p = (2�)�p(�0)�(pþ1)=2 is the D-brane tension
and F̂ is the noncommutative field strength.
However, one may also exploit the tensor gauge
invariance on the D-brane (i.e., the string sigma
model is invariant under A! A� �, B! Bþ d�)
and consider the combination F þ B as a whole. In
this case, it is like having the open string coupled
to the boundary gauge field strength F þ B and
there is no B field. One has the usual DBI
Lagrangian

LDBIðFÞ ¼ g�1
s 	p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� detðGþ 2��0ðF þ BÞÞ

q
½29�

In [28] and [29], Gs and gs are the effective open-
string couplings in the noncommutative and com-
mutative descriptions. Although they look quite
different, Seiberg and Witten showed that the
commutative and noncommutative DBI actions
are indeed equivalent if the open-string couplings
are related by gs = Gs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det (gþ 2��0B)= det G

p
and

there is a field redefinition that relates the
commutative and noncommutative gauge fields.
The map Â = Â(A) is called the Seiberg–Witten
map. Moreover, the noncommutative gauge sym-
metry is equivalent to the ordinary gauge symme-
try in the sense that they have the same set of
orbits under gauge transformation:

ÂðAÞ þ �̂�̂ÂðAÞ ¼ ÂðAþ ��AÞ ½30�

Here Âi and �̂ are, respectively, the noncommu-
tative gauge field and noncommutative gauge
transformation parameter, and Ai and � are,
respectively, the ordinary gauge field and ordinary
transformation parameter. The map between Âi

and Ai is called the Seiberg–Witten map. Equation
[30] can be solved only if the transformation
parameter �̂= �̂(�, A) is field dependent. The
Seiberg–Witten map is characterized by the Seiberg–
Witten differential equation

�Âið�Þ¼ 1
4 ��

kl Âk � ð@lÂi þ F̂liÞ
h

þð@lÂi þ F̂liÞ � Âk

i
½31�

An exact solution for the Seiberg–Witten map can
be written down with the help of the open Wilson
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line. For the case of U(1) with constant F, we have
the exact solution F̂ = (1þ F�)�1F.

That there is a field redefinition that allows one to
write the effective action in terms of different fields
with different gauge symmetries may seem puzzling
at first sight. However, it has a clear physical origin
in terms of the string world sheet. In fact, there are
different possible schemes to regularize the short-
distance divergence on the world sheet. One can
show that the Pauli–Villars regularization gives the
commutative description, while the point-splitting
regularization gives the noncommutative descrip-
tion. Since theories defined by different regulariza-
tion schemes are related by a coupling-constant
redefinition, this implies that the commutative and
noncommutative descriptions are related by a field
redefinition, because the couplings on the world
sheet are just the spacetime fields.

Despite this formal equivalence, the physics of the
noncommutative theories is generally quite different
from the commutative case. First, it is clear that
generally the Seiberg–Witten map may take non-
singular configurations to singular configurations.
Second, the observables one is interested in are also
generally different. Moreover, the two descriptions
are generally good for different regimes: the con-
ventional gauge theory description is simpler for
small B and the noncommutative description is
simpler for large B.

Perturbative Gauge Theory Dynamics

The noncommutative gauge symmetry [22] can be
fixed as usual by employing the Faddeev–Popov
procedure, resulting in Feynman rules that are
similar to the conventional gauge theory. The
important difference is that now the structure
constants in the phase factors [18] and [19] should
be amended. It turns out that the nonplanar U(N)
diagrams contribute (only) to the U(1) part of the
theory. As a result, unlike the commutative case, the
U(1) part of the theory is no longer decoupled and
free. Noncommutative gauge theory is one-loop
renormalizable. The 
-function is determined solely
by the planar diagrams and, at one loop, is given by


ðgÞ ¼ � 22

3

Ng3

16�2
for N � 1 ½32�

Note that the 
-function is independent of �; the
noncommutative U(1) is asymptotically free and
does not reduce to the commutative theory when
�! 0. Noncommutative theory beyond the tree
level is generally not smooth in the limit �! 0.
Discontinuity of this kind was also noted for the
Chern–Simon system.

Gauge anomalies can be similarly discussed and
satisfy the noncommutative generalizations of the
Wess–Zumino consistency conditions. In d = 2n
dimensions, the anomaly involves the combination
tr(Ta1Ta2 � � �Tanþ1 ) rather than the usual symme-
trized trace, since the phase factor is not permutation
symmetric. As a result, the usual cancellation of the
anomaly does not work and is the main obstacle to
the construction of noncommutative chiral gauge
theory.

There are a number of interesting features to
mention for the IR/UV mixing in noncommutative
gauge theory.

1. IR/UV mixing generically yields pole-like IR
singularities. Despite the appearance of IR
poles, gauge invariance of the theory is not
endangered.

2. One can show that only the U(1) sector is
affected by IR/UV mixing.

3. As a result of IR/UV mixing, noncommutative
U(1) photons polarized in the noncommutative
plane will have different dispersion relations
from those which are not. Strange as it is, this
is consistent with gauge invariance.

Noncommutative Solitons, Instantons
and D-Branes

Solitons and instantons play important roles in the
nonperturbative aspects of field theory. The non-
locality of the star product gives noncommutative
field theory a stringy nature. It is remarkable that
this applies to the nonperturbative sector as well.
Solitons and instantons in the noncommutative
gauge theory amazingly reproduce the properties of
D-branes in the string.

GMS Solitons

Derrick’s theorem says that commutative scalar field
theories in two or higher dimensions do not admit
any finite-energy classical solution. This follows
from a simple scaling argument, which will fail
when the theory becomes noncommutative since
noncommutativity introduces a fixed length scaleffiffiffi
�
p

. Noncommutative solitons in pure scalar theory
can be easily constructed in the limit �=1. For
example, consider a (2þ 1)-dimensional single sca-
lar theory with a potential V and noncommutativity
�12 = �. In the limit �=1, the potential term
dominates and the noncommutative solitons are
determined by the equation

@V=@� ¼ 0 ½33�
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Equation [33] can be easily solved in terms of
projectors. Assuming V has no linear term, the
general soliton (up to unitary equivalence) is

� ¼
X

�iPi ½34�

where �i are the roots of V 0(�) = 0 and Pi is a set of
orthogonal projectors. For real scalar field theory,
the sum is restricted to real roots only. These
solutions are known as the Gopakumar–Minwalla–
Strominger (GMS) solitons. A simple example of a
projector is given by P = j0ih0j, which corresponds
to a Gaussian profile in the x1, x2 plane with widthffiffiffi
�
p

. The soliton continues to exist until � decreases
below a certain critical �c.

New solutions can be generated from known ones
using the so-called solution-generating technique. If
� is a solution of [33], then

�0 ¼ Ty�T ½35�

is also a solution provided that TTy= 1. In an
infinite-dimensional Hilbert space, T is not necessa-
rily unitary, that is, TyT 6¼ 1. In this case, T is said
to be a partial isometry. The new solution �0 is
different from � since they are not related by a
global transformation of basis.

Tachyon Condensation and D-Branes

A beautiful application of the noncommutative
soliton is in the construction of D-branes as solitons
of the tachyon field in noncommutative open-string
theory. For the bosonic string theory, one may
consider it to be a space-filling D25 brane. Integrat-
ing out the massive-string modes leads to an
effective action for the tachyon and the massless
gauge field A	. It should be remarked that, contrary
to the pure scalar case, noncommutative solitons can
be constructed exactly for finite � in a system with
gauge and scalar fields. Although the detailed form
of the effective action is unknown, one has enough
confidence to say what the true vacuum configura-
tion is according to the Sen conjecture. One can then
apply the solution-generating technique to generate
new soliton solutions. In this manner, with a B-field
of rank 2k, one can construct solutions which are
localized in R2k and represent a D(25 – 2k) brane.
This is supported by the matching of the tension
and the spectrum of fluctuations around the
soliton configuration. Similar ideas can also be
applied to construct D-branes in type II string
theory. Again the starting point is an unstable
brane configuration with tachyon field(s). There
are two types of unstable D-branes: non-BPS Dp
branes (p odd in IIA theory and p even in IIB
theory) and BPS branes–antibranes Dp–Dp

systems. A similar analysis allows one to identify
the noncommutative soliton with the lower-
dimensional BPS D-branes which arises from
tachyon condensation.

One main motivation for studying tachyon
condensation in open-string theory is the hope
that open-string theory may provide a fundamental
nonperturbative formulation of string theory. It
may not be too surprising that D-branes can be
obtained in terms of open-string fields. However,
to describe closed strings and NS branes in terms
of open-string degrees of freedom remains an
obstacle.

Noncommutative Instanton and Monopoles

Instantons on noncommutative R4
� can be readily

constructed using the Atiyah–Drinfeld–Hitchin–
Manin (ADHM) formalism by modifying the
ADHM constraints with a constant additive
term. The result is that the self-dual (resp. anti-
self-dual) instanton moduli space depends only on
the anti-self-dual (resp. self-dual) part. The con-
struction goes through even in the U(1) case.
Consider a self-dual �; the ADHM constraints for
the self-dual instanton are the same as in the
commutative case, and there is no nonsingular
solution. On the other hand, the ADHM con-
straints for the anti-self-dual instanton get mod-
ified and admit nontrivial solutions. This
noncommutative instanton solution is nonsingular
with size

ffiffiffi
�
p

. The noncommutative instanton
represents a D(p–4) brane within a Dp brane.
The ADHM constraints are just the D-flatness
condition for the D-brane world-volume gauge
theory. The additive constant to the ADHM
constraints also has a simple interpretation as a
Fayet–Iliopolous parameter which appears in the
presence of a B-field. Although the ADHM
method does not give a self-dual instanton, a
direct construction can be applied to obtain non-
ADHM self-dual instantons. Recall that the gauge
field strength can be written as Fij = i[Di, Dj]þ ��1

ij ,
where Di is given by the function on the right-
hand side of [24]. Thus, a simple self-dual solution
can be constructed with

Di ¼ i��1
ij TyxjT ½36�

where T is a partial isometry which satisfies
TTy= 1, but TyT = 1� P is not necessarily the
identity. It is clear that P is a projector. The field
strength

Fij ¼ ��1
ij P ½37�
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is self-dual and has instanton number n where n is
the rank of the projector.

On noncommutative R3 (say �12 = �), BPS mono-
poles satisfy the Bogomolny equation:

ri� ¼ �Bi; i ¼ 1; 2; 3 ½38�

and can be obtained by solving the Nahm
equation

@zTi ¼ �ijkTjTk þ �i3� ½39�

Ti are k� k Hermitian matrices depending on an
auxiliary variable z and k gives the charge of the
monopole. Noncommutativity modifies the Nahm
equation with a constant term, which can be
absorbed by a constant shift of the generators.
Therefore, unlike the case of instanton, the mono-
pole moduli space is not modified by noncommuta-
tive deformation. The Nahm construction has a
clear physical meaning in string theory. The mono-
pole (electric charge) can be interpreted as a D-string
(fundamental string) ending on a D3 brane. One can
also suspend k D-string between a collection of N
parallel D3 braness; this would correspond to a
charge k monopole in a Higgsed U(N) gauge theory.
The matrices Xi correspond to the matrix transverse
coordinates of the D-strings which lie within the D3
branes.

Further Topics

Finally, in the following some further topics of
interest are discussed briefly.

1. The noncommutative geometry discussed here is
of canonical type. Other deformations exist, for
example, kappa-deformation and fuzzy sphere
which are of the Lie-algebra type, and quantum
group deformation which is a quadratic-type
deformation: xixj = q�1R̂

ij

klx
kxl, whose consis-

tency is guaranteed by the Yang–Baxter equation.
It is interesting to see whether these noncommu-
tative geometries arise from string theory.
Another natural generalization is to consider
noncommutative geometry of superspace. A
simple example is to consider the fermionic
coordinates to be deformed with the nonvanish-
ing relation

f��; �
g ¼ C�
 ½40�

where C�
 are constants. It has been shown that
[40] arises in certain Calabi–Yau compactification
of type IIB string theory in the presence of RR
background. The deformation [40] reduces the
number of supersymmetries by half. Therefore,
it is called N = 1=2 supersymmetry. The

noncommutativity [40] can be implemented on
the superspace (yi, ��, ��

�̇
) as a star product for the

��’s. Unlike the bosonic deformation which
involves an infinite number of higher derivatives,
the star product for [40] stops at order C2 due to
the Grassmannian nature of the fermionic coordi-
nates. Field theory with N = 1=2 supersymmetry
is local and differs from the ordinary N = 1 theory
by only a small number of supersymmetry break-
ing terms. The N = 1=2 Wess–Zumino model is
renormalizable if extra F and F3 terms are added
to the original Lagrangian, where F is the auxiliary
field. The N = 1=2 gauge theory is also
renormalizable.

2. Integrability of a theory provides valuable infor-
mation beyond the perturbative level. An integr-
able field theory is characterized by an infinite
number of conserved charges in involution. It is
natural to ask whether integrability is preserved
by noncommutative deformation. Noncommuta-
tive integrable field theories have been con-
structed. In the commutative case, Ward has
conjectured that all (1þ 1)- and (2þ 1)-dimen-
sional integrable systems can be obtained from
the four-dimensional self-dual Yang–Mills equa-
tion by reduction. Validity of the noncommuta-
tive version of the Ward conjecture has been
confirmed so far. It will be interesting to see
whether it is true in general.

3. Locality and Lorentz symmetry form the corner-
stones of quantum field theory and standard
model physics of particles. Noncommutative field
theory provides a theoretical framework where
one can discuss effects of nonlocality and Lorentz
symmetry violation. Possible phenomenological
signals have been investigated (mostly at the tree
level) and a bound has been placed on the extent
of noncommutativity. A proper understanding
and better control of the IR/UV mixing remains
the crux of the problem. Noncommutative
geometry may also be relevant for cosmology
and inflation.

4. Like the standard AdS/CFT correspondence, the
noncommutative gauge theory should also have
a gravity-dual description. The supergravity
background can be determined by considering
the decoupling limit of D-branes with an NS
B-field background. However, since the non-
commutative gauge theory does not permit any
conventional local gauge-invariant observable,
the usual AdS/CFT correspondence that relates
field theory correlators with bulk interaction
does not seem to apply. It has been argued that
generic properties such as the relation between
length and momentum for open Wilson lines
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can be seen from the gravity side. A more precise
understanding of the duality map is called for.

See also: Brane Construction of Gauge Theories;
Deformation Quantization; Gauge Theories from Strings;
Noncommutative Tori, Yang–Mills, and String Theory;
Positive Maps on C�-Algebras; Solitons and Other
Extended Field Configurations; String Field Theory;
Superstring Theories.
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Introduction

Noncommutative tori are historically among the
oldest and by now the most developed examples
of noncommutative spaces. Noncommutative
Yang–Mills theory can be obtained from string
theory. This connection led to a cross-fertilization
of research in physics and mathematics on Yang–
Mills theory on noncommutative tori. One
important result stemming from that work is the
link between T-duality in string theory and
Morita equivalence of associative algebras. In
this article, we give an overview of the basic
results in the differential geometry of noncommu-
tative tori. Yang–Mills theory on noncommuta-
tive tori, the duality induced by Morita
equivalence and its link with T-duality are
discussed. The noncommutative Nahm transform
for instantons is introduced.

Noncommutative Tori

The Algebra of Functions

The basic notions of noncommutative differential
geometry were introduced and illustrated on the
example of a two-dimensional noncommutative
torus by Connes (1980). To define an algebra of

functions on a d-dimensional noncommutative
torus, consider a set of linear generators Un labeled
by n2Zd – a d-dimensional vector with integral
entries. The multiplication is defined by the
formula

UnUm¼ e�inj�
jkmkUnþm ½1�

where �jk is an antisymmetric d� d matrix, and
summation over repeated indices is assumed. We
further extend the multiplication from finite linear
combinations to formal infinite series

P
n C(n)Un

where the coefficients C(n) tend to zero faster than
any power of knk. The resulting algebra constitutes
the algebra of smooth functions on a noncommuta-
tive torus and will be denoted by Td

� . Sometimes for
brevity we will omit the dimension label d in the
notation of the algebra. We introduce an involution
� in Td

� by the rule U�n = U�n. The elements Un are
assumed to be unitary with respect to this involu-
tion, that is, U�nUn = U�nUn = 1�U0. One can
further introduce a norm and take an appropriate
completion of the involutive algebra Td

� to obtain
the C�-algebra of functions on a noncommutative
torus. For our purposes, the norm structure will not
be important. A canonically normalized trace on Td

�

is introduced by specifying

tr Un¼ �n;0 ½2�

Projective Modules

According to the general approach to noncommuta-
tive geometry, finitely generated projective modules
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over the algebra of functions are natural analogs of
vector bundles. Throughout this article, when speak-
ing of a projective module, we will assume a finitely
generated left projective module.

A free module (Td
� )N is equipped with a Td

� -valued
Hermitian inner product h. , .iT�

defined by the
formula

hða1; . . . ; aNÞ; ðb1; . . . ; bNÞiT�
¼
XN
i¼1

a�i bi ½3�

A projective module E is by definition a direct
summand of a free module. Thus, it inherits the
inner product h. , .iT�

. Consider the endomorphisms
of the module E, that is, linear mappings E!E
commuting with the action of Td

� . These endo-
morphisms form an associative unital algebra
denoted EndT�

E. A decomposition (Td
� )N = E�E0

determines an endomorphism P : (Td
� )N! (Td

� )N that
projects (Td

� )N onto E. The algebra EndT�
E can then

be identified with a subalgebra of MatN(Td
��) – the

endomorphisms of the free module (Td
� )N. The latter

has a canonical trace that is the composition of the
matrix trace with the trace specified in [2]. By
restriction, it gives rise to a canonical trace tr on
EndT�

E. The same embedding also provides a
canonical involution on EndT�

E by a composition of
the matrix transposition and the involution � on Td

� .
A large class of examples of projective modules

over noncommutative tori are furnished by the
so-called Heisenberg modules. They are constructed
as follows. Let G be the direct sum of Rp and an
abelian finitely generated group, and let G� be its
dual group. In the most general situation
G = Rp�Zq� F where F is a finite group. Then
G� ffiRp�Tq� F�.

Consider the linear space S(G) of functions on G
decreasing at infinity faster than any power. We
define operators U(�, �̃) :S(G)!S(G) labeled by a
pair (�, �̃)2G�G� acting as follows:

ðUð�;~�Þf ÞðxÞ ¼ ~�ðxÞf ðxþ �Þ ½4�

One can check that the operators U(�, �̃) satisfy the
commutation relations

Uð�;~�ÞUð�;~�Þ ¼ ~�ð�Þ~��1ð�ÞUð�;~�ÞUð�;~�Þ ½5�

If (�, �̃) run over a d-dimensional discrete subgroup
�	G�G�, �ffiZd, then formula [4] defines a
module over a d-dimensional noncommutative
torus Td

� with

expð2�i�ijÞ¼ ~�ið�jÞ~��1
j ð�iÞ ½6�

for a given basis (�i, ~�i) of the lattice �. This module is
projective if � is such that G�G�=� is compact.

If that is the case, then the projective Td
� -module at

hand is called a Heisenberg module and denoted
by E�.

Heisenberg modules play a special role. If the
matrix �ij is irrational in the sense that at least one
of its entries is irrational, then any projective
module over Td

� can be represented as a direct sum
of Heisenberg modules. In that sense, Heisenberg
modules can be used as building blocks to construct
an arbitrary module.

Connections

Next we would like to define connections on a
projective module over Td

� . To this end, let us first
define a Lie algebra of shifts L� acting on Td

� by
specifying a basis consisting of derivations
�j : Td

� !Td
� , j = 1, . . . , d satisfying

�jðUnÞ¼ 2�injUn ½7�

These derivations span a d-dimensional abelian Lie
algebra that we denote by L�.

A connection on a module E over Td
� is a set of

operators rX : E!E, X2L�, depending linearly on
X and satisfying

½rX;Un� ¼ �XðUnÞ ½8�

where Un are operators E!E representing the
corresponding generators of Td

� . In the standard
basis [7], this relation reads as

½rj;Un� ¼ 2�injUn ½9�

The curvature of the connection rX defined as the
commutator FXY = [rX,rY] is an exterior 2-form
on the adjoint vector space L�� with values in
EndTd

�
E.

K-Theory: Chern Character

The K-groups of a noncommutative torus coincide
with those for commutative tori:

K0ðTd
� ÞffiZ2d�1 ffiK1 Td

�

� �

The Chern character of a projective module E
over a noncommutative torus Td

� can be defined as

chðEÞ ¼ tr exp
F

2�i

� �
2�even L��

� �
½10�

where F is the curvature form of a connection on
E, �even(L��) is the even part of the exterior algebra
of L�� and tr is the canonical trace on EndTd

�
E. This
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mapping gives rise to a noncommutative Chern
character

ch : K0 Td
�

� �
!�even L��

� �
½11�

The component ch0(E) = tr 1 � dim(E) is called the
dimension of the module E.

A distinctive feature of the noncommutative
Chern character [11] is that its image does not
consist of integral elements, that is, there is no
lattice in L�� that generates the image of the Chern
character. However, there is a different integrality
statement that replaces the commutative one. Con-
sider a basis in L�� in which the derivations
corresponding to basis elements satisfy [7]. Denote
the exterior forms corresponding to the basis
elements by �1, . . . ,�d. Then an arbitrary element
of �(L��) can be represented as a polynomial in the
anticommuting variables �i. Next let us consider the
subset �even(Zd)	�even(L��) that consists of poly-
nomials in �j having integer coefficients. It was
proved by Elliott that the Chern character is
injective and its range on K0(Td

� ) is given by the
image of �even(Zd) under the action of the operator

exp � 1

2

@

@�j
�jk @

@�k

� �

This fact implies that the K-group K0(Td
� ) can be

identified with the additive group �even(Zd).
The K-theory class �(E)2�even(Zd) of a module E

can be computed from its Chern character by the
formula

�ðEÞ ¼ exp
1

2

@

@�j
�jk @

@�k

� �
chðEÞ ½12�

Note that the anticommuting variables �i and the
derivatives @=@�j satisfy the anticommutation rela-
tion {�i, @=@�j} = �i

j.
The coefficients of �(E) standing in front of

monomials in �i are integers to which we will
refer as the topological numbers of the module E.
These numbers can also be interpreted as numbers
of D-branes of a definite kind although in non-
commutative geometry it is difficult to talk about
branes as geometrical objects wrapped on torus
cycles.

One can show that for noncommutative tori Td
�

with irrational matrix �ij the set of elements of
K0(Td

� ) that represent a projective module (i.e., the
positive cone) consist exactly of the elements of
positive dimension. Moreover, if �ij is irrational, any
two projective modules which represent the same
element of K0(Td

� ) are isomorphic; that is, the
projective modules are essentially specified in this
case by their topological numbers.

The complex differential geometry of noncommu-
tative tori and its relation with mirror symmetry is
discussed in Polishchuk and Schwarz (2003).

Yang–Mills Theory on Noncommutative
Tori

Let E be a projective module over Td
� . We call a

Yang–Mills field on E a connection rX-compatible
with the Hermitian structure, that is, a connection
satisfying

rX�; 	h iT�
þ �;rX	h iT�

¼ �Xð �; 	h iT�
Þ ½13�

for any two elements �, 	2E. Given a positive-
definite metric on the Lie algebra L�, we can define
a Yang–Mills functional

SYMðriÞ¼
V

4g2
YM

gikgjltrðFijFklÞ ½14�

Here gij stands for the metric tensor in the canonical
basis [7], V =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jdet gj

p
, gYM is the Yang–Mills

coupling constant, tr stands for the canonical trace
on EndT�

E discussed above, and summation over
repeated indices is assumed. Compatibility with the
Hermitian structure [13] can be shown to imply
the positive definiteness of the functional SYM. The
extrema of this functional are given by the solutions
to the Yang–Mills equations

gki½rk; Fij� ¼ 0 ½15�

A gauge transformation in the noncommutative
Yang–Mills theory is specified by a unitary endo-
morphism Z2EndT�

E, that is, an endomorphism
satisfying ZZ�= Z�Z = 1. The corresponding gauge
transformation acts on a Yang–Mills field as

rj 7!ZrjZ
� ½16�

The Yang–Mills functional [14] and the Yang–
Mills equations [15] are invariant under these
transformations.

It is easy to see that Yang–Mills fields whose
curvature is a scalar operator, that is, [ri,rj] =

ij 
 1 with 
ij a real-number-valued tensor, solve the
Yang–Mills equations [15]. A characterization of
modules admitting a constant curvature connection
and a description of the moduli spaces of constant
curvature connections (i.e., the space of such
connections modulo gauge transformations)
is reviewed in Konechny and Schwarz (2002).
Another interesting class of solutions to the Yang–
Mills equations is instantons (see below).

As in the ordinary field theory, one can construct
various extensions of the noncommutative Yang–
Mills theory [14] by adding other fields. To obtain a
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supersymmetric extension of [14], one needs to
add a number of endomorphisms XI 2EndT�

E
that play the role of bosonic scalar fields in the
adjoint representation of the gauge group and a
number of odd Grassmann parity endomorphisms
 �i 2�EndT�

E endowed with an SO(d)-spinor
index �. The latter ones are analogs of the usual
fermionic fields.

In string theory, one considers a maximally
supersymmetric extension of the Yang–Mills theory
[14]. In this case, the supersymmetric action depends
on 10� d bosonic scalars XI, I = d, . . . , 9, and the
fermionic fields can be collected into an SO(9, 1)
Majorana–Weyl spinor multiplet  �,�= 1, . . . , 16.
The maximally supersymmetric Yang–Mills action
takes the form

SSYM¼
V

4g2
tr
�

F��F
�� þ ½r�;XI�½r�;XI�

þ ½XI;XJ�½XI;XJ� � 2 �
���½r�;  
��

� 2 �
I
��½XI;  

��
�

½17�

Here the curvature indices F��,�, �= 0, . . . , d � 1,
are assumed to be contracted with a Minkowski
signature metric, and 
A

�� are blocks of the ten-
dimensional 32� 32 gamma-matrices

�A¼
0 
��A

ð
AÞ�� 0

 !
; A ¼ 0; . . . ;9

This action is invariant under two kinds of super-
symmetry transformations denoted by �
, ~�
 and
defined as

�
 ¼ 1
2ð


jkFjk
þ 
 jI½rj;XI�
þ 
 IJ½XI;XJ�
Þ
�
rj ¼ 

j ; �
XJ ¼ 

J 

~�
 ¼ 
; ~�
rj ¼ 0; ~�
XJ ¼ 0

½18�

where 
 is a constant 16-component Majorana–Weyl
spinor. Of particular interest for string theory
applications are solutions to the equations of motion
corresponding to [17] that are invariant under some
of the above supersymmetry transformations.
Further discussion can be found in Konechny and
Schwarz (2002).

Morita Equivalence

The role of Morita equivalence as a duality
transformation in noncommutative Yang–Mills
theory was elucidated by Schwarz (1998). We will
adopt a definition of Morita equivalence for
noncommutative tori which can be shown to be
essentially equivalent to the standard definition of
strong Morita equivalence. We will say that two

noncommutative tori Td
� and Td

�̂
are Morita equiva-

lent if there exists a (Td
� , Td

�̂
)-bimodule Q and a

(Td
�̂
, Td

� )-bimodule P such that

Q�T�̂
PffiT�; P�T�

QffiT�̂ ½19�

where T� on the right-hand side is considered as a
(T�, T�)-bimodule and analogously for T�̂. (It is
assumed that the isomorphisms are canonical.)
Given a T�-module E one obtains a T�̂-module
Ê as

Ê¼P�T�
E ½20�

One can show that this mapping is functorial.
Moreover, the bimodule Q provides us with an
inverse mapping Q�T

�̂
ÊffiE.

We further introduce a notion of gauge Morita
equivalence (originally called ‘‘complete Morita
equivalence’’) that allows one to transport
connections along with the mapping of modules
[20]. Let L be a d-dimensional commutative Lie
algebra. We say that the (Td

�̂
, Td

� ) Morita equiva-
lence bimodule P establishes a gauge Morita
equivalence if it is endowed with operators
rP

X, X2L that determine a constant curvature
connection simultaneously with respect to Td

� and
Td
�̂
, that is, satisfy

rP
XðeaÞ¼ rP

Xe
� �

aþ eð�XaÞ
rP

XðâeÞ¼ â rP
Xe

� �
þð�̂XâÞe

rP
X;rP

Y

	 

¼ 2�i
XY 
 1

½21�

Here �X and �̂X are standard derivations on T� and
T�̂, respectively. In other words, we have two Lie
algebra homomorphisms

� : L!L�; �̂ : L!L�̂ ½22�

If a pair (P,rP
X) specifies a gauge (T�, T

�̂
)-

equivalence bimodule, then there exists a correspon-
dence between connections on E and connections on
Ê. The connection r̂X on Ê corresponding to a
given connection rX on E is defined as

rX 7! r̂X¼ 1�rXþrP
X� 1 ½23�

More precisely, an operator 1�rX þrP
X� 1 on

P�C E descends to a connection r̂X on Ê = P�T�
E.

It is straightforward to check that under this
mapping gauge equivalent connections go to gauge
equivalent ones,

ZyrXZ ¼ Ẑyr̂XẐ

where Ẑ = 1�Z is the endomorphism of Ê = P�T�
E

corresponding to Z2EndTd
�
E.
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The curvatures of r̂X and rX are connected by
the formula

FrXY ¼ F̂rXY þ 1
XY ½24�

which in particular shows that constant curvature
connections go to constant curvature ones.

Since noncommutative tori are labeled by an
antisymmetric d� d matrix �, gauge Morita equiva-
lence establishes an equivalence relation on the set
of such matrices. To describe this equivalence
relation, consider the action � 7! h�= �̂ of
SO(d, djZ) on the space of antisymmetric d� d
matrices by the formula

�̂¼ðM�þNÞðR�þ SÞ�1 ½25�

where the d� d matrices M, N, R, S are such that
the matrix

h¼ M N
R S

� �
½26�

belongs to the group SO(d, djZ). The above action is
defined whenever the matrix A�R�þ S is inverti-
ble. One can prove that two noncommutative tori
Td
� and T

�̂
are gauge Morita equivalent if and only if

the matrices � and �̂ belong to the same orbit of the
SO(d, djZ) action [25].

The duality group SO(d, djZ) also acts on the
topological numbers of moduli �2�even(Zd). This
action can be shown to be given by a spinor
representation constructed as follows. First note
that the operators ai =�i, bi = @=@�i act on �(Rd)
and give a representation of the Clifford algebra
specified by the metric with signature (d, d). The
group O(d, djC) can thus be regarded as a group of
automorphisms acting on the Clifford algebra
generated by ai, bj. Denote the latter action by Wh

for h2O(d, djC). One defines a projective action Vh

of O(d, djC) on �(Rd) according to

VhaiV�1
h ¼Wh�1ðaiÞ; VhbjV

�1
h ¼Wh�1ðbjÞ

This projective action can be restricted to yield a
double-valued spinor representation of SO(d, djC)
on �(Rd) by choosing a suitable bilinear form on
�(Rd). The restriction of this representation to the
subgroup SO(d, djZ) acting on �even(Zd) gives the
action of Morita equivalence on the topological
numbers of moduli.

The mapping [23] preserves the Yang–Mills
equations of motion [15]. Moreover, one can define
a modification of the Yang–Mills action functional
[14] in such a way that the values of the functionals
on rX and r̂X coincide up to an appropriate
rescaling of coupling constants. The modified action
functional has the form

SYM ¼
V

4g2
trðFjk þ �jk 
 1ÞðFjk þ �jk 
 1Þ ½27�

where �jk is a scalar-valued tensor that can be
thought of as some background field. Adding this
term will allow us to compensate for the curvature
shift by adopting the transformation rule

�XY 7!�XY � 
XY

Note that the new action functional [27] has the
same equations of motion [15] as the original one.

To show that the functional [27] is invariant
under gauge Morita equivalence, one has to take
into account two more effects. Firstly, the values of
trace change by a factor c = dim (Ê)( dim(E))�1 as
t̂r X̂ = ctr X. Secondly, the identification of L� and
L�̂ is established by means of some linear transfor-
mation Ak

j , the determinant of which will rescale the
volume V. Both effects can be absorbed into an
appropriate rescaling of the coupling constant.

One can show that the curvature tensor, the
metric tensor, the background field �ij, and the
volume element V transform according to

Fr̂ij ¼Ak
i FrklA

l
jþ 
ij

ĝij¼Ak
i gklA

l
j

�̂ij¼Ak
i �klA

l
j� 
ij

V̂¼Vjdet Aj

½28�

where A = R�þ S and 
=�RAt. The action func-
tional [27] is invariant under the gauge Morita
equivalence if the coupling constant transforms
according to

ĝ2
YM¼ g2

YMj det Aj1=2 ½29�

Supersymmetric extensions of Yang–Mills theory
on noncommutative tori were shown to arise within
string theory essentially in two situations. In the first
case, one considers compactifications of the (BFSS
or IKKT) matrix model of M-theory (Connes et al.
1998). A discussion regarding the connection
between T-duality and Morita equivalence in this
case can be found in Seiberg and Witten (1999,
section 7). Noncommutative gauge theories on tori
can also be obtained by taking the so-called Seiberg–
Witten zero slope limit in the presence of a Neveu–
Schwarz B-field background (Seiberg and Witten
1999). The emergence of noncommutative geometry
in this limit is discussed in this article. Below we give
some details on the relation between T-duality and
Morita equivalence in this approach. Consider a
number of Dp-branes wrapped on Tp parametrized by
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coordinates xi� xi þ 2�r with a closed-string metric
Gij and a B-field Bij. The SO(p, pjZ) T-duality group
is represented by the matrices

T ¼ a b
c d

� �
½30�

that act on the matrix

E¼ r2

�0
ðGþ 2��0BÞ

by a fractional transformation

T : E 7!E0 ¼ ðaEþ bÞðcEþ dÞ�1 ½31�

The transformed metric and B-field are obtained by
taking, respectively, the symmetric and antisym-
metric parts of E0. The string coupling constant is
transformed as

T : gs 7! g0s ¼
gs

ðdetðcEþ dÞÞ1=2
½32�

The zero slope limit of Seiberg and Witten is
obtained by taking

�0 �
ffiffi


p
! 0; Gij � 
! 0 ½33�

Sending the closed-string metric to zero implies that
the B-field dominates in the open-string boundary
conditions. In the limit [33], the compactification is
parametrized in terms of open-string moduli

gij ¼ �ð2��0Þ2ðBG�1BÞij

�ij ¼ 1

2�r2
ðB�1Þij ½34�

which remain finite. One can demonstrate that �ij is
a noncommutativity parameter for the torus and the
low-energy effective theory living on the Dp-brane is
a noncommutative maximally supersymmetric gauge
theory with a coupling constant

Gs ¼ gs
det g

det G

� �1=4

½35�

From the transformation law [31], it is not hard to
derive the transformation rules for the moduli [34]
in the limit [33],

T : g 7! g0 ¼ ðaþ b�Þgðaþ b�Þt

T : � 7! �0 ¼ ðcþ d�Þðaþ b�Þt
½36�

Furthermore, the effective gauge theory becomes a
noncommutative Yang–Mills theory [17] with a
coupling constant

ðgYMÞ�2 ¼ ð�
0Þð3�pÞ=2

ð2�Þp�2Gs
which goes to a finite limit under [33] provided one
simultaneously scales gs with 
 as

gs � 
ð3�pþkÞ=4

where k is the rank of Bij. The limiting coupling constant
gYM transforms under the T-duality [31], [32] as

T : gYM 7! g0YM ¼ gYMðdetðaþ b�ÞÞ1=4 ½37�

We see that the transformation laws [31] and [37]
have the same form as the corresponding transfor-
mations in [25], [28], [29] provided one identifies
matrix [26] with matrix [30] conjugated by

T ¼ 0 1
1 0

� �

The need for conjugation reflects the fact that in the
BFSS M(atrix) model in the framework of which
the Morita equivalence was originally considered, the
natural degrees of freedom are D0 branes versus Dp
branes considered in the above discussion of T-duality.

One can further check that the gauge field transfor-
mations following from gauge Morita equivalence
match with those induced by the T-duality. It is worth
stressing that in the absence of a B-field background
the effective action based on the square of the gauge
field curvature is not invariant under T-duality.
Instantons on Noncommutative T 4
�

Consider a Yang–Mills field rX on a projective
module E over a noncommutative 4-torus T4

� .
Assume that the Lie algebra of shifts L� is equipped
with the standard Euclidean metric such that the
metric tensor in the basis [7] is given by the identity
matrix. The Yang–Mills fieldri is called an instanton
if the self-dual part of the corresponding curvature
tensor is proportional to the identity operator,

Fþjk � 1
2 Fjk þ 1

2
jkmnFmn
� �

¼ i!jk 
 1 ½38�

where !jk is a constant matrix with real entries. An
anti-instanton is defined the same way by replacing
the self-dual part with the anti-self-dual one.

One can define a noncommutative analog of
Nahm transform for instantons (Astashkevich et al.
2000) that has properties very similar to those of the
ordinary (commutative) one. To that end, consider a
triple (P,ri, r̂i) consisting of a (finite projective)
(T4

� , T4
�̂
)-bimodule P, T4

� -connection ri and T4
�̂
-

connection r̂i that satisfy the following properties.
The connection ri commutes with the T�̂-action on
P and the connection r̂i with that of T�. The
commutators [ri,rj], [r̂i, r̂j], [ri, r̂j] are propor-
tional to the identity operator
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½ri;rj� ¼ !ij 
 1
½r̂i; r̂j� ¼ !̂ij 
 1
½ri; r̂j� ¼ 
ij 
 1

½39�

The above conditions mean that P is a T8
�� (��̂)-

module and ri�r̂i is a constant curvature connec-
tion on it. In addition, we assume that the tensor 
ij

is nondegenerate.
For a connection rE on a right T4

� -module E, we
define a Dirac operator D = �i(rE

i þri) acting on
the tensor product

ðE�T�
PÞ � S

where S is the SO(4) spinor representation space and
�i are four-dimensional Dirac gamma-matrices. The
space S is Z2-graded: S = Sþ � S� and D is an odd
operator so that we can consider

Dþ : ðE�T�
PÞ � Sþ!ðE�T�

PÞ � S�

D� : ðE�T�
PÞ � S�!ðE�T�

PÞ � Sþ

A connection rE
i on a T4

� -module E is called
P-irreducible if there exists a bounded inverse to the
Laplacian

� ¼
X

i

rE
i þri

� �
rE

i þri

� �

One can show that if rE is a P-irreducible instanton,
then ker Dþ= 0 and D�Dþ= �. Denote by Ê the
closure of the kernel of D�. Since D� commutes with
the T4

�̂
-action on (E�T�

P)� S� the space Ê is a right
T4
�̂
-module. One can prove that this module is finite

projective. Let P : (E�T�
P)� S�! Ê be a Hermitian

projector. Denote byrÊ the composition P 
 r̂. One
can show that rÊ is a Yang–Mills field on Ê.

The noncommutative Nahm transform of a
P-irreducible instanton connection rE on E is
defined to be the pair (Ê,rÊ). One can further
show that rÊ is an instanton.
See also: Electroweak Theory; Hopf Algebras and
q-Deformation Quantum Groups; Noncommutative
Geometry from Strings; Quantum Group Differentials,
Bundles and Gauge Theory; Quantum Hall Effect; String
Field Theory; von Neumann Algebras: Introduction,
Modular Theory, and Classification Theory.
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Connes A (1980) C� algèbres et géométrie differentielle. Comptes
Rendus Hebdomaclaires des Seances l’Academie des Sciences,
Paris Ser. A-B 290.

Connes A (1994) Noncommutative Geometry. Academic Press.

Connes A, Douglas MR, and Schwarz A (1998) Noncommutative

geometry and Matrix theory: compactification on tori. Journal
of High Energy Physics 02: 003.

Douglas MR and Nekrasov N (2001) Noncommutative field

theory. Reviews of Modern Physics 73: 977–1029.

Konechny A and Schwarz A (2002) Introduction to M(atrix) theory
and noncommutative geometry. Physics Reports 360: 353–465.

Li H (2004) Strong Morita equivalence of higher-dimensional

noncommutative tori. Journal für die Reineund Angewandte
Mathematik 576: 167–180.

Polishchuk A and Schwarz A (2003) Categories of holomorphic

vector bundles on noncommutative two-tori. Communications
in Mathematical Physics 236: 135–159.

Rieffel MA (1982) Morita equivalence for operator algebras. In:
Kadison RV (ed.) Operator Algebras and Applications, vol. 38,

Proc. Symp. Pure Math. Providence, RI: American Mathematical

Society.
Rieffel MA (1988) Projective modules over higher-dimensional

non-commutative tori. Canadian Journal of Mathematics
40(2): 257–338.

Rieffel MA (1990) Noncommutative tori – a case study of non-
commutative differentiable manifolds. Contemporary Mathe-
matics 105: 191–211.

Rieffel MA and Schwarz A (1999) Morita equivalence of

multidimensional noncommutative tori. International Journal
of Mathematics 10(2): 289.

Schwarz A (1998) Morita equivalence and duality. Nuclear
Physics B 534: 720–738.

Seiberg N and Witten E (1999) String theory and noncommuta-

tive geometry. Journal of High Energy Physics 9909: 032.

Szabo RJ (2003) Quantum field theory on noncommutative

spaces. Physics Reports 378: 207.
Nonequilibrium Statistical Mechanics (Stationary): Overview
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Nonequilibrium

Systems in stationary nonequilibrium are mechanical
systems subject to nonconservative external forces
and to thermostat forces which forbid indefinite
increase of the energy and allow reaching statisti-
cally stationary states. A system � is described by
the positions and velocities of its n particles X , _X,
with the particle positions confined to a finite
volume container C0.

If X = (x1, . . . , xn) are the particle positions in
a Cartesian inertial system of coordinates, the
equations of motion are determined by their masses
mi > 0, i = 1, . . . , n, by the potential energy of



interaction V(x1, . . . , xn) 	 V(X), by the external
nonconservative forces Fi(X , F), and by the thermo-
stat forces �Ji as

mi€xi¼�@xi
VðXÞþFiðX ;FÞ�Ji; i¼ 1; . . . ;n ½1�

where F= (’1, . . . ,’q) are strength parameters on
which the external forces depend. All forces and
potentials will be supposed smooth, that is, analytic,
in their variables aside from possible impulsive elastic
forces describing shocks, and with the property
F(X ;0)=0. The impulsive forces are allowed here to
model possible shocks with the walls of the container
C0 or between hard core particles.

A thermostat is a ‘‘reservoir’’ which may consist
of one or more infinite systems which are asympto-
tically in thermal equilibrium and are separated by
boundary surfaces from each other as well as from
the system: with the latter, they interact through
short-range conservative forces, see Figure 1.

The reservoirs occupy infinite regions of the space
outside C0, for example, sectors Ca 
 R3, a = 1, 2 . . . ,
in space and their particles are in a configuration
which is typical of an equilibrium state at temperature
Ta. This means that the empirical probability of
configurations in each Ca is Gibbsian with some
temperature Ta. In other words, the frequency with
which a configuration ( _Y , Y þ r) occurs in a region
�þ r 
 Ca while a configuration ( _W , W þ r) occurs
outside �þ r (with Y 
 �, W \ � = ;) averaged over
the translations �þ r of � by r (with the restriction
that �þ r 
 Ca) is

average
rþ�
Ca

ðf�þr ½ð _Y ;Y þ rÞ; _W ;W þ r�Þ

¼ e��a ð1=2maÞj _Y j2þVaðY jWÞð Þ
normalization

½2�

Here ma is the mass of the particles in the ath
reservoir and Va(Y jW ) is the energy of the short-
range potential between pairs of particles in Y 
 Ca

or with one point in Y and one in W . Since the
configurations in the system and in the thermostats
are not random, [2] should be considered as an
‘‘empirical’’ probability in the sense that it is the

frequency density of the events {( _Y , Y þ r); W þ r}:
in other words, the configurations wa in the
reservoirs should be ‘‘typical’’ in the sense of
probability theory of distributions which are asymp-
totically Gibbsian.

The property of being ‘‘thermostats’’ means that
[2] remains true for all times, if initially satisfied.

Mathematically, there is a problem at this point:
the latter property is either true or false, but a
proof of its validity seems out of reach of the
present techniques except in very simple cases.
Therefore, here we follow an intuitive approach
and assume that such thermostats exist and,
actually, that any configuration which is typical of
a stationary state of an infinite size system of
interacting particles in the Ca’s, with physically
reasonable microscopic interactions, satisfies the
property [2].

The above thermostats are examples of ‘‘determi-
nistic thermostats’’ because, together with the
system, they form a deterministic dynamical system.
They are called ‘‘Hamiltonian thermostats’’ and are
often considered as the most appropriate models of
‘‘physical thermostats.’’

A closely related thermostat model is obtained by
assuming that the particles outside the system are
not in a given configuration but they have a
probability distribution whose conditional distribu-
tions satisfy [2] initially. Also in this case, it is
necessary to assume that [2] remains true for all
times, if initially satisfied. Such thermostats are
examples of ‘‘stochastic thermostats’’ because their
action on the system depends on random variables
wa which are the initial configurations of the
particles belonging to the thermostats.

Other kinds of stochastic thermostats are ‘‘colli-
sion rules’’ with the container boundary @C0 of �:
every time a particle collides with @C0 it is reflected
with a momentum p in d3p that has a probability
distribution proportional to e��a(1=2m)p2

d3p where
�a, a = 1, 2 , . . . depends on which boundary portion
(labeled by a = 1, 2, . . .) the collision takes place and
Ta = (kB�a)

�1 and its ‘‘temperature’’ if kB is Boltz-
mann’s constant. Which p is actually chosen after
each collision is determined by a random variable
w = (w1, w2, . . .).

The distinction between stochastic and deter-
ministic thermostats ultimately rests on what we
call ‘‘system.’’ If reservoirs or the randomness
generators are included in the system, then the
system becomes deterministic (possibly infinite);
and finite deterministic thermostats can also be
regarded as simplified models for infinite reservoirs,
see the section ‘‘Heat, temperat ure, an d entropy
produ ction.’’

T1
T2

T3

Σ

Figure 1 A symbolic drawing of the container C0 for the

system � and of the surrounding regions containing the particles

acting as thermostats at temperatures T1, T2, . . . .
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It is also possible, and convenient, to consider
‘‘finite deterministic thermostats.’’ In the latter case,
J is a force only depending upon the configuration
of the n particles v of � in their finite container C0.

Examples of finite deterministic reservoirs are forces
obtained by imposing a nonholonomic constraint via
some ad hoc principle like the Gauss principle. For
instance, if a system of particles driven by a force
Gi =

def�@xi
V(X)þ Fi(X) is enclosed in a box C0 and J

is a thermostat enforcing an anholonomic constraint
 ( _X , X) 	 0 via Gauss’ principle, then

Jið _X ;XÞ

¼
"P

j _xj � @xj
 ð _X ;XÞ þ ð1=mÞGj � @ _xj

 ð _X;XÞP
j

1
m ð@ _xj

 ð _X;XÞÞ2

#

� @ _xi
 ð _X;XÞ ½3�

Gauss’ principle says that the force which needs to
be added to the other forces Gi acting on the system
minimizes

X
i

ðGi �miaiÞ2

mi

given _X , X , among all accelerations ai which are
compatible with the constraint  .

It should be kept in mind that the only known
examples of mathematically treatable thermostats
modeled by infinite reservoirs are cases in which the
thermostat particles are either noninteracting parti-
cles or linear (i.e., noninteracting) oscillators. For
simplicity stochastic or infinite thermostats will not
be considered here and we restrict attention to finite
deterministic systems.

In general, in order that a force J can be
considered a deterministic ‘‘thermostat force’’ a
further property is necessary: namely that the system
evolves according to [1] towards a stationary state.
This means that for all initial particle configurations
( _X, X), except possibly for a set of zero phase-space
volume, any smooth function f ( _X , X) evolves in time
so that, if St( _X , X) denotes the configuration into
which the initial data evolve in time t according to
[1], then the limit

lim
T!1

1

T

Z T

0

f ðStð _X ;XÞÞ dt ¼
Z

f ðzÞ�ðdzÞ ½4�

exists and is independent of ( _X , X). The probability
distribution � is then called the SRB distribution for
the system. The maps St will have the group
property St � St0 = Stþt0 and the SRB distribution �
will be invariant under time evolution.

It is important to stress that the requirement that
the exceptional configurations form just a set of zero

phase volume (rather than a set of zero probability
with respect to another distribution, singular with
respect to the phase volume) is a strong assumption
and it should be considered an axiom of the theory:
it corresponds to the assumption that the initial
configuration is prepared as a typical configuration
of an equilibrium state, which, by the classical
equidistribution axiom of equilibrium statistical
mechanics, is a typical configuration with respect
to the phase volume.

For this reason, the SRB distribution is said to
describe a ‘‘stationary nonequilibrium state’’ of
the system. The SRB distribution depends on the
parameters on which the forces acting on the
system depend, for example, jC0j (volume), F
(strength of the forcings), {��1

a } (temperatures), etc.
The collection of SRB distributions obtained by
letting the parameters vary defines a ‘‘nonequilibrium
ensemble.’’

In the stochastic case, the distribution � is
required to be invariant in the sense that it can be
regarded as a marginal distribution of an invariant
distribution for the larger (deterministic) system
formed by the thermostats and the system itself.

For more details, the reader is referred to Evans
and Morriss (1990), Ruelle (1999), and Eckmann
et al. (1999).

Nonequilibrium Thermodynamics

The key problem of nonequilibrium statistical
mechanics is to derive a macroscopic ‘‘nonequili-
brium thermodynamics’’ in a way similar to the
derivation of equilibrium thermodynamics from
equilibrium statistical mechanics.

The first difficulty is that nonequilibrium thermo-
dynamics is not well understood. For instance, there
is no (agreed upon) definition of entropy of a
nonequilibrium stationary state, while it should be
kept in mind that the effort to find the microscopic
interpretation of equilibrium entropy, as defined by
Clausius, was a driving factor in the foundations of
equilibrium statistical mechanics.

The importance of entropy in classical equilibrium
thermodynamics rests on the implication of univer-
sal, parameter-free relations which follow from its
existence (e.g., @V(1=T) 	 @U(p=T) if U is the
internal energy, T the absolute temperature, and p
the pressure of a simple homogeneous material).

Are there universal relations among averages of
observables with respect to SRB distributions?

The question has to be posed for systems ‘‘really’’
out of equilibrium, that is, for F 6¼ 0 (see [1]): in
fact, there is a well-developed theory of the
derivatives with respect to F of averages of
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observables evaluated at F = 0. The latter theory is
often called, and here we shall do so as well,
‘‘classical nonequilibrium thermodynamics’’ or
‘‘near-equilibrium thermodynamics’’ and it has
been quite successfully developed on the basis of
the notions of equilibrium thermodynamics, paying
particular attention to the macroscopic evolution of
systems described by macroscopic continuum equa-
tions of motion.

‘‘Stationary nonequilibrium statistical mechanics’’
will indicate a theory of the relations between
averages of observables with respect to SRB dis-
tributions. Systems so large that their volume
elements can be regarded as being in locally
stationary nonequilibrium states could also be
considered. This would extend the familiar ‘‘local
equilibrium states’’ of classical nonequilibrium ther-
modynamics: however, they are not considered here.
This means that we shall not attempt to find the
macroscopic equations regulating the time evolution
of continua locally in nonequilibrium stationary
states but we shall only try to determine the
properties of their ‘‘volume elements’’ assuming
that the timescale for the evolution of large
assemblies of volume elements is slow compared to
the timescales necessary to reach local stationarity.

For more details, the reader is referred to
de Groot and Mazur (1984), Lebowitz (1993),
Ruelle (1999, 2000), Gallavotti (1998, 2004), and
Goldstein and Lebowitz (2004).

Chaotic Hypothesis

In equilibrium statistical mechanics, the ergodic
hypothesis plays an important conceptual role as it
implies that the motions of ergodic systems have an
SRB statistics and that the latter coincides with the
Liouville distribution on the energy surface.

An analogous role has been proposed for the
‘‘chaotic hypothesis,’’ which states that the

motion of a chaotic system, developing on its attracting
set, can be regarded as an Anosov flow.

This means that the attracting sets of chaotic
systems, physically defined as systems with at least
one positive Lyapunov exponent, can be regarded as
smooth surfaces on which motion is highly unstable:

1. Around every point, a curvilinear coordinate
system can be established which has three planes,
varying continuously with x, which are covariant
(i.e., they are coordinate planes at a point x
which are mapped, by the evolution St, into the
corresponding coordinate planes around Stx).

2. The planes are of three types, ‘‘stable,’’ ‘‘unstable,’’
and ‘‘marginal,’’ with respective positive dimen-
sions ds, du, and 1: infinitesimal lengths on the
stable plane and on the unstable plane of any
point contract at exponential rate as time
proceeds towards the future or towards the past.
The length along the marginal direction neither
contracts nor expands (i.e., it varies around the
initial value staying bounded away from 0 and
1): its tangent vector is parallel to the flow. In
cases in which time evolution is discrete, and
determined by a map S, the marginal direction is
missing.

3. The contraction over a time t, positive for lines
on the stable plane and negative for those on the
unstable plane, is exponential, i.e. lengths are
contracted by a factor uniformly bounded by
Ce��jtj with C,� > 0.

4. There is a dense trajectory.

It has to be stressed that the chaotic hypothesis
concerns physical systems: mathematically, it is
very easy to find dynamical systems for which it
does not hold, at least as easy as it is to find
systems in which the ergodic hypothesis does not
hold (e.g., harmonic lattices or blackbody radia-
tion). However, if suitably interpreted, the ergodic
hypothesis leads, even for these systems, to physi-
cally correct results (the specific heats at high
temperature, the Raleigh–Jeans distribution at low
frequencies). Moreover, the failures of the ergodic
hypothesis in physically important systems have led
to new scientific paradigms (like quantum
mechanics from the specific heats at low tempera-
ture and Planck’s law).

Since physical systems are almost always not
Anosov systems, it is very likely that probing
motions in extreme regimes will make visible the
features that distinguish Anosov systems from non-
Anosov systems, much as it happens with the
ergodic hypothesis.

The interest of the hypothesis is to provide a
framework in which properties like the existence of
an SRB distribution is a priori guaranteed, together
with an expression for it which can be used to work
with formal expressions of the averages of the
observables: the role of Anosov systems in chaotic
dynamics is similar to the role of harmonic oscillators
in the theory of regular motions. They are the
paradigm of chaotic systems, as the harmonic
oscillators are the paradigm of order. Of course, the
hypothesis is only a beginning and one has to learn
how to extract information from it, as it was the case
with the use of the Liouville distribution, once the
ergodic hypothesis guaranteed that it was the
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appropriate distribution for the study of the statistics
of motions in equilibrium situations.

For more details, the reader is referred to Ruelle
(1976), Gallavotti and Cohen (1995), Ruelle (1999),
Gallavotti (1998), and Gallavotti et al. (2004).

Heat, Temperature, and Entropy
Production

The amount of heat _Q that a system produces while in
a stationary state is naturally identified with the work
that the thermostat forces J perform per unit time

_Q ¼
X

i

Ji � _xi ½5�

A system may be in contact with several reservoirs:
in models, this will be reflected by a decomposition

J ¼
X

JðaÞð _X ;XÞ ½6�

where J(a) is the force due to the ath thermostat and
depends on the coordinates of the particles which
are in a region �a � C0 of a decomposition
[m

a = 1�a = C0 of the container C0 occupied by the
system (�a \ �a0 = ; if a 6¼ a0).

From several studies based on simulations of finite
thermostatted systems of particles arose the proposal
to consider the average of the phase-space contrac-
tion �(a)( _X , X) due to the ath thermostat

�ðaÞð _X ;XÞ ¼def
X

j

@ _xj
� JðaÞj ð _X ;XÞ ½7�

and to identify it with the rate of entropy creation in
the ath thermostat.

Another key notion in thermodynamics is the
temperature of a reservoir; in the infinite determi-
nistic thermost at case, of the sect ion ‘‘Noneq uili-
brium ,’’ it is defi ned as ( kB�a)�1 but in the finite
deterministic thermostats considered here it needs to
be defined. If there are m reservoirs with which the
system is in contact, one sets

�
ðaÞ
þ ¼

def h�ðaÞð _X ;XÞi 	
Z
�ðaÞð _X ;XÞ�ðd _X dXÞ

_Qa ¼def
X

i

JðaÞi � _xi

½8�

where � is the SRB distribution describing the
stationary state. It is natural to define the absolute
temperature of the ath thermostat to be

Ta ¼
h _Qai
kB�

ðaÞ
þ

½9�

It is not clear that Ta > 0: this happens in a rather
general class of models and it would be desirable, for

the interpretation that is proposed here, that it could
be considered a property to be added to the require-
ments that the forces JðaÞ be thermostat models.

An important class of thermostats for which the
property Ta > 0 holds can be described as follows.
Imagine N particles in a container C0 interacting via
a potential V0 =

P
i<j ’(qi � qj)þ

P
j V 0(qj) (where

V 0 models external conservative forces like obsta-
cles, walls, gravity, . . .) and, furthermore, interacting
with M other systems �a, of Na particles of mass
ma, in containers Ca contiguous to C0. The latter
will model M parts of the system in contact with
thermostats at temperatures Ta, a = 1, . . . , M.

The coordinates of the particles in the ath system
�a will be denoted xa

j , j = 1, . . . , Na, and they will
interact with each other via a potential Va =PNa

i, j ’a(xa
i � xa

j ). Furthermore, there will be an
interaction between the particles of each thermostat
and those of the system via potentials Wa =PN

i = 1

PNa

j = 1 wa(qi � xa
j ), a = 1, . . . , M.

The potentials will be assumed to be either hard
core or nonsingular potentials and the external V 0 is
supposed to be at least such that it forbids the
existence of obvious constants of motion.

The temperature of each �a will be defined by
the total kinetic energy of its particles, that
is, by Ka =

PNa

j = 1 (1=2)ma( _xa
j )2¼def (3=2)NakBTa: the

particles of the ath thermostat will be kept at
constant temperature by further forces Ja

j . The latter
are defined by imposing via a Gaussian constraint
that Ka is a constant of motion (see [3] with  	 Ka).
This means that the equations of motion are

m€qj ¼ �@qj
V0ðQÞ þ

XNa

a¼1

WaðQ; xaÞ
 !

ma€xa
j ¼ �@xa

j
VaðxaÞ þWaðQ; xaÞð Þ � Ja

j

½10�

and an application of Gauss’ principle yields

Ja
j ¼

La � _Va

3NakBTa
_xa

j ¼
def
�a _xa

j

where La is the work per unit time done by the
particles in C0 on the particles of �a and Va is their
potential energy.

In this case, the partial divergence �a	ð3Na�1Þ�a

is, up to a constant factor ð1� ð1=3NaÞÞ;

�a¼ La

kBTa
�

_Va

kBTa

and it will make [9] identically satisfied with Ta > 0
because La can be naturally interpreted as heat Qa

ceded, per unit time, by the particles in C0 to the
subsystem �a (hence to the ath thermostat because
the temperature of �a is constant), while the
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derivative of Va will not contribute to the value of
�a
þ. The phase-space contraction rate is, neglecting

the total derivative terms (and OðN�1
a ÞÞ,

�trueð _X;XÞ ¼
XNa

a¼1

_Qa

kBTa
½11�

where the subscript ‘‘true’’ is to remind that an
additive total derivative term distinguishes it from
the complete phase-space contraction.

Remarks

(i) The above formula provides the motivation of the
name ‘‘entropy creation rate’’ attributed to the
phase-space contraction �. Note that in this way
the definition of entropy creation is ‘‘reduced’’ to
the equilibrium notion because what is being
defined is the entropy increase of the thermostats
which have to be considered in equilibrium. No
attempt is made here to define neither the entropy
of the stationary state nor the notion of tempera-
ture of the nonequilibrium system in C0 (the Ta

are temperatures of the �a, not of the particles in
C0). This is an important point as it leaves open
the possibility of envisaging the notion of ‘‘local
equilibrium’’ which becomes necessary in the
approximation (not considered here) in which
the system is regarded as a continuum.

(ii) In the above model, another viewpoint is
possible: that is, to consider the system to
consist of only the N particles in C0 and the M
systems �a to be thermostats. From this point of
view, it can be considered a model of a system
subject to thermostats. The Gibbs distribution
characterizing the infinite thermostats of the
sect ion ‘‘N onequilibr ium’’ becomes in this case
the constraint that the kinetic energies Ka are
constants, enforced by the Gaussian forces. In
the new viewpoint, the appropriate definition
should be simply the right-hand side (RHS) of
[11], i.e. the work per unit time done by the
forces of the system on the thermostats divided
by the temperature of the thermostats. This
suggests a different and general definition of
entropy creation rate, applying also to thermo-
stats that are often considered ‘‘more physical’’
and that needs to be further investigated. In the
example [10] the new definition differs from the
phase space contraction rate by a total time
derivative, i.e. rather trivially for the purposes of
the following.

For more details, the reader is referred to Evans
and Morriss (1990), Gallavotti and Cohen (1995),
Ruelle (1996, 1997), and Gallavotti (2004).

Thermodynamic Fluxes and Forces

Nonequilibrium stationary states depend upon
external parameters ’j like the temperatures Ta of
the thermostats or the size of the force parameters
F = (’1, . . . ,’q), see [1]. Nonequilibrium thermo-
dynamics is well developed at ‘‘low forcing’’: strictly
speaking, this means that it is widely believed that
we understand the properties of the derivatives of
the averages of observables with respect to the
external parameters if evaluated at ’j = 0. Important
notions are the notions of thermodynamic fluxes Ji

and of thermodynamic forces ’i; hence, it seems
important to extend such notions to nonequilibrium
systems (i.e., F 6¼ 0).

A possible extension could be to define the
thermodynamic flux Ji associated with a force ’i as
Ji = h@’i

�iSRB where �(X, _X ; F) is the volume
contraction per unit time. This definition seems
appropriate in several concrete cases that have been
studied and it is appealing for its generality.

An interesting example is provided by the model
of thermostatted system in [10]: if the container of
the system is a box with periodic boundary condi-
tions, one can imagine to add an extra constant
force E acting on the particles in the container.
Imagining the particles to be charged by a charge e
and regarding such force as an electric field, the first
equation in [10] is modified by the addition of a
term eE.

The constraints on the thermostat temperatures imply
that � depends also on E: in fact, if J = e

P
j

_qj is the
electric current, energy balance implies _Utot = E � J�P

a (La � _Va) if Utot is the sum of all kinetic and
potential energies. Then, the phase-space contraction

X
a

La � _Va

Ta

can be written, to first order in the temperature
variations �Ta with respect to a common value
Ta = T, as

�
X

a

La � _Va

T

�Ta

T
þ E � J � _Utot

T

hence �true, see [11], is

�true ¼
E � J
kBT
�
X

a

_Qa

kBT

�Ta

T
½12�

The definition and extension of the conjugacy
between thermodynamic forces and fluxes is com-
patible with the key results of classical nonequili-
brium thermodynamics, at least as far as Onsager
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reciprocity and Green–Kubo’s formulas are con-
cerned. It can be checked that if the equilibrium
system is reversible, that is, if there is an isometry I
on phase space which anticommutes with the
evolution (ISt = S�tI in the case of continuous-time
dynamics t! St or IS = S�1I in the case of discrete-
time dynamics S), then, shortening ( _X , X) into x,

Lij ¼def
@�i

JjjF¼0¼ @�i
h@�j

�ðx;FÞiSRBjF¼0¼ @�j
JijF¼0

¼Lji¼
1

2

Z 1
�1
h@�j

�ðStx;FÞ@�i
�ðx;FÞiSRBjF¼0 dt ½13�

The �(x;F) plays the role of ‘‘Lagrangian’’ generat-
ing the duality between forces and fluxes. The
extension of the duality just considered might be of
interest in situations in which F 6¼ 0.

For more details, the reader is referred to de Groot
and Mazur (1984), Gallavotti (1996), and Gallavotti
and Ruelle (1997).

Fluctuations

As in equilibrium, large statistical fluctuations of
observables are of great interest and already there is,
at the moment, a rather large set of experiments
dedicated to the analysis of large fluctuations in
stationary states out of equilibrium.

If one defines the dimensionless phase-space
contraction

pðxÞ ¼ 1

	

Z 	

0

�ðStxÞ
�þ

dt ½14�

(see also [11]), then there exists p� 
 1 such that the
probability P	 of the event p 2 [a, b] with [a, b] 

(�p�, p�) has the form

P	 ðp 2 ½a; b�Þ ¼ const: e	 maxp2½a;b� 
ðpÞþOð1Þ ½15�

with 
(p) analytic in (�p�, p�). The function 
(p) can
be conveniently normalized to have value 0 at p = 1
(i.e., at the average value of p).

Then, in Anosov systems which are reversible and
dissipative (see the previous section), a general
symmetry property, called the ‘‘fluctuation theorem’’
and reflecting the reversibility symmetry, yields the
parameterless relation


ð�pÞ ¼ 
ðpÞ � p�þ p 2 ð�p�; p�Þ ½16�

This relation is interesting because it has no free
parameters; in other words, it is universal for
reversible dissipative Anosov systems. In connection
with the flux–force duality in the previous section, it
can be checked to reduce to the Green–Kubo
formula and to Onsager reciprocity, see [13], in the
case in which the evolution depends on several fields
F and F! 0 (of course the relation becomes trivial

as F! 0 because �þ! 0 and to obtain the result
one has first to divide both sides by suitable powers
of the fields F).

A more informal (but imprecise) way of writing
[15] and [16] is

P	 ðpÞ
P	 ð�pÞ ¼ e	p�þþOð1Þ; for all p 2 ð�p�; p�Þ ½17�

where P	 (p) is the probability density of p. An
obvious but interesting consequence of [17] is that

he�	p�þiSRB = 1

in the sense that (1=	) loghe�	p�þiSRB�!	!1 0.
Occasionally, systems with singularities have to be

considered. In such cases, the relation [16] may
change in the sense that the function 
(p) may not be
analytic: in such cases, one expects that the relation
holds in the largest analyticity interval symmetric
around the origin. In Anasov systems and also
various cases considered in the literature, such
interval appears to contain the interval (�1, 1).

Note that in the theory of fluctuations of the time
averages p we can replace � by any other bounded
quantity which is a total time derivative: hence, in the
example discussed above, it can be replaced by �true,
see [12], which has a natural physical meaning.

It is important to remark that the above fluctua-
tion relation is the first representative of several
consequences of the reversibility and chaotic
hypotheses. For instance, given F1, . . . , Fn arbitrary
observables which are (say) odd under time reversal
I (i.e., F(Ix) =�F(x)) and given n functions t 2
[�	=2, 	=2]!’j(t), j = 1, . . . , n, one can ask which
is the probability that Fj(St x) ‘‘closely follows’’ the
‘‘pattern’’ ’j(t) and at the same time

1

	

Z 	

0

�ðS�xÞ
�þ

d�

has value p. Then calling P	 (F1 � ’1, . . . , Fn � ’n, p)
the probability of this event, which we write in the
imprecise form corresponding to [17] for simplicity,
and defining I’j(t) =def�’j(�t), it is

P	 ðF1 � ’1; . . . ; Fn � ’n; pÞ
P	 ðF1 � I’1; . . . ; Fn � I’n;�pÞ ¼ e	�þp

p 2 ð�p�; p�Þ ½18�

which is remarkable because it is parameterless and
at the same time surprisingly independent of the
choice of the observables Fj. The relation [18] has
far-reaching consequences: for instance, if n = 1 and
F1 = @�i

�(x; F) the relation [18] has been used to
derive the mentioned Onsager reciprocity and
Green–Kubo’s formulas at F = 0.
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Equation [18] can be read as follows: the
probability that the observables Fj follow given
evolution patterns ’j conditioned to entropy crea-
tion rate p�þ is the same that they follow the time-
reversed patterns if conditioned to entropy creation
rate �p�þ. In other words, to change the sign of
time, it is just sufficient to reverse the sign of
entropy creation rate, no ‘‘extra effort’’ is needed.

For more details, the reader is referred to Sinai
(1972, 1994), Evans et al. (1993), Gallavotti and
Cohen (1995), Gallavotti (1996, 1999), Gallavotti
and Ruelle (1997), Gallavotti et al. (2004), and
Bonetto et al. (2005).

Fractal Attractors, Pairing,
and Time Reversal

Attracting sets (i.e., sets which are the closure of
attractors) are fractal in most dissipative systems.
However, the chaotic hypothesis assumes that
fractality can be neglected. Apart from the very
interesting cases of systems close to equilibrium, in
which the closure of an attractor is the whole phase
space (under the chaotic hypothes is, i.e., if the
system is Anosov), hence not fractal, serious
problems arise in preserving validity of the fluctua-
tion theorem.

The reason is very simple: if the attractor closure
is smaller than phase space, then it is to be expected
that time reversal will change the attractor into a
repeller disjoint from it. Thus, even if the chaotic
hypothesis is assumed, so that the attracting set
A can be considered a smooth surface, the motion
on the attractor will not be time-reversal symmetric
(as its time-reversal image will develop on the
repeller). One can say that an attracting set with
dimension lower than that of phase space in a time-
reversible system corresponds to a spontaneous
breakdown of time-reversal symmetry.

It has been noted however that there are classes
of systems, forming a large set in the space of
evolutions depending on a parameter �, in which
geometric reasons imply that if beyond a critical
value �c the attracting set becomes smaller than
phase space, then a map IP is generated mapping the
attractor A into the repeller R, and vice versa, such
that I2

P is the identity on A [R and IP commutes
with the evolution: therefore, the composition I � IP

is a time-reversal symmetry (i.e., it anticommutes
with evolution) for the motions on the attracting set
A (as well as on the repeller R).

In other words, the time-reversal symmetry in
such systems ‘‘cannot be broken’’: if spontaneous
breakdown occurs (i.e., A is not mapped into itself

under time reversal I), a new symmetry IP is
spawned and I � IP is a new time-reversal symmetry
(an analogy with the spontaneous violation of time
reversal in quantum theory, where time reversal T is
violated but TCP is still a symmetry: so T plays the
role of I and CP that of IP).

Thus, a fluctuation relation will hold for the
phase-space contraction of the motions taking place
on the attracting set for the class of systems with the
geometric property mentioned above (technically,
the latter is called ‘‘axiom C’’ property).

This is interesting but it still is quite far from
being checkable even in numerical experiments.
There are nevertheless systems in which a ‘‘pairing
property’’ also holds: this means that, considering
the case of discrete-time maps S, the Jacobian matrix
@xS(x) has 2N eigenvalues that can be labeled,
in decreasing order, �N(x), . . . ,�(1=2)N(x), . . . ,�1(x),
with the remarkable property that (1=2)(�N�j(x)þ
�j(x)) =def�(x) is j-independent. In such systems, a
relation can be established between phase-space
contractions in the full phase space and on the
surface of the attracting set: the fluctuation theorem
for the motion on the attracting set can therefore
be related to the properties of the fluctuations of
the total phase-space contraction measured on the
attracting set (which includes the contraction trans-
versal to the attracting set) and if 2M is the
attracting set dimension and 2N is the total
dimension of phase space it is, in the analyticity
interval (�p�, p�) of the function 
(p),


ð�pÞ ¼ 
ðpÞ � p
M

N
�þ ½19�

which is an interesting relation. It is however very
difficult to test in mechanical systems because in
such systems it seems very difficult to make the field
so high to see an attracting set thinner than the
whole phase space and still observe large
fluctuations.

For more details, the reader is referred to Dettman
and Morriss (1996) and Gallavotti (1999).

Nonequilibrium Ensembles
and Their Equivalence

Given a chaotic system, the collection of the SRB
distributions associated with the various control
parameters (volume, density, external forces, . . .)
forms an ‘‘ensemble’’ describing the possible sta-
tionary states of the system and their statistical
properties.

As in equilibrium, one can imagine that the
system can be described equivalently in several
ways at least when the system is large (‘‘in the
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thermodynamic’’ or ‘‘macroscopic limit’’). In none-
quilibrium, equivalence can be quite different and
more structured than in equilibrium because one can
imagine to change not only the control parameters
but also the thermostatting mechanism.

It is intuitive that a system may behave in the
same way under the influence of different thermo-
stats: the important phenomenon being the extrac-
tion of heat and not the way in which it is extracted
from the system. Therefore, one should ask when
two systems are ‘‘physically equivalent,’’ that is,
when the SRB distributions associated with them
give the same statistical properties for the same
observables, at least for the very few observables
which are macroscopically relevant. The latter may
be a few more than the usual ones in equilibrium
(temperature, pressure, density, etc.) and include
currents, conducibilities, viscosities, etc., but they
will always be very few compared to the (infinite)
number of functions on phase space.

As an example, consider a system of N interacting
particles (say hard spheres) of mass m moving in a
periodic box C0 of side L containing a regular array
of spherical scatterers (a basic model for electrons in
a crystal) which reflect particles elastically and are
arranged so that no straight line exists in C0 which
avoids the obstacles (to eliminate obvious constants
of motion). An external field Eu acts also along the
u-direction: hence, the equations of motion are

m€xi ¼ f i þ Eu� Ji ½20�

where f i are the interparticle forces and those
between scatterers and particles, and Ji are the
thermostatting forces. The following thermostat
models have been considered:

1. Ji = � _xi (viscosity thermostat),
2. immediately after elastic collision with an obsta-

cle the velocity is rescaled to a prefixed valueffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3kBTm�1

p
for some T (Drude’s thermostat),

3. Ji = (E �
P

_xi)=
P

i _x2
i (Gauss’ thermostat).

The first two are not reversible. At least not
manifestly such, because the natural time reversal,
that is, change of velocity sign, is not a symmetry
(there might be however more hidden, hitherto
unknown, symmetries which anticommute with
time evolution). The third is reversible and time
reversal is just the change of the velocity sign. The
third thermostat model generates a time evolution in
which the total kinetic energy K is constant.

Let �0�,�
00
T ,�000K be the SRB distributions for the

system in a container C0 with volume jC0j= L3 and
density 
= N=L3 fixed. Imagine to tune the values
of the control parameters �, T, K in such a way that

hkinetic energyi� = E, with the same E for �=�0�,
�00T ,�000K and consider a local observable F( _X , X) > 0
depending only on the coordinates of the particles
located in a region � 
 C0. Then a reasonable
conjecture is that

lim
L!1

N=L3¼


hFi�0�
hFi�00

T

¼ lim
L!1

N=L3¼


hFi�0�
hFi�000

T

¼ 1 ½21�

if the limits are taken at fixed F (hence at fixed �
while L!!1). The conjecture is an open
problem: it illustrates, however, the kind of ques-
tions arising in nonequilibrium statistical mechanics.

For more details, the reader is referred to Evans
and Sarman (1993), Gallavotti (1999), and Ruelle
(2000).

Outlook

The subject is (clearly) at a very early stage of
development.

1. The theory can be extended to stochastic thermo-
stats quite satisfactorily, at least as far as the
fluctuation theorem is concerned.

2. Remarkable works have appeared on the theory
of systems which are purely Hamiltonian and
(therefore) with thermostats that are infinite:
unfortunately, the infinite thermostats can be
treated, so far, only if their particles are ‘‘free’’ at
infinity (either free gases or harmonic lattices).

3. The notion of entropy turns out to be extremely
difficult to extend to stationary states and there
are even doubts that it could be actually
extended. Conceptually, this is certainly a major
open problem.

4. The statistical properties of stationary states out of
equilibrium are still quite mysterious and surpris-
ing: some exactly solvable models have appeared
recently, and attempts have been made at unveil-
ing the deep reasons for their solubility and at
deriving from them general guiding principles.

5. Numerical simulations have given a strong
impulse to the subject; in fact, one can even say
that they created it: introducing the model of
thermostat as an extra microscopic force acting on
the particles and providing the first reliable results
on the properties of systems out of equilibrium.
Simulations continue to be an essential part of the
effort of research on the field.

6. Approach to stationarity leads to many impor-
tant questions: is there a Lyapunov function
measuring the distance between an evolving
state and the stationary state towards which it
evolves? In other words, can one define an
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analogous of Boltzmann’s H-function? About this
question there have been proposals and the answer
seems affirmative, but it does not seem that it is
possible to find a universal, system-independent,
such function (search for it is related to the problem
of defining an entropy function for stationary
states: its existence is at least controversial, see the
sections ‘‘Nonequilibrium thermodynamics’’ and
‘‘Chaotic hypothesis’’).

7. Studyin g nonstationary evolution is much harder.
The problem arises when the control parameters
(force, volume, . . . ) change with time and the
system ‘‘undergoes a process.’’ As an example one
can ask the question of how irreversible is a given
irreversible process in which the initial state �0 is a
stationary state at time t = 0, and the external
parameters F0 start changing into functions F( t )
of t and tend to a limit F1 as t!1. In this case,
the stationary distribution �0 starts changing and
becomes a function �t of t which is not stationary
but approaches another stationary distribution �1
as t!1. The process is, in general, irreversible
and the question is how to measure its ‘‘degree of
irreversibility’’: for simplicity we restrict attention
to very special processes in which the only
phenomenon is heat production because the
container does not change volume and the energy
also remains constants, so that the motion can be
described at all times as taking place on a fixed
energy surface. A natural quantity I associated
with the evolution from an initial stationary state
to a final stationary state through a change in the
control parameters can be defined as follows.
Consider the distribution �t into which �0 evolves
in time t, and consider also the SRB distribution
�F(t) corresponding to the control parameters
‘‘frozen’’ at the value at time t, that is, F(t). Let
the phase-space contraction, when the forces are
‘‘frozen’’ at the value F(t), be �t(x) = �(x; F(t)). In
general �t 6¼ �F(t). Then,

IðfFðtÞg;�0;�1Þ ¼def
Z 1

0

ð�tð�tÞ

��FðtÞð�tÞÞ2 dt ½22�

can be called the degree of irreversibility of the
process: it has the property that in the limit of
infinitely slow evolution of F(t), for example, if
F(t)=F0þ (1�e���t)D (a quasistatic evolution
on timescale ��1��1 from F0 to F1=F0þD),
the irreversibility degree I��!�!0

0 if (as in the case
of Anosov evolutions, hence under the chaotic
hypothesis) the approach to a stationary state is
exponentially fast at fixed external forces F. The
quantity I is a time scale which could be 

inte rpreted as the time needed for the process to
exhibit its irreversible nature.

The entire subject is dominated by the initial
insights of Onsager on classical nonequilibrium
thermodynamics, which concern the properties of
the infinitesimal deviations from equilibrium (i.e.,
averages of observables differentiated with respect
to the control parameters F and evaluated at F = 0).
The present efforts are devoted to studying proper-
ties at F 6¼ 0. In this direction, the classical theory
provides certainly firm constraints (like Onsager
reciprocity or Green–Kubo relations or fluctuation–
dissipation theorem) but at a technical level, it gives
little help to enter the terra incognita of none-
quilibrium thermodynamics of stationary states.

For more details, the reader is referred to
Kurchan (1998), Lebowitz and Spohn (1999),
Maes (1999), Eckmann et al. (1999), Bonetto
et al. (2000, 2005), Eckmann and Young (2005),
Derrida et al. (2001), Bertini et al. (2001), Evans
and Morriss (1990), Evans et al. (1993), Goldstein
and Lebowitz (2004), and Gallavotti (2004).

See also: Adiabatic Piston; Chaos and Attractors;
Ergodic Theory; Lie, Symplectic, and Poisson Groupoids
and Their Lie Algebroids; Macroscopic Fluctuations and
Thermodynamic Functionals; Nonequilibrium Statistical
Mechanics: Dynamical Systems Approach; Quantum
Dynamical Semigroups; Random Dynamical Systems.
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Time Evolution of Infinite-Particle
Systems

A preliminary problem in the rigorous study of
nonequilibrium statistical mechanics is to give a
precise sense to the time evolution of infinitely
extended systems. In fact, statistical mechanics deals
with systems composed by a very large number of
bodies (of the order of 1023) and studies the
properties of such systems which are related to
their large number of degrees of freedom. Mathe-
matically, this aspect is stressed by introducing the
so-called ‘‘thermodynamical limit,’’ that is, by
defining and analyzing systems with infinite degrees
of freedom. For particle systems, the problem can be
formulated in the following way. A phase point of
the system is an infinite sequence {(xi, vi)}i2N of the
positions and velocities of the particles, and its time
evolution is characterized by the solutions of the
Newton equations:

m€xiðtÞ ¼
X

j2N:j 6¼i

F xiðtÞ � xjðtÞ
� �

; i 2 N ½1�

where m is the mass of each particle, F(x) = �r�(x),
and � is a two-body potential. Equation [1] must be

completed by the initial data {(xi(0), vi(0))}i2N. The
time evolution of a phase point implies in a natural
way the time evolution of functions on the phase
space, which are the observables to be compared with
experiments.

The existence of a solution to eqn [1] is not
obvious, because the classical theorem of existence
and uniqueness for the Cauchy problem of the
Newton equations depends on the number of
degrees of freedom of the system. The main
difficulty is that a priori the time evolution can
bring infinitely many particles in a bounded region
within a finite time, so that the right-hand side of
eqn [1] becomes meaningless. Without any hypoth-
esis on the initial conditions, this can happen, as
shown by the following simple example. Consider a
system of free (noninteracting) particles moving
on the real line with initial conditions xi = i, vi =�i,
i 2 N. It is clear that at time t = 1 all the particles
are at the origin. To forbid this ‘‘collapse,’’ we must
restrict the allowed initial conditions, but we cannot
be too drastic. For instance, we could surely avoid
these pathologies by choosing the initial velocities
uniformly bounded and the initial distribution of
particles locally finite. But the set of such data is
exceptional with respect to the Gibbs state (as it can be
easily shown using that, at equilibrium, the velocities are
independent identically distributed Gaussian variables).
In conclusion, we must construct the dynamics for initial
conditions which are chosen in a set sufficiently large to
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be the support of states of interest from a thermo-
dynamical point of view.

The difficulty of the problem increases with the
spatial dimension d, as it is shown by the following
example. Let the potential � be smooth enough and
short range and assume that, initially, the velocities
and the density are bounded, that is,

sup
i
jvij <1; sup

�2Rd ;R>1

NðX;�;RÞ
Rd

<1 ½2�

where X = {(xi, vi)}i2N is the particle configuration and
N(X;�, R) is the number of particles in the ball of radius
R, centered at �. If V(t) denotes the modulus of the
maximal velocity carried by the particle during the time
[0, t] and X(t) the evolved configuration, the conserva-
tion of the particles number yields

NðXðtÞ;�;R0Þ � NðXð0Þ;�;RðtÞÞ � const:RðtÞd

½3�

where

RðtÞ ¼ R0 þ
Z t

0

dsVðsÞ ½4�

On the other hand, V(s) is controlled by the force,
which turns out to be bounded by sup� N(X(s);�, r),
where r > 0 is the range of the potential. By virtue of
eqns [3] and [4], we arrive at the integral inequality:

RðtÞ � R0 þ const: t þ const:

Z t

0

dsRðsÞd ½5�

which is solvable globally in time only if d = 1.
In the case of interest, from a thermodynamical

point of view, we also need to allow fluctuations of
the density and velocities, which add further
difficulties. The existence, uniqueness, and locality
of the motion has been solved in dimension d = 1 for
almost all relevant interactions (Lanford 1968,
Dobrushin and Fritz 1977), and in dimension d = 2
for interactions not too singular at the origin (Fritz
and Dobrushin 1977). (This does not cover, for
instance, the hard-core interactions, where it is still
an open problem to investigate whether the
dynamics evolves toward a close-packing situation.)
Finally, in dimension d = 3, the result has recently
been proved only for bounded, non-negative, finite-
range interactions (Caglioti et al. 2000).

We state the result for the three-dimensional case.
Let the interaction � depend only on the mutual
distance, be twice differentiable, positive in the
origin and, for the moment, also non-negative and
compactly supported. We assume that the initial
data have bounded local energies and densities, with

at most logarithmic divergences in velocities and
densities. More precisely, we define

QðX;�;RÞ ¼
X
i2N

�ðjxi � �j � RÞ

� mv 2
i

2
þ 1

2

X
j:j6¼i

� xi � xj

� �
þ 1

" #
½6�

where �(A) denotes the characteristic function of the
set A so that eqn [6] gives the energy and density
contained in a ball centered at � with radius R.
Define

Q�ðXÞ ¼ sup
�

sup
R:R>��ð�Þ

QðX;�;RÞ
R3

½7�

where � > 0 and

��ðxÞ¼: log�ðeþ jxjÞ; x 2 R3 ½8�

We denote by X� the set of the phase points X such
that Q�(X) <1. It is possible to prove that for any
� � 1/3,X� has full measure with respect to any
Gibbs measure.

We define the partial dynamics t 7!X(n)(t) as the
solutions to eqn [1] obtained by neglecting all the
particles which are initially outside the ball of radius
n and centered at the origin.

Theorem If X 2 X� there exists a unique flow
X ! X(t) 2 Xð3/2Þ� satisfying eqn [1] with X(0) = X.
Moreover, the partial dynamics locally converges to
X(t) as n ! 1.

The result has been extended to bounded super-
stable long-range interactions. The (nontrivial) proof
is based on several steps: we introduce a mollified
version on the local energy and study its evolution in
time under the partial dynamics. The energy
conservation allows us to prove that the local energy
grows at most as the cube of the maximal velocity.
On the other hand, a suitable time average allows us
to control the maximal velocity via the local energy
in an appropriate way. The result is achieved by
letting n ! 1.

Long-Time Behavior

Existence and locality of the dynamics is only a first,
preliminary, step. The next and much more subtle
question concerns the asymptotic (in time) and the
statistical properties of the motion. Here, the main
problem is the absence of simple but nontrivial
models. Let us explain this point by a comparison
with the situation in equilibrium statistical
mechanics. In this case, even the simpler model,
the free-particle system, exhibits all the relevant
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thermodynamical properties of real systems away
from the critical regime. In fact, the effort is
often reduced to rigorously proving that the real
systems away from the critical region behave as a
free-particle system. The presence of the interaction
is instead essential to describe phase transitions.

In the case of nonequilibrium statistical mechanics
there are very few solvable models (free particles,
chain of oscillators, hard-core system in one dimen-
sion), and typically they do not catch the essential
properties of the real systems. For example, let us
consider a system which is close to equilibrium and
ask whether it converges to the corresponding Gibbs
state. Two possible mechanisms usually come together:
the dispersive properties of the matter (by which
perturbations ‘‘escape’’ to infinity) and the mixing
properties (by which perturbations are ‘‘spread’’ and
disappear). The former is present also in the free-particle
system, being responsible of its ergodic properties. The
latter requires a deep analysis of the dynamics of
interacting-particle systems and it is too difficult to be
analyzed except in rare cases.

We just mention the case of systems with
instantaneous interaction, which are simple enough
to be studied but nevertheless exhibit a nontrivial
long-time behavior. We recall in particular the
famous Sinai’s billiard: a particle moving freely in
a two-dimensional torus except for elastic collisions
with the boundary of a convex obstacle. As proved
by Sinai (1970), this system has strong ergodic
properties. Sinai’s billiard can be proved to be
equivalent to the ‘‘Lorentz gas’’ in which the
obstacles are dislocated in a periodic way.
Bunimovich and Sinai (1981) proved that when
the obstacles are close enough to each other, the
diffusive (weak) limit of the particle motion is the
Wiener process. This remarkable result gives a
rigorous derivation of Brownian motion from a
Hamiltonian system.

More recently, similar questions have been inves-
tigated in the case of a charged particle subject to a
constant electric field and interacting with a medium
described by a particle system. Several rigorous
results have been obtained on this subject. We only
recall those by Boldrighini and Soloveitchik (1995,
1997). In the context of a simplified model, the
asymptotic motion of the charged particle is
described as a drift plus a Brownian motion, and
the Einstein relation between the drift and the
diffusion constant is established.

Mean-Field Limit

The validity of any model is related to some
approximation limit. In statistical mechanics, we

encounter one of the most important ones, the
‘‘thermodynamical limit,’’ used to stress the effect of
large number of particles. Here we briefly discuss the
‘‘mean-field limit.’’ For the kinetic, Boltzmann–Grad
limit, see Boltzmann Equation (Classical and Quan-
tum) and Kinetic Equations.

We consider N particles of mass m mutually
interacting via the force F. The equations of motion are

m€xiðtÞ ¼
P

j¼1;...;N:j6¼i

FðxiðtÞ � xjðtÞÞ

ðxið0Þ; _xið0ÞÞ ¼ ðxi; viÞ

8<
:

i ¼ 1; . . . ;N

½9�

We consider a system with N very large, the mass m
of each particle very small, and the interaction very
weak. An interesting situation arises when the
quantities N, m, and F are linked by the relations

m ¼M

N
; F ¼ G

N2
½10�

for some function G. Of course, M is the total mass
of the system.

We are interested in investigating the limit N ! 1.
We assume that the initial data are chosen in a way
that the empirical measure N�1

P
i �xi�vi weakly

converges (as N!1) to the absolutely continuous
measure f0(x, v) dx dv with some smooth density
f0(x, v). We ask whether at some positive time t > 0
the empirical measure N�1

P
i �xi(t)�vi(t) weakly con-

verges to f (x, v, t) dx dv with a density f (x, v, t)
satisfying some limiting evolution equation.

Formally, it is easy to find this equation: by the
Liouville theorem, a continuous medium in which
each point moves under the action of an acceleration
field behaves as an incompressible fluid. The
continuity equation becomes

@tf ðx;v; tÞþ v �rxf ðx;v; tÞþE �rvf ðx;v; tÞ ¼ 0

f ðx;v;0Þ ¼ f0ðx;vÞ
½11�

where

Eðx; tÞ ¼
Z

R3
dy Gðx� yÞ�ðy; tÞ ½12�

�ðx; tÞ ¼
Z

R3
dv f ðx; v; tÞ ½13�

This equation can be studied by following the
characteristics, for which it suffices to look at the
pair of functions

ðx; vÞ 7! ðXðx; v; tÞ;Vðx; v; tÞÞ; f0ðx; vÞ 7! f ðx; v; tÞ
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where (x, v) 2 R3 �R3 and t 2 R, solutions of

_Xðx; v; tÞ ¼ Vðx; v; tÞ; _Vðx; v; tÞ ¼ Eðx; tÞ
Xðx; v; 0Þ ¼ x; Vðx; v; 0Þ ¼ v

f ðXðx; v; tÞ;Vðx; v; tÞ; tÞ ¼ f0ðx; vÞ
½14�

This is a weak formulation of eqn [11], in the sense
that any smooth solution to eqn [11] satisfies eqn
[14], but this last equation in meaningful also for
nonsmooth functions. This is a weak version of the
Vlasov equation and its measure solutions will play
an important role in the sequel.

Equations [11]–[14] are called Vlasov equations,
after Vlasov, who first introduced them in plasma
physics. They have a Hamiltonian structure and
conserve several quantities: the total mass, the total
energy, the Liouville measure dx dv, and in general
each moment of this measure.

The existence and uniqueness of the solutions
has been studied in many papers. Two cases have
to be considered, depending on whether the total
mass

M ¼
Z

R6
dx dv f0ðx; vÞ ½15�

is finite or not. We start with the first case. If the
interaction G is bounded, the analysis is easy. On
the other hand, in plasma physics one deals with
the Coulomb interaction, which is singular at the
origin. In this case (where eqn [11] is usually
called the Vlasov–Poisson equation), existence and
uniqueness can still be proved, but it is not
straightforward, especially in dimension d = 3.
The case with the complete Lorentz force, also
taking into account the relativistic effect, is much
more difficult.

For infinite total mass, the problem has been
solved recently in three (or lower) dimensions for
bounded, non-negative, finite-range interactions,
and in two dimensions for singular Helmholtz
interactions.

Another way to relate the Vlasov equation with
the particle systems is to consider the usual
transition from microscopic to macroscopic evolu-
tions based on a separation between microscopic
and macroscopic scales. Moreover, the force
between the particles is due to a long-range pair
interaction of the Kac type, in which the range
parameter tends to infinity as the ratio "�1

between the macro and the micro spatial scale:
F(xi � xj) = "2dþ1G("xi � "xj). Finally, the mass of
the particles is proportional to "d: m = "d. After
rescaling space and time by a factor ", in the
macroscopic variables (� , r) = ("t, "x), the equa-
tions of motion (eqn [9]) become

dr i

d�2
¼
X
j:j 6¼i

"dGðr i � r jÞ ½16�

Then eqn [14] is the limiting equation as " ! 0.

Other Models

We mention another model of larger interest. We
introduce it in the simplest formulation, leaving
possible generalizations to the reader.

We consider an infinite chain of anharmonic
oscillators, with Hamiltonian H given by

Hðq; pÞ

¼
X
i2Z

p2
i

2m
þ aq4

i þ b
X

j:ji�jj¼1

ðqi � qjÞ2 þ cq2
i þ d

2
4

3
5

½17�

where qi, pi 2 R, a � 0, b, c, d > 0.
When a = 0, it reduces to the well-known chain of

harmonic oscillators, which is integrable and widely
studied in the literature.

The time evolution defined by the Hamiltonian in
eqn [17] exists and it is unique for initial data
chosen in a set large enough to be the support of
any reasonable thermodynamic (equilibrium or
nonequilibrium) state. This can be achieved by
proving integral inequalities for the ‘‘Lyapunov
function’’

Lðq; pÞ ¼ sup
i2Z

p2
i

2m
þ aq4

i þ d

� �
1

jij þ 1

It is interesting to note that uniqueness holds only in
a class of data such that the position of the ith
oscillator does not increase too much as jij!1.
For example, besides the stationary solution
qi(t) = 0, i 2 Z, we can construct a different solution
corresponding to the same initial conditions
qi(0) = 0, pi(0) = 0, i 2 Z. In fact, by imposing
q0(t) = t2 and qi(t) = q�i(t), we can solve recursively
the equations of motion and obtain a nonzero
solution qi(t), which however increases superexpo-
nentially as jij ! 1.

The Hamiltonian dynamical systems (classical or
quantum) are surely quite faithful descriptions of
real systems, but they are too difficult to study.
Mainly it is not known how to prove good
dynamical mixing for deterministic evolutions with
many degrees of freedom. Therefore, stochastic
evolutions have been introduced to model the real
systems. More precisely, one renounces a full
description of the microscopic dynamics, introdu-
cing simplified models where the effects of the
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‘‘hidden degrees of freedom’’ are taken into account
by adding suitable stochastic forces. Many useful
results have been obtained, which show that these
stochastic model systems exhibit a macroscopic
behavior much closer to that observed in nature.
The main criticism concerns the role of stochasticity,
which in these models is introduced ab initio. In
other words, if one believes that the statistical
properties of the deterministic motion on the small
scale determine the collective behavior of systems
with many degrees of freedom, then these properties
do have to be proved for a true understanding of
nonequilibrium phenomena.

See also: Adiabatic Piston; Boltzmann Equation
(Classical and Quantum); Fourier Law; Kinetic Equations;
Nonequilibrium Statistical Mechanics (Stationary):
Overview; Nonequilibrium Statistical Mechanics:
Interaction between Theory and Numerical Simulations.
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Introduction

Nonequilibrium statistical mechanics concerns a
wide range of fundamental problems and applica-
tions. Perturbative methods are quite effective for
approaching weakly nonlinear problems, usually
relying upon effective coarse-grained equations.
The attempt of obtaining a microscopic description
of genuine nonlinear problems demands the com-
bined use of theoretical methods and numerical
simulations. The proprotypic case is the numerical
experiment performed by Fermi, Pasta, and Ulam
in 1955. As we discuss in the following section, the
main questions, which had inspired this experi-
ment, remained without an answer for a long time,
while new puzzling problems emerged. Despite its

apparent failure, the Fermi–Pasta–Ulam (FPU)
experiment represents a remarkable example in
the history of science of how a good guess may be
the source of many fruitful achievements. Part of
them are discussed in the section on energy
relaxation in nonlinear chains, where we summar-
ize the present understanding of the very slow
relaxation mechanism, characterizing the dynamics
of nonlinear chains of oscillators, like the FPU
model, at low energies. Next, we report one further
success of the interplay between theory and
numerics, that is, the formulation of a generalized
fluctuation–dissipation relation for stationary pro-
cesses. Finally, we survey the main achievements
concerning the study of anomalous transport
properties in low-dimensional systems. In particu-
lar, we focus our attention on the heat conduction
in nonlinear lattices. Lacking a general hydrody-
namic theory, also in this case computer simula-
tions and theoretical arguments have greatly
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contributed to clarify the general scenario, unveil-
ing surprising aspects, which, up to a few years
ago, were completely unexpected.

The Numerical Experiment by Fermi,
Pasta, and Ulam

The impressive progress of electronic technology
during World War II made possible the design of the
first digital computers. The equally impressive
budgets for their production and maintenance
could only be justified by their employment in
classified military research. Nonetheless, some of
the outstanding scientists involved in these
researches, like E Fermi, immediately realized the
great potential of these new machines for tackling
also some fundamental problems in basic science.

Fermi had in his mind a crucial and still open
physical problem. In 1914 the Dutch physicist
P Debye had suggested that the finiteness of thermal
conductivity in crystals should be due to the
nonlinear forces acting among the constituent
atoms. Forty years later a microscopic theory of
transport processes, including nonlinear effects, was
still lacking. Actually, technical difficulties pre-
vented a theoretical approach based on analytic
methods. Numerical integration of the equations of
motion by a digital machine appeared to Fermi as
an effective way for tackling this problem. In
collaboration with the mathematician S Ulam and the
physicist J Pasta, Fermi used MANIAC 1 (a proto-
type digital computer installed at Los Alamos National
Laboratories, USA) for integrating the dynamical
equations of the simplest mathematical model of
an anharmonic crystal: a chain of N harmonic oscilla-
tors, coupled by nonlinear forces. Its Hamiltonian
reads

H ¼
XN
i¼1

p2
i

2m
þ !

2

2
ðqiþ1 � qiÞ2

þ �
3
ðqiþ1 � qiÞ3þ

�

4
ðqiþ1 � qiÞ4 ½1�

where ! is the harmonic frequency, while � and �
are the positive coupling constants of the nonlinear
terms. The integer space index i labels the oscillators
along the chain, while qi and pi are the displacement
from the equilibrium position and the momentum of
the ith oscillator, respectively. The potential energy
is the general form taken by any nonlinear interac-
tion potential, when expanded, up to fourth order,
around its equilibrium position. This choice guaran-
tees the boundedness of trajectories for any finite
energy.

Accordingly, the model contains the minimal
basic ingredients, needed for testing the conjecture
about the finiteness of thermal conductivity.

The equations of motion

_qi ¼
@H

@pi
; _pi ¼ �

@H

@qi
½2�

were integrated numerically by an algorithm, where
space and time derivatives were approximated by
proper finite-difference expressions.

The choice of the initial conditions was motivated
by a further basic question concerning Fermi and his
collaborators. In fact, they aimed at verifying also a
common belief that had never been proved rigor-
ously: in an isolated mechanical system with many
degrees of freedom (i.e., made of a large number of
oscillators), a generic nonlinear interaction among
them should eventually yield equilibrium through
‘‘thermalization’’ of the energy. On the basis of
physical intuition, nobody would object to this
expectation if the mechanical system would start
its evolution from an initial state very close to
thermodynamic equilibrium. Nonetheless, the same
should be observed by considering an initial state,
where energy is supplied to a small subset of
oscillatory modes of the crystal. At variance with a
finite system of linear oscillators, where each
initially excited mode keeps its energy constant,
nonlinear terms should make the energy flow
towards all oscillatory modes, until thermal equili-
brium is eventually reached. Thermalization corre-
sponds to energy equipartition among all the modes.
This statement has to be interpreted in a statistical
sense: the time averages of the energies contained in
the modes converge to the same constant value. But
if this was the case, one further fundamental aspect
concerning the evolution towards thermodynamic
equilibrium could be checked. In the formulation of
his transport equation, L Boltzmann had conjec-
tured that thermodynamic irreversibility can emerge
from microscopic reversible dynamics (which is
the case of eqns [2]). The paradoxical implication
of Boltzmann’s conjecture was pointed out by
H Poincaré, who had proved that any isolated
Hamiltonian system necessarily evolves towards an
almost-recurrent dynamics. This is manifestly
incompatible with the second law of thermody-
namics, which implies that thermodynamic systems,
in the absence of a supplied energy flux, have to
evolve irreversibly towards their equilibrium state.
In this perspective, the FPU numerical experiment
was intended to test also if and how equilibrium is
approached by a relatively large number of non-
linearly coupled oscillators, obeying the classical
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laws of Newtonian mechanics. Furthermore, the
measurement of the time interval needed for
approaching the equilibrium state, that is, the
‘‘relaxation time’’ of the chain of oscillators, would
have provided an indirect determination of thermal
conductivity. In fact, according to elementary kinetic
theory, the relaxation time, �r, represents an
estimate of the timescale of energy exchanges inside
the crystal: Debye’s argument predicts that thermal
conductivity � is proportional to the specific heat at
constant volume of the crystal, Cv, and inversely
proportional to �r, in formulas � / Cv=�r.

Fermi, Pasta, and Ulam considered relatively short
chains, up to 64 oscillators – a size that already
challenged the limits of the computational power of
MANIAC 1. They imposed fixed boundary condi-
tions (i.e., the particles at the chain boundaries
interact with infinite mass walls) and the energy was
initially stored just in one of the long-wavelength
oscillatory modes.

A very surprising and unexpected scenario
showed up. Contrary to any intuition, the energy
did not flow to the higher modes, but was
exchanged only among a small number of long-
wavelength modes, before flowing back almost
exactly to the initial state, thus yielding a recurrent
behavior.

Although nonlinearities were at work, neither a
tendency towards thermalization, nor a mixing rate
of the energy could be identified. The dynamics
exhibited regular features very close to those of an
integrable system.

Fermi guessed that they were facing a very
important result, but he was also quite disappointed
by the difficulties in finding a convincing explana-
tion. This lacking, he had decided not to publish the
results in a scientific review, which remained
confined into a Los Alamos report for almost one
decade. In fact, he died in 1955, the same year of
publication of the report.

The results were finally published in 1965, in a
volume containing his collected papers (Fermi et al.
1965), and they immediately raised a renewed
interest in the scientific community. Despite the
failure in answering all the questions that had been
raised, the FPU numerical experiment represents a
crucial scientific achievement, which determined
many subsequent scientific progresses. The implica-
tions about nonequilibrium will be widely dis-
cussed in the following sections. Here, we want to
conclude by mentioning the important develop-
ments, inspired by the FPU experiment, that led to
the discovery of solitons by Zabusky and Kruskal
in 1965.

Slow and Fast Energy Relaxation
in Nonlinear Chains

The results of the FPU numerical experiment
indicate that the energy initially supplied to long-
wavelength oscillatory (Fourier) modes remains
localized for a very long time in a small subset of
long-wavelength modes. This time can be exceed-
ingly larger than any typical timescale of the model
(e.g., !�1, i.e., the inverse of the harmonic frequency
in [1]). An explanation of this apparently bizarre
scenario has been tackled by combining theoretical
approaches with numerical studies. A complete
account of the many contributions in this direction
being beyond the scope of this text, we shall
summarize the two main lines along which this
problem has been considered.

The Resonance-Overlap Criterion

The almost-recurrent behavior of single-mode exci-
tations studied in the FPU experiment can be
explained by the resonance-overlap criterion, intro-
duced in 1959 by the Russian scientist B Chirikov.
Moreover, this criterion provides a quantitative
estimate of the value of the energy density, above
which the regular motion observed in the FPU
experiment should be definitely lost.

In order to provide the reader with an illustration
of this criterion, we have to introduce a few simple
mathematical ingredients.

The Hamiltonian [1] can be rewritten in terms of
linear normal Fourier coordinates, (Qk(t), Pk(t)), as
follows:

H ¼ 1

2

X
k

P2
k þ !2

kQ2
k

� �
þ �V3ðfQkgÞ

þ �V4ðfQkgÞ ½3�

Here, we have used the shorthand notation Vn({Qk})
for the lengthy explicit expressions, in the new set of
coordinates, of the nonlinear potentials of [1].

Without prejudice of generality, we can impose
periodic boundary conditions to the FPU chain: the
frequency of the kth normal mode is given by the
expression !k = 2 sin(�k=N). The coupling constants
� and � control the energy exchange among the
normal modes, due to nonlinear interactions.

For the sake of space, we give here a brief sketch
of Chirikov’s criterion for the FPU �-model (this
model amounts to take �= 0 in [3], i.e., to exclude
the cubic part of the nonlinear potential).

By making reference to the initial conditions of
the FPU experiment, we can consider a single
excited mode, so that the Hamiltonian [3] can be
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approximated by the expression in action-angle
variables

H ¼ H0 þ �H1 � !kJk þ
�

2N
ð!kJkÞ2 ½4�

Here, Jk =!kQ2
k is the action variable. In practice,

this amounts to approximate the original Hamilto-
nian by the sum of the harmonic and nonlinear self-
energy of the initially excited mode. In this frame-
work, H0 and H1 are the unperturbed (integrable)
Hamiltonian and the perturbation, respectively.
Indeed, if the energy is initially attributed to mode
k, the following relations hold: !kJk � H0 � E. By
the approximated Hamiltonian [4], one can com-
pute the nonlinear correction to the linear frequency
!k, giving the renormalized frequency !r

k:

!r
k ¼

@H

@Jk
¼ !k þ

�

N
!2

kJk ¼ !k þ �k ½5�

For N � k one has

�k �
�H0k

N2
½6�

The distance between two primary resonances, in
the harmonic limit, is given by the expression

�!k ¼ !kþ1 � !k � N�1 ½7�

Consistently with [6], the last approximation is valid
only for small wave number (k� N), that is, long-
wavelength modes.

The ‘‘resonance overlap’’ criterion amounts to
compare this distance with the frequency shift. In
formulas:

�k � �!k ½8�

This equation allows to obtain also an estimate of
the ‘‘critical’’ energy density, �c, above which size-
able chaotic regions develop and a fast diffusion
takes place in phase space:

�c ¼
H0

N

� �
c

� 1

�k
½9�

with k = O(1)� N. Below �c, primary resonances
are weakly coupled and determine a slow-relaxation
process to energy equipartition. Above �c, due to
‘‘primary resonance’’ overlap, fast relaxation to
equipartition sets in (Izrailev and Chirikov 1966).

This prediction was verified numerically later by
Chirikov et al. (1973). The presence of a critical
energy density can be tested by measuring the
evolution of the finite time-averaged quantity
�Ek(t) = t�1

R t
0 Ek(�)d� , where Ek = (P2

k þ !2
kQ2

k)=2 is
the harmonic energy of the kth mode. For energy
densities much smaller than �c, �Ek(t) exhibits an

extremely slow relaxation towards the equipartition
condition, �Ek = constant. Conversely, for � > �c such
a condition is rapidly approached on a relatively
short timescale. The slow relaxation below �c can be
traced back to the overlap of higher-order reso-
nances: its typical timescale has been found to be
inversely proportional to a power of the energy
density (Shepelyansky 1997).

Energy-Equipartition Thresholds

The first paper reporting evidence of the existence of
an energy threshold in chains of coupled anharmo-
nic oscillators had already been published in 1970
by Bocchieri et al. (1970). This pioneering numerical
experiment concerned a chain of oscillators coupled
through a Lennard-Jones interatomic potential. The
Italian group observed an energy threshold, separat-
ing a high-energy thermalized regime from a regular
dynamics regime at low energies (like the one
observed by Fermi, Pasta, and Ulam). The main
point raised by this experiment concerns the
consequences on ergodic theory: the ordered motion
observed in the low-energy regime seems to violate
ergodicity, although the model is known to be
chaotic at any energy.

This is quite a delicate and widely debated issue
for its statistical implications. Actually, as we have
mentioned in the previous section, also Fermi, Pasta,
and Ulam expected that a nonlinear dynamical
system, made of a large number of degrees of
freedom, should naturally evolve towards equili-
brium. Further confirmations to the seminal paper
by Bocchieri and co-workers came from more
refined numerical experiments, showing that, for
sufficiently high energies, regular behaviors disap-
pear, while equipartition among the Fourier modes
sets in rapidly. Later on, the presence of the energy
threshold was characterized by introducing an
appropriate entropy, S =�

P
k pk ln pk with pk =

hEk(t)=Ei, which counts the number of effective
Fourier modes involved in the dynamics: at equi-
partition, this entropy is maximal (Livi et al. 1985).

Nowadays, we know that the approach to
equipartition below and above the energy threshold
is a matter of timescales, which turn out to be very
different in the two regimes. For instance, the
analytic estimate of the maximum Lyapunov expo-
nent � of the FPU �-model (Casetti et al. 1995) has
definitely pointed out that there is a threshold value
of the energy density, �T, at which its dependence on
� changes drastically:

�ð�Þ � �1=4 if �� �T;

�2 if �� �T:

�
½10�
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This implies that the typical relaxation time, that is
��1, may become exceedingly large for very small
values of � below �T. It is worth stressing that this
result holds in the thermodynamic limit, thus indicat-
ing that the presence of �T is statistically relevant.

A more controversial scenario emerges from the
studies of the relaxation dynamics for specific
classes of initial conditions. When a few long-
wavelength modes are initially excited, regular
motion may persist over times much longer than
��1 (De Luca et al. 1995). The excitation of small-
wavelength modes yields an even more complex
scenario: solitary wave dynamics is observed, fol-
lowed by slow relaxation to equipartition. It is also
worth mentioning that some regular features of the
dynamics persist even at high energies. As we shall
discu ss in the section ‘‘Heat trans port,’’ such
regularities still play a crucial role in determining
energy transport mechanisms, although they do not
affect significantly the equilibrium statistical proper-
ties of the FPU model at high energies.

The Generalized Fluctuation–Dissipation
Theorem

Another fundamental problem of nonequilibrium
statistical mechanics concerns the possibility of
establishing a fluctuation–dissipation theorem, gen-
eralizing the relation valid for equilibrium condi-
tions. In fact, on this basis one might develop a
large-deviation formalism, aiming at the identifica-
tion of an explicit nonequilibrium statistical mea-
sure, analogous to the equilibrium Boltzmann–Gibbs
measure. Recently, some relevant progresses in this
direction have been made.

A crucial numerical experiment, which attracted
the attention on the problem of formulating a
generalized fluctuation–dissipation relation for sta-
tionary flows, was performed at the beginning of the
1990s (Evans et al. 1993). Stationary conditions for
momentum transport were obtained in the shear
flow of a fluid contained between moving walls. The
reversibility of the microscopic dynamics yields the
heuristic fluctuation relation:

1

t
ln

Prð�Rt ¼ AÞ
Prð�Rt ¼ �AÞ

¼ �A ½11�

where Pr(�Rt = A) is the probability that the average
entropy production rate, �Rt, along a trajectory
segment of duration t, takes the value A. For
sufficiently large values of t, this relation was
confirmed by numerical analysis.

Gallavotti and Cohen (1995a,b) proved a theo-
rem meant to put on a rigorous mathematical

basis eqn [11], that is, the proposed extension to
nonequilibrium steady states of the equilibrium
fluctuation–dissipation theorem. This theorem
concerns the phase-space contraction rate of the
dynamics, which equals the entropy production
rate in the case of particle systems, whose internal
energy is a constant of the motion. The proof of
the theorem is based on restrictive hypotheses,
which include the existence of an average non-
vanishing phase-space contraction rate, the time-
reversal invariance of the dynamics and a strong
form of chaos (the dynamics is assumed to be of
the Anosov type, that is, smooth and uniformly
hyperbolic). Nonetheless, the prediction of the
theorem, that is,

1

t
ln

�tðpÞ
�tð�pÞ ¼ Dh	ip ½12�

is expected to hold much more generally. Here �tðpÞ
is the probability that a fluctuation variable takes
the value p. The theorem proved by Gallavotti and
Cohen states that �tðpÞ has to satisfy the large
deviation relation [12], where 	 is the average
phase-space contraction rate over a trajectory seg-
ment of duration t and D is a suitable constant. It
must be pointed out that the rigorous derivation of
this relation provided strong motivations for inves-
tigating its validity and generality in many other
contexts. The first numerical experiment, where
almost all the constituent hypotheses of the Gallavotti–
Cohen theorem were satisfied, was performed by
Bonetto et al. (1997). They studied a Lorentz gas
(massive pointlike noninteracting particles bouncing
elastically on circular scatterers displaced on a
regular lattice without free horizon) of charged
particles moving in an uniform external electric
field. Numerical simulations were found to be in
very good agreement with [11] and [12] (which, in
this case, refer to the same quantity). One further test
of the fluctuation–dissipation relation was later
performed for a different setup (Lepri et al. 1998).
The FPU �-model is put in contact at its boundaries
with thermal heat baths of different temperatures Tþ
and T�(Tþ > T�). Numerical simulations have been
performed for sufficiently large applied thermal
gradients, which guarantee sizeable effects of fluc-
tuations, suitable for verifying a relation like [11]. It
is worth noticing that many of the constituent
hypotheses of the Gallavotti–Cohen theorem are
not valid for this setup, but eqn [12] is still expected
to hold, although in this case it does not refer to the
entropy production rate. Nonetheless, the extension
[11] of the fluctuation–dissipation theorem can be
tested, thanks to the following useful relation,
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between the heat flux j and the entropy production
rates, 
�, at the chain boundaries:

h
þi þ h
�i ¼ j
1

T�
� 1

Tþ

� �
½13�

This can be interpreted as a balance relation for the
global entropy production. In fact, according to the
principles of irreversible thermodynamics, the local
rate of entropy production 	 in the bulk is given by

	ðxÞ ¼ j
d

dx

1

TðxÞ

� �
½14�

By integrating this equation, one straightforwardly
obtains the previous one, which then applies to the
entropy production from the heat baths. Careful
numerical simulations show that stationary condi-
tions are found to hold over a wide range of
temperatures and gradients. Equation [13] indicates
that the heat flux is equivalent to the entropy
production rate, apart from a multiplicative con-
stant which depends on the amplitude of the applied
field.

Let us define the finite-time average of the global
heat flux

Jt ¼
1

N

XN
i¼1

1

t

Z t

0

d� jið�Þ ½15�

The normalization of this quantity can be obtained
by computing the asymptotic average value

J1 ¼ lim
t!1

Jt ½16�

The quantity of statistical interest is the normalized
finite-time average global heat flux

z ¼ J�
J1

½17�

Accordingly, the fluctuation–dissipation relation in
this case takes the form:

ln
P� ðzÞ

P� ð�zÞ ¼ �zj
1

T�
� 1

Tþ

� �
½18�

The conjecture that such a relation might be valid in
this case has been confirmed by numerical analysis.
It is worth stressing that, in this out-of-equilibrium
setup, the probability distribution, P� (z), is not
Gaussian and exhibits a peculiar asymmetric shape.
Nonetheless, for increasing values of � , the asym-
metry progressively reduces, while P� (z) approaches
a Gaussian shape. This observation indicates that, in
this case, large fluctuations deviate from the typical
statistics of independent events.

It should be mentioned that generalized fluctuation–
dissipation relations, like those discussed in this

section, have been successfully checked in many other
situations, where the hypotheses of the Gallavotti–
Cohen theorem did not apply. The ‘‘robustness’’ of
relations such as [11] and [12] indicates that a more
general theory may be possible.

Heat Transport

The validity of Debye’s conjecture about the
necessity of nonlinear forces for obtaining a finite
heat conductivity in crystals still remained an open
problem after the unsuccessful FPU numerical
experiment. The setup, described in the previous
section for testing the generalized fluctuation–
dissipation relation in the FPU chain, can be used
also for tackling the verification of this conjecture.
Actually, the thermal conductivity, �, of a chain of
oscillators can be measured from the Fourier’s law

JQ ¼ ��rTðxÞ ½19�

where JQ is the heat current and rT(x) is the
temperature gradient.

This problem was solved analytically for a chain
of N harmonic oscillators (Rieder et al. 1967). The
bulk of the chain is found to reach thermal
equilibrium conditions at the average temperature
T = (Tþ þ T�)=2, corresponding to a constant tem-
perature profile. Only at the chain boundaries the
harmonic chain exhibits a steep temperature gra-
dient. This implies that the heat current is propor-
tional to the temperature difference, rather than to
the temperature gradient, thus violating Fourier’s
law. Accordingly, a harmonic chain, made of N
oscillators, in contact with two heat reservoirs at
different temperatures, exhibits anomalous trans-
port properties and the effective thermal conduc-
tivity is found to diverge in the infinite-chain limit
as � � N. This peculiar behavior is a consequence
of the integrability of the harmonic chain
dynamics. Actually, the Fourier modes propagate
with finite velocity through the harmonic chain, so
that any energy injected from the hot reservoir
flows ballistically to the cold one, rather than
diffusing, as required for the validity of [19]. It is
worth stressing that any integrable system should
exhibit a similar scenario. This is the case of the
equal-mass hard sphere gas in one dimension and
of the Toda chain, where the harmonic potential
(!2=2)(qiþ1 � qi)

2 is replaced by the nonlinear
expression

a exp½�bðqiþ1 � qiÞ�

In the former case, integrability and ballistic
propagation are straightforward consequences of
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the conservation laws, inherent elastic collisions
between hard spheres. In the latter model, the
normal nonlinear modes, called ‘‘Toda solitons,’’
are responsible for such anomalous behavior.

Debye’s conjecture should be modified accord-
ingly: nonintegrability of the equations of motion
has to be invoked as a necessary property for
explaining heat transport in real solids. Let us
observe that the FPU model is known not to be
integrable and it is expected to be a good candidate
for confirming Debye’s conjecture, at least in its
fully chaotic regime. Careful and extended numer-
ical simulations have shown that the FPU chain
maintains anomalous properties (Lepri et al. 1997).
In particular, the thermal conductivity, �, is found
to diverge in the infinite chain limit as

� � N� ½20�

with � � 2=5. This value agrees with independent
analytic estimates (e.g., see Lepri et al. (2003)),
although renormalization arguments indicate that
one should rather find �= 1=3 (Narayan and
Ramaswamy 2002). This discrepancy could be due
to the peculiar features associated with the presence
of a quartic nonlinearity in the FPU problem and
also to the fact that in the FPU chain heat can be
transported only through longitudinal oscillations.
Anyway, this is still an open problem, which
requires further theoretical advances to be solved.

In a more general perspective, the main outcome
of these numerical studies indicates that a power-
law divergence like [20] is found in all one-
dimensional nonintegrable models. This general
feature must be attributed to the combined effect
of low-space dimensionality, with energy and
momentum conservation. In such a situation,
fluctuations are strongly constrained, so that the
evolution of long-wavelength hydrodynamic modes
is not sufficiently damped, to be ruled by diffusion
(which is a necessary ingredient for the validity of
[19]). It must be stressed that these numerical
investigations have strongly revived the interest for
this problem. In particular, they have also stimu-
lated new theoretical efforts for explaining the
power-law divergence of transport coefficients in
d = 1. One of the main achievements of these
theoretical approaches is that the power-law
divergence turns to a logarithmic one in d = 2,
while the divergence should disappear in d 	 3.
Despite the difficulty of performing the necessary
large-scale simulations for such systems in d > 1, it
seems that numerics essentially agree with such
predictions.

One can find normal transport properties even
in d = 1, if suitable models are considered. For

instance, momentum conservation can be broken
by adding to the Hamiltonian [1] a local interac-
tion potential, U(qi), which breaks translation
invariance, thus restoring finite heat conductivity
(e.g., see Casati et al. 1984). The exception to this
case is the harmonic chain with the addition of a
local harmonic potential: in this case the dynamics
is still integrable and there are as many conserved
quantities as degrees of freedom. A further pecu-
liar case is represented by the rotator model in
d = 1, which is known to be nonintegrable. Its
Hamiltonian contains the interaction potential
�[1� cos(qiþ1 � qi)], replacing the algebraic poten-
tials of the FPU chain. Anyway, such a Hamilto-
nian still guarantees momentum conservation,
since the nearest-neighbor form of the interaction
is maintained. Notice that, for small oscillations
around the equilibrium position, also the rotator
potential admits a Taylor-series expansion, whose
first three terms correspond to quadratic, cubic,
and quartic contributions, as in the FPU chain.
Nonetheless, at variance with the FPU problem,
the potential of the rotator model is bounded also
from above. Numerical investigations (Giardina
et al. 2000) have shown that for any finite energy
density and for a sufficiently long finite time,
some previously oscillating rotators start to rotate,
due to local energy fluctuations, that allow to
overtake the potential barrier. These dynamical
configurations typically appear in the form of
spatially localized, synchronous rotating clusters.
Their time evolution is characterized by an
intermittent behavior: they are eventually reab-
sorbed by lattice fluctuations and may reappear
afterwards at other lattice positions. In this way
they play the role of scattering centers for
hydrodynamic modes. It must be pointed out that
such a qualitative argument is not sufficient for
explaining the onset of a genuine diffusive beha-
vior, compatible with the validity of Fourier’s law.
A hydrodynamic theory, still to be developed,
could provide a more convincing insight on these
results.

It is worth concluding this section by mentioning
that the overall scenario described above is con-
firmed by numerical studies, relying upon a different
approach, based on equilibrium measurements.
Actually, the linear response theory by Green and
Kubo (see Kubo (1985)) provides an alternative, but
essentially equivalent, definition of the thermal
conductivity, according to the expression

� ¼ 1

KBT2
lim
t!1

lim
N!1

1

N

Z t

0

d�hJð�ÞJð0Þi ½21�
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The crucial quantity to be computed numerically is
the heat-flux time-correlation function CJ(�) =
h J(�)J(0)i, where h i represents the thermodynamic
equilibrium average. In practice, numerical simula-
tions can be performed for a chain of N oscillators
in contact with boundary heat reservoirs at the same
temperature T = Tþ= T�. The presence of anom-
alous transport coefficients can be singled out by
analyzing the long-time behavior of CJ(�). It has to
decay at least as ��(1þ"), with " > 0 to yield a finite
heat conductivity. In one-dimensional models exhi-
biting the power-law divergence [20] one rather
finds

CJð�Þ � ��1þ� ½22�

where the positive exponent � is the same appear-
ing in [20]. This relation between space and time
exponents can be easily explained, by considering
that space and time variables depend linearly on
each other through a proportionality constant,
which is the velocity of sound in the lattice. Since
0 < � < 1, the anomalous behavior observed in
out-of-equilibrium conditions is recovered.

One major problem in performing proper numer-
ical studies concerns the control over finite-size
effects, which demands a consistent increase of the
integration time with the system size. This may
yield very extended and expensive computations,
mainly when very slow relaxation processes set in.
This is the case of the low-energy regime originally
studied by FPU in their pioneering computer
simulations. Numerical analysis indicates that in
this regime the expected behavior of CJ(�), reported
in eqn [22], sets in after a crossover time tc, which
increases, for decreasing energy density �, as tc � ��2.
This seems to be compatible with the studies
described earlier.

We conclude this section by pointing out that this
result also contributes significantly to clarify one of
the basic questions raised by the FPU numerical
experiment.

See also: Dynamical Systems and Thermodynamics;
Ergodic Theory; Fourier Law; Gravitational N-Body
Problem (Classical); Lyapunov Exponents and Strange
Attractors; Nonequilibrium Statistical Mechanics:
Dynamical Systems Approach.
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Historical Background

Ginzburg–Landau Equations

Nonlinear Schrödinger (NLS) equations have
become one of the most important nonlinear systems
studied in mathematics and physics. Actually, one
can find the essence of NLS equations in the early
work of Ginzburg and Landau (1950) and Ginzburg
(1956) in their study of the macroscopic theory of
superconductivity, and also of Ginzburg and Pitaevskii
(1958), who subsequently investigated the theory of
superfluidity.

By minimizing the free energy of a superconductor
near the superconducting transition, Ginzburg and
Landau arrived at what are now called the
Ginzburg–Landau equations:

1

2m
�i�hr� e

c
A

� �2
 þ � þ �j j2 ¼ 0 ½1�

J ¼ � ie�h

mc
 �r �  r �½ � � e2

mc
j j2A ½2�

where �, � are phenomenological parameters, A the
electromagnetic vector potential, and  � denotes
complex conjugate of  . The first equation deter-
mines the field  based on the applied magnetic
field. The second equation provides the supercon-
ducting current J.

The equation describing the behavior of super-
fluid helium near the transition point in the
stationary case derived in Ginzburg and Pitaevskii
(1958) is completely analogous to eqn [1] in the
phenomenological theory of superconductivity.

Equation [1] contains all the ingredients of the
NLS equations which are discussed below. How-
ever, it was not until the 1960s that the wide
physical importance of NLS equation became
evident. The next section discusses how the NLS
equation historically first appeared in the context of
nonlinear optics.

Nonlinear Optics: Self-Focusing of Optical Beams
in Nonlinear Media

In the mid-1960s, Chiao et al. (1964) and Talanov
(1964) investigated the conditions under which an

electromagnetic beam can produce its own dielectric
waveguide and propagate without spreading. This is
a reflection of the phenomenon of self-focusing. In
fact, self-focusing of optical beams may occur in
materials whose dielectric constant increases with
field intensity. In the general situation, a beam of
uniform intensity in a dielectric broadens due to
diffraction. However, the refractive index of many
physically important materials (the so-called Kerr
materials, such as silica) depends on the field
intensity as follows:

n ¼ n0 þ n2jEj2 þ � � �

If the term n2jEj2 is large enough, the critical angle
for total internal reflection at the beam’s boundary
can be greater than the angular divergence due to
diffraction; thus, spreading does not occur as a
result of diffraction. As a consequence, a beam
above a certain critical power level is trapped and
does not spread.

In a remarkable contribution, Kelley (1965)
observed, using computational methods (years
before computational methods became easy to
implement and, consequently, so popular) that
when the self-focusing effect due to the increase in
the nonlinear index is not compensated by diffrac-
tion, there is a buildup in intensity of part of the
beam as a function of the distance in the direction
of propagation. Consequently, the intensity of the
self-focused regions tended to become ‘‘anoma-
lously large,’’ that is, a singularity appeared to
develop.

Consider as starting equation the electromagnetic
wave equation in the presence of nonlinearities
derived earlier by Chiao et al. (1964):

r2E� �0
c2
@ 2

t E� �2
c2
@ 2

t ðE2EÞ ¼ 0 ½3�

where �2jEj2 � 1. One assumes a linearly polarized
wave of frequency !, propagating along the z-axis,
so that

E ¼ 1
2ðEe

iðkz�!tÞ þ c:c:Þbe
where c.c. denotes complex conjugation, k = �

1=2
0 !=c,

the factor exp(ikz� !t) represents the propagating
part, that is, the ‘‘carrier,’’ of the wave, and E is the
slowly varying part. Substituting the above expres-
sion for E into eqn [3], neglecting the third-harmonic
term and the term @2

z E from r2E (assuming it to be
small), yields

2ik@zE þ @2
x þ @2

y

� �
E þ 3

4
k2 �2
�0
jEj2E ¼ 0 ½4�
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or, with a suitable rescaling of the dependent and
independent variables (E !  =((3=4)k2�2=�0)1=2,
z! 2kz),

i@z þr2
? þ 2j j2 ¼ 0 ½5�

which is the NLS equation in standard nondimen-
sional form.

It should be remarked here that the name NLS
equation for equations of the form of [5] is natural
due to the formal analogy with the Schrödinger
equation in quantum mechanics:

i@t þr2 þ V ¼ 0 ½6�

If one sets V = 2j j2 in eqn [6], the result is the NLS
equation. In the context of quantum mechanics, a
nonlinear potential arises in the ‘‘mean-field’’
description of interacting particles.

Modifications of [6] also arise as mean-field
descriptions of Bose–Einstein condensates which is
of keen interest in physics (see Pethick and Smith
(2002) and references therein). The normalized
equation is

i@t �r2 þ Vðx; yÞ þ 2j j2
� �

 ¼ 0 ½7�

where V is an external potential. This is generally
referred to as the Gross–Pitaevskii equation.

Talanov (1965) (see also Zakharov et al. (1971))
investigated the behavior of stationary light beams
in a self-focusing nonlinear medium and found that
for a purely cubic nonlinearity, ‘‘collapse’’ of the
beam can take place. The proof that there is a
singularity in eqn [5] is remarkably straightforward.
This is discussed in the section ‘‘Wave collapse.’’ In
order to avoid wave collapse, other physical effects
(e.g., saturable nonlinearity or dissipation) are
required.

Universal Character of the NLS Equation

It turns out that almost any dispersive, energy-
preserving system gives rise, in an appropriate limit,
to the NLS equation. For instance, one can derive
the NLS from other physically significant equations
such as the Klein–Gordon equation

utt � uxx þ uþ ku3 ¼ 0

and the Korteweg–de Vries (KdV) equation

ut þ 6uux þ uxxx ¼ 0

Actually, the NLS equation provides a ‘‘canonical’’
description for the envelope dynamics of a quasi-
monochromatic plane wave (the carrier wave)
propagating in a weakly nonlinear dispersive med-
ium when dissipative processes are negligible.

Indeed, consider a scalar nonlinear wave equation
written symbolically as

L @t;rð ÞuþGðuÞ ¼ 0

where L is a linear differential operator with
constant coefficients and G a nonlinear function
of u and its derivatives. For a real, small-
amplitude solution of magnitude �� 1, the non-
linear effects can first be neglected, and the
equation admits approximate monochromatic
wave solutions

u ¼ � eiðk�x�!tÞ þ c.c. ½8�

with small amplitude �j j. Substituting [8] into the
linear equation, one can find that the frequency !
and the wave vector k are related by the dispersion
relation

Lð�i!; ikÞ ¼ 0

Let

! ¼ !ðkÞ

be one of the solutions of the previous equation.
Suppose one is interested in a solution  which is
not constant, but slowly varying in space and time.
This has the interpretation of k having a ‘‘sideband’’
wave vector and ! a ‘‘sideband’’ frequency. More
precisely, restricting discussion, for simplicity, to the
(1þ 1)-dimensional case, the slowly varying ampli-
tude assumption corresponds to letting

 ðx; tÞ ¼  ðX;TÞ ¼  0eiðKx��tÞ

where X = �x and T = �t. Note that K = �k and
� = �! are sometimes referred to as the sideband
wave number and frequency, respectively, because
they correspond to a deviation from the central
wave number k and central frequency !. Looking at
these deviations from the point of view of operators,
whereby !! i@t, k! �i@x and �! i@T , K!�i@X,
one has

!tot � !þ �� ¼ !þ i�@T

ktot � kþ �K ¼ k� i�@X

Then !(k) can be expanded in a Taylor series
around the central wave number as

! k� i�@Xð Þ � !ðkÞ � i�!0@X � �2
!00

2
@2

X þ � � �

Therefore,

!totðkÞ � !ðkÞ þ i�@T½ � 

� !ðkÞ � i�!0@X � �2
!00

2
@2

X

� �
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which shows that, to the leading order,

i�
@ 

@T
þ !0 @ 

@X

� �
þ �2 !

00

2

@2 

@X2
¼ 0 ½9�

In the moving frame �= X� !0(k)T, � = �T � �2t,
eqn [9] transforms to

�2 i � þ
!00

2
 ��

� �
¼ 0

which is the linear Schrödinger equation with the
canonical !00(k)=2 coefficient. On the other hand, if
one considers rather general conservative nonlinear
wave problems with leading quadratic or cubic
nonlinearity, asymptotic analysis (e.g., multiple
scale analysis which yields the so-called Stokes–
Poincaré frequency shift) shows that a wave solution
of the form

uðx; tÞ ¼ � ð�Þeiðkx�!tÞ þ c:c:

with � = �2t has  (�) satisfying

i
@ 

@�
þ nj j2 ¼ 0 ½10�

where the constant coefficient n depends on the
particular equation under study. It should be
remarked here that cubic nonlinearity yields an
O(�3) contribution, which is balanced by a slow
timescale of order �2. Putting the linear and non-
linear effects together (i.e., eqns [9] and [10]) implies
that an NLS equation of the form

i
@ 

@t
þ !

00

2

@2 

@�2
þ nj j2 ¼ 0

naturally arises. The NLS equation is viewed as a
‘‘universal’’ equation as it generically governs the
slowly varying envelope of a monochromatic wave
train (see also Benney and Newell (1969)).

Physical Applications

The nonlinear propagation of wave packets is
governed by NLS-type systems in several different
branches of scientific and technological applications,
beyond what has been mentioned earlier. Some of
these applications are discussed below.

NLS equation in Water Waves

The NLS equation in the context of small-amplitude
water waves was derived by Zakharov (1968)
(infinite depth) and Benney and Roskes (1969)
(finite depth). The procedure for deriving the NLS
equation from the Euler–Bernoulli equations of fluid
dynamics in one horizontal direction will now be
discussed, under the assumption of small-amplitude

waves and deep water. The interested reader can
also find the details of the derivation in Ablowitz
and Clarkson (2006). The relevant equations are

�xxþ �zz ¼ 0; �1< z< ��ðx; tÞ ½11�

�z ¼ 0; z! �1 ½12�

�t þ
�

2
�2

x þ �2
z

� �
þ g� ¼ 0; z ¼ �� ½13�

�t þ ��x�x ¼ �z; z ¼ �� ½14�

where � is the velocity potential of an ideal
(i.e., incompressible, irrotational, and inviscid)
fluid, �(x, t) is the free surface of the fluid, which
is to be found, in addition to �(x, z; t).

Equation [11] expresses the ideal nature of the
fluid; the condition [12] expresses the requirement
that there is no vertical flow at infinity; and eqn [13]
is the Bernoulli equation of energy conservation.
Finally, eqn [14] is a kinematic condition stating
that no flow occurs transverse to the free surface.

At the free boundary, for small amplitudes, one
can expand �=�(t, x, ��) for �� 1 as

� ¼ �ðt; x; 0Þ þ ���zðt; x; 0Þ þ
ð��Þ2

2
�zzðt; x; 0Þ þ � � �

and similarly for the derivatives. Second, one
introduces slow temporal and spatial scales (one
expects the slowly varying envelope of the wave to
depend on slow variables X = �x, Z = �z, T = �t).
Finally, because of the quadratic nonlinearity one
expects second harmonics to be generated; hence,

� ¼ Aei�þjkjz þ c:c:
� �

þ � A2e2i�þ2jkjz þ c:c:þ ��
� �

� ¼ Bei� þ c:c:
� �

þ � B2e2i� þ c:c:þ ��
� �

where A, A2, �� depend on X, Z, T and B, B2, ��
depend on X, T ( �� and �� are mean contributions,
which are real) and � = kx� !t with the dispersion
relation !2 = gjkj. Substituting this ansatz into the
equations, one obtains from the order-�2 terms

2i!A� �
v2

g

2!
A�� þ

2k4

!
Aj j2A

 !
¼ 0 ½15�

where vg =!0(k) = g=2! is the group velocity and the
new variables � = �T, �= X� vgT.

Equation [15] is the typical formulation of the
(1 þ 1)-dimensional NLS equation found in water
wave theory for large depth.

In the section ‘‘NLS in nonlinear optics,’’ a
special solution to (a rescaled version of) eqn [15],
namely a soliton solution, is discussed in the
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context of nonlinear optics. It should be
remarked here that the coefficients of both terms
A�� and jAj2A have the same sign. This is necessary
for a decaying soliton solution to exist (see, e.g.,
Lighthill (1965)).

NLS in Nonlinear Optics

The NLS equation also describes self-compression
and self-modulation of electromagnetic wave pack-
ets in weakly nonlinear media. Hasegawa and
Tappert (1973a, b) first derived the NLS equation
in the context of fiber optics. Light-wave propaga-
tion in a fiber is mainly affected by: (1) group
velocity dispersion (GVD), that is, the frequency
dependence of the group velocity originating from
the refractive index of the fiber and (2) fiber
nonlinearity (the so-called Kerr effect), originating
from the dependence of the refractive index on the
intensity of the optical pulse. In the presence of
GVD and Kerr nonlinearity, the refractive index is
expressed as

nð!;EÞ ¼ n0ð!Þ þ n2jEj2 ½16�

where ! and E represent the frequency and
electric field of the light wave, respectively, n0(!)
is the frequency-dependent linear refractive index,
and the constant n2, referred to as the Kerr
coefficient, is ‘‘small’’ but can have significant
impact since the nonlinear effects accumulate over
long distances. Normally, the electric field is
modulated into a slowly varying amplitude of a
carrier wave:

Eðz; tÞ ¼ Eðz; tÞeiðk0z�!0tÞ þ c:c: ½17�

where z denotes the distance along the fiber, t the
time, k0 = k0(!0) the wave number, !0 the fre-
quency, and E(z, t) the envelope of the electromag-
netic field.

A Taylor series expansion of the dispersion
relation (see also the section ‘‘Universal character
of the NLS equation’’)

kð!;EÞ ¼ !
c
ðn0ð!Þ þ n2jEj2Þ

around the carrier frequency !=!0 yields

k� k0 ¼ k0ð!0Þð!� !0Þ þ
k00ð!0Þ

2
ð!� !0Þ2

þ !0n2

c
jEj2 ½18�

where the prime represents derivative with respect to
! and k0 = k(!0). Replacing k� k0 and !� !0 by
their Fourier operator equivalents, i@z and i@t resp.,

using k� k0 = (!=c)n0(!) and letting eqn [18]
operate on E yields

i
@E
@z
þ k00ð!0Þ

@E
@t

� �
� k000ð!0Þ

2

@2E
@t2
þ 	jEj2E ¼ 0 ½19�

where 	=!0n2=cAeff, with Aeff being the effective
cross-section area of the fiber (the factor 1=Aeff

comes from a more detailed derivation which takes
into account the finite size of the fiber; the factor
1=Aeff is needed in order to account for the variation
of field intensity in the cross section of the fiber).
Note that k00(!0) = 1=vg, where vg represents the
group velocity of the wave train. Introducing dimen-
sionless variables t0= tret=t�, z0= z=z�, q = E=

ffiffiffiffiffi
P�
p

yields the NLS equation

i
@q

@z0
þ sgnð�k000ð!0ÞÞ

2

@2q

@t02
þ jqj2q ¼ 0 ½20�

where t�, P� are the characteristic time and power,
respectively, and tret = t � k00(!0)z = t � z=vg, z�=
1=	P�, with the constraint that the ‘‘nonlinear
length’’ is balanced by the linear dispersion time,
that is, t�= ðz�j � k00(!0)jÞ1=2.

There are two cases of physical interest depending
on the sign of k000. The so-called focusing case occurs
when k000 < 0; this is called ‘‘anomalous’’ dispersion.
The defocusing case obtains when the dispersion is
‘‘normal’’: k000 > 0.

Now write eqn [20] in the form

iqt þ qxx 	 2jqj2q ¼ 0 ½21�

with 	 corresponding to the focusing (þ) and
defocusing (�) case, respectively. The focusing NLS
equation admits special solutions called ‘‘bright’’
solitons (solutions that are traveling localized
‘‘humps’’). A pure one-soliton solution in the
focusing (þ) case has the form

q x; tð Þ ¼ � sech � xþ 2�t � x0ð Þ½ � e�i� ½22�

where � = �xþ (�2 � �2)t þ�0. The parameters �
and � are such that 
= �=2þ i�=2 is an eigenvalue
from the inverse scattering transform analysis.

The defocusing (�) NLS equation does not admit
solitons that decay at infinity. However, it does admit
soliton solutions which have a nontrivial background
intensity (called ‘‘dark’’ and ‘‘gray’’ solitons). A dark-
soliton solution has the form

qðx; tÞ ¼ � tanh �xð Þ e�2i�2t ½23�

Note that q ! 	� as x ! 	1. A gray-soliton
solution is

qðx; tÞ ¼ � 1� B2 sech2 �B x� x0ð Þð Þ
h i1=2

ei� x;tð Þ ½24�
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with

� x; tð Þ ¼ � �2 2� B2
� �

t þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� B2
p

x

þ tan�1 B tanh �Bxð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� B2
p

� �
þ �0

and Bj j < 1. Note that as B! 1�, the gray soliton
becomes a dark soliton, taking �0 = ��=2.

Recall that the solutions [23] and [24] can be
allowed to travel uniformly by making a Galilean
transformation, that is, taking into account that if
q1(x, t) is a solution of [21], then so is

q2ðx; tÞ ¼ q1ðx� vt; tÞ ei kx�!tð Þ

with k = �v and != �k2=2.
It should also be remarked that Ablowitz et al.

(1997) have shown that, in quadratically nonlinear
optical materials, more complicated NLS-type equa-
tions arise. These equations are analogous to the
finite-depth multidimensional nonlocal NLS-type
systems derived in the context of water waves by
Benney and Roskes (1967) and later by Davey and
Stewartson (1974).

Optical Communications

Hasegawa and Tappert (1973) first suggested using
solitons as the ‘‘bit’’ format for transmission of
information in optical fiber systems. Motivated by
this, in 1980, scientists at Bell Laboratories observed
solitons (described by the NLS equation) in optical
fibers (Mollenauer et al. 1980). The development of
optical amplifiers (erbium-doped amplifiers) in the
mid-1980s provided a mechanism to compensate
fiber loss, and this permitted the transmission of
information entirely optically over long distances.
With damping and amplification included (see, e.g.,
Hasegawa and Kodama (1995)), the NLS equation
[20] takes the form

i
@q

@z
þ sgnð�k000ð!0ÞÞ

2

@2q

@t2
þ gðzÞjqj2q ¼ 0 ½25�

where g(z) = a2
0 exp(�2�z=za), 0 < z < za, and peri-

odically extended thereafter, and a2
0 is determined by

< g >¼ 1

za

Z za

0

gðz=zaÞdz ¼ 1

with za = la=z�, la being the amplifier length.
Remarkably, asymptotic analysis (za � 1) shows
that, to leading order, q(z, t) still satisfies the NLS
equation [20].

Amplifiers, however, introduce small amounts of
noise to the system, which causes the temporal
position of the soliton to fluctuate (cf. Gordon and
Haus (1986)) and thus limits the distance signals can

be reliably transmitted to. Soliton control mechan-
isms were introduced in the early 1990s in order to
deal with these difficulties (cf. Mecozzi et al. (1991)
and Kodama and Hasegawa (1992)).

By the mid-1990s, the development of all optical
transmission systems began to take great advantage
of wavelength-division-multiplexing (WDM), that
is, the simultaneous transmission of multiple
signals in different frequency (or equivalently
wavelength) ‘‘channels’’ (Hasegawa 2000). How-
ever, it was found that a serious problem affected
WDM systems. Namely, the interactions of soli-
tons traveling at different velocities cause resonant
amplifier-induced instabilities in adjacent fre-
quency channels (four-wave mixing (Mamyshev
and Mollenauer 1996, Ablowitz et al. 1996)). In
order to avoid these instabilities, researchers
developed and analyzed dispersion-managed (DM)
transmission systems (cf. Hasegawa (2000)). In a
DM transmission system, the fiber is composed of
alternating sections of positive (normal) and
negative (anomalous) dispersion fibers. The
(dimensionless) NLS equation that governs this
phenomenon is

i
@q

@z
þ dðzÞ

2

@2q

@t2
þ gðzÞjqj2q ¼ 0 ½26�

where d(z) is usually taken to be a periodic, large,
rapidly varying function of the form d(z) = �a þ
�(z), with j�(z)j 
 1 and having zero average in
the period za (generally the same as that of the
amplifier). In fact, asymptotic analysis of [26]
yields a nonlocal NLS-type equation (Gabitov and
Turitsyn 1996, Ablowitz and Biondini 1998). It has
also been shown that eqn [26] admits various types
of optical pulses, such as DM solitons (Ablowitz
and Biondini 1998), and quasilinear modes (Ablowitz
et al. 2001).

NLS Equation in Other Settings

Many other interesting applications of the NLS
equations exist in such different areas of physics as
magnetic spin waves (see, e.g., the work by Zvezdin
and Popkov (1983) and also by Kalinikos et al.
(1997)), plasma physics (cf. the work by Zakharov
(1972) on collapse of Langmuir waves), other areas
of fluid dynamics, etc. (the interested reader can
find an overview in the monograph by Ablowitz
(1981)).

Mathematical Framework

Mathematically, the NLS equation had attained
broad significance since it is integrable via
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inverse-scattering transform (IST), admits multisoliton
solutions, has an infinite number of conserved
quantities, and possesses many other interesting
properties. Some of these are discussed below.

The Inverse-Scattering Transform

The IST method allows one to linearize a large class
of nonlinear evolution equations and can be con-
sidered as a nonlinear version of the Fourier trans-
form. An essential prerequisite of IST method is the
association of the nonlinear evolution equation with
a pair of linear problems (Lax pair), a linear
eigenvalue problem, and a second associated linear
problem, such that the given equation results as a
compatibility condition between them. A key
research breakthrough on NLS systems appeared in
1972, in the papers of Zakharov and Shabat (1972,
1973), who first analyzed the scalar NLS equation
in the form

iqt ¼ qxx 	 2 qj j2q ½27�

(	 correspond to the focusing/defocusing case,
respectively) and found the associated Lax pair

vx ¼
�ik q
�q� ik

� �
v ½28�

vt ¼ 2ik2 � ijqj2 �2kq� iqx

	2kq� � iq�x �2ik2 	 ijqj2
� �

v ½29�

where v(x, t) is a two-component vector. The
compatibility of [28] and [29] yields eqn [27],
assuming that the eigenvalue parameter k is
constant in time (so that [27] is often said to be
isospectral).

The solution of the initial-value problem of a
nonlinear evolution equation by IST proceeds in
three steps, as follows:

1. the forward problem – the transformation of the
initial data from the original ‘‘physical’’ variables
to the transformed ‘‘scattering’’ variables;

2. time dependence – the evolution of the trans-
formed data according to simple, explicitly
solvable evolution equations; and

3. the inverse problem – the recovery of the evolved
solution in the original variables from the
evolved solution in the transformed variables.

The implementation of steps 1–3 described above is
more concretely carried out as follows. The initial
(Cauchy) datum q(x, 0) for eqn [27] is mapped into
scattering data S(k, 0) (comprising, in general, discrete
eigenvalues and associated normalization constants,
and reflection coefficients) by means of eqn [28]. The

data S(k, 0) are evolved via eqn [29] to get S(k, t) at an
arbitrary time t > 0. Finally, by employing the
methods of inverse scattering, eqn [28] allows one to
reconstruct the evolved solution q(x, t) from S(k, t).

One can easily note the ‘‘formal’’ resemblance to
the well-known method of Fourier transform for
linear differential equations.

There is considerable literature on the subject and
the interested reader is encouraged to consult, for
instance, some of the following references: Ablowitz
and Segur (1981), Calogero and Degasperis (1982),
Novikov et al. (1984), Ablowitz and Clarkson
(1991), Ablowitz et al. (2004).

Linear Stability Analysis

Consider a special solution of eqn [27] in the
focusing (þsign) case: q = a exp(�2ia2t). If this
solution is perturbed as

qðx; tÞ ¼ ae2ia2tð1þ �ðx; tÞÞ

where j�j � 1, it is found that � satisfies the
condition

i�t ¼ �xx þ 2a2ð�þ ��Þ

On the periodic spatial domain 0 < x < L, � has the
Fourier expansion

�ðx; tÞ ¼
X1
�1

�̂nðtÞei
nx

where


n ¼
2�n

L
½30�

Assuming a solution of the form

�̂n

�̂��n

� �
¼

�

�

� �
ei�nt

one finds that �n satisfies

�2
n ¼ 
2

n 
2
n � 4a2

� �
½31�

It then turns out that when aL=� < n the system is
unstable. Note that there are only a finite number of
unstable modes (i.e., for fixed a, L, sufficiently high
mode numbers n will not satisfy the above inequal-
ity). In the context of water waves, this corresponds
to the famous experimental and theoretical result by
Benjamin and Feir that the Stoke’s water wave is
unstable. Later, Benney and Roskes (1969) showed
that all periodic wave solutions of the generalized
nonlocal NLS equation resulting from water waves
in (2þ 1)-dimensions are unstable. Also, in (2þ 1)-
dimensions soliton solutions are unstable to weak
transverse modulations.
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Wave Collapse

The equation

i t þ� þ j j2 ¼ 0; x � ðx; yÞ 2 R2 ½32�

has the following conserved quantities:

P ¼
Z

 j j2 dx

M ¼
Z
 r dx

H ¼
Z
r j j2� 1

2
 j j4

	 

dx

that is, mass (power), momentum, and energy
(Hamiltonian) are conserved. Remarkably, Talanov
(1965) showed that eqn [32] satisfies the following
equation:

@2V

@t2
¼ 8H ½33�

where

V ¼
Z
ðx2 þ y2Þj j2 dx dy

Equation [33] is also known as the ‘‘virial’’ theorem.
Hence, it follows that

V ¼ 4Ht2 þ c1t þ c2

and if H < 0 initially, then a singularity in eqn [32]
results since V must be positive. Actually, one can
further show (see, e.g., C Sulem and P L Sulem
(1999), and references therein) that there exists a
time t� such that Z

r j j2 dx

becomes infinite as t ! t�, which in turn implies
that  also becomes infinite as t ! t� (blowup in
finite time).

Note also that for the more general equation

i t þ�d þ  j j2� ¼ 0; x 2 Rd

where �d is the d-dimensional Laplacian, one has
the following types of solutions:

� Supercritical (�d > 2): the solution blows up.
� Critical (�d = 2): blowup can occur or global

solution can exist.
� Subcritical (�d < 2): global solutions exist.

Vector NLS Systems

In many applications vector NLS (VNLS) systems are
the key governing equations. Physically, the VNLS

arise under conditions similar to those described by
NLS with the additional proviso that there are
multiple wave trains moving nearly with the same
group velocities (Roskes 1976). Importantly, VNLS
also models systems where the field has more than
one component. For example, in optical fibers and
waveguides, the propagating electric field has two
components transverse to the direction of propaga-
tion. The nondimensional system

iqð1Þz ¼ qð1Þxx þ 2 jqð1Þj2 þ jqð2Þj2
� �

qð1Þ ½34a�

iqð2Þz ¼ qð2Þxx þ 2 jqð1Þj2 þ jqð2Þj2
� �

qð2Þ ½34b�

is an asymptotic model which governs the propaga-
tion of the electric field in a waveguide, where z is
the normalized distance along the waveguide and x
a transversal spatial coordinate. It was first exam-
ined by Manakov (1974) (see also Anastassiou et al.
(1999) and Solja�cić et al. (2003)). Subsequently, this
system was derived as a key model for light-wave
propagation in optical fibers. More precisely, in
optical fibers with constant birefringence
(i.e., constant phase and group velocities as a
function of distance) Menyuk (1987) has shown
that the two polarization components of the
electromagnetic field E= (u, v)T which are orthogo-
nal to the direction of propagation, z, along the fiber
asymptotically satisfy the following nondimensional
equations (assuming anomalous dispersion):

iðuz þ �utÞ þ 1
2 utt þ ðjuj2 þ �jvj2Þu ¼ 0 ½35a�

iðvz � �vtÞ þ 1
2 vtt þ ð�juj2 þ jvj2Þu ¼ 0 ½35b�

where � represents the group velocity ‘‘mismatch’’
between the u, v components of the electromagnetic
field, � is a constant that depends on the polarization
properties of the fiber, z the distance along the fiber, and
t a retarded temporal frame. In deriving eqn [35], it is
assumed that the electromagnetic field is slowly varying
(as in the scalar problem); certain nonlinear (four-wave
mixing) terms are neglected in the derivation of eqn
[35], because the light wave is rapidly varying due to
large, but constant, linear birefringence. In this context,
birefringence means that the phase and group velocities
of the electromagnetic wave in each polarization
component are different. In a communications environ-
ment, due to the distances involved (hundreds to
thousands of kilometers), the polarization properties
evolve rapidly and randomly as the light wave evolves
along the propagation distance, z. Not only does the
birefringence evolve, but it does so randomly, and on a
scale much faster than the distances required for
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communication transmission (birefringence polariza-
tion changes on a scale of 10–100 m). In this case, the
relevant nonlinear equation is eqn [35] above, but with
�= 0 and �= 1. Indeed, this is the integrable VNLS
equation first derived by Manakov (1974).

It should be remarked that the VNLS equation
[34] and its generalization to an arbitrary number of
components,

iqt ¼ qxx 	 2 qk k2q ½36�

where q is an N-component vector and �k k is the
Euclidean norm, are integrable by the IST. One has
to suitably extend the analysis discussed earlier in
this article (cf. e.g., Ablowitz et al. (2004)).

Discrete NLS Systems

Both the NLS and the VNLS equations discussed
above admit integrable discretizations which,
besides being used as the basis for constructing
numerical schemes for the continuous counterparts,
also have physical applications as discrete systems.

A natural discretization of NLS [27] is the
following:

i
d

dt
qn ¼

1

h2
qnþ1 � 2qn þ qn�1ð Þ

	 qnj j2 qnþ1 þ qn�1ð Þ ½37�

which is referred to as the integrable discrete NLS
(IDNLS). It is an O(h2) finite-difference approxima-
tion of [27] which is integrable via the IST and has
soliton solutions on the infinite lattice (Ablowitz and
Ladik 1975, 1976). Note that if the nonlinear term in
[37] is changed to 2 qnj j2qn, the equation, which is
often called the discrete NLS (DNLS) equation, is
apparently no longer integrable. It should be
remarked that the (apparently nonintegrable) DNLS
equation arises in many important physical contexts.

Correspondingly, one can consider the discretiza-
tion of VNLS given by the following system:

i
d

dt
qn ¼

1

h2
qnþ1 � 2qn þ qn�1

� �
	 kqnk

2 qnþ1 þ qn�1

� �
½38�

where qn is an N-component vector. Equation [38]
for qn = q(nh) in the limit h! 0, nh = x gives VNLS
[36]. The discrete vector NLS system [38] is also
integrable (Ablowitz et al. 1999, Tsuchida et al.
1999). The interested reader can find further details
in Ablowitz et al. (2004).

See also: Boundary-Value Problems for Integrable
Equations; Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Evolution Equations:
Linear and Nonlinear; Ginzburg–Landau Equation;

Integrable Systems and Discrete Geometry; Integrable
Systems: Overview; Partial Differential Equations: Some
Examples; Riemann–Hilbert Methods in Integrable
Systems; Schrödinger Operators.
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Introduction

The flow of a fluid, liquid or gas, is described by
three conservation laws, the conserved physical
quantities being the mass, the linear momentum,
and the energy, and by constitutive equations. The
constitutive equations are specific to each fluid, and
link deformations to stresses.

A fluid is said to be Newtonian if it satisfies the
simplest constitutive equation, which gives the stress
tensor � as a linear function of the rate of
deformation tensor D = (1=2)(ruþruT), namely

� ¼ ð
 tr D� pÞI þ 2�D ½1�

where u is the fluid velocity, p is the hydrostatic
pressure (p 
 0), and 
 and � are the Lamé viscosity
coefficients of the fluid, satisfying � 
 0 and 
þ
2�=3
 0. The superscript T designates the transpose
operation, the abbreviation ‘‘tr’’ the trace operator
of a tensor, and I the unit tensor. Water and glycerin
are examples of Newtonian liquids.
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Non-Newtonian fluids are fluids for which the
behavior is not described by eqn [1]. Silicone oils,
polymers (melted or in solution), egg yolks, and
blood are examples of non-Newtonian liquids.
Other examples include liquid crystals, rubbers,
suspensions, paints, etc.

In the following we shall first describe flows
which show Newtonian or non-Newtonian
behaviors. Then we shall describe the requirements
a constitutive equation needs to satisfy to be
considered, introducing the notions of continuum
mechanics we need. After giving the most commonly
used constitutive equations, we will give a few ideas
about the mathematical study of the set of equa-
tions, and their numerical study, in the particular
case of viscoelastic fluids.

Numerous kinds of materials are already known
to exist, and more might exist in the future. This
report, however, will be limited to the most
commonly materials used nowadays, which are
polymers, liquid crystals and polymeric liquids
crystals, and paints. Moreover, we shall only
consider isothermal flows, even though temperature
might be an important parameter in experiments
or in industry, because in particular most theoretical
or numerical studies concern isothermal problems.

Non-Newtonian fluids will always be liquids, and
we shall use the terms liquid or fluid indifferently.

Non-Newtonian Behaviors

We describe a few experiments to show how
differently both types of fluids, Newtonian or non-
Newtonian, might react in some experimental
situations. We also give some mechanical explana-
tion when possible.

Shear Thinning or Shear Thickening

In a Poiseuille experiment, where a fluid flows in
a tube under the action of a pressure drop, the
volumetric flow rate of a Newtonian fluid is
inversely proportional to the constant fluid viscosity.
Under the same pressure-drop condition, a polymer
melt flows much faster out of the tube, which means
that there is a decreasing apparent viscosity with
increasing shear rate: this is referred to as shear
thinning effect. Other fluids might exhibit the
opposite behavior and flow out of the tube more
slowly: this is called the shear thickening effect.

Rod Climbing

When a rotating rod is inserted in a beaker filled with
a Newtonian fluid, it is observed that the liquid near
the rotating rod is pushed outwards by centrifugal

force and that a dip on the surface of the liquid near
the rod results. On the contrary, if we make the same
experiment with a polymer, the fluid climbs along the
rod. Moreover, for comparable rotation speed, the
difference in behaviors might be quantitatively con-
siderable. This is explained by totally different
pressure repartitions in both fluids, Newtonian or
non-Newtonian: in particular, the pressure in the
polymer along the rod is much larger than that along
the beaker, so that this pressure difference fights the
centrifugal force; this is in contrast with the situation
in a Newtonian fluid.

Extrudate Swell

If a fluid is forced to flow from a large reservoir out
of a circular tube of small diameter, the swell at the
exit is much larger for a polymer solution than for a
Newtonian fluid. A polymer flowing out of a die
might also show a delayed die well, which means
that the swell is not at the exit but on the jet at a
certain distance of the exit. The explanation of this
phenomenon is not unique: it is due partly to
memory effects (the fluid remembers its former
shape, the one in the reservoir), partly to the release
of normal stresses, to interfacial forces, compressi-
bility, viscous heating, and the complicated flow
near the die exit.

Difference in Normal Stresses

In a shearing flow of a Newtonian fluid, the two
normal stress differences are both zero, whereas for
a polymer the first normal stress difference might be
very large, the second one being nearly zero. These
differences in stresses in shearing flow might be a
partial answer to the extrudate swell and to rod
climbing experienced by polymers.

Presence of a Yield Stress

Some materials, when subjected to shear stress,
flow only after a critical value is attained. Such
fluids are referred to as Bingham fluids: some
cements, slurries, paints, and biological fluids
might exhibit such a behavior. It is actually a
well-known property of paints: if put in large
quantities on a vertical wall, the paint will flow,
whereas if put as a very thin film on the same wall,
the paint will not flow, but stay in place, and dry to
form a nice colored covering.

Preferred Orientation of the Particles of Fluid

Fluids with properties as above, Newtonian or
non-Newtonian, are isotropic in nature, even though
they are constituted of atoms, or of long chains of
material. They are the same everywhere, optically,
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magnetically, or electrically. Some fluids, liquid
crystals, or polymeric liquid crystals in particular,
have remarkable properties of nonanisotropy, being
able to orient themselves, on average, along a
particular direction: this is the nematic phase, which
is used in many devices (screens for clocks, hand
calculators, and cell phones), because the average
orientation may be changed by applying an electric
field. Other phases of liquid crystals include smectic
A, C, and C� phases, where one sees a preferred
orientation (tilted for C phases) of the fluid, and also
a layer-like structure. As an example, let us mention
discotic nematic liquid crystals, which are precursors
for carbon-based materials, such as fibers, compo-
sites, and films, which possess excellent mechanical
and thermal properties. Sails for race sailing boats are
made of Kevlar, which is one of these new materials
with remarkable properties.

Modeling

The flowing fluid will be described by its (Euler-
ian) velocity at time t and position x, say u(x, t),
for x belonging to the domain of the flow � and
the time t to Rþ, by its mass density �(x, t), its
pressure p(x, t) (p > 0 defined up to an additive
constant), and its stress �(x, t) – which is a
symmetric tensor.

The partial differential equations describing the
flow are satisfied in the domain of the flow and read
as follows:

@�

@t
þ divð�uÞ ¼ 0

�
@u

@t
þ ðu � rÞu

� �
¼ div �þ f

½2�

where f denotes some external forces applied to the
fluid. These equations describe the conservation of
mass and the conservation of linear momentum. To
close the system, we need a constitutive equation for
the stress � as well as initial conditions and
boundary conditions.

Moreover, most non-Newtonian fluids are practi-
cally incompressible in most regions of the flow, so
that we shall only consider this case: the first
equation in [2] is replaced by condition div u = 0 in
the domain of the flow.

Notions of Continuum Mechanics

At time t, a body S occupies a region �t of the
Euclidean space E3, called the configuration at time t,
of the body. Points p of S are called material points
or particles of fluids. The configuration �t

is assumed to be regular in the following sense: �t

is closed, its interior is connected and dense
everywhere, its boundary is piecewise regular, C0 at
least.

A mapping � : �0�!�t is a deformation if � is a
bijection from �0 onto �t and is a C1–diffeomorph-
ism from the interior of �0 onto the interior of �t,
with positive Jacobian.

The motion of a body S is given by a set of
deformations �(t, t0) : �t �!�t0 , satisfying

�ðt; tÞ ¼ Id; �ðt00; tÞ ¼ �ðt00; t0Þ ��ðt0; tÞ

The trajectory of the material point which is in X at
t0 is the set

�ðt; t0ÞðXÞ; t � t0f g

A body is said to be rigid if the deformation �(t, t0)
is an isometry for all times t and t0. A material point
p is said to be attached to the rigid body S if the
body p [ S is rigid.

The motion of a fluid might be described in terms
of the Lagrangian coordinates X 2 �0 of each
particle of fluid: �0 is called the reference config-
uration and is the fixed configuration occupied by
the body of fluid at the time of reference, say t0. The
motion of the fluid might also by described in terms
of the Eulerian coordinates x =�(X, t), which
represent the position of a particle at time t which
has position X at t0. The Lagrangian and Eulerian
coordinates of the same particle of fluid are linked
by the differential equation

_�ðX; tÞ ¼ uððX; tÞ; tÞ; for t � t0

�ðX; t0Þ ¼ X

For defining the constitutive equations, we shall
use a few tensors that we define now. The defor-
mation gradient is defined by F(X, t) = @�
(X, t)=@X, and the right Cauchy–Green tensor by
C = FTF (also called Cauchy strain). To define
relative tensors, we denote by �=�t(x, s) the
position at time s � t of the material point, which
is at x at time t. The relative tensors are defined in
the following way:

	 the relative deformation gradient Ft(s) =r�t(x, s),
	 the relative right Cauchy–Green tensor Ct(s) = FT

t (s)
Ft(s), and
	 the relative Finger tensor Ct(s)

�1.

Note that the rate of deformation tensor is obtained
as the time derivative of the relative Cauchy strain
tensor:

D¼ 1

2

@CtðsÞ
@s

js¼t
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Principle of Objectivity and Frame Invariance

A frame of reference is defined in the spacetime
E3 
R attached to the observer by giving a
chronology and a system of reference. The chron-
ology is a timescale, which will be assumed to be
the same for all observers. The system of reference
is a set of at least four points attached to a rigid
body (this is the observer), which are not
coplanar.

The constitutive equation needs to satisfy the
principle of frame invariance and of frame indiffer-
ence (or objectivity), which means that the equation
does not depend on rigid motions of the observer. In
the mathematical framework, it means that the
equation has to be invariant under a change of
orthonormal frame of reference x�= Q(t)x, where
Q(t) is an orthogonal tensor: the transformed
equation has to have the same expression, and also
to be frame indifferent. We define a scalar quantity
’, a vector field u, or a tensor field � , as being frame
indifferent if, under the change of variables
x�= Q(t)x, they satisfy the relations ’(x, t) =
’�(x, t), u(x, t) = Q(t)Tu�(x�, t), and �(x, t) = Q(t)T��

(x�, t)Q(t), respectively.
The velocity gradient ru is not frame indifferent,

but its symmetric part is. The vorticity, which is the
antisymmetric part W = (ru�ruT)=2 of the velo-
city gradient, satisfies the equation _W = QTW�Q�
QT _Q, where the dot denotes the convective deriva-
tive d=dt = @=@t þ (u � r).

Note that the convective derivative of a
scalar function ’ is frame indifferent, which
means that

@’

@t
þ ðu � rÞ’ ¼ @’

�

@t
þ ðu� � r�Þ’�

but the convective derivative of a vector or a tensor
is not frame indifferent.

It can be easily checked that the derivative

D0�

Dt
¼ d�

dt
þ �W �W� ½3�

of a (frame-indifferent) tensor � is frame indifferent,
which means that

D0�

Dt
¼ QTD�0��

Dt
Q

To obtain another frame-indifferent derivative of a
tensor � , we need to start with the expression [3], to
which we may add other terms containing frame-
indifferent quantities, for example, combinations of
� and D. A derivative which is often considered is
the Oldroyd derivative, as introduced by Oldroyd in
1958:

Da�

Dt
¼ d�

dt
þ �W �W� � aðD� þ �DÞ ½4�

where a is a real parameter, chosen in the interval
[�1, 1]. (This restriction on a is necessary for
viscometric reasons, and obtained when simple
flows, such as Couette or Poiseuille flows, are
studied.)

The case a = 1 corresponds to the upper convected
derivative, and the case a =�1 to the lower
convected derivative. The case a = 0 refers to the
corotational or Jaumann derivative. Derivatives
corresponding to cases a =�1, 0, or 1 might
actually be obtained by derivating � in a frame
fixed locally to the body of fluid, and which rotates
and/or deforms with the body. Moreover, we shall
see that the derivatives corresponding to a = 1 or �1
have very simple integral expressions.

Constitutive Equations

The constitutive equation of a non-Newtonian fluid
is a nonlinear relationship between the stress tensor
and objective variables depending on the flow, such
as the pressure, the rate of deformation, frame-
indifferent derivatives of such quantities, etc.

Analogously to the constitutive equation for an
incompressible Newtonian fluid, we may also write
the stress tensor in the form �=�pI þ � . The extra
stress tensor � could be either a function of objective
variables, which characterize the flow, or defined by
a differential equation or by an integral equation.
The point here is to model the fact that the fluid
might have some elasticity or some memory, or
might experience, for example, yield stress or
orientational properties.

Shear dependent viscosity fluids A very simple
generalization of the incompressible Newtonian
fluid consists in making the viscosity dependent on
the rate of deformation tensor, �= �(D). This
generalization has been introduced by O A Ladyz-
henskaya in 1970 and, if the function is chosen
properly, this model reproduces the behavior of
existing fluids, at least in certain parts of their flow.
For power-law fluids, the viscosity depends on the
second invariant ID = (1=2)tr D2 of the symmetric
tensor D (the first invariant tr D is zero because of
incompressibility), and reads as

�ðDÞ ¼ �0 þmIn�1
D ½5�

where �0 � 0, m > 0, and n � 0. If n = 1, we recover
the Newtonian case, whereas for n < 1 this equation
describes a shear thinning fluid, and for n > 1 a shear
thickening fluid. The power law is not valid for ID
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close to 0, so that the Carreau–Yasuda law is
preferred:

� � �1
�0 � �1

¼ 1þ ð�IDÞ2�
� �ðn�1Þ=ð2�Þ

½6�

where �0 is the zero-shear rate viscosity, �1 is the
infinite-shear rate viscosity, � a time constant, n a
dimensionless power-law index, n � 0, and � > 0 a
parameter (generally equal to 1 for a monomolecu-
lar polymer).

Oldroyd models and related models Oldroyd mod-
els are differential models built with one of the
Oldroyd derivatives, and are very commonly used
for polymer solutions or melts. The stress tensor is
given as a solution of a differential equation in the
following way:

� þ �1
Da�

Dt
þ gð�;DÞ ¼ 2� Dþ �2

DaD

Dt

� �
½7�

where �1 > 0 is a relaxation time, �2 is a retardation
time, 0 � �2 < �1, and g(� , D) is a tensor-valued
function, constrained to certain restrictions due to
objectivity, and which is at least quadratic.

The Johnson–Segalman model has g = 0, and �1 �
a � 1. Other models of differential type often
suppose the parameter a to be 1, because it has
been noticed that with a close to 1 the model is able
to reproduce some experimental behavior, whereas
for a =� 1 or close to �1, the model does not work
at all. Among the models with a = 1, the following
ones are fairly popular: the model of Phan-Thien and
Tanner has g(� , D) =�� tr � , where � is a constant;
this model can be generalized by defining g(� , D) =
��2 þ 	� ,� and 	 being functions of the trace of �
and of its determinant; the model of Giesekus is the
particular case where � is a constant and 	= 0. The
Oldroyd eight-constant model is given by

gð�;DÞ ¼ 
0ðtr �ÞDþ �1 trð�DÞ I
þ 
2D2 þ �2 trðD2Þ I

where 
0, �1,
2, and �2 are constants.
In [7], the limit case �2 = 0 corresponds to

Maxwell’s type models, where there is no New-
tonian viscosity, while the case �2 > 0 corresponds
to the Jeffreys’ type models. The cases where a = 1
and g = 0, are often considered in mathematical or
numerical studies: this is the upper convected
Maxwell (UCM) model for �2 = 0, and the Oldroyd
B model for �2 > 0.

The parameters �1,�2, and � might also depend
on ID: such a model where the upper convected
derivative (a = 1) is chosen is referred to as the
White–Metzner model, and reads as follows:

� þ �I
D1�

Dt
¼ 2 �IDþ �1 Dþ �I

D1D

Dt

� �� �

where �1 is also the Newtonian viscosity.

Integral equations Other constitutive equations for
viscoelastic fluids include integral equations. Actu-
ally, some differential equations have integral
counterparts: this is the case for the differential
equations associated with the upper or lower
convected frame-indifferent derivatives. For the
upper convected derivative (a = 1), the extra stress
is given by the integral expression

�ðx; tÞ ¼ 2�
�2

�1
Dðx; tÞ þ 2�

�1 � �2

�2
1



Z t

�1
e�ðt�sÞ=�1ðrXxÞDðX; sÞðrXxÞT ds

where X is the position, at time s, of the point which
is at x at time t. A similar expression might be
obtained for the lower convected derivative.

A very common integral equation is the K–BKZ
equation (introduced independently by Kaye and
Bernstein, Kearsley, and Zapas in 1962–63). In a
simplified form, the extra-stress tensor is given as
the integral of a combination of the relative Cauchy
strain tensor Ct and its inverse:

�ðx; tÞ ¼ 2

Z t

�1
Gðt � sÞ @WðI1; I2Þ

@I1
C�1

t ðsÞ
�

� @WðI1; I2Þ
@I2

CtðsÞ
�
ds

where I1 = tr C�1
t (s) and I2 = tr Ct(s). The function G

is a given kernel, and W a given scalar potential.
The upper convected Maxwell model is obtained
from the K–BKZ model by setting W(I1, I2) = I1 and
G(s) = (�1�2=2) e��1s.

Models issued from kinetic theories or micro–macro
models Polymeric fluids could also be modeled by
coupling a macroscopic viewpoint – the one of
continuum mechanics, as described above – and
a microscopic viewpoint. A polymer is, in general,
made of long chains of molecules. Rather than trying to
represent the polymer behavior by a sophisticated
constitutive equation, one describes the mean behavior
of the molecules by using their microscopic description.

To take an example, we consider a dilute solution
of polymer, where each chain of polymer is modeled
as a collection of dumbbells, each of them consisting
of two beads connected by a spring. The configura-
tion of the spring, namely its length and orientation,
is described by a random vector field Q 2 R3. The
dumbbells are convected and stretched by the flow.
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The probability  (x, Q, t) dQ of finding a dumbbell
with a configuration Q at (x, t) is governed by a
Fokker–Planck equation:

d 

dt
þ divQððruÞQ Þ

¼ 2

�
divQððrQWÞ Þ þ

2kT

�
�Q 

where � is the friction coefficient of the dumbbell
beads, T the temperature, and k the Planck constant,
and W the spring potential. The extra stress is given
by the constitutive equation

� ¼ �
Z
ðrQW �QÞ ðx;Q; tÞ dQ

The simplest potential is the linear one (also called
Hookean potential) W(Q) = HjQj2, where jQj is
the length of Q, and H the elasticity constant.
In fact, in the case of the Hookean potential, this
set of equations is equivalent to the Oldroyd B
model. Another potential corresponds to finitely
extendable nonlinear elastic (FENE) chain of
dumbbells,

WðQÞ ¼ �HQ2
0

2
log 1� jQj

2

Q2
0

 !

for jQj � Q0, and gives the FENE model, for which
there is no macroscopic constitutive equation known.

We have only made here a short incursion in these
micro–macro models: research is in progress, both
analytical and numerical (Öttinger 1996, Suen et al.
2002, Keunings 2004).

Liquid crystals and polymeric liquid crystals As an
example, we present the constitutive equations for a
uniaxial nematic liquid crystal.

In the theory of Leslie and Ericksen, established in
the 1960s and the 1970s, the stress tensor is given as
a function of the orientation unit vector n, through
the Oseen–Frank elastic energy,

2Wðn;rnÞ ¼
1ðdivnÞ2 þ 
2ðn � curl nÞ2

þ 
3jn
 curl nj2

where 
1 > 0,
2 > 0, and 
3 > 0 are the three basic
modes (splay, twist, and bend, respectively). The extra
stress tensor is precisely given by the relation

� ¼� ðrnÞT @W
@rn

þ �1ðn �DnÞn� n

þ �2N � nþ �3n�N

þ �4Dþ �5Dn� nþ �6n �

where N = _n�Wn is the corotational derivative of
the director, and �i, i = 1, . . . , 6, the six Leslie
viscosity coefficients.

The director satisfies a differential equation
derived from continuum mechanics,

�1€n ¼ Gþ gþ div�

where �1 is the moment of inertia per unit volume,
G the external director body force (torque per unit
volume), � the director stress tensor, and g the
intrinsic director body force. Precisely,

g ¼ �n� ðrnÞ	 � @W
@n
� �1N � �2Dn

� ¼ n� 	 þ @W
@rn

where 	 is a Lagrange multiplier vector, and �=
��2=�1 is the reactive parameter, with �1 =�3 � �2

the rotational viscosity, and �2 =�6 � �5 =�3 þ �2

the irrotational torque coefficient.
Polymeric liquid crystals might have other variables

entering in the modeling, such as order parameters,
order tensors, etc.

Because of the complexity of modeling, most
studies concern either very simple flows, such as
Couette or Poiseuille flows, or steady flows, or
flows for which the coefficients satisfy specific
relationships.

Reports about earlier studies, theoretical as well
as numerical, can be found in Coron et al. (1991),
and references therein. The study of polymeric liquid
crystals, or of the smectic phase of liquid crystals is
at its very early stage and one could look into it in
specialized journals, such as the Journal of Non-
Newtonian Fluid Mechanics, or see Liquid Crystals.

Yield stress fluids Bingham materials have the
property of flowing only when the stress magnitude
is greater than a critical value, and being a solid
otherwise. Precisely, in the simplest and the most
widely used model, the Bingham model, the extra
stress tensor � is given by the relations

� ¼ 2�Dþ ��
D

ID
if ID 6¼ 0

j� j � �� if ID¼ 0

½8�

where �� > 0 is the yield limit. The Bingham model
is generalized in taking the viscosity � to be a
function of the shear stress: � is given by the
relation

� ¼ 1þ 2
��
ID

� �1=2
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for the Casson law, and by the power law [5] for the
Herschel–Bulkley model.

The mathematical study was started by Duvaut
and Lions (1976), and regained interest recently
(Malek and Rajagopal 2005), especially in relation
with other recent studies in polymeric liquids.

Theoretical and Numerical Problems
for Viscoelastic Flows

The mathematical study of viscoelastic fluid flows
amounts to studying systems of partial differential
equations, which all include either the incompres-
sible Euler equation or the incompressible Navier–
Stokes equation as particular cases. In particular, it
means that the results obtained from such a study
are similar to the ones obtained for Euler or Navier–
Stokes equations, and, because of the complexity of
the system, the results are expected to be qualita-
tively as good, actually more often less good, than
for these equations. For example, the existence of
weak three-dimensional solutions to the Navier–
Stokes system is known, while for non-Newtonian
flows, this result will be true only in very specific
cases. Moreoever, when a result is not known for
the Navier–Stokes problem, such as the uniqueness
of solution for all data in a three-dimensional
problem, there is no hope something similar could
be proved for non-Newtonian fluid flows.

As an example, we consider the case of Johnson–
Segalman fluids, which are described by constitutive
equation [7] with g = 0. Recall that the limit case
�2 = 0 corresponds to the purely elastic case, and
�2 =�1 to the purely Newtonian case. Equation [7]
is coupled with the equations of motion:

�
du

dt
þrp ¼ div � þ f

div u ¼ 0

½9�

Equations [7] and [9] have to be solved in the
domain of the flow, which might be the whole
space R3 (or R or R2 in case of symmetries), or a
domain �, bounded or not, in Rn, n = 1, 2, or 3.
These equations are supplemented by appropriate
boundary conditions and initial conditions for the
velocity u and the extra stress � (no boundary
condition on � is needed if the homogeneous
nonslip boundary condition u = 0 is chosen).

We first make explicit the Newtonian contribu-
tion to the stress by setting � = � s þ �p and
� s = 2�sD. The differential equation for �p is then

�p þ �1
Da�

p

Dt
¼ 2�pD

where �p = (1� �2=�1)� is the so-called polymeric
viscosity, �s = (�2=�1)� the so-called Newtonian
viscosity (or solvent viscosity).

We then use nondimensional variables, so as to
make explicit the characteristic parameters, which
the flow depends on. The non-Newtonian fluid
considered in this model will always be homoge-
neous: its density � is a constant independent of x
and t. The dimensional variables are now asterisked.
We define quantities which are characteristic of the
flow: a length L, a velocity magnitude U, a stress
magnitude T, a force magnitude F, and a pressure P.
We operate the change of variables and functions
x = x�=L, u = u�=U, t = Ut�=L, and also introduce the
nondimensional functions

� ¼ �
�

T
; p ¼ p�

P
; f ¼ f �

F

After choosing the parameters T, P, and F in
an appropriate way, namely T = P = �U=L, and
F = �U=L2, we obtain the following system

Re
du

dt
þrp ¼ ð1� !Þ�uþ div � þ f

div u ¼ 0

We
Da�

Dt
þ � ¼ 2!D

½10�

Here the three nondimensional parameters which
the flow depends on are the usual Reynolds number
Re = �0UL=� and two other numbers: the Weissen-
berg number We =�U=L measures the elasticity per
unit time (sometimes also called the Deborah
number), and the parameter != �p=� is the ratio of
elastic viscosity to total viscosity (!= 0 corresponds
to the Newtonian case, while != 1 corresponds to
the purely elastic case).

System [10] couples a transport equation (the
equation for the stress �), and either a Navier–
Stokes type equation when ! < 1, or a Euler type
equation when != 1 (for the velocity u). This
system is not hyperbolic, parabolic, or elliptic.

Maxwell’s type models (!= 1) display two striking
phenomena. First, the Cauchy problem (with initial
data) can present Hadamard instabilities, that is,
instabilities to short waves. It means, in particular, that
the Cauchy problem is not well posed in any good class
but analytic. Moreover, the partial differential system
for Maxwell’s type steady flows may experience a
change of type, analogous to the situation in gas
dynamics, if the ‘‘Mach number’’ Re We is larger than 1.

Jeffreys’ type models (! < 1), because of the
presence of a Newtonian viscosity, do not exhibit
such phenomenon, but their study does not enter in
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the theory of parabolic equations either, the type of
the system being composite.

Problems of interest for rheologists, as well as for
mathematicians, include in particular the high
Weissenberg asymptotics, the high Weissenberg
boundary layers, the singularity of flows near a
reentrant corner, and the stability of flows.

We give a few details about stability questions.
Instabilities are seen in experimental extrusion of
melted polymers from a pipe: melt fracture designates
different phenomena appearing at different stages of
the experiment, when the speed of the extrusion is
increased, such as sharkskin instability, slight distor-
tions of the extrudate, large distortions and wavyness
of the extrudate. One may distinguish two kinds of
instabilities. First, constitutive instabilities are asso-
ciated with nonmonotonicity of constitutive functions
and loss of evolutionary property of the equations of
motion. Other kinds of instabilities are close to
classical hydrodynamic instabilities at increasing Re.
Note that in viscoelastic flows the Re is usually very
small, and might even be set to zero in some studies.

Other mathematical questions for system [10]
include existence of weak solutions (for the very
special case of Oldroyd model with the Jaumann
derivative where (a = 0) in [5]), existence of regular
solutions defined on some time interval, depending
on the magnitude of the data, and existence of
regular solutions for all times. Other studies concern
the existence, uniqueness, and stability of steady
solutions. Another field of study is the numerical
simulation of such flows.

In summary, there have been numerous computa-
tions made in the field of steady or unsteady viscoelastic
fluids, and especially models using continuum
mechanics. Standard test problems include the cavity-
driven flow, flows inside a 4 : 1 contraction, extrusion
flows, flows between eccentric cylinders, and flows in
‘‘wiggly’’ pipes. As mentioned already, the type of the
sytem of partial differential equations is composite,
neither elliptic nor hyperbolic. The numerical codes
have to take into account the precise nature of the set of
partial differential equations, so as to be able to obtain
noncatastrophic results. One of the main challenges has
been to deal with the high-We problem: with increasing
We, the results would become totally incoherent, and
the numerical algorithms would diverge.

Nowadays, with the power of computers increasing,
molecular simulations of flows are proposed, using the
macro–micro modeling mentioned above. Also, simula-
tions of flows of colloidal suspensions and reacting
flows have been undertaken with success.

See also: Compressible Flows: Mathematical Theory;
Fluid Mechanics: Numerical Methods; Incompressible
Euler Equations: Mathematical Theory; Interfaces and
Multicomponent Fluids; Inviscid Flows; Liquid Crystals;
Newtonian Fluids and Thermohydraulics; Partial
Differential Equations: Some Examples; Stability of
Flows; Stochastic Hydrodynamics; Viscous
Incompressible Fluids: Mathematical Theory.
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Introduction

Classical fields that enter a classical field theory
provide a mapping from the ‘‘base’’ manifold on
which they are defined (space or spacetime) to a
‘‘target’’ space over which they range. The base and
target spaces, as well as the map, may possess
nontrivial topological features, which affect the
fixed-time description and the temporal evolution of
the fields, thereby influencing the physical reality that
these fields describe. Quantum fields of a quantum
field theory are operator-valued distributions whose
relevant topological properties are obscure. Never-
theless, topological features of the corresponding
classical fields are important in the quantum theory
for a variety of reasons: (1) Quantized fields can
undergo local (spacetime-dependent) transformations
(gauge transformations, coordinate diffeomorphisms)
that involve classical functions whose topological
properties determine the allowed quantum field
theoretic structures. (2) One formulation of the
quantum field theory uses a functional integral over
classical fields, and classical topological features
become relevant. (3) Semiclassical (WKB) approxi-
mations to the quantum theory rely on classical
dynamics, and again classical topology plays a role in
the analysis.

Topological effects of gauge fields in quantum
theory were first appreciated by Dirac in his study of
the quantum mechanics for (hypothetical) magnetic
point monopoles. Although here one is not dealing
with a field theory, the consequences of his analysis
contain many features that were later encountered in
field theory models.

The Lorentz equations of motion for a charged (e)
massive (M) particle in a monopole magnetic field
(B = mr=r3) are unexceptional,

_r ¼ p

M
½1a�

_p ¼ e

M
p� B ðc ¼ 1Þ ½1b�

and completely determine classical dynamics. But
knowledge of the Lagrangian L and of the action
I – the time integral of L: I =

R
dt L – is further

needed for quantum mechanics, either in its func-
tional integral formulation or in its Hamiltonian

formulation, which requires the canonical momen-
tum p � @L=@ _r. The Lorentz-force action
is expressed in terms of the vector potential
A, B = �� A: ILorentz = e

R
dt _r � A = e

R
dr � A. The

magnetic monopole vector potential is necessarily
singular because � � B = 4�m�3(r) 6¼ 0. The singular-
ity (Dirac string) can be moved, but not removed, by
gauge transformations, which also are singular, and
do not leave the Lorentz action invariant. Noninvar-
iance of the action can be tolerated provided its
change is an integral multiple of 2�, since the
functional integrand involves exp (iI) (with �h = 1).
The quantal requirement, which is not seen in the
equations of motion, is met when

eg ¼ N=2 ½2�

The topological background to this (Dirac) quanti-
zation condition is the fact that �1 (U(1)) is the
group of integers, that is, the map of the unit circle
into the gauge group, here U(1), is classified by
integers.

Further analysis shows that only point magnetic
sources can be incorporated in particle quantum
mechanics, which is governed by the particle
Hamiltonian H = p2=2M (magnetic fields do no
work and are not seen in H). Quantum Lorentz
equations are regained by commutation with
H: _r = i[H, r], _p = i[H, p], provided

i½ri; rj� ¼ 0 ½3a�

i½pi; rj� ¼ �ij ½3b�

i½pi; pj� ¼ �e"ijkBk ½3c�

But [3c] implies that the Jacobi identity is obstructed
by magnetic sources � � B 6¼ 0.

1
2"

ijk½pi; ½pj; pk�� ¼ e � � B ½4�

This obstruction is better understood by examin-
ing the unitary operator U(a) � exp (ia � p), which
according to [3b] implements finite translations
of r by a. The commutator algebra [3] and
the failure of the Jacobi identity [4] imply
that these operators do not associate. Rather one
finds

Uða1ÞðUða2ÞUða3ÞÞ ¼ ei�ðUða1ÞUða2ÞÞUða3Þ ½5�

where � = e
R

d3x � �B is the total flux emerging
from the tetrahedron formed from the three vectors
ai with vertex at r (see Figure 1). But quantum
mechanics realized by linear operators acting on a
Hilbert space requires that operator multiplication

568 Nonperturbative and Topological Aspects of Gauge Theory



be associative. This can be achieved, in spite of [5],
provided � is an integral multiple of 2�, hence
invisible in the exponent. This then needs that (1)
� �B be localized at points, so that the volume
integral of � �B retain integrality for arbitrary ai

and (2) the strengths of the localized poles obey
Dirac quantization. The points at which � �B is
localized can now be removed from the manifold
and the Jacobi identity is regained. The above
argument, which rederives Dirac’s quantization,
makes no reference to gauge variance of magnetic
potentials.

In the remainder we shall discuss related phenom-
ena for selected gauge field theories in four, three,
and two dimensions that describe actual physical
events occurring in nature. We shall encounter in
generalized form, analogs to the above quantum
mechanical system.

Some definitions and notational conventions:
Nonabelian gauge potentials Aa

� carry a spacetime
index (�) (metric tensor g�� = diag(1,�1, . . . )) and
an adjoint group index (a). When contracted with
anti-Hermitian matrices Ta that represent the
group’s Lie algebra (structure constants fab

c)

½Ta;Tb� ¼ fab
cTc ½6�

they become Lie algebra-valued.

A� � Aa
�Ta ½7�

Gauge transformations transform A� by group
elements U:

A� ! AU
� � U�1A�U þU�1@�U ½8a�

For infinitesimal gauge transformations, U � I þ �,
� � �aTa; this leads to the covariant derivative D�:

A� ! A� þ @��þ ½A�; �� � A� þD��

Aa
� ! Aa

� þ @��a þ fbc
a Ab

� �
c � Aa

� þ ðD��Þa
½8b�

(In a quantum field theory, A� becomes an operator
but the gauge transformations U,� remain c-number
functions.) The field strength F�� given by

F�� ¼ @� A� � @� A� þ ½A�;A�� ½9a�

is also given by

½D�;D�� . . . ¼ ½F��; . . .� ½9b�

(coupling strength g has been scaled to unity). The
definition [9] implies the Bianchi identity

D�F�! þD!F�� þD� F!� ¼ 0 ½10�

Here F�� is gauge covariant

F�� ! F��
U ¼ U�1 F�� U ½11a�

or, infinitesimally,

F�� ! F�� þ ½F��; �� ½11b�

In the gauge invariant Yang–Mills action IYM, the
Yang–Mills Lagrange density LYM is integrated over
the base space,

LYM ¼ 1
2 tr F�� F��

IYM ¼
Z
LYM ¼

1

2

Z
tr F��F��

½12�

The trace is evaluated with the convention

tr Ta Tb ¼ �1
2 �ab ½13�

and henceforth there is no distinction between upper
and lower group indices. The Euler–Lagrange condition
for stationarizing IYM gives the Yang–Mills equation

D� F�� ¼ 0 ½14a�

Should sources J� be present, [14a] becomes

D� F�� ¼ J� ½14b�

and J� must be covariantly conserved:

D�J
�¼D�D�F�� ¼ �1

2½D�;D��F��

¼� 1
2½F��; F

�� � ¼ 0 ½15�

All this is a nonabelian generalization of familiar
Maxwell electrodynamics.

Gauge Theories in Four Dimensions

Gauge theories in four-dimensional spacetime are at
the heart of the standard particle physics model.
Their topological features have physical conse-
quences and merit careful study.

r
a1

a2

a3

Figure 1 Tetrahedron pierced by magnetic flux that obstructs

associativity.
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Yang–Mills Theory

In four dimensions, we define nonabelian electric Ea

and magnetic Ba fields,

Eia ¼ F a
0i; Bia ¼ �1

2 "
ijkFa

jk ½16�

Canonical analysis and quantization is carried out in
the Weyl gauge (Aa

0 = 0), where the Lagrangian and
Hamiltonian (energy) densities read

LYM ¼ 1
2ðE

a � Ea � Ba � BaÞ ½17�

HYM ¼ 1
2ðE

a � Ea þ Ba � BaÞ ½18�

The first term is kinetic, with Ea =�@tA
a also

functioning as the (negative) canonical momentum
pa, conjugate to the canonical variable Aa; the
second magnetic term gives the potential. In the
Weyl gauge, the theory remains invariant against
time-independent gauge transformations. The time
component of equation [14] (Gauss law) is absent
(because there is no Aa

0 to vary); rather it is imposed
as a fixed-time constraint on the canonical variables
Ea and Aa. This regains the Gauss law:

ðD � EÞa ¼ 0 ðin the absence of sourcesÞ ½19a�

In the quantum theory D � E annihilates ‘‘physical’’
states. Explicitly, in a functional Schrödinger repre-
sentation, where states are functionals of the canonical
fixed-time variable Aj�i!�(A), [19a] requires

D � �
�A

� �a

�ðAÞ ¼ 0 ½19b�

that is, physical states must be invariant against
infinitesimal gauge transformation, or equivalently,
against gauge transformations that are homotopic
(continuously deformable) to the identity (the so-called
‘‘small’’ gauge transformations)

�ðAþD�Þ ¼ �ðAÞ ½20�

But homotopically nontrivial gauge transformation
functions that cannot be deformed to the identity
(the so-called ‘‘large’’ gauge transformations) may
be present. Their effect is not controlled by Gauss’
law, and must be discussed separately.

Fixed-time gauge transformation functions
depend on the spatial variable r : U(r). For a
topological classification, we require that U tend to
a constant at large r. Equivalently, we compactify
the base space R3 to S3. Thus, the gauge functions
provide a mapping from S3 into the relevant gauge
group G, and for nonabelian compact gauge groups
such mappings fall into disjoint homotopy classes

labeled by an integer winding number
n: �3(G) = Z. Gauge functions Un belonging to
different classes cannot be deformed into each
other; only those in the ‘‘zero’’ class are deformable
to the identity. An analytic expression for the
winding number !(U) is

!ðUÞ

¼ 1

24�2

Z
d3x "ijktrðU�1@iUU�1@jUU�1@kUÞ ½21�

This is a most important topological entity for
gauge theories in four-dimensional spacetime, that is,
in 3-space, and we shall meet it again in a description
of gauge theories in three-dimensional spacetime,
that is, on a plane. Various features of ! expose its
topological character: (1) ! (U) does not involve a
metric tensor, yet it is diffeomorphism invariant.
(2) !(U) does not change under local variations of U:

�!ðUÞ ¼ 1

8�2

Z
d3x@i"

ijktrðU�1�UU�1@jUU�1@kUÞ

¼ 1

8�2

Z
dSi "ijktrðU�1�UU�1@jUU�1@kUÞ

¼0 ½22�

The last integral is over the surface (at infinity)
bounding the base space and vanishes for localized
variations �U. In fact, the entire ! (U), not only its
variation, can be presented as a surface integral, but
this requires parametrizing the group element U on
R3. For example, for SU(2),

U ¼ exp �; � ¼ �a�a=2i ðs � Pauli matricesÞ

! ðUÞ ¼ 1

16�2

Z
dSi "ijk"abc�̂

a@j�̂
b@k�̂

cðsin j�j � j�jÞ

j�j �
ffiffiffiffiffiffiffiffiffiffi
�a�a
p

; �̂a � �a=j�j ½23�

Specifically, with j�j �!
r!1 2�n (so that U�!

r!1 �I),
!(U) =� n. As befits a topological entity, !(U) is
determined by global (here large distance) properties
of U.

Since all gauge transformations, small and large,
are symmetry operations for the theory, [20] should
be generalized to

�ðAUnÞ ¼ ein��ðAÞ ½24�

where � is an universal constant. Thus, Yang–Mills
quantum states behave as Bloch waves in a periodic
lattice, with large gauge transformations playing the
role of lattice translations and the Yang–Mills vacuum
angle � playing the role of the Bloch momentum. This
is further understood by noting that the profile of the
potential energy density, 1

2 Ba � Ba possesses a periodic
structure symbolically depicted in Figure 2.
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Thanks to Gauss’ law, potentials A that differ by
small gauge transformations are identified, while
those differing by large gauge transformations give
rise to the periodicity. Zero energy troughs corre-
spond to pure gauge vector potentials in different
homotopy classes n: A =�U�1

n �Un.
The � angle (Bloch momentum) arises from

quantum tunneling in A space. Usually, in field
theory tunneling is suppressed by infinite energy
barriers. (This gives rise to spontaneous symmetry
breaking.) However, in Yang–Mills theory there are
paths in field space that avoid such barriers.
Quantum tunneling paths are exhibited in a semi-
classical approximation by identifying classical
motion in imaginary time (Euclidean space) that
interpolates between classically degenerate vacua
and possesses finite action.

In Yang–Mills theory, continuation to imaginary
time, x0! ix4, places a factor of i on Ea. Zero
(Euclidean) energy is maintained when Ea =�Ba, or
with covariant notation in Euclidean space,

1
2 "

��	
F	
 � 	F�� ¼ �F�� ½25�

Euclidean finite action field configurations that
satisfy [25] are called self-dual or anti-self-dual
instantons. By virtue of the Bianchi identity [10],
instantons also solve the field equation [14a] in
Euclidean space. Since the Euclidean action may also
be written as

IYM ¼
1

4

Z
d4x trðF�� � 	F��ÞðF�� � 	F��Þ


 1

2

Z
d4x tr	F��F�� ½26�

and the first term vanishes for instantons, we see
that instantons are characterized by the last term,
the Chern–Pontryagin index,

P � � 1

16�2

Z
d4x trð	F�� F��Þ

¼ � 1

32�2

Z
d4x "��	
 trðF	
F��Þ ½27�

This again is an important topological entity:

1. The diffeomorphism invariant P does not involve
the metric tensor.

2. P is insensitive to local variations of A�,

�P ¼ � 1

8�2

Z
d4x trð	F���F��Þ

¼ � 1

4�2

Z
d4x trð	F��D��A�Þ

¼ 1

4�2

Z
d4x trðD�

	F���A�Þ ¼ 0 ½28�

3. P may be presented as a surface integral owing to
the formula

1
4 tr	F��F�� ¼ @�K� ½29�

K� � "��	
 tr 1
2A	@
A� þ 1

3A	A
A�

� �
½30�

where K� is the Chern–Simons current,

P ¼ � 1

4�2

Z
dS�K� ½31�

The integral [31] is over the base space boundary,
S3. The Chern–Pontryagin index of any gauge field
configuration with finite (Euclidean) action (not
only instantons) is quantized. This is because finite
action requires F�� to vanish at large distances;
equivalently, A�!U�1@�U. Using this in [30]
renders [31] as

P ¼ 1

24�2

Z
dS�"

�	
�

� trðU�1@	UU�1@
UU�1@�UÞ ½32�

which is the same as [20] and, for the same reason,
is given by an integer [�3(G) = Z]. Alternatively, for
instantons in the (Euclidean) Weyl gauge (A4 = 0),
which interpolate as x4 passes from �1 to þ1
between degenerate, classical vacua Ai = 0 and
Ai =�U�1riU, P becomes

P ¼ 1

4�2

Z
dx4 d3x ð@4K4 þ � �KÞ

¼ 1

4�2

Z
d3x K4 jx4¼1

¼ 1

24�2

Z
d3x "ijk trðU�1@iUU�1@jUU�1@UÞ

¼ !ðUÞ ½33�
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Figure 2 Schematic for energy periodicity of Yang–Mills fields.
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We have assumed that the potentials decrease at
large arguments sufficiently rapidly so that the
gradient term in the first integrand does not
contribute. This rederivation of [32] relies on the
‘‘motion’’ of an instanton between vacuum config-
urations of different winding numbers.

An explicit 1-instanton SU(2) solution (P= 1) is

A� ¼
�2i

ðx� �Þ2 þ 
2
���x

� ½34�

(Upon reinserting the coupling constant g, which
has been scaled to unity, the field profiles acquire
the factor g�1.) In [34], ��� � (1/4i)(�y��� �
�y���),�� � (�i�, I). � is the ‘‘location’’ of the
instanton, 
 is its ‘‘size,’’ and there are three more
implicit parameters fixing the gauge, for a total of
eight parameters that are needed to specify a single
SU(2) instanton. One can show that there exist N
instanton/anti-instanton solutions (P= N=�N) and
in SU(2) they depend on 8N parameters. From [26]
we see that at fixed N, instantons minimize the
(Euclidean) action. Explicit formulas exist for the
most general N = 2 solution, while for N � 3
explicit formulas exhibit only 5N þ 7 parameters.
But algorithms have been found that construct
the most general 8N-parameter instantons. The
1-instanton solution is unchanged by SO(5)
rotations, the maximal compact subgroup of the
SO(5, 1) conformal invariance group for the
Euclidean 4-space Yang–Mills equation [14a].

The Chern–Pontryagin index also appears in the
Yang–Mills quantum action, for the following
reason. Since all physical states respond to gauge
transformations Un with the universal phase n�
[24], physical states may be presented in factorized
form,

�ðAÞ ¼ ei�WðAÞ��ðAÞ ½35�

where �(A) is invariant against all gauge transfor-
mations, small and large, while the phase response is
carried by W(A),

WðAUnÞ ¼WðAÞ þ n ½36�

An explicit expression for W(A) is given by
�(1/4�2)

R
d3x K0, where K0 is the time (fourth)

component of K�, with dependence on the fourth
variable suppressed, that is, K0 is defined on 3-space,

WðAÞ ¼ � 1

4�2

Z
d3x"ijk tr 1

2Ai@jAkþ 1
3AiAjAk

� �
½37�

The gauge transformation properties of W(A) are

WðAUÞ

¼WðAÞ þ 1

8�2

Z
d3x "ijk@i trð@jUU�1AkÞ

þ 1

24�2

Z
d3x "ijktrðU�1@iU U�1@jU U�1@kUÞ

½38�

The middle surface term does not contribute for
well-behaved A; the last term is again !(U), the
winding number of the gauge transformation U.
Thus, [36] is verified.

The universal gauge-varying phase ei�W(A), which
multiplies all gauge-invariant functional states, may
be removed at the expense of subtracting from the
action

�

Z
d4x @tWðAÞ ¼ �

�

4�2

Z
d4x @tK

0 ¼ �P

(as in [33]). Thus, the Yang–Mills quantum action
extends [12] to

IYM
quantum ¼

Z
d4x tr

1

2
F��F�� þ

�

16�2
	F��F��

� �
½39�

The additional Chern–Pontryagin term in [35]
does not contribute to equations of motion, but it is
needed to render all physical states invariant against
all gauge transformations, large and small. With this
transformation, one sees that the �-angle is a
Lorentz invariant, but CP noninvariant effect.
Evidently, specifying a classical gauge theory
requires fixing a group; a quantized gauge theory is
specified by a group and a �-angle, which arises
from topological properties of the gauge theory. The
energy eigenvalues depend on �, and distinct �’s
correspond to distinct theories.

Note that the reasoning leading to [24] and [39]
relies on exact quantum-mechanical arguments,
while the instanton-based tunneling discussion is
semiclassical.

Adding Fermions

When fermions couple to the gauge fields, the
previously described topological effects are modified
by action of the chiral anomaly. Dirac fields, either
noninteracting but quantized, or unquantized but
interacting with a gauge potential through a
covariantly conserved current J�a , LI =�J�a Aa

�, also
possess a chiral current j�5 = � ���5 , which satisfies

@� j�5 ¼ 2m i � �5  ½40�
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Here m is the mass, if any, of the fermions. j�5 is
conserved for massless fermions, which therefore
enjoy a chiral symmetry:  ! ei	�5 . However,
when the interacting fermions are quantized, there
arises correction to [40]; this is the chiral anomaly:

@� j�5
� �

A
¼ 2imh � �5 iA þ C 	F�� aFa

�� ½41�

C is determined by the fermion quantum numbers
and coupling strengths. (For a single charged (e)
fermion and a U(1) gauge potential, C = e2=8�2.)
h j iA signifies the fermionic vacuum matrix element
in the presence of A�. The modified equation [41]
indicates that even in the massless limit chiral
symmetry remains broken due to the anomaly,
which arises with quantized fermions.

j�5
� �

A
may also be presented as

j�5
� �

A
¼ tr �5�

�h � iA ½42�

In Euclidean space h � iA is the coincident-point
limit of the resolvent R(x, y;�) for the Dirac
equation,

Rðx; y;�Þ ¼
X
�

 �ðxÞ y�ðyÞ
�þ i�

½43�

Here  � is an eigenfunction of the massless,
Euclidean Dirac operator in the presence of the
gauge field A�,

i �� ð@� þ A�Þ � ¼ � � ½44�

The coincident-point limit is singular, so R must be
regulated: R! R� RReg (we do not specify the
regularization procedure). It then follows that

@�hj�5i¼ 2i�
X
�

 y�ðxÞ�5  �ðxÞ
�þ i�

� tr �5 �
�@�RReg

¼ 2i�
X
�

 y�ðxÞ�5 � ðxÞ
�þ i�

þ C 	F�� aFa
�� ½45�

The first term on the right-hand side is the (Euclidean
space) analog of the mass term in [40] or [41], while
the second survives even after the regulators are
removed, giving the anomaly tr 	F��F��.

The anomaly formula [41], or more explicitly
[45], is also the local form of the Atiyah–Singer
index theorem, which follows after [45] is integrated
over all space: The left-hand side integrates to zero.
The integral of the first term on the right-hand side,R

dx 	� �5 �, vanishes for � 6¼ 0 by orthogonality,
because �5 � is an eigenfunction of [44] with
eigenvalue ��. Only zero modes contribute to the �
sum since these can be chosen to be eigenfunctions
of �5, n� of them satisfying  0 =��5 0. For a single
multiplet, the normalizations work out so that

nþ � n� ¼
1

16�2

Z
d4x tr 	F��F�� ½46�

The result that the (signed) number of zero modes is the
Chern–Pontryagin index is an instance of the Atiyah–
Singer theorem. (In specific applications, one can
frequently show that nþ or n� vanishes.) It, therefore,
follows that in the background field of instantons, the
Euclidean Dirac equation possesses zero modes.

Another viewpoint on the chiral anomaly arises
within the functional integral formulation, where the
exponentiated action is constructed from unquantized
fields, over which the functional integration is
performed. Here the classical action retains chiral
symmetry  ! ei	�5 , but the Grassmann fermion
measure d d � , once it is properly regularized, looses
chiral invariance and acquires the anomaly,

d d � ! d d � exp iC

Z
d4x	tr 	F��F�� ½47�

Evidently, the chiral anomaly involves the gauge-
theoretic topological entity, the Chern–Pontryagin
density. Not unexpectantly, the anomaly phenom-
enon affects significantly the topological properties
of the gauge theory that are connected to P and
were described previously.

When there is (at least) one massless fermion
coupling to the Yang–Mills fields, the Yang–Mills
�-angle looses physical relevance. This is because a
chiral transformation that redefines the massless
Dirac field does not modify the classical action, but
owing to the chiral noninvariance of the functional
measure, [47], an anomaly term is induced in the
(effective) quantum action. The strength of this
induced term can be fixed so that it cancels the
�-term in [39]. Since field redefinition cannot affect
physics, the elimination of the �-term indicates that it
had no physical relevance in the first place. In
particular, energy eigenvalues no longer depend on �.

An alternate argument for the same conclusion is
based on the functional determinant that arises
when the functional integral is performed over the
massless Dirac field: det [��(@� þ A�)]. The semi-
classical tunneling analysis of the �-angle is based on
instantons, but in the presence of instantons the
Dirac equation has a zero mode [46]. Consequently
the determinant vanishes, tunneling is suppressed
and so is the �-angle.

However, in the standard model for particle
physics, there are no massless fermions, so the
presence of the �-angle entails the following physical
consequences. The tunneling amplitude � in leading
semiclassical approximation is determined by the
Euclidean action, namely the continuation of iIYM in
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[39] to imaginary time. This results in the same
expression except that the topological �-term
acquires a factor of i. Only the 1-instanton and
anti-instanton give the dominant contribution,

� / cos � e�8�2=g2 ½48�

where the coupling constraint g has been reinserted;
the proportionality constant has not been computed,
owing to infrared divergences. (Higher-instanton-
number configurations contribute at an exponen-
tially subdominant order and have thus far played
no role in physics.) The tunneling leads to baryon
decay, but fortunately at an exponentially small
rate. More useful is the fact that instanton tunneling
gives semiclassical evidence for the removal of an
unwanted chiral U(1) Goldstone symmetry, which
would be present in the standard model if the chiral
anomaly did not interfere. Furthermore, the chiral
anomaly facilitates the decay of the neutral pion to
two photons; a process forbidden by other apparent
chiral symmetries of the standard model, which in
fact are modified by the chiral anomaly. Gauge
fields in four dimensions must interact with anomaly
free currents. This necessitates a precise adjustment
of fermion content and charges so that the anomaly
coefficients (analogs of ‘‘C’’ in [41]) vanish for
currents coupled to gauge fields. Finally, �
provides a tantalizing source of CP violation in the
strong-interaction sector of the standard model. But
no experimental signal (e.g., neutron electric dipole
moment) for this effect has been seen. At present, we
do not know what mechanism is responsible for
keeping � vanishingly small.

These are the physical consequences of topologi-
cal effects in four-dimensional gauge theories.
Although they have provided experimentalists with
only a few numbers to measure (e.g., �0! 2� decay
amplitude, prediction of anomaly-free arrangements
of quarks and leptons in families), they have added
enormously to our appreciation of the complexities
of quantized gauge theories.

That chiral anomalies are an obstruction to
consistent gauge interactions can be established
within perturbation theory. A similar, but nonper-
turbative effect is seen in an SU(2) gauge theory with
N Weyl fermion (�5 =� ) SU(2) doublets, which
lead upon functional integration to det [��(@� þ
A�)]N=2. But because �4(SU(2)) = Z2, there exists a
single homotopy class of gauge transformations
which are not deformable to the identity. One
shows that the determinant changes sign when
such a gauge transformation is performed. Thus,
the theory is ill-defined for odd N. Consistent SU(2)
gauge theories must possess an even number of Weyl
fermion doublets, but such models have not found a
place in physical theory.
Adding Bosons

Instantons are finite-action solutions to classical
equations continued to imaginary time; they provide
a semiclassical description of quantum-mechanical
tunneling. A field theory may also possess finite-
energy, time-independent (static) solutions to the
real-time equations of motion. When these solutions
are stable for topological reasons, they are called
‘‘solitons.’’ Solitons give semiclassical evidence for
the existence in the quantum field theory of a
particle sector disjoint from the particles obtained
by quantizing field fluctuations around the vacuum
state. The soliton particles are heavy for weak
coupling g. (Their energy is O(1=g2); the field
profiles are O(1=g).) They do not decay owing to
the conservation of ‘‘charges’’ that do not arise from
Noether’s theorem but are topological.

Yang–Mills theory does not possess soliton solu-
tions (except in five-dimensional spacetime, where
the static solitons are just the four-dimensional
instantons discussed previously). However, when a
gauge theory, based on a simple group is coupled to
a scalar field that undergoes symmetry breaking to
U(1), soliton solutions exist. These are the ‘t Hooft–
Polyakov magnetic monopoles, found in a SU(2)
gauge theory with scalar fields in the adjoint
representation, as well as various generalizations.
The topological consideration that arises here con-
cerns finite energy of the static, scalar field multiplet
’, which in the Weyl gauge is

Eð’Þ ¼
Z

d3x jðD’Þa � ðD’Þaj2 þ Vð’Þ
	 


½49�

V is non-negative and possesses non trivial symmetry
breaking zeroes. On the sphere S2 at spatial infinity,
’ must tend to such a zero. Thus, the fields belong
to G=H, where G is the gauge group and H the
unbroken subgroup. For the ‘t Hooft–Polyakov
monopole these are SU(2) and U(1), respectively,
and the scalar field provides a mapping of the sphere
at infinity S2 to S2 � SU(2)=U(1).

One now considers �2(S2) = �2(SU(2)=U(1)) =
�1(U(1)) = Z, and one shows that the magnetic
flux is determined by the winding number. Hence,
the magnetic charge is quantized. Explicitly, the
electromagnetic U(1) gauge field is given by

f��� ’̂a 	Fa
�� � "abc’̂

aðD�’̂ÞbðD�’̂Þc

¼ @�a� � @�a�
a� � ’̂aAa

� � cos	@�


½50�
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where ’̂a is the unit isovector, parametrized as
’̂a = ( sin	 cos 
, sin	 sin 
, cos	). The manifestly
conserved magnetic current

j�m ¼ @�	f �� ½51a�

is rearranged to read

j�m ¼ �1
2"
�	
�"abc@	’̂

a@
’̂
b@�’̂

c ½51b�

and is nonvanishing because ’a possesses zeroes,
where @	’̂

a acquires localized singularities. The
magnetic charge

m ¼ � 1

4�

Z
d3x j0m ¼

1

4�

Z
d3x � � b ½52�

(bi = U(1) magnetic field: � 1
2 "

ijkfjk = 	f i0) is given by
the topological entity (Kronecker index of the
mapping)

m ¼ 1

8�

Z
d3x "ijk"abc@i’̂

a@j’̂
b@k’̂

c

¼ 1

8�

Z
dSi "ijk"abc’̂

a@j’̂
b@k’̂

c

¼� 1

4�

Z
dSi "ijk@j cos	@k
 ½53�

which readily evaluates the integer winding number.
The theory also supports charged magnetic mono-

pole solutions called ‘‘dyons.’’ Here the profiles
involve time-periodic gauge potentials, where the
time variation is just a gauge transformation
@tA� = D��. (Gauge-equivalent, static expressions
have slow large-distance fall-off, which is removed
by the time-dependent gauge function.) For dyons,
the integer valued Chern–Pontryagin index, with the
integration taken over all space and in time over the
dyon period, reproduces the magnetic monopole
strength.

Regrettably, these fascinating structures are not
found in nature. Nor do they arise in the standard
model, whose structure group is not simple,
although speculative grand unified models, with
simple G and H = SU(3)� U(1), would support
magnetic monopoles and dyons. While challenged
physically, the magnetic monopole phenomena have
produced extensive and interesting mathematical
analysis.
Gauge Theories in Two Dimensions

Two-dimensional gauge theories have only a few
physical applications; edge states of the planar
quantum Hall effect can be described by excitations
moving on a line. However, the abelian model with
fermions is useful in that it provides a very accurate
reflection of topological behavior in the physically
important four-dimensional theory.
Abelian Gauge Theory

Take the spatial interval to be [�L, L]. Homotopi-
cally nontrivial gauge transformations satisfy �(L)�
�(�L) = 2�n (�1Uð1Þ= Z). States �(A) of the free
gauge theory that satisfy Gauss’ law and respond
with a �-angle are

�ðAÞ ¼ exp
i�

2�

Z
dx A

�ðAþ @�Þ ¼ ein��ðAÞ
½54�

In this model, � has the interpretation of a constant
background electric field E= ��=2�,

E�ðAÞ¼ E�ðAÞ; E � F01

i
�

�A
�ðAÞ¼ � �

2�
�ðAÞ

½55�

This also gives the energy eigenvalue:

1

2

Z
dx E2�ðAÞ ¼ 1

2

Z
dx E2�ðAÞ ½56�

The phase may be removed by adding to the
Lagrangian �(�=2�)

R
dx @tA; equivalently, the

action becomes

Iquantum
EM ¼

Z
d2x � 1

4
F��F�� þ

�

4�
"��F��

� �
½57a�

which apart from a constant is also given by a
formula with the background field:

Iquantum
EM ¼ 1

2

Z
dxðEþ EÞ2 ½57b�

Because of gauge invariance, there is only one state,
annihilated by E and carrying energy 1

2

R
dx E2.

Distinct � (different E) correspond to distinct
theories.

We recognize in [57a] the two-dimensional
Chern–Pontryagin density, contributing a total
derivative to the action,

P ¼ 1

4�

Z
d2x "��F�� ½58�

the Chern–Simons current, whose divergence is P,

K� ¼ 1

2�
"��A� ½59�

and the Chern–Simons term, which carries the phase
of � Z

dx K0 ¼ 1

2�

Z
dx A ½60�
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For Euclidean-space gauge potentials, which are
given at large distance by the pure gauge
2�n tan�1 y=x, P= n. All this is just as in the four-
dimensional theory, except there are no instantons
and no tunneling.

Adding Fermions

The addition of massless fermions to the U(1) gauge
theory results in the Schwinger model of massless
quantum electrodynamics in two-dimensional space-
time. The equation of motion becomes

@�F�� ¼ J� ½61�

with the vector current constructed from the Dirac
fields as J� = � �� . This current remains conserved
in the quantized version because it couples to the
gauge field. But the axial vector current j�5 = � ���5 
acquires an anomaly that involves the Chern–
Pontryagin density in [58],

@�j�5 ¼
1

2�
"��F�� ½62�

The model is readily solved, and shows no �-angle
(background field) dependence in physical quanti-
ties. The solution is directly obtained by combining
[61] with [62] into a second-order differential
equation and using the matrix identity of two-
dimensional Dirac (= Pauli) matrices: "�����5 = ��.
It follows that

&þ 1

�

� �
E ¼ 0 ½63�

So the theory describes a free massive photon (mass
squared = 1=� in units of �h and the coupling
constant, which have been scaled to unity), with no
sign of a �-angle (background field).

However, in parallel with four-dimensional beha-
vior, the model with massive fermions regains a �
dependence in the particles’ energy spectrum; a
result that is established perturbatively, because a
complete solution is not available.

Note that in the Schwinger model, the gauge
particle (‘‘photon’’) acquires a mass, even though
local gauge invariance is preserved. This happens
essentially for topological/anomaly reasons. Such
topological mass generation is met again in three
dimensions.

Adding Bosons

Scalar electrodynamics with a negative mass squared
term in (3þ 1)-dimensional spacetime leads to the
Higgs mechanism and short-range interactions due
to the massive photons. In (1þ 1) spacetime dimen-
sions, the model possesses instantons – scalar and
gauge field profiles that solve the imaginary-time
equations of motion – labeled by �1(U(1)) = Z.
These disorder the Higgs condensate so that the
force between charged particles remains long-range,
like in the positive mass-squared case. This is a vivid
example of how excitations arising from nontrivial
topological issues significantly effect physical
content.
Gauge Theories in Three Dimensions

Gauge theories on three-dimensional spacetime, that
is, evolving on a plane, have physical application to
planar phenomena, like the quantum Hall effect.
Also, the high-temperature limit of four-dimensional
field theories is governed by the corresponding field
theory in three Euclidean dimensions.

In three (more generally, odd) dimensions, there
are no Chern–Pontryagin quantities, no Chern–
Simon currents, no axial vector currents or anoma-
lies (there is no �5 matrix). These are replaced by
odd-dimensional entities that can modify Yang–
Mills dynamics.

Yang–Mills and Other Gauge Theories

Using the three-index Levi-Civita tensor, one can
construct a gauge-covariant, covariantly conserved
vector, which can be added to the Yang–Mills
equation. Thus, [14] can be modified to

D�F�� þm

2
"�	
F	
 ¼ J� ½64a�

or, equivalently, in terms of the dual-field strength
	F� � 1

2 "
�	
F	
,

"��	D�
	F	 þm	F� ¼ J� ½64b�

For dimensional balance, m carries dimension of
mass. Indeed, in the source-free case [64] implies

ðD	D	 þm2Þ	F� ¼ "�	
½	F	; 	F
� ½65�

This shows that excitations are massive, even
though local gauge invariance is preserved. Other-
wise, as in the Dirac monopole case, the equations
of motion are unexceptional.

However, for the quantum theory we need the
action, whose variation produces the mass term in
[64]. This is just the Chern–Simons term W(A) in
[37], multiplied by �8�2m and now defined on
(2þ 1)-dimensional spacetime:

ICS ¼ 2m

Z
d3x "	
�tr 1

2A	@
A� þ 1
3A	A
A�

� �
½66�

Everything holds also in the abelian theory; the last
term in [66] is then absent.
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In this model, the mass is generated by a
topological mechanism since ICS possesses the usual
attributes for a topological entity: it is diffeomor-
phisms invariant without a metric tensor; when
the potentials are appropriately parametrized, it is
given by a surface term. (In the abelian case,
the appropriate parametrization is in terms of
Clebsch decomposition, A� = @��þ 	@�
.) Most
importantly, in the nonabelian theory [66] changes
by 8�2mn with three-dimensional gauge transforma-
tions carrying winding number n. Hence, for
consistency of the nonabelian quantum theory, m
must be quantized as n=4� (in units of �h and the
coupling constant, which have been scaled to unity).
All this is a clear field-theoretic analog to the
quantum mechanics of the Dirac monopole, and
just as for the magnetic monopole, a Hamiltonian
argument for quantizing m can be constructed, as an
alternative to the above action-based derivation.

The time component of [64] relates the electric
and magnetic fields to the charge density:

D � E�mB ¼ 
 ½67�

In the abelian case, the first term involves a total
derivative and its spatial integral vanishes, leaving a
formula that identifies magnetic flux with a total
charge. At low energy, the mass term dominates the
conventional kinetic term in [64], and the flux–
charge relation becomes a local field-current
identity,

m	F� � J� ½68�

These formulas have made Chern–Simons-modified
gauge theories relevant to issues in condensed matter
physics, for example, the quantum Hall effect. In the
abelian case, m need not be quantized.
Adding Fermions

Three-dimensional Dirac matrices are minimally rea-
lized by 2� 2 Pauli matrices. As a consequence, a mass
term is not parity invariant; also, there is no �5 matrix,
since the product of the three Dirac (= Pauli) matrices
is proportional to I. While there are no chiral
anomalies, there is the so-called parity anomaly:
integrating a single doublet of massless SU(2) fermions
one obtains �(A) � det[��(i@� þ A�)], which should
preserve parity and gauge invariance.

Since there are no anomalies in current divergences,
�(A) is certainly invariant against infinitesimal gauge
transformations. But for finite gauge transformations
(categorized by �3(SU(2) = Z) one finds that �(A) is
not invariant: when the gauge transformation belongs
to an odd-numbered homotopy class, �(A) changes
sign. To regain gauge invariance, one must either work
with an even number of fermion doublets or, if only
one doublet (more generally, odd number) is to be
used, one must add to the gauge Lagrangian a parity-
violating Chern–Simons term with half the correctly
quantized coefficient, to neutralize the gauge non-
invariance of �(A).

Alternatively, �(A) can be regularized in a
gauge-invariant manner. But this requires massive,
Pauli–Villars regulator fields, which produce a parity-
violating expression for �(A). One cannot avoid the
parity anomaly.

Adding Bosons

There are a variety of bosonic field models that one
may consider: Abelian or nonabelian; with conven-
tional kinetic term or supplemented by the Chern–
Simons topological mass; or, for low energy, no kinetic
term but only the Chern–Simons term, as in [68].
Abelian charged Bose fields in a Maxwell theory lead
to vortex solitons, based on �1(U(1)) = Z. These are
just the instantons of the (1þ 1)-dimensional bosonic
gauge theory discussed previously. With Maxwell
kinematics there are no charged vortices, but these
appear when the Chen–Simons mass is added; see [67].
Pure Chern–Simons kinematics, with no Maxwell
term, can produce completely integrable soliton
equations (Liouville, Toda) when the Bose field
dynamics is appropriately chosen.
Conclusion

Topological effects in field theory are associated with
the infinities and regularization that beset quantum
field theories. These give rise to the chiral anomaly,
parity anomaly (and scale symmetry anomalies, not
discussed here). Yet the anomalies themselves are finite
quantities that have topological significance (Atiyah–
Singer, Chern–Pontryagin, Chern–Simons). This para-
doxical pairing has not been understood. Nor can we
explain why the anomalies interfere in a topological
manner with symmetries associated with masslessness.

Although the range of topological effects in gauge
theory is large, and even larger in non-gauge theories
(sigma models, Skyrme models) the relevance to actual
fundamental physics is confined to the �-angle phe-
nomenon, which is analyzed accurately and abstractly
by reference to �3(G) and to the interplay with
fermions through the chiral anomaly. Instantons are
relevant only to an approximate, semiclassical discus-
sion. Although after much mathematical work, general
instanton configurations are well understood, only the
1-instanton solution enjoys physical significance.

Other topological entities that fascinate are either
nonexistent in fundamental physics or are relevant to
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condensed matter physics (vortices, Chern–Simons
effects). But here too, we note that the funda-
mental equation of condensed matter physics – the
many-body Schrödinger equation – carries no evident
topological structure. Only the phenomenological
equations, which replace the fundamental one, give
rise to topological intricacies.
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Introduction

Quantum mechanics was born at the beginning of the
twentieth century with the quantization rules for the
harmonic oscillator and for the hydrogen atom. Such
rules were almost immediately extended to more
general systems by the so-called Bohr–Sommerfeld
quantization rule: ‘‘the actions of the classical system
can assume only those values which are integer
multiples of �h.’’ However, the actions are defined
only in some special situations and, moreover, at the
present time the Schrödinger equation is the paradigm
of quantum mechanics. A question naturally arises: is
there any relation between the eigenvalues of the
Schrödinger operator and the numbers obtained by
Bohr–Sommerfeld quantization rule (when available)?

According to common wisdom, the ‘‘Bohr–
Sommerfeld numbers’’ are a first approximation to the
eigenvalues of the Schrödinger operator in the so-called
semiclassical limit. However, precise mathematical
results on the subject were obtained only in the 1980s
and a good understanding of the problem has been
achieved only recently. In particular it is now clear how
to compute higher-order corrections to the eigenvalues:
this is done through suitable normal form procedures.

In the present article we will discuss the above
questions for the case of perturbed harmonic
oscillators, a case which, on the one hand, is
physically relevant and, on the other, is well under-
stood. We will only briefly discuss the quantization
of perturbations of integrable systems.
A Statement

On L2(Rn), consider the Schrödinger operator

Ĥ ¼ � �h2

2
�þ V ½1�

where � is the n-dimensional Laplacian and V is a
smooth real potential having an absolute nonde-
generate minimum at the origin. We are interested in



the eigenvalues of [1] close to zero. Introduce
coordinates adapted to the normal modes, namely
such that

VðxÞ ¼
Xn

i¼1

!2
i x2

i

2
þOðkxk3Þ

Assume

(H1) Nonresonance: There exist � > 0 and � 2 R
such that, for any k 2 Zn � {0} one has

j! � kj � �

jkj� ½2�

(H2) V(x) > 0 for x 6¼ 0, and

lim inf
jxj!1

VðxÞ > 0

(H3) V 2 C1(Rn) and for any r � 0 there exists Cr

such that

@j�jV

@x�
ðxÞ

����
���� � Cj�jhxim; 8� 2 Nn

where we used the notation hxi := ð1þ kxk2Þ1=2.

Theorem 1 Assume that (H1)–(H3) hold. Then, for
any positive N, M there exist positive constants
hN, M, �N, M, C1

N, M, C2
N, M, and a smooth function

ZN;MðI1; . . . ; In; �hÞ

such that, 80 < � � �N, M and 0 < �h � �hN, M�, the
eigenvalues of [1] in [0, �) have the representation

�k ¼ kþ 1
2

� �
� !�hþ ZN;M kþ 1

2

� �
�h; �h

� �
þ RNMðk; �hÞ; k 2 Nn; kj � 1 ½3�

where

jRNMðk; �hÞj � C1
N;M�

N þ C2
N;M

�h

�

� �M

More precisely, for any k 2 Nn such that

kþ 1
2

� �
� !�hþZN;M kþ 1

2

� �
�h; �h

� �
2 ½0; �Þ ½4�

there exists an eigenvalue �k 2 [0, �) for which [3]
holds, and vice versa, for any eigenvalue in [0, �)
there exists a k satisfying [3] and [4]. The function
ZN, M(I1, . . . , In; 0) coincides with the classical
Birkhoff normal form of the system computed up
to order N.

The proof of the theorem is constructive, in the
sense that it provides an algorithm allowing to
construct explicitly, by elementary operations, the

function ZN, M. One could choose �= �(�h) = �h� with
some positive � < 1, obtaining a simpler statement
valid for the eigenvalues in [0, �h�). It is also possible
to weaken the nonresonance condition (H1) to the
condition ! � k 6¼ 0 for k 2 Zn � {0}.

A theorem very close to [1] was proved by
Sjöstrand (1992) by a method different from the
one that will be presented here (see also Graffi and
Paul (1987)). In the analytic or Gevrey case (recall
that a C1 function f(x) is Gevrey in some domain if
there exist constants C, � such that, for all multi-
indexes � 2 Nn one has

@j�jf

@x�

����
���� � Cj�jð�!Þ�

in the whole domain), the error can be reduced to be
exponentially small with the parameters (Bambusi
et al. 1999). Previous results dealing with compact
perturbations of the harmonic oscillator were
obtained by Bellissard and Vittot (1990). It is
possible to deal also with the resonant case in
which (H1) is violated. In this case the spectrum of
the complete system is qualitatively different from
the spectrum of the harmonic one. As discussed
later, the normal form allows one to compute the
main qualitative differences.

Birkhoff Normal Form

In this section we recall the procedure leading to
classical Birkhoff normal form, whose quantization
leads to the proof of Theorem 5.

Birkhoff’s Theorem

The operator [1] is the quantization of the classical
Hamiltonian

Xn

i¼1

	2
i

2
þ VðxÞ ½5�

Denote

H0ð	; xÞ :¼
Xn

j¼1

!jIj; Ij :¼
	2

j þ !2
j x2

j

2!j
½6�

then we have

Theorem 2 For any positive integer N � 2 there
exist a neighborhood UN of the origin and a
canonical transformation T N : R2n � UN ! R2n

which puts the system [5] in Birkhoff normal form
up to order N, namely such that

H � T N ¼ H0 þ ZN þ RN ½7�
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where ZN Poisson-commutes with H0, namely
{H0; ZN} 	 0 and RN is small, that is,

jRNð	; xÞj � CNkð	; xÞkNþ1 ½8�

Moreover, if the frequencies are nonresonant, namely

! � k 6¼ 0; 8k 2 Znnf0g ½9�

the function ZN depends on the actions Ij only. We
recall that the Poisson bracket of two functions f
and g is defined by

ff ; gg :¼
Xn

j¼1

@f

@	j

@g

@xj
� @f

@xj

@g

@	j

� �
¼ �fg; fg

and coincides with the Lie derivative of g with
respect to the Hamiltonian vector field of f.

Remark 1 In the case where the frequencies fulfill
(H1) and the potential V is analytic (or of Gevrey
class) the remainder can be reduced to be exponen-
tially small with k(	, x)k.

Scheme of the Proof

Make the rescaling 	= �	0, x = �x0. In terms of the
primed variables, the Hamiltonian of the system [5]
takes the form

H�ð	0; x0Þ ¼ H0ð	0; x0Þ þ �Wðx0Þ ½10�

with

Wðx0Þ :¼
Vð�x0Þ � �2

Pn
j¼1 !

2
j ðx0jÞ

2=2

�3

¼W3ðx0Þ þ �W4ðx0Þ þ � � � ½11�

and Wl is the Taylor polynomial of order l of V. In
what follows we will omit primes from the scaled
variables.

Given an auxiliary Hamiltonian 
3, denote by �3
t

the flow of the corresponding Hamiltonian vector
field. We construct 
3 so that H� � �3

� is in normal
form up to order �2.

Remark 2 Given a C1 function g one has g � �3
� 
P1

l = 0 �
lgl, with

g0 :¼ g; gl ¼
1

l
f
3; gl�1g; l � 1 ½12�

where 
 denotes the fact that the left-hand side is
asymptotic to the right-hand side (a precise defini-
tion appears later in the article). If both g and 
3 are
analytic then the series of g � �3

� can be shown to
converge in a neighborhood of the origin. Using [12]
to compute H� � �3

� , we get

H� � �3
� ¼ H0 þ �½W3 þ f
3; H0g� þOð�2Þ

So H� � �3
� is in normal form up to O(�2) provided


3 fulfills the so-called homological equation:

W3 þ f
3; H0g ¼ Z3 ½13�

where the unknown function Z3 has to be in normal
form. Note that, since the operator


 7! f
; H0g

maps linearly polynomials of degree l into poly-
nomials of degree l, eqn [13] can be interpreted
as a linear equation in the finite-dimensional space
of polynomials of degree 3 in the phase-space
variables.

Lemma 1 The homological equation [13] admits a
solution (
3, Z3).

Proof Introduce the canonical coordinates (�, �) by

�j :¼ 1ffiffiffi
2
p 	jffiffiffiffiffi

!j
p þ ixj

ffiffiffiffiffi
!j
p

 !

�j :¼ 1

i
ffiffiffi
2
p 	jffiffiffiffiffi

!j
p � ixj

ffiffiffiffiffi
!j
p

 ! ½14�

In these variables the unperturbed Hamiltonian H0

reads H0 =
P

j�1 i!j�j�j and W3 is transformed in a
different polynomial, again of third order.
The important fact is that in these coordinates the
eigenvectors of the linear operator {H0; .} are the
monomials

�k�l 	 �k1

1 � � � �
kn
n �

l1
1 � � � �

ln
n

Indeed, one has {H0; �k�l} = i! � (k� l)�k�l. As a
consequence, writing

W3ð�; �Þ ¼
X
k; l

Ck; l�
k�l

one can define the resonant set

R :¼ fðk; lÞ : ! � ðk� lÞ ¼ 0g

and

Z3ð�; �Þ :¼
X

k; l2R
Ck;l�

k�l


3ð�; �Þ :¼
X

k; l 62R

Ck;l

i! � ðk� lÞ �
k�l

½15�

Going back to the original variables, one has the
solution of the homological equation. &

Definition 1 The function Z3 solving [13] will be
called the resonant part of W3 and will be denoted
by hW3i.
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Using the function 
3, one can transform the
Hamiltonian to the form

H0 þ �Z3 þ �2R3

Remark 3 Equation [12] allows to construct
directly the Taylor expansion of R3 in terms of the
Taylor expansion of W and of its Poisson brackets
with 
3.

Iterating the construction (which however slightly
changes due to the presence of Z3), one gets the
proof of Theorem 2.

Remark 4 In the nonresonant case ! � (k� l) = 0
implies that k = l; therefore, the resonant part of a
polynomial is the sum of monomials of the form

�k�k ¼ Ik1

1 � � � I
kn
n

that is, it is a function of the actions only. Moreover,
in this case one has Z3 = 0, while in general Z4 6¼ 0.

Some Symbolic Calculus

To understand how to quantize the procedure of
Birkhoff normal form, we consider the classical–
quantum correspondence. It is well known that
there are different procedures in order to associate
an operator with a classical observable. Here we
concentrate on the Weyl quantization rule.

To a function f 2 S(R2n) (Schwartz class), we
associate an operator f̂ acting on functions  2
S(Rn), which is defined by

½f̂ �ðxÞ :¼ 1

ð2
�hÞn
Z

Rn�Rn
f

xþ y

2
; 	

� �

� e
iðx�yÞ�	

�h  ðyÞ dy d	 ½16�

Definition 2 The operator [16] is called the Weyl
quantization of f and in turn f is called the symbol of f̂.

Using the method of oscillatory integrals, the
Weyl quantization rule can be extended to much
more general observables f. We recall that, roughly
speaking, the method of oscillatory integrals consists
in giving meaning to a formal expression of the form
[16] by using successive integration by parts (see,
e.g., Martinez (2001)).

Definition 3 A function f 2 C1(R2n) will be called
a smooth symbol of class S(hzim) if, for any r � 0,
there exists Cr such that

@j�jf

@z�
ðzÞ

����
���� � Cj�jhzim; 8� 2 N2n

Where hzi is as defined earlier.

It is useful to extend such a definition to functions
explicitly depending also on �h. This can be done in a
straightforward way by asking the constants Cr to
be independent of �h in a neighborhood of the origin.
Different classes of symbols can also be defined, but
for our purpose this class is enough.

Theorem 3 Let f 2 S(hzim), m 2 R, and  2 S(Rn);
then the formal expression [16] is a well-defined
oscillatory integral.

Example 1 Under Weyl quantization rule, one has

	̂j ¼ i�h@xj ; x̂j ¼ xj ðmultiplication operatorÞ
d	jxj ¼ 1

2 ð	̂jx̂j þ x̂j	̂jÞ

Definition 4 A sequence (fj)j�0 with fj 2 S(hzim)
will be called the asymptotic expansion of f 2
S(hzim) if, for any integer N, there exist two positive
constants CN, �hN such that

f ¼
XN
j¼0

�hjfj þ RN

with jRN(z, �h)j � CN�hNþ1hzim, and �h 2 (0, �hN).

The key point for the quantization of the normal
form procedure is the following.

Theorem 4 Let f 2 S(hzim1 ) and g 2 S(hzim2 ); then
there exists a unique F 2 S(hzim1þm2 ) such that

F̂ ¼ f̂ ĝ ðoperator product!Þ

moreover, one has

F ¼ exp
i�h

2
ð@x � @� � @y � @	Þ

� �

� ðf ðx; 	Þgðy; �ÞÞjy¼x; �¼	 ½17�

Finally, F admits an asymptotic expansion in �h
which coincides with the formal expansion of [17].

The proof is obtained by using eqn [16] to
write down an expression for f̂ĝ and obtain a
formula for F. Then, one shows that the formula
is well defined and therefore the result is not
formal.

Definition 5 In the above context, the symbol G of

i

�h
f̂ ; ĝ
h i

¼: Ĝ

will be called the ‘‘Moyal bracket’’ of f and g and
will be denoted by {f ; g}M.

By formula [17], one has in particular

ff ; ggM ¼ ff ; gg þ �h2�1ðf ; gÞ þOð�h4Þ ½18�
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where

�1ðf ; gÞ ¼ �
1

24

@3f

@	3

@3g

@x3
� 3

@3f

@	2@x

@3g

@x2@	

�

þ 3
@3f

@	@x2

@3g

@x@	2
� @

3f

@x3

@3g

@	3

�

where we used a vector notation for the derivatives.
If either f or g are polynomials of degree �2, then

ff ; ggM ¼ ff ; gg ½19�

Given a self-adjoint operator A and a smooth
function G : R ! R, it is well known how to
define by spectral theorem the operator G(A).
Suppose now that A = f̂ for some symbol f. In
general, one has G(f̂) 6¼ dG � f . However, by sym-
bolic calculus (i.e., using eqn [17]), one has:

Lemma 2 Denote Ij(x, 	) = (!2
j x2

j þ 	2
j )=2!j. Then,

for any positive integer k there exists a function
Fk(Ij, �h) such that

dðIjÞk ¼ FkðÎj; �hÞ

where the right-hand side is defined by spectral
calculus. Moreover, Fk can be computed explicitly
by the recursion formula Fkþ1 = IjFkþ
Fk�1�h2(k2 � kþ 1)=4.

As a consequence of this fact and of the fact that
[Îj, Îl] = 0, one has that the Weyl quantization of a
polynomial function of the actions is a function of
the action operators.

Semiclassical Normal Form

Let 
 be a smooth symbol such that 
̂ is self-adjoint,
and consider the group of unitary operators
X� : = exp ((i�=�h)
̂). Let g be a smooth symbol;
apply the unitary transformation X� to ĝ, namely
compute X�ĝX�1

� . Noting that (on a suitable domain)

d

d�
ðX�ĝX�1

� Þ ¼ X�
i

�h
½
̂; ĝ�X�1

�

one has (formally!) the expansion of X�ĝX�1
� in �:

X�ĝX�1
� ¼

X
l�0

�ldgq; l

where

dgq; 0 :¼ ĝ; dgq; l ¼
1

l

i

�h
½
̂; dgq; l�1�; l � 1 ½20�

(Such a series can be interpreted as an asymptotic
expansion provided one restricts the domain at each

step of the approximation.) Equivalently, the symbol
of X�ĝX�1

� is formally given by
P

l �lgq, l with

gq; 0 :¼ g; gq; l :¼ 1

l
f
; gq; l�1gM; l � 1 ½21�

from which one sees a remarkable similitude with
the classical equation. Moreover, [21] converges to
[12] when �h! 0.

Applying the unitary transformation generated by

̂ to the Hamiltonian operator Ĥ� (cf. eqn [10]), one
has X�Ĥ�X

�1
� = cH1

q with

H1
q ¼ H0 þ �½W3 þ f
; H0gM� þOð�2Þ ½22�

	 H0 þ �½W3 þ f
; H0g� þOð�2Þ ½23�

where we used the fact that H0 is a quadratic
polynomial, so that [19] holds. It is thus clear that
Lemma 1 allows to solve also the quantum homo-
logical equation appearing in this context and to
determine the symbol of the operator generating the
unitary transformation putting the Hamiltonian opera-
tor in normal form up to corrections of order �2.
Moreover, one can compute in terms of Moyal
brackets (of polynomials!) the expansion of the symbol
of the new remainder and of the normal form. Iterating
the construction, one generates a well-defined semi-
classical normal form of the quantum system.

Example 2 Denote by Zq, l, l = 1, 2 . . . , the term
added to the semiclassical normal form at the lth
step of the iterative construction. Explicitly, the first
terms are given by

Zq;1 ¼ W3h i ¼ Z3 ½24�

Zq;2 ¼ W4h i þ 1
2 f
3; W3gM

� 	
þ 1

2 f
3; Z3gM

� 	
½25�

Zq; 3 ¼ W5h i þ f
4; Z3gM

� 	
þ 1

3 f
3; H2gM

� 	
þ 1

2 f
3; W3;1gM

� 	
þ f
3; W4gM

� 	
½26�

where, according to Definition 1, h . i is the resonant
part of its argument, 
j is (formally) the symbol of
the operator generating the jth unitary transforma-
tion, and

H2 :¼ 1
2f
3; Z3 �W3gM; W3;1 :¼ f
3; W3gM

Note that all the Moyal brackets involved contain
polynomials of degree at most 4, so that they can be
computed exactly using formula [18] which in this
case does not contain corrections of order �h4.

The problem in making previous construction
rigorous is that all the series involved are in general
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divergent. Moreover, it is not possible to show that
the remainders appearing when truncating such
series are small in a reasonable sense. Nevertheless,
it is possible, using the tools of microlocal analysis,
to show that the semiclassical normal form contains
essentially all the information on the part of the
spectrum close to zero.

The precise relation between the spectrum of
the original Hamiltonian and the spectrum of the
semiclassical normal form is captured by the
following definition.

Let H1(�, �h), H2(�, �h) be two families of self-adjoint
operators; set Spec�(H1, 2) := Spec(H1, 2) \ [0, �).

Definition 6 We say that

Spec�ðH1Þ ¼ Spec�ðH2Þmodð�1 þ ð�h=�Þ1Þ

if for any N, M > 0 there exist C1
N, M and C2

N, M such
that for any �1 2 Spec�(H1) there exists �2 2
Spec�(H2) such that �1 =�2 þ RN, M with

jRNj � C1
N;M�

N þ C2
N;Mð�h=�Þ

M ½27�

and conversely. Equation [27] has to hold for any
couple (�h, �) with � and (�h=�) small enough.

Theorem 5 Assume (H2) and (H3); assume also:
(H10) There exist � > 0 and � 2 R such that, for any
k 2 Zn, one has

either ! � k ¼ 0 or j! � kj � �

jkj� ½28�

Then there exists a polynomial function Zq such
that one has

Spec�ðĤÞ

¼ Spec�ðĤ0 þ cZqÞmod �1 þ �h

�

� �1� �
½29�

The polynomial Zq coincides with the semiclassical
normal form defined at the beginning of the
section.

Scheme of the proof It consists of six steps.
(1) Make the unitary transformation (U )(x) :=
�n=4 (�1=2x) which transforms the Hamiltonian
operator [1] into the Weyl quantized of
�H� := �(H0 þ �1=2W), but a Weyl quantization
where �h is substituted by �h0 := �h=�. (2) Make a cutoff
of H�, namely, fix R and consider a smooth function
t such that t(s) 	 1 for jsj � R, t(s) 	 0 for jsj � 2R,
define a(x, 	) := W(x)t(k(	, x)k). (3) Compare the
spectrum of the Hamiltonian Ĥ� with the spectrum
of Ht := H0 þ �a. By microlocal analysis, one has
that, in any fixed bounded interval such spectra
coincide modulo �h1 (see, e.g., Martinez (2001)).
(4) Rescale back the variables, namely apply the
transformation U�1

� to Ht. (5) Apply the normal
form algorithm to the so-obtained Hamiltonian
showing that all the series involved are convergent
in suitable norms. (6) Use again microlocal analysis to
show that the spectrum of the semiclassical normal
form coincides with the spectrum of the normalized
operator with compactly supported symbol. &

Remark 5 Fix an arbitrary 1 > � > 0 and link � to
�h by � := �h�. Then one obtains a simplified statement
according to which the spectrum of [1] in [0, �h�]
coincides modulo �h1 with the spectrum of Ĥ0 þ bZq

in the same interval.

Remark 6 In the case where the frequencies are
nonresonant one has that the symbol of the normal
form depends on the actions only. By Lemma 2 one
has that also the quantization of the normal form is
a function of the action operators only (explicitly
computable), and therefore the spectrum of the
normal form is given by a quantization formula as
claimed in Theorem 1.
The Resonant Case

In the case where the frequencies are nonresonant,
due to the particular structure of the normal form,
one obtains a very precise information on the
spectrum. In the case where there are some
resonances, the situation is more difficult. In order
to illustrate what happens we concentrate on the
completely resonant case, that is, the case where all
the frequencies are integer multiples of a single
fundamental frequency �.

In this case, the eigenvalues of Ĥ0 form a subset of
N�h� þ 1=2ð Þj!j�h and are degenerate. One expects the
nonlinear part to break such a degeneracy and to
transform each eigenvalue in a small band. One can use
the normal form to study the structure of the so-
obtained band. To this end, the most relevant contribu-
tion is due to the first nonvanishing term of the normal
form. For the sake of definiteness, we assume that this is
the term of order 4, namely Z4. Denote

N :¼ Z4

��
H�1

0
ð1Þ; BðEÞ 	 E� 1

3��h;Eþ 1
3��h


 �

Theorem 6 Fix 1 > �1 > 1=2, then, provided �h is
small enough, one has

SpecðĤÞ \ ð�h; �h�1Þ �
[

E2SpecðĤ0Þ

BðEÞ ½30�

Moreover, denote by

Eþ �1ðE; �hÞ � � � � � Eþ �mðE; �hÞ ½31�
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the eigenvalues of Ĥ in B(E) counted with multi-
plicity, then

�1ðE; �hÞ ¼ E2Min N þ E2ðOð�h=EÞ þOðE1=2ÞÞ ½32�

and similarly

E2�mðE; �hÞ ¼Max NþE2ðOð�h=EÞ þOðE1=2ÞÞ ½33�

This statement is due to Bambusi, Charles, and
Tagliaferro (see Bambusi 2004); for previous results,
see Vũ Ngo

_
c (1998).

Equation [30] shows that the spectrum has a band
structure, while eqns [32] and [33] allow one to
compute the minimum and the maximum of each band.

The idea of the proof is as follows. First forget high-
order terms of the normal form, whose effect is included
in the error terms. Then, due to the commutation
property of the normal form with Ĥ0, one has that Z4

restricts to an operator acting on the eigenspaces of Ĥ0.
On the classical side, one has that by Marsden–
Weinstein procedureZ4 defines a classical Hamiltonian
system on the manifold obtained by symplectic reduc-
tion of the original phase space. By the methods of
geometric quantization, it turns out that the quantum
operator acting on an eigenspace of Ĥ0 is a Toeplitz
operator whose principal symbol is exactly the above
reduced classical Hamiltonian. Then, the proof follows
by classical properties of Toeplitz operators.

We point out that results of this kind are useful in
the computation of the molecular spectra (Michel
and Zhilinskii 2001, Zhilinskii 2001).
Quantization of KAM Tori

In this section we present a result on the quantiza-
tion of KAM tori. It allows one to construct part of
the spectrum of a close-to-integrable system.

We recall that a classical Hamiltonian system with n
degrees of freedom is said to be integrable if it has n
integrals of motion independent and in involution. If the
energy surface is compact, then, by Arnol’d–Liouville
theorem there exists a canonical transformation T 0 :
Rn � Tn � D� Tn ! R2n introducing action-angle
variables, namely such that, denoting by K0 the original
integrable Hamiltonian, K0 � T 0 is independent of the
angles � 2 Tn. Here, D is an open bounded domain.

Consider now a close-to-integrable analytic
Hamiltonian system, namely a Hamiltonian system
with Hamiltonian

K ¼ K0 þ �K1

where � is a small parameter. We assume that,
denoting again by T 0 the canonical transformation
introducing action-angle variables for the system K0,
one has that both K0 � T 0 and K1 � T 0 are real
analytic on D� Tn. Then, the KAM theory applies.
To state the corresponding result, denote by D0 � D
a domain whose closure is contained in D.

Theorem 7 Assume that 8I 2 D one has

det
@2ðK0 � T 0Þ

@I2

� �
6¼ 0 ½34�

then there exists a positive constant �
 and, for any �
with j�j < �
, there exists a Gevrey canonical
transformation T � : D0 � Tn ! R2n and a Cantor
set D� � D0 with the following properties:

K � T � ¼ ZðIÞ þ RðI; �; �Þ ½35�

where R(I,�, �) vanishes at infinite order on D�, that is,
for any multi-index � there exists Cj�j such that one has

@j�jR

@ðI; �Þ� ðI; �; �Þ
����

���� � Cj�j exp � c

jI �D�j�
� �

½36�

with a suitable � > 0 and jI �D�j denoting the
distance from D�. Moreover, as � tends to zero, the
measure of D� tends to the measure of D0.

A particular consequence is that the set D� is
foliated in invariant tori. From the proof, it also
turns out that the motion on each torus is
quasiperiodic with frequencies fulfilling the assump-
tion (H1) stated earlier. Moreover, the tori are
linearly stable and even more: they are stable in an
exponential sense (namely, a solution starting O(�)
close to a torus takes at least a time O( exp (c=��)) to
double its distance from the torus).

Quantizing the normalizing transformation T � by
using the theory of Fourier integral operators, one
can also put the quantum Hamiltonian in a suitable
normal form which allows to deduce some spectral
information on the system.

To fix ideas we restrict to the case where K is a
natural system, namely it has the form (3.1), and is
close to integrable in the above sense. Fix two
parameters E1 < E2; assume (1) that K�1([�1, E2 þ
�]) is compact for some positive � and (2) that the
domain D0 can be constructed in such a way that
T 0 : D0 � Tn ! K�1

0 ([E0, E1]) is a bijection and,
moreover, the KAM condition [34] holds. Denote
by � 2 Zn the Maslov class of the tori of K0 (see,
e.g., Lazutkin (1993)) and, having fixed some 0 <
� < 1, define the set of indexes

I :¼ k 2 Zn : jD� � �hðkþ �=4Þj � �h�f g ½37�

Theorem 8 There exist positive constants �h
, c, C,
and � < 1, and a function Kq : D0 � (0, �h
)! R
with the following property: for any k 2 I there
exists at least one eigenvalue of K̂ in the interval
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Zqð�hðkþ�=4Þ; �hÞ�Ce�c=�h� ;
h

Zqð�hðkþ�=4Þ; �hÞþCe�c=�h�
i

½38�

One can also show that a large part of the
spectrum is constructed in this way. This is obtained
by comparing the semiclassical estimate of the
number of eigenvalues in [E1, E2] to the number of
eigenvalues thus constructed.

Theorem 8 is due to Popov (2000); the quantiza-
tion of KAM tori was initiated by Lazutkin and
widely developed by Colin de Verdière, who obtained
a result similar to Theorem 8 for the case where K is
C1 and describes the geodesic flow on a compact
Riemannian manifold (Colin de Verdière 1977).

See also: Central Manifolds, Normal Forms;
h-Pseudodifferential Operators and Applications; Optical
Caustics; Quantum Mechanics: Foundations;
Schrödinger Operators; Stationary Phase Approximation.
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Introduction

The present article relies heavily on Quantum
Mechanical Scattering Theory in this Encyclopedia
and can be considered as its continuation. We use
here freely the notation and results discussed in this
article.

An important problem of scattering theory con-
cerns the Schrödinger H operator of N, N � 3,
interacting particles. Since the potential energy of
pair interactions between particles depends on their
relative positions only, it does not tend to zero at
infinity in the configuration space of a system, even
if the center-of-mass motion is removed. This is
qualitatively different from the two-particle case.
It turns out that asymptotically (for large times
t!þ1 or t!�1) an N-particle system splits up
into clusters,

C1 [ � � � [ Cn ¼ f1; . . . ;Ng; Ck \ Cl ¼ ; if k 6¼ l ½1�
Particles from the same cluster Ck, k = 1, . . . , n, form
a bound state, and different clusters do not interact
with each other. In particular, if n = 1 and
C1 = {1, 2, . . . , N}, then we have a bound state of
the system. In another extreme case n = N, all
particles are free. The asymptotic evolution deter-
mined by clusters C1, . . . , Cn where n � 2, and bound
states of all these clusters is called a scattering
channel. Physically it is natural to expect that the list
of all such channels is exhaustive, that is, no other
scattering process is possible. This statement
is called asymptotic completeness.

We emphasize that an N-particle system may be in
different scattering states as t!þ1 and t!�1 and
different rearrangement processes are possible. For
example, a three-particle system may asymptotically
consist of free particles or a pair of particles may be in
a bound state, whereas the third particle may be
asymptotically free. If particles are free at both �1
and þ1, then one speaks about elastic scattering; we
have a capture if particles free at �1 form a bound
state of a couple after the interaction; an opposite
process, when a bound state at �1 gives three free
particles, is known as a breakup. It is also possible that
a bound state of one couple yields a bound state of



another pair (a rearrangement) or a bound state of a
couple transforms into another bound state of the
same couple (an excitation). All these processes are
described by the scattering operator. On the contrary,
if the whole system forms a bound state at �1 (i.e.,
n = 1), then it remains in the same state for all t.

As far as monographic literature on N-particle
scattering is concerned, we mention Dereziński and
Gérard (1997), Faddeev (1965), Reed and Simon
(1979), and Yafaev (2000).

Setting the Scattering Problem

Let us recall the definition of the N-particle
Schrödinger operator (Hamiltonian)

H ¼ H0 þ V ½2�

If the configuration space of each particle is Rd, then
the operator H acts in the space L2(RdN). The operator
of kinetic energy (the ‘‘unperturbed’’ Hamiltonian) is

H0 ¼ �
XN
j¼1

ð2mjÞ�1�xj
½3�

where xj and mj are the position and mass of the
particle labeled by j. The operator of potential energy
of pair interactions of particles (the perturbation) V is
the operator of multiplication by the function

VðxÞ ¼
X
i<j

Vijðxj � xiÞ; i; j ¼ 1; . . . ;N ½4�

Set �= (ij), x� = xj � xi. It is assumed that the
functions V�(x�) tend to zero sufficiently rapidly as
jx�j!1 in Rd. However, the function V(x) 6! 0
as jxj!1 in RdN if at least one of the distances
jxi � xjj between particles remains bounded. This
difficulty is manifest even for two particles (N = 2),
but in this case it disappears if the motion of the
center of mass of the system is removed.

This means the following. Let the subspace Xcm of
RdN be distinguished by the condition

XN
j¼1

mjxj ¼ 0 ½5�

and let Xcm be the orthogonal complement to Xcm in
the space RdN endowed with the scalar product

hx; yi ¼ 2
XN
j¼1

mjhxj; yjiRd ½6�

Then

L2ðRdNÞ ¼ L2ðXcmÞ � L2ðXcmÞ

Denote by xcm, xcm the orthogonal projections of
x 2 RdN on the subspaces Xcm, Xcm, respectively, so
that x = (xcm, xcm). Clearly, the vector xcm has
components

xcm ¼M�1
XN
j¼1

mjxj; M ¼
XN
j¼1

mj

Let T(p), (T(p)f )(x1, . . . , xN) = f (x1 þ p, . . . , xN þ p),
be the operator of common translations of particles.
The operator H commutes with T(p), that is,
T(p)H = HT(p), for all p 2 Rd. It follows that

H ¼ K� I þ I �H; K ¼�ð2MÞ�1�xcm
½7�

where K is the kinetic energy operator of the center-
of-mass motion.

The operator

H ¼ H0 þ V ½8�

acts in the space H= L2(Xcm). Here V is again the
operator of multiplication by function [4]. The
precise form of the differential operator H0 depends
on the choice of coordinates in Xcm. For example, if
N = 2 and x = x2 � x1, then H0 =�(2m)�1�x where
m = m1m2(m1 þm2)�1. In the case N = 3, a natural
choice of coordinates in Xcm is given by one of the
three sets of Jacobi variables:

x12 ¼ x2 � x1

x12 ¼ x3 � ðm1 þm2Þ�1ðm1x1 þm2x2Þ

and similarly for x13, x13 and x23, x23. In coordinates
x�, x� the operator of kinetic energy is determined
by the formula

H0 ¼ �ð2m�Þ�1�x� � ð2m�Þ�1�x�

where, for example,

ðm12Þ�1 ¼ m�1
1 þm�1

2 ; m�1
12 ¼ ðm1 þm2Þ�1 þm�1

3

If N = 2, then V(x)! 0 as jxj!1, x 2 Xcm, but this
is no longer true for N � 3. According to eqn [7] the
spectral and scattering theories for the operator H
reduce to those for the operator H. However, for
N � 3, this reduction is not really helpful.

Let us now consider a breakup a = {C1, . . . , Cn}
of an N-particle system into clusters C1, . . . , Cn,
1 � n =: #(a) � N satisfying conditions [1]. If
interactions between different clusters are neglected,
we obtain the operator

Ha ¼ H0 þ Va; Va ¼
Xn

l¼1

X
�2Cl

V� ½9�

In particular, Ha = H0 if #(a) = N and Ha = H if
#(a) = 1. Let the operator of common translations
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of particles from the same cluster be defined by the
equation

ðTaðp1; . . . ; pnÞf Þðx1; . . . ; xNÞ ¼ f ðx01; . . . ; x0NÞ

where x0j = xj þ pl if j 2 Cl. The operator Ha com-
mutes with the operators Ta(p1, . . . , pn) for all
vectors p1, . . . , pn 2 Rd. Let the subspace Xa be
determined by the conditionX

j2Cl

mjxj ¼ 0; l ¼ 1; . . . ; n

and let Xa be the orthogonal complement to Xa in
Xcm with respect to scalar product [6]. Clearly,
dim Xa = (N �#(a))d, dim Xa = (#(a)� 1)d. Then
the space H splits into the tensor product

L2ðXcmÞ ¼ L2ðXaÞ � L2ðXaÞ ½10�

In what follows, xa and xa are the orthogonal
projections of x 2 Xcm on the subspaces Xa and
Xa, respectively. The ‘‘external’’ variable xa =
(x1, x2, . . . , xn), where

xl ¼M�1
l

X
j2Cl

mjxj; Ml ¼
X
j2Cl

mj

describes positions of centers of masses of the clusters.
The ‘‘internal’’ variable xa is the set of numbers xj � xl

for all j 2 Cl and all l = 1, . . . , n. Of course, for each l
only jClj � 1 (jClj is the number of particles in a cluster
Cl) of variables xj � xl are independent. Set

Ka ¼ ��xa ¼ �
Xn

l¼1

ð2MlÞ�1�xl

and

Ha ¼ ��xa þ Va

Then

Ha ¼ Ka � I þ I �Ha

Note that eigenvalues �a, n of the operator Ha are
sums over l = 1, . . . , n of eigenvalues of the operators

HðClÞ ¼ H0ðClÞ þ
X
�2Cl

V�

describing each cluster. Similarly, eigenfunctions  a, n of
Ha are products of eigenfunctions of these operators.
We usually write a instead of a couple {a, n}. In the
following, the index a labels all cluster decompositions
with #(a) � 2. The eigenvalues �a of the operators Ha

(�a = 0 if #(a) = N) are called thresholds of the
Schrödinger operator [8]. If all functions V�(x�)! 0
as jx�j!1, then the essential spectrum of the operator
H consists of the interval [�0,1), where

�0 ¼ min
a
�a

(the Hunziker–Van Winter–Zhislin theorem). More-
over, the eigenvalues of the operator H may
accumulate at its thresholds only.

The fundamental result of scattering theory for
the N-particle Schrödinger operator can be formu-
lated as follows. Let Pa be the orthogonal projection
in L2(Xa) on the subspace H(p)

a spanned by all
eigenvectors  a, n of Ha, and let Pa = I � Pa, where
the tensor product is defined by eqn [10]. Then Pa

commutes with the operator Ha. Set also K0 = H0,
P0 = I. Suppose that for all �

jV�ðx�Þj � Cð1þ jx�jÞ��; � > 1 ½11�

(the short-range assumption). Then, for all a, the
wave operators

W�
a ¼W�ðH;Ha; PaÞ ¼ s-lim

t!�1
eiHte�iHatPa

exist and are isometric on the ranges Ran Pa of
projections Pa. The subspaces Ran W�

a are mutually
orthogonal, and scattering is asymptotically complete:M

a

Ran W�
a ¼ HðacÞ

The singular continuous spectrum of H is empty, so
the absolutely continuous subspace H(ac) of the
operator H can be replaced by H	H(p), where
H(p) is spanned by all eigenvectors of H.

These results can be reformulated in terms
of scattering theory in a couple of spaces.
Suppose that, for every a, eigenvectors  a, n are
normalized and orthogonal if the corresponding
eigenvalues �a, n coincide. Let us introduce an
auxiliary space

Ĥ ¼
M

a

Ha; Ha ¼ Ha ¼ L2ðXaÞ ½12�

and an auxiliary operator

Ĥ ¼
M

a

Ka; Ka ¼ Ka þ �a ½13�

in this space. Here and below, the sums are taken
over all a. We define an identification Ĵ : Ĥ!H by
the relations

Ĵ ¼
X

a

Ja; Jafa ¼ fa �  a ½14�

where the tensor product is the same as in [10]. In
particular, J0 = I. Since HaJa = JaKa, the wave
operators W�(H, Ĥ; Ĵ) exist and are isometric and
complete, that is,

Ran W�ðH; Ĥ; ĴÞ ¼ HðacÞ

Thus, for states orthogonal to eigenvectors of
H, evolution of an N-particle system decomposes
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asymptotically into a sum of evolutions which
are ‘‘free’’ in external variables xa and are
determined by eigenvalues and eigenfunctions of
the Hamiltonians Ha in internal variables xa. To be
more precise, we have that, for all f 2 H(ac) and
t!�1,

expð�iHtÞf ¼
X

a

expð�iKatÞf�a �  a þ oð1Þ ½15�

where

f�a ¼W�ðH;Ka; JaÞ
f

and the term o(1) tends to zero in H. The wave
operator W�(H, Ka; Ja) describes the scattering
channel where a system of N interacting particles
splits up asymptotically (for t!�1) into non-
interacting clusters C1, . . . , Cn, n � 2, and particles
from the same cluster Cl are in the bound state (if
there are more than one particle in Cl) given by the
function  a(xa). Somewhat loosely speaking, this
implies that the continuous spectrum of the
operator H consists of branches starting from all
its thresholds.

Note that the scattering problem can equivalently
be formulated without the separation of center-
of-mass motion. In this case, a trivial decomposition
with #(a) = 1 should be added, and the set of
thresholds of the operator H includes eigenvalues of
the operator H.

The existence of the wave operators and their
isometricity can be obtained by the Cook method.
Only the asymptotic completeness is a difficult
mathematical problem. It can be solved within the
framework of the smooth method, which requires a
study of boundary values of resolvents as the
spectral parameter z approaches the continuous
spectrum or, equivalently, a study of a large-time
behavior of evolution operators.

The scattering operator

S ¼WþðH; Ĥ; ĴÞ
W�ðH; Ĥ; ĴÞ

is unitary on the space Ĥ and commutes with the
operator Ĥ. Its component Sab :Hb!Ha describes
a process where a system in a state b as t!�1
goes over in a state a as t!þ1. Diagonalizing
the operator Ĥ by a unitary operator
F̂, (F̂ Ĥ f )(�) = �(F̂ f )(�),� > �0, we obtain the
scattering matrix S(�) defined by the equation
(F̂Sf )(�) = S(�)(F̂ f )(�). In its turn, the scattering
matrix is also a matrix operator with components
Sab(�). For N � 3, the structure of the scattering
matrix is essentially more complicated than for
N = 2. This is discussed in some detail in the next
section.

Resolvent Equations for Three-Particle
Systems

Let the Hamiltonian H be defined by eqns [2]–[4],
where N = 3, and let the configuration space of each
particle be Rd, d � 3. The operator H acts in the
space H= L2(Xcm), where the subspace Xcm � R3d

is distinguished by condition [5]. Let R0(z) =
(H0 � z)�1, R(z) = (H � z)�1. Since V(x) does not
tend to 0 as jxj!1, x 2 Xcm, in the three-particle
case, the resolvent equation

RðzÞ ¼ R0ðzÞ � R0ðzÞVRðzÞ ½16�

is not Fredholm even for Im z 6¼ 0.
To overcome this difficulty, Faddeev (1965)

derived a system of equations for components of
the resolvent. The entries of this system are
constructed in terms of three Hamiltonians

H� ¼ H0 þ V�

�= (12), (13), (23), containing only one pair inter-
action each, and their resolvents R�(z) = (H� � z)�1.
Let us write down the resolvent equation for each
pair H�, H

RðzÞ ¼ R�ðzÞ � R�ðzÞ
X
� 6¼�

V�RðzÞ

We multiply it by jV�j1=2 and set

r0
�ðzÞ ¼ jV�j1=2R�ðzÞ; r�ðzÞ ¼ jV�j1=2RðzÞ

t�;�ðzÞ ¼ 0; t�;�ðzÞ ¼ jV�j1=2R�ðzÞðV�Þ1=2

where (V�)1=2 = V�jV�j�1=2. This yields a system of
equations

r�ðzÞ ¼ r0
�ðzÞ �

X
� 6¼�

t�;�ðzÞr�ðzÞ ½17�

for the operators r�(z). Note that the resolvent R(z)
can be recovered from its components r�(z) by the
formula

RðzÞ ¼ R0ðzÞ � R0ðzÞ
X
�

ðV�Þ1=2r�ðzÞ

It is convenient to rewrite eqn [17] in the matrix
notation

rðzÞ ¼ r0ðzÞ � tðzÞrðzÞ ½18�

where r0(z) = {r0
�(z)}, r(z) = {r�(z)} are the ‘‘vector’’

operators in the three-component space L(3)
2 (Xcm) and

t(z) = {t�,�(z)} is the ‘‘matrix’’ operator in this space.
The advantage of eqn [17] compared to [16] is

that the operators t�,�(z) are compact for Im z 6¼ 0.
This can be deduced from the fact that the product
V�(x�)V�(x�), where � 6¼ � tends to 0 as
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jxj!1, x 2 Xcm, provided that V�(x�)! 0 as
jx�j!1 for all �. Moreover, the homogeneous
equation [17] has only a trivial solution. Indeed, if
for some z with Im z 6¼ 0

f� ¼ �
X
� 6¼�

t�;�ðzÞf� ½19�

then the function

u ¼
X
�

ðV�Þ1=2f�

satisfies the equation u =�R0(z)Vu. Since the
operator H is self-adjoint, this implies that u = 0
and hence f� = 0 for all �. According to the
Fredholm alternative, eqns [17] for r�(z) or [18]
for r(z) can be solved if Im z 6¼ 0, that is,

rðzÞ ¼ ðI þ tðzÞÞ�1r0ðzÞ ½20�

This equation allows one to deduce the existence of
necessary boundary values of the ‘‘sandwiched’’
resolvent R(z) from similar results for the resolvents
R�(z) of the ‘‘two-particle’’ operators H�. In its
turn, R�(z) can be expressed in terms of the resolvent
R�(z) of the operator H� acting in the space L2(Rd).
Indeed, in the ‘‘mixed’’ representation (��, x�), where
the Fourier transform in the variable x� is performed
and the variable �� is dual to x�, we have

ðR�ðzÞf Þð��; x�Þ ¼ ðR�ðz� ð2m�Þ�1j��j2Þf Þ
� ð��; x�Þ ½21�

The passage to the limit Im z! 0 requires that
assumption [11] be satisfied for � > 2. Moreover,
we have to suppose that the operators H� do not
have the so-called zero-energy resonances as well as
eigenvalues embedded in the continuous spectrum.
Then the operator functions hx�i�lR�(z)hx�i�l, l > 1,
hx�i= (1þ jx�j2)1=2, are analytic in the complex
plane cut along [0,1), they have poles only at the
points ��, n, and are continuous up to the cut, the
point z = 0 included. In particular, it follows from
eqn [21] that, if the operators H� do not have
negative eigenvalues, then the operator functions
hx�i�lR�(z)hx�i�l, l > 1, are also analytic in the
complex plane cut along [0,1) and are continuous
up to the cut.

The next result is of genuinely three-particle nature
and is crucial for the study of the operator t(z). The
operator functions hx�i�lR0(z)hx�i�l,� 6¼ �, l > 1,
are continuous in norm up to the cut along [0,1).

Now it follows from eqn [20] that the operator-
valued functions r�(z)jV�j1=2 are continuous up to
the cut (0,1) except points � 2 (0,1), where the
homogeneous equation [19] for z =�� i0 has a
nontrivial solution. The set N =Nþ [ N� of such

points � 2 (0,1) is closed and has Lebesgue measure
zero. In particular, the operators hx�i�l, l > 1,
are H-smooth on any compact subinterval of
� = (0,1)nN . Therefore, the smooth method of
scattering theory can be directly applied. It yields
the existence and completeness of the wave
operators W�(H, H0). In this case, three-particles
are necessarily asymptotically free.

‘‘Two-particle’’ channels of scattering arise if the
operators H� have negative eigenvalues. To simplify
notation, we assume that every H� has exactly one
eigenvalue �� < 0. Moreover, it is supposed that the
corresponding eigenfunction  �(x�) tends to zero
sufficiently rapidly as jx�j!1. Analytically, the
appearance of new channels is due to new singula-
rities of the resolvents. Indeed, in this case

R�ðzÞ ¼ ð�� � zÞ�1P� þ R̂�ðzÞ

where the function R̂�(z) is analytic and continuous
up to the cut in the complex plane cut along [0,1).
It follows from eqn [21] that in this case the
resolvent R�(z) contains the additional term

ðð2m�Þ�1j��j2 þ �� � zÞ�1 � P�

which is analytic only in the complex plane cut
along [��,1). To take these terms into account,
system [17] should be further rearranged. This yields
the following result. Let us set

G�0 ¼ hx�i�lðI�P�Þ; G�1 ¼ hx�ilðJ�Þ

X
� 6¼�

V� ½22�

Then, for all �,�, i, j=0,1, a suitable l> 1 and
�0 = min{��}, the operator functions G�iR(z)G
�j are
norm continuous as z approaches the cut (�0,1) at
the points of �= (�0,1)nN , where N is again a
closed set of measure zero. In particular,
the operators G�0 and G�1 are H-smooth on any
compact subinterval of �.

In the multichannel case, to fit scattering for the
Hamiltonian H into the framework of smooth
theory, it is convenient to reformulate the result in
terms of scattering theory in a couple of spaces. Let
the space Ĥ, the operator Ĥ, and the identification Ĵ
be defined by eqns [12], [13], and [14], respectively,
where the index a takes four values a = 0,� and
�= (12), (13), (23). One, further, needs to introduce
auxiliary identifications

J0 ¼ I �
X
�

P�

and

Ĵ ¼ J0 

M
�

J�
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The H- (and Ĥ-) smoothness of operators [22] imply
that the wave operators

W�ðH; Ĥ; ĴÞ and W�ðĤ;H; Ĵ
Þ

exist.
The operators W�(H, Ĥ; Ĵ) are isometric because

s-lim
jtj!1

P� expð�iH0tÞ ¼ 0 ½23�

and the operators P�P� are compact for � 6¼ �.
Using that the operator

Ĵ Ĵ
 � I ¼
X
�6¼�

P�P�

is compact (whereas ĴĴ
 � I is not), we see that the
operators W�(Ĥ, H; Ĵ
) are also isometric. Finally,
we remark that, by eqn [23],

W�ðH; Ĥ; ĴÞ ¼W�ðH; Ĥ; ĴÞ

This implies the asymptotic completeness.
Let us discuss properties of the scattering matrix

in the one-channel case where the pair operators H�

do not have negative eigenvalues. The scattering
matrix S(�) : L2(S2d�1)!L2(S2d�1), � > 0, is of
course a unitary operator, but in contrast to the
two-particle case the operator S(�)� I is not
compact because its kernel contains the Dirac
functions �(�� � �0�). Nevertheless, the structure of
its singularities can be explicitly described. Actually,
let S�(�) be the ‘‘two-particle’’ scattering matrix for
the pair H0, H�. Then

Sð�Þ ¼ S12ð�ÞS23ð�ÞS13ð�Þ~Sð�Þ

where the operator ~S(�)� I is compact.
The approach described briefly in this section

relies on a kind of an advanced perturbation theory
where the free problem is determined by the set of
all sub-Hamiltonians. Its generalization to the case
of an arbitrary number of particles meets with
numerous difficulties. A different, nonperturbative,
approach which works well for any number of
particles will be discussed in the next section.

A purely time-dependent method in three-particle
scattering is exposed in Enss (1983).

Nonperturbative Approach

Now N and d are arbitrary. In the nonperturbative
approach (see Graf (1990), Sigal and Soffer (1989),
and Yafaev (1993)) the operators H and H0 as well
as the Hamiltonians of all subsystems are treated on
an equal basis. It is supposed that all pair potentials
satisfy condition [11]. No assumptions on subsys-
tems are required.

The starting point of this approach is the limiting-
absorption principle, which claims that the operator
hxi�l, x 2 Xcm, for l > 1=2 is H-smooth on any
compact interval � not containing the thresholds and
eigenvalues of H. Its proof relies on the Mourre
commutator method (see Cycon et al. (1987)). To be
more precise, it is deduced from the following estimate:

ið½H;A�f ; f Þ � ckfk2; c ¼ cð�Þ > 0

f 2 Eð��ÞH ½24�

for the commutator of H with the generator of
translations

A ¼ �i
X

j

ðxj@j þ @jxjÞ

Here xj are coordinates of x 2 Xcm in some orthonor-
mal (with respect to scalar product [6]) basis in Xcm,�
is neither a threshold nor an eigenvalue of the operator
H and �� is a sufficiently small interval. Very roughly
speaking, the Mourre estimate [24] means that,
similarly to the two-particle case, the observable

ðAe�iHtf ; e�iHtf Þ

is a strictly increasing function of t for all f 2 H(ac).
The limiting-absorption principle implies that the

singular continuous spectrum of the operator H is
empty, but it is not sufficient for scattering theory. If
the limiting-absorption principle were true for the
critical value l = 1=2, then it would imply asymptotic
completeness. Unfortunately, the operator hxi�1=2 is
definitely not smooth even with respect to the free
operator H0. However, by introducing an auxiliary
differential operator we can fix this problem. This
leads to the radiation estimates. These estimates look
differently in different regions of the configuration
space. Choose any cluster decomposition a =
(C1, . . . , Cn). The radiation estimate morally implies
that the motion of a system is asymptotically free in
the variable xa (describing the relative motion of
clusters) in the region where particles from each
cluster Cl, l = 1, . . . , n, are close to each other
compared to distances between different clusters.
On the contrary, this motion is very complicated in
the variable xa pertaining to bound states of different
clusters. In particular, the radiation estimate is the
same as for the two-particle case in the ‘‘free’’ region
where all particles are far from each other.

To be more precise, let ra =rxa
be the gradient

in the variable xa and let r?a ,

r?a u
� �

ðxÞ ¼ ðrauÞðxÞ � jxaj�2hðrauÞðxÞ; xaixa

be its orthogonal projection in Xa on the subspace
orthogonal to the vector xa. Let 	a be the
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characteristic function of a closed cone Ya � Xcm

satisfying the condition Ya \Xb = ; for all b such
that Xa 6� Xb. Then the operator

Ga ¼ 	ahxi�1=2r?a

is H-smooth on �.
A proof of the radiation estimates is based on

the consideration of the commutator of H with
some differential operator M =�i

P
(m(j)@j þ @jm

(j)),
where m(j) = @m=@xj. Here m (it depends on a) is a
specially constructed function satisfying the follow-
ing properties:

1. m(x) is homogeneous (for jxj � 1) of order 1;
2. for any b it does not depend on xb in some

conical neighborhood of the subspace Xb;
3. m(x) is convex; and
4. m(x) =
ajxaj,
a � 1, on support of the function	a.

Note that we can set m(x) = jxj in the case of the
operator H0.

Due to properties (1) and (2) the commutator
[V, M] is a short-range function (estimated by
hxi�1�" for " > 0). Due to properties (3) and (4)
the commutator [H0, M] � cG
aGa, c > 0, up to
short-range terms. The estimate

½H;M� � cG
aGa � c1hxi�1�"

implies that the operator Ga is H-smooth on �.
The main difficulty in the N-particle problem is

that pair potentials V�(x�) do not tend to zero as
jxj!1. The idea of the proof of asymptotic
completeness is to introduce auxiliary wave opera-
tors such that ‘‘effective’’ perturbations are decaying
functions. This requires a suitable smooth partition
of unity. Moreover, it is convenient to choose
auxiliary identifications as first-order differential
operators rather than operators of multiplication.
Unfortunately, although such identifications allow
one to ‘‘kill’’ directions where the potentials V�(x�)
do not tend to zero, their commutators with the
operator H0 have coefficients decaying at infinity
only as jxj�1.

Thus, we introduce differential operators

Ma ¼ �i
X

mðjÞa @j þ @jm
ðjÞ
a

� �

with coefficients m(j)
a = @ma=@xj. The functions ma

satisfy properties (1), (2) formulated above and

5. ma(x) = 0 in some conical neighborhoods of the
subspaces Xb such that Xa 6� Xb. To put it
differently, ma(x) = 0 in some conical neighbor-
hood of the subspace where xi = xj for some i, j
belonging to different clusters C1, . . . , Cn.

Let the operator Ha be defined by eqn [9]. Given
the limiting-absorption principle and the radiation
estimates, we first check the existence of auxiliary
wave operators

W�ðH;Ha; MaEað�ÞÞ

and

W�ðHa;H; MaEð�ÞÞ ½25�

Here we use that according to (5) coefficients of the
differential operator (V � Va)Ma are, under assump-
tion [11], short-range (in the configuration space
Xcm). By property (2), the function [Va, Ma] is also
short-range. Thus, the operator VMa �MaV

a can be
taken into account by the limiting-absorption
principle. The commutator [H0, Ma] factorizes into
a product of Ha- and H-smooth operators according
to the radiation estimates.

Similar arguments show that, for
P

a ma = m and
M =

P
a Ma (the sums here are taken over all

possible breakups of the N-particle system), the
wave operator (observable)

W�ðH;H;�MEð�ÞÞ ½26�

also exists. Moreover, it can be easily achieved
that m(x) � 1. Then it follows from the Mourre
estimate that operator [26] is positive definite
on the subspace E(�)H and hence its range
coincides with this subspace. It means that for
all f 2 E(�)H

lim
t!�1

k expð�iHtÞf �M expð�iHtÞg�k ¼ 0 ½27�

if f = W�(H, H; ME(�))g�.
The existence of wave operators [25] implies that

for any g�= E(�)g� and g�a = W�(Ha, H; MaE(�))g�

lim
t!�1

kM expð�iHtÞg�

�
X

a

expð�iHatÞg�a k ¼ 0 ½28�

Combining eqns [27] and [28], we see that
exp (�iHt)f decomposes asymptotically into sim-
pler evolutions exp (�iHat)g

�
a . This is one of the

equivalent formulations of asymptotic complete-
ness and leads to eqn [15].

Finally, we note that eqn [15] can be rewritten as

expð�iHtÞf ¼
X

a

expði�aðxa; tÞÞð2itÞ�da=2

� f̂�a ðxa=ð2tÞÞ aðxaÞ þ oð1Þ ½29�

N-Particle Quantum Scattering 591



where t!�1, da = dim Xa, f̂�a is the Fourier trans-
form of f�a and

�aðxa; tÞ ¼ x2
að4tÞ�1 � �at ½30�

Long-Range Interactions: New Channels

The multiparticle problem acquires a long-range
character if pair potentials decay as Coulomb
potentials or slower. Similarly to the two-particle
problem, for long-range potentials the definition of
wave operators should be naturally modified. As in
the short-range case, only the asymptotic complete-
ness is a really difficult mathematical problem.
Assume that pair potentials satisfy condition

jð@�V�Þðx�Þj � Cð1þ jx�jÞ���j�j; � >
ffiffiffi
3
p
� 1

for all j�j � �0 and sufficiently large �0. Then only
phase factors in eqn [29] should be modified.
Actually, instead of eqn [30] we should set

�aðxa; tÞ ¼ x2
að4tÞ�1 � �at � t

Z 1

0

Vaðsxa; 0Þ ds

where Va(x) = V(x)� Va(x) and as usual x = (xa, xa).
As shown in Dereziński (1993), with this definition of
wave operators, the asymptotic completeness holds.

On the contrary, if pair potentials decay slower
than jxj�1=2, then the traditional picture of scatter-
ing breaks down (see Yafaev (1996)). Actually, a
three-particle system might have additional scatter-
ing channels intermediary between the channel
where three particles are asymptotically free and
the channels where a couple of particles form a

bound state. In these additional channels, the
bound state of a couple of particles depends on a
position of the third particle, and it is destroyed
asymptotically.

See also: Quantum Mechanical Scattering Theory;
Schrödinger Operators.
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Introduction

The existence of nuclear spin and its associated
magnetism was first suggested by Wolfgang Pauli in
1924, a conjecture based on the fine details of
atomic spectra, the so-called hyperfine structure.
The interaction of this nuclear magnetism with an
external magnetic field was predicted to result in a
finite number of discrete energy levels known as the
Zeeman structure. However, the first direct

excitation of transitions between nuclear Zeeman
levels was by Isador Rabi in 1933, using radio-
frequency (RF) waves in an atomic beam apparatus.
In 1945, Felix Bloch and co-workers at Stanford,
and Edward Purcell and co-workers at MIT,
performed the first nuclear magnetic resonance
(NMR) experiments in condensed matter, with the
RF response of the hydrogen nucleus (proton) being
directly detected.

The early prospects for this new technique were
limited to precise measurements of magnetic fields
and nuclear magnetic moments. However, three
transformational discoveries intervened to set
NMR on a course that would result in initially
unimaginable contributions to physics, chemistry,
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engineering, medicine, geology, food science, and
biochemistry. In 1950, it was found that atomic
nuclei at different sites of a molecular orbital had
slightly different resonant frequencies, a phenom-
enon known as ‘‘chemical shift.’’ In the a same year,
Erwin Hahn discovered the spin echo, thus opening
the possibility that multiple RF pulse trains could be
used to remove unwanted nuclear spin interactions
while being used to manipulate spin coherences with
exquisite resolution. In addition, in 1951, using this
spin echo, Herbert Gutowsky and Charles Slichter
revealed a hitherto unobserved scalar spin–spin
interaction between nuclei, mediated by the mole-
cular orbital electrons.

The discovery of the chemical shift and the scalar
coupling would immediately revolutionize chemis-
try. Further discoveries of nuclear quadrupole
interactions and through-space dipolar interactions
would add to the capacity of NMR to provide
insight regarding structure and order in the solid and
liquid crystalline state. But the spin echo would
provide a platform for new advances in science in
every one of the six decades following the discovery
of NMR in 1945. These were successively diffusion
and flow NMR, multidimensional NMR, magnetic
resonance imaging, protein structure NMR, ex situ
NMR, and quantum computing NMR.

Resonant Excitation and Detection

In quantum-mechanical language, the Zeeman
Hamiltonian H for a nuclear spin experiencing a
magnetic field B0 along the laboratory z-axis may be
written as

H ¼��B0Iz ½1�

� being the (nuclear) gyromagnetic ratio while Iz is the
operator for the z-component of angular momentum,
with eigenvalues m�h, m lying in the range �I,�I þ
1, . . . , I. I is the angular momentum quantum
number, being either integer or half-integer. From the
Schrödinger equation, it can be seen that the eigenkets
of H precess about the z-axis at a rate �B0, the
frequency corresponding to the energy difference
between the 2I þ 1 Zeeman levels. For convenience,
we shall take the eigenvalues of Iz to be simply m,
dropping the factor �h, and leading to a Hamiltonian
expressed in frequency rather than in energy units.

Resonant excitation between the Zeeman levels is
achieved by the application of an RF (!) magnetic
field of amplitude 2B1 linearly polarized normal to
B0 such that the total Hamiltonian becomes

H ¼ ��B0Iz � 2�B1 cos !tIx ½2�

This excitation is easily applied by means of a
transversely oriented antenna coil, the same coil
generally being used to detect the nuclear spin
response. In the frame of reference rotating about
B0 at !, the Hamiltonian transforms to

H ¼� � B0 �
!

�

� �
Iz � �B1Ix

� �B1 expði2!tIzÞIx expð�i2!tIzÞ ½3�

At resonance, !=!0 = �B0. The last term in eqn [3]
averages to zero and may be neglected (the
Heisenberg condition) provided !� �B1, that is,
B0 � B1. Given B0 of the order of tesla and B1 of
the order of millitesla, this condition is easily
satisfied. Hence, from the perspective of the
rotating frame, the spins at resonance see only the
static magnetic interaction �B1Ix, so that applica-
tion of this resonant RF field causes spins to nutate
about the rotating frame x-axis at a rate �B1. Thus,
by application of RF pulses of different duration,
and phases, one may produce arbitrary reorienta-
tion of the spins about various axes in the rotating
frame.

With the spin system disturbed from equilibrium,
the NMR ‘‘signal’’ is detected via the subsequent
free precession, and usually via the same antenna
coil used for resonant excitation, Semiclassically, the
phenomenon may be pictured as follows. RF
excitation nutates an initial z-magnetization into
the transverse plane of the rotating frame. Such
transverse magnetization corresponds the laboratory
frame to a magnetization precessing at the Larmor
frequency, thus inducing an oscillating emf in the
receiver coil. In the next section, we see how to
describe this phenomenon in the language of
quantum mechanics.

Typically, NMR is performed using the nuclei of
common atoms in organic molecules, (1H, 2H, 13C,
15N, 19F, 31P) although for inorganic matter a wider
class of nuclei are available. Of all these, the
proton is most abundant and most sensitive,
having the highest gyromagnetic ratio, �, of all
stable nuclei.

The Quantum Statistics of the
Spin Ensemble

The nuclear Zeeman energy in typically available
laboratory magnetic fields, �B0�h, is many orders of
magnitude smaller than the Boltzmann energy, kBT,
except at millikelvin temperatures. At room tem-
perature in thermal equilibrium, the fractional
difference in populations between the Zeeman levels
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is normally very small, for example, for protons,
about 10�5. Of course, the total number of spins
available may be very large, for example, on the
order of 1020.

The signal in magnetic resonance is detected as a
collective effect of the large ensemble of nuclear
spins. The natural language of quantum statistics is
that of the density matrix, �; the time-dependent
expectation value for any observable represented
by an operator O is then, tr(O�(t)), the diagonal
sum of the product of O and �. The time evolution
of the density matrix is given by the Liouville
equation

i
@�

@t
¼ H; �½ � ½4�

where [ , ] is a commutator. For a constant Hamilto-
nian, this equation gives

�ðtÞ ¼ expðiHtÞ�ð0Þ expð�iHtÞ ½5�

Physical solutions to the density matrix (Liouville
space) are (2I þ 1)2 (square) matrices formed in
the (2I þ 1)-dimensional angular momentum
eigenbasis. Generally, we may write the density
matrix in a representation of irreducible tensor
operators. One very convenient representation is
the set formed by taking products of spin
operators. For example, in the case of spin-1/2
where Liouville space is 22-dimensional, we may
write

�ðtÞ ¼ 1
2 I þ axIx þ ayIy þ azIz ½6�

where I is the identity operator. The operators Ix

and Iy provide the off-diagonal elements of � and
define the degree of phase coherence in the
ensemble, while the operator Iz defines the degree
to which the diagonal elements differ, thus defining
the polarization. ax and ay give the amount of ‘‘one-
quantum coherence’’ in the ensemble while az gives
the polarization. In thermal equilibrium ax = ay = 0,
and the spin ensemble exists in a state of
pure longitudinal polarization given, in the high-
temperature approximation, �B0�h <<kBT, by

�eqbmð0Þ�
1

ð2I þ 1Þ I þ
��hB0

ð2I þ 1ÞkBT
Iz ½7�

This is the starting point for all NMR experiments
(Figure 1).

Consider then the detection of precession via the
Faraday induction. The size of the signal observed
will be proportional to the size of the transverse
magnetization M = tr[(Ix þ iIy)�(t)] present in the
rotating frame, this magnetization producing an

induced emf with real and imaginary components
because of the capacity of heterodyne receivers to
detect quadrature phase. In the laboratory frame,
the detected signal has a prefactor of �B0 reflecting the
Faraday induction, which, taken together with the
dependence of the initial equilibrium magnetization on
�B0, gives an overall NMR sensitivity (�B0)2, helping
to explain in part why high magnetic fields are
advantageous. Take the simple example for I = 1=2,
where a single 90� resonant RF pulse is applied to the
spin system, subsequent free precession occurring
under the Zeeman Hamiltonian. The density matrix
at detection is

�ðtÞ ¼ expði!0tIzÞ exp i
�

2
Ix

� �
�eqbmð0Þ

	 exp �i
�

2
Ix

� �
expð�i!0tIzÞ

¼ expði!0tIzÞ exp i
�

2
Ix

� �
aeqbmIz

	 exp �i
�

2
Ix

� �
expð�i!0tIzÞ

¼ expði!0tIzÞaeqbmIy expð�i!0tIzÞ
¼ aeqbmIy cosð!0tÞ þ aeqbmIx sinð!0tÞ ½8�

Noting tr(I2
x) = tr(I2

y ) = tr(I2
z ) = (1=3)(2I þ 1)I(I þ 1)

and tr(I�I�) = 0, the signal may easily be calculated
as S(t) : aeqbm exp(i!0t), corresponding, upon Fourier
transformation, to a unique frequency at !0. Note
that a basis consisting of products of angular
momentum operators are easy to handle since all
evolution properties follow from the usual angular
momentum commutation algebra.

The spin echo pulse scheme of Figure 2 is one of
the most important in NMR. It allows one to
refocus dephasing effects caused by inhomoge-
neous broadening, for example, due to the hetero-
geneity of the magnetic field across the sample.
Rewriting the density matrix equation in the
rotating frame, replacing the Zeeman precession

I = 2 I = 1/2m m

–2

–1

0

1

2

–1/2

1/2

γ   B0

γ   B0

Figure 1 Schematic Zeeman levels for the case I = 2 and

I = 1=2. The bold lines indicate the relative population in each

state in thermal equilibrium.

594 Nuclear Magnetic Resonance



by its residual offset, and accounting for both RF
pulses,

�rotð2	Þ ¼ expði�!0	IzÞ expði�IyÞ expði�!0	IzÞ

	 exp i
�

2
Ix

� �
�eqbmð0Þ exp �i

�

2
Ix

� �

	 expð�i�!0	IzÞ expð�i�IyÞ
	 expð�i�!0	IzÞ
¼ aeqbmIy ½9�

Details of the density matrix evolution are given in
Figure 2. The inversion pulse has the effect of
completely reversing all the phase shifts that occur
during the first interval, resulting in an echo signal
when the two time periods are equal. Note the use
of nested operators representing the successive
influences of RF pulses (assumed to be ideal
rotations) and Hamiltonian evolutions. The overall
influence of the RF pulses is to render the effective
Hamiltonian zero in this case.

This echo sequence (and its equivalent multiple RF
train, the Carr–Purcell–Meiboom–Gill sequence) allows
one to remove the effect of magnetic field inhomo-
geneities so as to investigate the underlying homoge-
neous broadening and associated signal damping.

Spin Relaxation

The free precession of nuclear spins does not
continue indefinitely. Ultimately the off-diagonal
elements of the density matrix lose phase coherence
while the diagonal elements gradually return to their
thermal equilibrium state, two processes known,
respectively, as T2 (spin–spin) and T1 (spin–lattice)

relaxation. The rate of relaxation depends on
interactions between the spins themselves and
between the spins and their thermal environment.
The process of T1 relaxation requires fluctuations
that induce transitions between the Zeeman levels.
Clearly the relevant quantum-mechanical opera-
tors must possess a nonzero matrix element
coupling the Zeeman levels, and the frequency of
those fluctuations must match the energy gap
spacing. Predominant in causing such relaxation
in diamagnetic environments are the internuclear
dipolar interactions, while in paramagnetic envir-
onments, dipolar interactions between nuclear and
electronic spins are effective. One simple way of
representing these processes is by the spectral
density function, the Fourier power transform of
their fluctuations, dipolar interactions causing
spin–lattice relaxation due to fluctuations at !0

and 2!0. For a fluctuating interaction with correla-
tion time, 	c, that spectral density may approx-
imate a Lorentzian of the form

Jð!Þ= 	c

1þ !2	2
c

½10�

Thus, as the rate of molecular motions varies, due to
the influence of temperature on 	c, the T1 relaxation
rate will be a maximum when !0	c = 1. Both solids
(!0	c � 1) and liquids (!0	c 
 1) have long T1

relaxation times while soft solids or complex liquids
may have faster relaxation. T1 relaxation manifests
as an exponential return to equilibrium values of
longitudinal magnetization. Typical vales range
from hundreds of milliseconds to hours, and the
need to re-establish equilibrium between repetitions
of the experiment can severely limit signal averaging

180°y90°x

τ τ

τ

τ + t

2τ

= –Δω0Izrot = –Δω0Izrot 

ρrot(0)– = aeqbmIz
ρrot(0)+ = aeqbmIy

ρrot(2τ) = aeqbmIy

ρrot(t ) = aeqbmIy cos(Δω0t ) + aeqbmIx sin(Δω0t )

ρrot(τ)+ = aeqbmIy cos(Δω0τ ) – aeqbmIx sin(Δω0τ)

ρrot(τ + t ) = aeqbmIy 
cos(Δω0τ)cos(Δω0t ) + aeqbmIx 

cos(Δω0τ)sin(Δω0t )

–aeqbmIx 
sin(Δω0τ)cos(Δω0t ) + aeqbmIy 

sin2(Δω0τ)sin(Δω0t )

t

Figure 2 Spin echo pulse scheme showing the evolution of the density matrix.
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and hence available signal-to-noise ratios. Note that
T1 relaxation occurs by stimulated emission.
Spontaneous emission is effectively absent from
nuclear spin systems owing to the long-radiation
wavelength.

The case of T2 (spin–spin) relaxation is inherently
more complex. First, the definition of ‘‘loss of phase
coherence’’ depends on the particular RF pulse
sequence employed. Second, the simple perturbation
theory description applied to T1 relaxation only
works in the fast motion limit, where the T2

relaxation rate may be shown to depend on spectral
density terms not only at !0 and 2!0 but also != 0.
In consequence, T2 
 T1. T2 relaxation is sensitive
to static components. These static components may
dominate in soft solids and solids. Indeed, any term
in the Hamiltonian which spreads spin phases, and
which cannot be recovered by means of a judicious
RF pulse train, will contribute to T2 relaxation.
Suppose the effective frequency distribution causing
dephasing is described by an ensemble second
moment <�!2>, and exhibits fluctuations about a
mean of zero with correlation time, 	c. Then we may
identify two limiting cases: in the slow motion limit
<�!2>1=2 	c � 1, the decay of the detected magne-
tization is Gaussian, and given by a factor
exp(�1=2 <�!2> t2). In solids, the proton T2

relaxation may take place in a few tens of micro-
seconds. In the fast motion limit <�!2>1=2 	c 
 1,
the decay of the detected magnetization is exponential,
and given by a factor exp(�<�!2>	ct). Liquid state
T2 values approach T1 under extreme narrowing
conditions.

The Details of the Nuclear
Spin Hamiltonian

Atomic nuclei interact with their environment, with
surrounding electrons, and with other nuclear spins.
It is precisely this feature that provides such a
sensitive probe of material structure and dynamics.
For a material immersed in a steady magnetic field
B0 along the laboratory z-axis, the Hamiltonian for
the ith nuclear spin can be written

H ¼��B0Iiz � I i:S¼:B0 þ
X

j

J I i:I j

þ
X

j

I i:D¼ :I j þ I i:Q¼
:I i ½11�

It is the variety of the terms in the nuclear spin
Hamiltonian that imparts power to NMR. The
first is the nuclear Zeeman interaction with the
applied magnetic field. In modern laboratory

superconducting magnets, this interaction can be
as large as 1000 MHz, although in earth field
applications it can be as small as 2.5 kHz. Given that
the sensitivity and resolution of NMR generally
improve with increasing magnetic field, the range of
100–1000 MHz is typically the operating regime of
choice. All other terms in the nuclear spin Hamiltonian
are smaller and thus act as first-order perturbations
only, projecting their quantum operators into the
zeroth-order Zeeman eigenbasis, the quantum frame
of the operator Iz. Because several of the terms in
H depend on the orientation of the local nuclear
environment (e.g., the molecular orbital) with respect
to the magnetic field, these terms will fluctuate in the
presence of reorientational motions. By the Heisenberg
uncertainty principle, fluctuations faster in frequency
than the size of the Hamiltonian contribution,
expressed in frequency units, will result in an averaging
to the mean, a phenomenon known as ‘‘motional
averaging.’’

The term �I i.S¼ .B0 is the chemical shift that occurs
for nuclei in molecular atoms, or the knight shift for
nuclei in metals. It is typically a few ppm to several
100 ppm (i.e., 100’s Hz to 10 kHz), depending
on the nucleus. S¼ = �
¼ is a tensor whose principal
axes (1, 2, 3) are associated with the local symmetry
axis of the molecular orbital (bond) in the vicinity
of the nucleus. For a liquid state molecule tumbling
rapidly and isotropically, only the averaged trace
of 
¼ ,
i = (1=3)(
11 þ 
22 þ 
33) survives under
motional averaging, giving a fixed frequency shift
�
i�B0Iiz. However, in a solid-state environment,
the remaining terms also contribute to the aniso-
tropic chemical shift

HCS ¼ �
i�B0Iiz � 1
2 ð3 cos2 � � 1Þ

	ð
33 � 
iÞ�B0Iiz ½12�

where � is the polar angle between the magnetic
field and the principal axis (the axis ‘‘3’’).

The scalar coupling term,
P

j JI i.I j causes each
(ith spin) energy level to be sensitive to the quantum
states of the neighboring j-spins, the coupling
constant J being typically tens to hundreds of hertz
for nearby spins, but reducing rapidly with greater
distance in the molecular orbital. Note that the
operator

P
j JI i.I j is nondiagonal in the zeroth-order

representation, but provided that the chemical shift
between the I and j spins is larger than the coupling
frequency (known in chemistry as an AX spin
system), the operator reduces to

P
j JIizIjz the effect

being to split the i-spin resonance in to a multiplet,
depending on the state of the nearby j-spin. For m
identical nearby j-spins, the multiplet bears a simple
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binomial relationship to m, allowing one to ‘‘read’’
this number directly. The combination of chemical
shift and scalar coupling information is of profound
importance in identifying molecular structure in
chemistry.

The terms
P

j I i.D¼ .I j and I i.Q¼
.I i are, respectively,

the through-space dipolar interaction, HD, and the
nuclear quadrupole interaction, HQ, the latter being
nonzero only for nuclear spin quantum numbers I �
1=2, for example, 2H. These interactions, projected
into the zeroth-order Zeeman frame, for the dipole–
dipole interaction, are

HD ¼
�0�h

4�

X
j>i

�i�j

r3
ij

1

2
1� 3 cos2 �ij

� �

	 3IizIjz � I i:I j

� �
½13�

where rij is the internuclear distance and �ij is the
angle made by the internuclear vector with the
magnetic field direction; while, for the quadrupole
interaction

HQ ¼
3eVZZQ

4Ið2I � 1Þh
1

2
1� 3 cos �ZZð Þ

	 3I2
z � IðI þ 1Þ

� �
½14�

where Q is the nuclear quadrupole moment, VZZ is
the electric field gradient (assuming axial symmetry)
and �ZZ is the angle made by the principal axis of
that gradient with the magnetic field direction. For
protons in organic matter, the internuclear dipole
interaction strength is on the order of 100 kHz, a
similar strength being found for the quadrupole
interaction of deuterons. However, in the liquid
state, these orientation-dependent interactions fluc-
tuate so rapidly that they are typically motionally
averaged to zero. Nonetheless, their fluctuations do
contribute to the relaxation process.

Liquid-state NMR can result in exceptionally
high-resolution (sub-Hz) spectra, if care is taken to
adjust the magnetic field harmonics (shims) to
produce a highly uniform Zeeman field across the
sample. The last contribution of residual inhomo-
geneities to line broadening can often be removed by
gently spinning the sample about its axis at a rate of
a few tens of hertz.

The Evolution Domain, Multiple RF
Pulses, and Multidimensional NMR

Having seen the complexity of the spin Hamilto-
nian, one may envisage experiments where the spin
coherences evolve in a much more complicated
manner. To this end, consider the case of a

molecular liquid two-spin (AX) system coupled via
the scalar spin–spin interaction. In first-order per-
turbation theory, we may represent the simple two-
spin Hamiltonian (in the rotating frame of the
averaged Larmor frequency) as

Hrot ¼ �
1�B0I1z � 
2�B0I2z þ J I1zI2z

¼ �!1I1z � !2I2z þ J I1zI2z ½15�

We now write down the density matrix in
the rotating frame following a single 90�x RF
pulse (Ix),

�ðtÞ¼ expði!1tI1zþ i!2tI2zþ iJ I1zI2ztÞ

	exp i
�

2
Ix

� �
aeqbmðI1zþ I2zÞexp �i

�

2
Ix

� �

	expð�i!1tI1z� i!2tI2z� iJ I1zI2ztÞ
¼ expði!1tI1zþ i!2tI2zþ iJ I1zI2ztÞaeqbmðI1yþ I2yÞ
	expð�i!1tI1z� i!2tI2z� iJ I1zI2ztÞ
¼ expði!1tI1zþ i!2tI2zÞaeqbm

	 I1yþ I2y

� �
cos 1

2Jt
� �

þ2 I1zI2xþ I1xI2zð Þ
�
	sin 1

2Jt
� ��

expð�i!1tI1z� i!2tI2zÞ

¼ aeqbm

�
I1y cos!1tþ I2y cos!2t

þ I1x sin!1tþ I2x sin!2t
�
cos 1

2Jt
� �

þ2 I1zI2x cos!2t� I1zI2y sin!2t
�

þ I1xI2z cos!1t� I1yI2z sin!1tÞ

	 sin 1
2Jt
� �

0
BBBBBBBBB@

1
CCCCCCCCCA
½16�

Detection in the rotating frame with Ixþ iIy gives a
signal

SðtÞ � aeqbmðexpði!1tÞ þ expði!2tÞÞ cos 1
2 Jt
� �

½17�

Fourier transformation with respect to t yields a
spectrum corresponding to two spectral lines at !1

and !2, each split into a doublet of two sidebands
separated by J.

Notice that it is easier to follow the evolution of
the density matrix by simply writing down a time
sequence of behaviors under the influence of the
successive Hamiltonians. Where simultaneous terms
in the Hamiltonians commute, the order of their
operation may be set at will. Thus, the above
example becomes

I1zþ I2z�!
�
2Ix

I1yþ I2y�!
JI1zI2zt

I1yþ I2y

� �
cos 1

2Jt
� �

þ2 I1zI2xþ I1xI2zð Þsin 1
2Jt
� �

�!!1tI1zþ!2tI2z
I1y cos!1tþ I2y cos!2t
�

þ iI1x sin!1tþ iI2x sin!2tÞcos 1
2Jt
� �

þ2 I1zI2x cos!2t� iI1zI2y sin!2t
�

þI1xI2z cos!1t� iI1yI2z sin!1t
�
sin 1

2Jt
� �

½18�
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Now consider a two RF pulse scheme as shown in
Figure 4, each RF pulse being 90�x. The evolution is

I1z þ I2z�!
�
2Ix

I1y þ I2y

^!1t1I1zþ!2t1I2z�JI1zI2zt1

I1y cos!1t1 þ I2y cos!2t1

�
þ I1x sin!1t1

þ I2x sin!2t1Þ cos 1
2 Jt1

� �
þ 2 I1zI2x cos!2t1ð

�I1zI2y sin!2t1 þ I1xI2z cos!1t1

�I1yI2z sin!1t1

�
sin 1

2 Jt1

� �

�!
�
2Ix �I1z cos!1t1 � I2z cos!2t1 þ I1x sin!1t1ð
þ I2x sin!2t1Þ cos 1

2 Jt1

� �
þ 2 I1yI2x cos!2t1 þ I1yI2z sin!2t1

�
þ I1xI2y cos!1t1 þ I1zI2y sin!1t1

�
sin 1

2 Jt1

� �

^

Keeping only observable magnetization

!1t2I1zþ!2t2I2zþJI1zI2zt2

ðI1x sin!1t1 cos!1t2 þ I2x sin!2t1 cos!2t2Þ
	 cos 1

2 Jt1

� �
cos 1

2 Jt2

� �
þ ðI1x sin!2t1 sin!1t2

þ I2x sin!1t1 sin!2t2Þ 	 sin 1
2 Jt1

� �
sin 1

2 Jt2

� �
½19�

If the idealized experiment is performed with two
independent time dimensions t1 and t2, then detec-
tion in the rotating frame over the t2 period with

Ix þ iIy gives a signal (restricting our attention to the
quadrant of positive frequencies)

Sðt1; t2Þ� aeqbmðexpði!1t1Þ expði!1t2Þ þ expði!2t1Þ
	 expði!2t2ÞÞ cos 1

2 Jt1

� �
cos 1

2 Jt2

� �
þ aeqbmðexpði!2t1Þ expði!1t2Þ
þ expði!1t1Þ expði!2t2ÞÞ
	 sin 1

2 Jt1

� �
sin 1

2 Jt2

� �
½20�

When Fourier transformed in two dimensions with
respect to t1 and t2, the pattern shown in Figure 5
results. Remarkably, while the diagonal spectrum
is the same pair of doublets seen in the figure,
this two-dimensional spectrum contains off-diagonal
antiphase peaks for scalar-coupled sites where magnet-
ization transfer has occurred.

The idea of performing NMR in two or more
dimensions was first proposed by Jean Jeener in
1971. The example outlined above, correlation
spectroscopy (COSY), is just one of an array of
coherence transfer experiments using multiple RF
pulse trains and time domain evolution of the spin
ensemble. Notice that in the COSY experiment, t1 is
an evolution dimension during which no detection of
NMR signal occurs, while t2 is the detection domain.

Indirect (scalar)
spin–spin coupling

via electron
Local chemical shift

diamagnetic shielding

ppm 3.7 3.6 3.0

ppm 6.5 6.4 6.3

ppm 6 5 4

ppm 1.4 1.2 1.0

ppm 1.4 1.2 1.0

3 2 1

J coupling

σ

σA
A

A

A
A

A

Figure 3 The proton NMR spectrum of ethanol showing three major peaks, separated by chemical shift, each split into multiplets

arising from nearby protons via the scalar coupling.
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The effect of the evolution is indelibly imprinted in
the spin system density matrix allowing later recall of
vital information concerning the interactions present
in the spin Hamiltonian. The COSY experiment
allows one to determine which spins are coupled via
their molecular orbital electrons. Other multidimen-
sional methods that rely on dipole–dipole relaxation
effects, such as NOESY, determine which spin sites
have ‘‘through-space’’ proximity.

The use of two- and higher-dimensional methods
has allowed the NMR spectra of biological macro-
molecules to be unraveled, with COSY methods used
for spectral assignment of amino acid units, and
NOESY methods used to determine any close proxi-
mities of amino acids otherwise well separated in the
sequence. Such distance information has allowed the
reconstruction of protein conformations by NMR.

The second RF pulse of Figure 4 also generates a
state of the density matrix, I1yI2x known as a double
quantum coherence, and, in the simple COSY
experiment, lost to observable magnetization. Other
RF pulse schemes can take advantage of this state,
converting it via suitable ‘‘coherence pathways’’ into
an observable. For a detailed summary of these
various NMR phenomena, readers are referred to the
book by Ernst et al. (1987).

Solid-State NMR

As with J couplings, dipolar interactions and
quadrupole interactions (I > 1=2) are bilinear in
the spin operators and can be used to generate
various higher-order coherence pathways in NMR
experiments. Unlike the simple spin–spin coupling,
they have an angular dependence. In solids, these
interactions may broaden the NMR resonance line
by tens to hundreds of kilohertz. In the case where a
probe nucleus is located at a known site in the
material (often achieved by deuteron labeling), these
Hamiltonian terms may contribute important infor-
mation about structure, and especially orientational
anisotropy. For example, the quadrupole interaction
for the spin-1 deuteron (see eqns [11] and [14])
depends as P2( cos �ZZ) = (1=2)(3 cos �ZZ � 1) on the
angle between the external magnetic field and
the electric field gradient (generally associated with
the local molecular orbital or bond direction, and taken
here to be axially symmetric). Note that the first-order
contribution of the quadrupole interaction leads to an
unequal separation of the m = 1, 0,�1 Zeeman
energy levels, resulting in a doublet NMR spectrum,
for any particular orientation, �ZZ. Such a unique
orientation might be found in a single crystal, or in a
nematic liquid crystalline state. For a polycrystalline
material, however, the NMR spectrum has a con-
tribution from all orientations, leading to a character-
istic powder pattern. The details of 2H spectral
distributions may be used to characterize the degree
of orientational order in solids and soft, anisotropic
matter.

For 1H, 13C, and other spin-1/2 nuclei, dipolar
interactions (with a wide distribution of spin
spacings and internuclear vector orientation) may
severely broaden the NMR spectrum in the solid
state (see eqns [11] and [13]). Such interactions,
along with quadrupole interactions for nuclei with
I >1=2, may be significantly reduced by modulating
the effective dipolar Hamiltonian at a rate faster
than its strength in frequency units. Two methods
are available, one (magic angle spinning or MAS)
relying on the angular terms in eqns [13] and [14],
and the other (multiple pulse line narrowing) on the
spin terms. The MAS technique relies on spinning
the sample rapidly about at angle oriented at 54.4�

to the magnetic field, such that the average value of
P2(cos �ij) becomes its projection along this spinning
axis, while the projection of the spinning axis
residual is P2(cos 54.4�) � 0. Multiple pulse meth-
ods rely on a successive reorientation of the spin
system such that the effective dipolar Hamiltonian
that results from the application of the nested
evolution operators is rendered close to zero.

90°x90°x

= – ω1I1z – ω2I2z + JI1zI2zrot 

t1 t2

Figure 4 RF pulse scheme used for COSY experiment.

Figure 5 Schematic COSY (modulus) spectrum for an AX spin

system. Not that the (antiphase) off-diagonal peaks indicate

J-couplings between chemical-shift-separated spins.
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In practice, MAS techniques work best with 13C
NMR where the moderate 1H–13C dipolar interactions
may be removed with achievable spinning speeds (a
few tens of kilohertz). Furthermore, the larger proton
magnetization (�1H=�13C � 4) can be transferred to the
13C nuclei via Hartman–Hahn cross-polarization thus
significantly enhancing sensitivity. Such methodology
is referred to as CPMAS NMR.

The real art of solid-state NMR is in removing the
unwanted dipolar or quadrupolar interactions, but
leaving specific interactions of interest. This may be
achieved by including in the MAS experiment,
specific combinations of pulses which recouple
selected spins. Some of the most sophisticated
experiments in modern NMR are to be found in
this domain of application.

Conclusion

NMR provides exceptional structural information
concerning molecules, biomolecules as well as
molecular assemblies, liquid crystals, soft solids,
and solids. In addition, the method provides unique
information concerning molecular dynamics,
through both relaxation methods and the direct
measurement of diffusion or flow. One spectacular
application of NMR concerns its use in imaging,
achieved by giving the Larmor frequency a spatial
tag through the use of deliberately inhomogeneous

magnetic fields. This topic is covered in the article
on Magnetic Resonance Imaging.

See also: Magnetic Resonance Imaging.
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Several fields of mathematics have closely been
associated to physics: this has always been the case
for the theory of differential equations. In the early
twentieth century, with the advent of general
relativity and quantum mechanics, topics such as
differential and Riemannian geometry, operator
algebras, and functional analysis, or group theory
also developed a close relation to physics. In the
1990s, mostly through the influence of string theory,
algebraic geometry also began to play a major role
in this interaction. Recent years have seen an
increasing number of results suggesting that number
theory also is beginning to play an essential part on
the scene of contemporary theoretical and mathe-
matical physics. Conversely, ideas from physics,

mostly from quantum field theory and string theory,
have started to influence work in number theory.

In describing significant occurrences of number
theory in physics, we will, on the one hand, restrict
our attention to quantum physics, while, on the other,
we will assume a somewhat extensive definition of
number theory that will allow us to include arithmetic
algebraic geometry. The territory is vast and an
extensive treatment would go beyond the size limits
imposed by the encyclopedia. The choice of topics
represented here inevitably reflects the limited knowl-
edge, particular interests, and bias of the author. Very
useful references, collecting a lot of material on number
theory and physics, are the proceedings of the Les
Houches conference in 2003 (Beilinson and Manin
1986), as well as the two volumes of a previous Les
Houches conference on number theory and physics,
which took place in 1989, published by Springer in
1990 and 1992. A number theory and physics database
is presently maintained online by M R Watkins.
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In the following, we have organized the material
by topics in number theory that have so far made an
appearance in physics, and for each we briefly
describe the relevant context and results. This
singles out many themes. We first discuss a class of
functions that occur in physics and their special
values that are of great number-theoretic impor-
tance. This includes the dilogarithm, the polyloga-
rithms and multiple polylogarithms, and the
multiple zeta values. We also discuss the most
important symmetry groups of number theory, the
Galois groups, and occurrences in physics of some
forms of Galois theory. We then discuss how
techniques from the arithmetic geometry of alge-
braic varieties, especially Arakelov geometry, play a
role in string theory. Finally, we discuss briefly the
theory of motives and outline its possible relation to
quantum physics. From the physics point of view, it
seems that the most promising directions in which
number-theoretic tools have come to play a crucial
role are to be found mostly in the realm of rational
conformal field theories and of noncommutative
geometry, as well as in certain aspects of string
theory.

Among the topics that are very relevant to this
theme, but that will not be touched upon in this
article, there are important subjects such as the
theory of ‘‘arithmetic quantum chaos,’’ the use of
methods of random matrix theory applied to the
study of zeros of zeta functions, or mirror symmetry
and its connection to modular forms. The interested
reader can find such topics treated in other articles
of this encyclopedia and in the references mentioned
above (see Quantum Ergodicity and Mixing of
Eigenfunctions; Random Matrix Theory in Physics;
Mirror Symmetry: a Geometric Survey).

Dilogarithm, Multiple Polylogarithms,
Multiple Zeta Values

The dilogarithm is defined as

Li2ðzÞ ¼
Z 0

z

logð1� tÞ
t

dt ¼
X1
n¼1

zn

n2

It satisfies the functional equation Li2(z)þ Li2(1� z) =
Li2(1)� log (z) log (1� z), where Li2(1) = �(2), for �(s)
the Riemann zeta function. A variant is given by
the Rogers dilogarithm L(x) = Li2(x)þ (1=2) log (x)
log (1� x). For more details, see Zagier’s paper
(Julia et al. 2005, vol. II).

The polylogarithms are similarly defined by the
series Lik(z) =

P
n�1 zn=nk. In quantum electrody-

namics, there are corrections to the value of the

gyromagnetic ratio, in powers of the fine structure
constant. The correction terms that are known
exactly involve special values of the zeta function
such as �(3), �(5) and values of polylogarithms such
as Li4(1=2). The series defining the polylogarithm
function Lis(z) =

P
n�1 zn=ns converges absolutely

for all s 2 C and jzj < 1 and has analytic continua-
tion to z 2 C n [1,1). The Fermi–Dirac and
Bose–Einstein distributions are expressed in terms
of the polylogarithm function asZ 1

0

xs

ex�� � 1
dx ¼ ��ðsþ 1ÞLi1þsð� e�Þ

The multiple polylogarithms are functions defined
by the expressions

Lis1;...;sr
ðz1; z2; . . . ; zrÞ

¼
X

n1>n2>���>nr>0

zn1

1 zn2

2 � � � znr
r

ns1

1 ns2

2 � � � n
sr
r

½1�

By analytic continuation, the functions
Lis1,..., sr

(z1, z2, . . . , zr) are defined for all complex si

and for zi in the complement of the cut [1,1) in the
complex plane. Multiple zeta values of weight k and
depth r are given by the expressions

�ðk1; . . . ; krÞ ¼
X

n1>n2>���>nr>0

1

nk1

1 � � � n
kr
r

½2�

with ki 2 N and k1 � 2. These satisfy many combi-
natorial identities and nontrivial relations over Q.
For an informative overview on the subject, see
Cartier (2002). Notice that, for the sums in [1] and
[2], a different summation convention can also be
found in the literature.

Conformal Field Theories and the Dilogarithm

There is a relation between the torsion elements in
the algebraic K-theory group K3(C) and rational
conformally invariant quantum field theories in two
dimensions (see Nahm (2005)). There is, in fact, a
map, given by the dilogarithm, from torsion
elements in the Bloch group (closely related to the
algebraic K-theory) to the central charges and
scaling dimensions of the conformal field theories.

This correspondence arises by considering sums of
the form

X
m2Nr

qQðmÞ

ðqÞm
½3�

where (q)m = (q)m1
� � � (q)mr

, (q)mi
= (1� q)(1� q2) � � �

(1� qmi) and Q(m) = mtAm=2þ bmþ h has rational
coefficients. Such sums are naturally obtained from
considerations involving the partition function of a
bosonic rational conformal field theory (CFT). In
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particular, [3] can define a modular function only if all
the solutions of the equationX

j

Aij logðxjÞ ¼ logð1� xiÞ ½4�

determine elements of finite order in an extension
B̂(C) of the Bloch group, which accounts for the fact
that the logarithm is multivalued. The Rogers
dilogarithm gives a natural group homomorphism
(2�i)2L : B̂(C)! C=Z, which takes values in Q=Z
on the torsion elements. These values give the
conformal dimensions of the fields in the theory.

Feynman Graphs

Multiple zeta values appear in perturbative quantum
field theory. D Kreimer (2000) developed a connec-
tion between knot theory and a class of transcen-
dental numbers, such as multiple zeta values,
obtained by quantum field-theoretic calculations as
counterterms generated by corresponding Feynman
graphs. Broadhurst and Kreimer (1997) identified
Feynman diagrams with up to nine loops whose
corresponding counterterms give multiple zeta
values up to weight 15. Recently, Kreimer showed
some deep analogies between residues of quantum
fields and variations of mixed Hodge–Tate struc-
tures associated to polylogarithms.

Testing predictions about the standard model of
elementary particles, in the hope of detecting new
physics, requires developing effective computational
methods handling the huge number of terms involved
in any such calculation, that is, efficient algorithms for
the expansion of higher transcendental functions to a
very high order. The interesting fact is that abstract
number-theoretic objects, such as multiple zeta values
and multiple polylogarithms, appear naturally in this
context (cf., e.g., Moch et al. (2002)). The explicit
recursive algorithms are based on Hopf algebras and
produce expansions of nested finite or infinite sums
involving ratios of gamma functions and Z-sums
(Euler–Zagier sums), which naturally generalize multi-
ple polylogarithms and multiple zeta values. Such
sums typically arise in the calculation of multiscale
multiloop integrals. The algorithms are designed to
recursively reduce the Z-sums involved to simpler ones
with lower weight or depth.

Galois Theory

Given a number field K, which is an algebraic
extension of Q of some degree [K : Q] = n, there is
an associated fundamental symmetry group, given
by the absolute Galois group Gal( �K=K), where �K is
an algebraic closure of K. Even in the case of Q, the

absolute Galois group Gal( �Q=Q) is a very compli-
cated object, far from being fully understood.

One can consider an easier symmetry group,
which is the abelianization of the absolute Galois
group. This corresponds to considering the field Kab,
the ‘‘maximal abelian extension’’ of K, which has
the property that

GalðKab=KÞ ¼ Galð�K=KÞab

The Kronecker–Weber theorem shows that for
K = Q the maximal abelian extension can be
identified with the cyclotomic field (generated by
all roots of unity), Qab = Qcycl, and the Galois
group is identified with Gal(Qab=Q) ffi Ẑ	, where
Ẑ	= A	f =Q	þ. In general, for other number fields,
one has the ‘‘class field theory isomorphism’’

� : GalðKab=KÞ!’ CK=DK

where CK = A	K=K	 is the group of idele classes and
DK the connected component of the identity in CK. In
general, however, one does not have an explicit
description of the generators of the maximal abelian
extension Kab and the action of the Galois group. This
is the content of the explicit class field theory problem,
Hilbert’s 12th problem. In addition to the Kronecker–
Weber case, a complete answer is known in the case of
imaginary quadratic fields K = Q(

ffiffiffiffiffiffiffi
�d
p

), with d > 1 a
positive integer. In this case generators are obtained by
evaluating modular functions at a point � in the
upper-half plane such that K = Q(�) and the Galois
action is described explicitly through the group of
automorphisms of the modular field, through Shimura
reciprocity. For a survey of the explicit class field
theory problem and the case of imaginary quadratic
fields, see Stevenhagen (2001).

As we mentioned above, understanding the
structure of the absolute Galois group Gal( �Q=Q) is
a fundamental question in number theory. Grothen-
dieck described, in his famous proposal ‘‘Esquisse
d’un programme,’’ how to obtain an action of
Gal( �Q=Q) on an essentially combinatorial object,
the set of ‘‘dessins d’enfants.’’ These are connected
graphs (on a surface) such that the complement of
the graph is a union of open cells and the vertices
have two different markings, with the properties
that adjacent vertices have opposite markings. Such
objects arise by considering the projective line P1

minus three points. Any finite cover of P1 branched
only over {0, 1,1} gives an algebraic curve defined
over �Q. The dessin is the inverse image under the
covering map of the segment [0, 1] in P1. The
absolute Galois group Gal( �Q=Q) acts on the data of
the curve and the covering map, hence on the set of
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dessins. A theorem of Bielyi shows that, in fact, all
algebraic curves defined over �Q are obtained as
coverings of the projective line ramified only over
the points {0, 1, 1}. This has the effect of realizing
the absolute Galois group as a subgroup of outer
automorphisms of the profinite fundamental group
of the projective line minus three points. For a
general reference on the subject, see Schneps (1994).

A different type of Galois symmetry of great
arithmetic significance is ‘‘motivic’’ Galois theory.
This will be discussed later in the section dedicated
to motives, where we discuss a surprising occurrence
in the context of perturbative quantum field theory
and renormalization.

Quantum Statistical Mechanics and Class
Field Theory

In quantum statistical mechanics, one considers an
algebra of observables, which is a unital C	-algebra
A with a time evolution �t. States are given by linear
functionals ’ :A ! C satisfying ’(1) = 1 and posi-
tivity ’(x	x) � 0. Equilibrium states ’ at inverse
temperature 	 satisfy the Kubo–Martin–Schwinger
(KMS) condition, namely, for all x, y 2 A there
exists a bounded holomorphic function Fx, y(z) on
the strip 0 < =(z) < 	, which extends continuously
to the boundary, such that for all t 2 R

Fx;yðtÞ ¼ ’ðx�tðyÞÞ

and

Fx;yðt þ i	Þ ¼ ’ð�tðyÞxÞ ½5�

Cases of number-theoretic interest arise when one
considers the noncommutative space of commensur-
ability classes of Q-lattices up to scaling as algebra of
observables, with a natural time evolution determined
by the covolume, as shown in the paper Quantum
Statistical Mechanics of Q-Lattices of Connes–Marcolli
(Julia et al. 2005, vol. I). A Q-lattice in Rn consists of a
pair (�,
) of a lattice � 
 Rn together with a
homomorphism of abelian groups 
 : Qn=Zn�!
Q�=�. Two Q-lattices are commensurable, (�1,
1) �
(�2,
2), iff Q�1 = Q�2 and 
1 = 
2 mod �1 þ �2.

The Bost–Connes system The quantum statistical
mechanical system considered by Bost and Connes
(1995) corresponds to the case of one-dimensional
Q-lattices. The partition function of the system is
the Riemann zeta function �(	). The system has
spontaneous symmetry breaking at 	 = 1, with a
single KMS state for all 0 < 	 � 1. For 	 > 1, the
extremal equilibrium states are parametrized by the
embeddings of Qcycl in C with a free transitive
action of the idele class group CQ=DQ = Ẑ	. At zero

temperature, the evaluation of KMS1 states on
elements of a rational subalgebra intertwines the
action of Ẑ	 by automorphisms of (A, �t) with the
action of Gal(Qab=Q) on the values of the states.
This recovers the explicit class field theory of Q
from a physical perspective.

Noncommutative space of adele classes The algebra
A of the Bost–Connes system is the noncommutative
algebra of functions f (r, �), for � 2 Ẑ and r 2 Q	

such that r� 2 Ẑ, with the convolution product

f1 	 f2ðr; �Þ ¼
X

s2Q	:s�2Ẑ

f1ðrs�1; s�Þf2ðs; �Þ ½6�

and the adjoint f 	(r, �) = f (r�1, r�). According to the
general philosophy of Connes style noncommutative
geometry, it is the algebra of coordinates of the
noncommutative space defined by the ‘‘bad quoti-
ent’’ GL1(Q) n (Af 
 {�1}) – a noncommutative
version of the zero-dimensional Shimura variety
Sh(GL1,{�1})=GL1(Q)n (GL1(Af )
 {�1}). Its ‘‘dual
system’’ (in the sense of Connes’s duality of type III
and type II factors) is obtained by taking the crossed
product by the time evolution. It gives the algebra of
coordinates of the noncommutative space defined by
the quotient A=Q	. This is the noncommutative
space of ‘‘adele classes’’ used by Connes in his
spectral realization of the zeros of the Riemann zeta
function.

The GL2-system A generalization of the Bost–
Connes system was introduced by Connes and
Marcolli in the paper Quantum Statistical
Mechanics of Q-Lattices (Julia et al. 2005). This
corresponds to the case of two-dimensional
Q-lattices. The partition function is the product
�(	)�(	 � 1). The system in this case has two phase
transitions, with no KMS states for 	 � 1. For 	 > 2,
the extremal KMS states are parametrized by the
invertible Q-lattices, namely, those for which 
 is an
isomorphism. The algebra A has an arithmetic
structure given by a rational algebra of unbounded
multipliers. This rational algebra contains modular
functions and Hecke operators. At zero temperature,
extremal KMS states can be evaluated on these
multipliers. Symmetries of (A, �t) are realized in part
by endomorphisms (as in the theory of superselec-
tion sectors) and the symmetry group acting on
low-temperature KMS states is the group of auto-
morphisms of the modular field GL2(Af )=Q	. For a
generic set of extremal KMS1 states, evaluation at
the rational algebra intertwines this action with the
action on the values of an embedding of the modular
field as a subfield of C.
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The complex multiplication system In the case of an
imaginary quadratic field K = Q(�), an analogous
construction is possible. A one-dimensional K-lattice is
a pair (�,
) of a finitely generated O-submodule � of
C, with �K = K, and a homomorphism of O-modules

 : K=O ! K�=�. Two K-lattices are commensurable
iff K�1 = K�2 and 
1 =
2 mod �1 þ �2. Connes et al.
(Preprint 2005) constructed a quantum statistical
mechanical system describing the noncommutative
space of commensurability classes of one-dimensional
K-lattices up to scale. The partition function is the
Dedekind zeta function �K(	). The system has a phase
transition at 	 = 1 with a unique KMS state for higher
temperatures and extremal KMS states parametrized by
the invertible K-lattices at lower temperatures. There is
a rational subalgebra induced by the rational structure
of the GL2-system (one-dimensional K-lattices are also
two-dimensional Q-lattices with compatible notions of
commensurability). The symmetries of the system are
given by the idele class group A	K, f=K	. The action is
partly realized by endomorphisms corresponding to the
possible presence of a nontrivial class group (for class
number >1). The values of extremal KMS1 states on
the rational subalgebra intertwine the action of the idele
class group with the Galois action on the values. This
fully recovers the explicit class field theory for
imaginary quadratic fields.

Conformal Field Theory and the Absolute
Galois Group

Moore and Seiberg considered data associated to any
rational conformal field theory, consisting of matrices,
obtained as monodromies of some holomorphic multi-
valued functions on the relevant moduli spaces,
satisfying polynomial equations. Under reasonable
hypotheses, the coefficients of the Moore–Seiberg
matrices are algebraic numbers. This allows for the
presence of interesting arithmetic phenomena. Through
the Chern–Simons/Wess–Zumino–Witten correspon-
dence, it is possible to construct three-dimensional
topological field theories from solutions to the Moore–
Seiberg equations.

On the arithmetic side, Grothendieck proposed in
his ‘‘Esquisse d’un programme’’ the existence of a
Teichmüller tower given by the moduli spaces Mg, n

of Riemann surfaces of arbitrary genus g and number
of marked points n, with maps defined by operations
such as cutting and pasting of surfaces and forgetting
marked points, all encoded in a family of funda-
mental groupoids. He conjectured that the whole
tower can be reconstructed from the first two levels,
providing, respectively, generators and relations. He
called this a ‘‘game of Lego–Teichmüller.’’ He also
conjectured that the absolute Galois group acts by

outer automorphisms on the profinite completion of
the tower. The basic building blocks of the tower are
provided by ‘‘pairs of pants,’’ that is, by projective
lines minus three points.

This leads to a conjectural relation between the
Moore–Seiberg equations and this Grothendieck–
Teichmüller setting (cf. Degiovanni 1994) according
to which solutions of the Moore–Seiberg equations
provide projective representations of the Teichmüller
tower, and the action of the absolute Galois group
Gal( �Q=Q) corresponds to the action on the coeffi-
cients of the Moore–Seiberg matrices.

Rational conformal field theories are, in general,
one of the most promising sources of interactions
between number theory and physics, involving
interesting Galois actions, modular forms, Brauer
groups, and complex multiplication. Some funda-
mental work in this direction was done by, for
example, Borcherds and Gannon.

Arithmetic Algebraic Geometry

In this section we describe occurrences in physics of
various aspects of the arithmetic geometry of
algebraic varieties.

Arithmetic Calabi–Yau

In the context of type II string theory, compactified
on Calabi–Yau 3-folds, Greg Moore considered
certain black hole solutions and a resulting dynami-
cal system given by a differential equation in the
corresponding moduli. The fixed points of these
equations determine certain ‘‘black hole attractor
varieties.’’ In the case of varieties obtained from a
product of elliptic curves or of a K3 surface and an
elliptic curve, the attractor equation singles out
an arithmetic property: the elliptic curves have
complex multiplication. The class number of the
corresponding imaginary quadratic field counts
U-duality classes of black holes with the same area.
Other results point to a relation between the
arithmetic properties of Calabi–Yau 3-folds and
conformal field theory. For instance, it was shown
by Schimmrigk that, in certain cases, the algebraic
number field defined via the fusion rules of a
conformal field theory as the field defined by the
eigenvalues of the integer-valued fusion matrices


i 	 
j ¼ ðNiÞkj 
k

can be recovered from the Hasse–Weil L-function of
the Calabi–Yau. An interesting case is provided by
the Gepner model associated with the Fermat
quintic Calabi–Yau 3-fold.
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Arakelov Geometry

For K a number field and OK its ring of integers, a
smooth proper algebraic curve X over K determines
a smooth minimal model XOK

, which defines an
arithmetic surface XOK

over Spec(OK). The closed
fiber X} of XOK

over a prime } 2 OK is given by the
reduction mod }.

When Spec(OK) is ‘‘compactified’’ by adding the
Archimedean primes, one can correspondingly
enlarge the group of divisors on the arithmetic
surface by adding formal real linear combinations of
irreducible ‘‘closed vertical fibers at infinity.’’ Such
fibers are only treated as formal objects. The main
idea of Arakelov geometry is that it is sufficient to
work with ‘‘infinitesimal neighborhood’’ X�(C) of
these fibers, given by the Riemann surfaces obtained
from the equation defining X over K under the
embeddings � : K ,!C that constitute the Archime-
dean primes. Arakelov developed a consistent inter-
section theory on arithmetic surfaces, by computing
the contribution of the Archimedean primes to the
intersection indices using Hermitian metrics on these
Riemann surfaces and the Green function of the
Laplacian.

A general introduction to the subject of Arakelov
geometry can be found in Lang (1988). Manin
(1991) showed that these Green functions can be
computed in terms of geodesics in a hyperbolic
3-manifold that has the Riemann surface X�(C) as
its conformal boundary at infinity.

The Polyakov measure A first application to
physics of methods of Arakelov geometry was an
explicit formula obtained by Beilinson and Manin
(1986) for the Polyakov bosonic string measure in
terms of Faltings’s height function at algebraic
points of the moduli space of curves.

The partition function for the closed bosonic
string has a perturbative expansion Z =

P
g�0 Zg,

with

Zg ¼ e	ð2�2gÞ
Z

�

e�Sðx;�ÞDxD� ½7�

written in terms of a compact Riemann surface � of
genus g, maps x : � ! Rd, and metrics � on �. The
classical action is of the form

Sðx; �Þ ¼
Z

�

d2z
ffiffiffiffiffiffi
j�j

p
�ab@ax�@bx� ½8�

Using the invariance of the classical action with
respect to the semidirect product of diffeomorphisms
of � and the conformal group, the integral is reduced
(in the critical dimension d = 26 where the con-
formal anomaly cancels) to a zeta regularized

determinant of the Laplacian for the metric on �
and an integration over the moduli space Mg of genus
g algebraic curves. Beilinson and Manin gave an
explicit formula for the resulting Polyakov measure
on Mg using results of Faltings on Arakelov geometry
of arithmetic surfaces. In particular, their argument
uses essentially the properties of the Faltings metrics
on the invertible sheaves d(L) given by the ‘‘multi-
plicative Euler characteristics’’ of sheaves L of
relative 1-forms. For a suitable choice of bases {
j}
and {wj} of differentials and quadratic differentials,
the formula for the Polyakov measure is then of the
form (up to a multiplicative constant)

d�g ¼ jdet Bj�18ðdet =�Þ�13W1 ^ �W1 ^ � � � ^
W3g�3 ^ �W3g�3 ½9�

with � in the Siegel upper-half space, Bij =
R

ai

j,

and the Wj given by the images of the basis wj under
the Kodaira–Spencer isomorphism.

Holography In the case of the elliptic curve
Xq(C) = C	=qZ, a formula of Alvarez-Gaume,
Moore, and Vafa gives the operator product expan-
sion of the path integral for bosonic field theory as

gðz; 1Þ ¼ log

 
jqjB2ðlog jzj= log jqjÞ=2j1� zj



Y1
n¼1

j1� qnzj j1� qnz�1j
!

½10�

where B2 is the second Bernoulli polynomial.
Expression [8] is in fact the Arakelov Green function
on Xq(C) (cf. Lang (1988)).

Using this and analogous results for higher genus
Riemann surfaces, Manin and Marcolli (2001)
showed that the result of Manin (1991) on Arakelov
and hyperbolic geometry can be rephrased in terms
of the AdS/CFT correspondence, or holography
principle. Expression [8] can then be written as a
combination of terms involving geodesic lengths in
the Euclidean BTZ black hole.

In the case of higher genus curves, the Arakelov
Green function on a compact Riemann surface,
which is related to the two-point correlation func-
tion for bosonic field theory, can be expressed in
terms of the semiclassical limit of gravity (the
geodesic propagator) on the bulk space of Euclidean
versions of asymptotically AdS2þ1 black holes
introduced by K Krasnov.

Motives

There are several cohomology theories for algebraic
varieties: de Rham, Betti, étale cohomology. de Rham
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and Betti are related by the period isomorphism, and
comparison isomorphisms relate Étale and Betti
cohomology. In the smooth projective case, they
have the expected properties of Poincaré duality,
Künneth isomorphisms, etc. Moreover, Étale coho-
mology provides interesting ‘-adic representations of
Gal(�k=k). In order to understand what type of
information, such as maps or operations can be
transferred from one to another cohomology,
Grothendieck introduced the idea of the existence of
a ‘‘universal cohomology theory’’ with realization
functors to all the known cohomology theories for
algebraic varieties. He called this the theory of
‘‘motives.’’ Properties that can be transferred between
different cohomology theories are those that exist at
the motivic level. A short introduction to motives can
be found in Serre (1992).

The first constructions of a category of motives
proposed by Grothendieck covers the case of smooth
projective varieties. The corresponding motives form
a Q-linear abelian category of ‘‘pure motives.’’
Roughly, objects are varieties and morphisms are
‘‘correspondences’’ given by algebraic cycles in the
product, modulo a suitable equivalence relation. The
category also contains Tate objects generated by
Q(1), which is the inverse of the pure motive
H2(P1). Grothendieck’s standard conjectures imply
that the category of pure motives is equivalent to the
category of representations RepG of a ‘‘motivic
Galois group,’’ which in the case of pure motives is
proreductive. The subcategory of pure Tate motives
has as motivic Galois group the multiplicative group
Gm. The situation is more complicated for ‘‘mixed
motives,’’ for which constructions were only very
recently proposed (e.g., in the work of Voevodsky).
These provide a universal cohomology theory for
more general classes of algebraic varieties. Mixed
Tate motives are the subcategory generated by the
Tate objects. There is again a motivic Galois group.
For mixed motives it is an extension of a proreduc-
tive group by a prounipotent group, with the
proreductive part coming from pure motives and
the prounipotent part from the presence of a weight
filtration on mixed motives. The multiple zeta values
appear as periods of mixed Tate motives.

Renormalization and Motivic Galois Theory

A manifestation of motivic Galois groups in physics
arises in the context of the Connes–Kreimer theory of
perturbative renormalization (for an introduction to
this topic, see Hopf Algebra Structure of Renormaliz-
able Quantum Field Theory). In fact, according to the
Connes–Kreimer theory, the Bogoliubov–Parasiuk–
Hepp–Zimmerman (BPHZ) renormalization scheme

with dimensional regularization and minimal subtrac-
tion can be formulated mathematically in terms of the
Birkhoff factorization

�ðzÞ ¼ ��ðzÞ�1�þðzÞ ½11�

of loops in a prounipotent Lie group G, which is the
group of characters of the Hopf algebra of Feynman
graphs. Here, the loop � is defined on a small
punctured disk around the critical dimension D, �þ
is holomorphic in a neighborhood of D, and �� is
holomorphic in the complement of D in P1(C). The
renormalized value is given by �þ(D) and the
counterterms by ��(z).

The paper of Connes and Marcolli Renormaliza-
tion, the Riemann–Hilbert Correspondence, and
Motivic Galois Theory in volume II of Julia et al.
(2005) shows that the data of the Birkhoff factor-
ization are equivalently described in terms of
solutions to a certain class of differential systems
with irregular singularities. This is obtained by
writing the terms in the Birkhoff factorization as
time-ordered exponentials, and then using the fact
that

Te
R b

a
�ðtÞ dt

:¼ 1þ
X1
n¼1

Z
a�s1�����sn�b

�ðs1Þ � � ��ðsnÞ ds1 � � � dsn

is the value g(b) at b of the unique solution g(t) 2 G
with value g(a) = 1 of the differential equation
dg(t) = g(t)�(t) dt.

The singularity types are specified by physical
conditions, such as the independence of the counter-
terms on the mass scale. These conditions are
expressed geometrically through the notion of
G-valued ‘‘equisingular connections’’ on a principal
C	-bundle B over a disk �, where G is the
prounipotent Lie group of characters of the
Connes–Kreimer Hopf algebra of Feynman graphs.
The ‘‘equisingularity’’ condition is the property that
such a connection ! is C	-invariant and that its
restrictions to sections of the principal bundle that
agree at 0 2 � are mutually equivalent, in the sense
that they are related by a gauge transformation by a
G-valued C	-invariant map regular in B; hence, they
have the same type of (irregular) singularity at the
origin.

The classification of equivalence classes of these
differential systems via the Riemann–Hilbert corre-
spondence and differential Galois theory yields a
Galois group U	= Uo Gm, where U is prounipotent,
with Lie algebra the free graded Lie algebra with
one generator e�n in each degree n 2 N. The group
U	 is identified with the motivic Galois group of
mixed Tate motives over the cyclotomic ring
Z[e2�i=N], for N = 3 or N = 4, localized at N.
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Speculations on Arithmetical Physics

In a lecture written for the 25th Arbeitstagung in
Bonn, Y Manin presented intriguing connections
between arithmetic geometry (especially Arakelov
geometry) and physics. The theme is also discussed
in Manin (1989). These considerations are based on a
philosophical viewpoint according to which funda-
mental physics might, like adeles, have Archimedean
(real or complex) as well as non-Archimedean
(p-adic) manifestations. Since adelic objects are
more fundamental and often simpler than their
Archimedean components, one can hope to use this
point of view in order to carry over some computa-
tion of physical relevance to the non-Archimedean
side where one can employ number-theoretic methods.

Adelic physics? Some of the results mentioned in
the previous sections seem to lend themselves well to
this adelic interpretation. The quantum statistical
mechanics of Q-lattices relies fundamentally on
adeles and it admits generalizations to systems
associated to other algebraic varieties (Shimura
varieties) that have an adelic description and adelic
groups of symmetries. The result on the Polyakov
measure also has an adelic flavor, as it uses
essentially the Archimedean component of the
Faltings height function. The latter is in fact a
product of contributions from all the Archimedean
and non-Archimedean places of the field of defini-
tion of algebraic points in the moduli space, so that
one can expect that there would be an adelic
Polyakov measure, of which one normally sees the
Archimedean side only. The Freund–Witten adelic
product formula for the Veneziano string amplitude
fits in the same context, with p-adic amplitudes

Bpð�; 	Þ ¼
Z

Qp

jxj��1
p j1� xj	�1

p dx

and B1(�, 	)�1 =
Q

p Bp(�, 	) (cf. Varadarajan
(2004)).

Adelic physics and motives A similar adelic philo-
sophy was taken up by other authors, who proposed
ways of introducing non-Archimedean and adelic
geometries in quantum physics. A recent survey is
given in Varadarajan (2004). For instance, Volovich
(1995) proposed spacetime models based on
cohomological realizations of motives, with étale
topology ‘‘interpolating’’ between a proposed non-
Archimedean geometry at the Planck scale and
Euclidean geometry at the macroscopic scale. In
this viewpoint, motivic L-functions appear as parti-
tion functions and actions of motivic Galois groups
govern the dynamics.

See also: Hopf Algebra Structure of Renormalizable
Quantum Field Theory; Mirror Symmetry: A Geometric
Survey; Quantum Ergodicity and Mixing of
Eigenfunctions; Random Matrix Theory in Physics;
Regularization for Dynamical Zeta Functions.
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Introduction

An operad is an abstraction of a family of composable
functions of n variables for various n, useful for the
‘‘bookkeeping’’ and applications of such families.
Operads are particularly important and useful in
categories with a good notion of ‘‘homotopy,’’ where
they play a key role in organizing hierarchies of higher
homotopies, reflecting their original use as a tool in
homotopy theory, especially for studying (iterated)
loop spaces. For several years now, operads have
become increasingly important in mathematical
physics, especially in string field theory, where they
organize the terms of higher order in perturbed
actions, and in deformation quantization.

The major focus of this article will be on operads as
they are relevant to mathematical physics, but will also
include some background material from homotopy
theory, where they originated. A borderland where
homotopy theory and cohomological physics overlap is
the world of differential graded vector spaces, including
those of differential forms, ghosts, anti-ghosts, etc.,
sometimes lumped together as BRST theory. Here, as
elsewhere in contemporary mathematical physics, the
flow has been in both directions – sometimes physicists
have discovered or reinvented known mathematics but
finding new applications, at other times physics has
suggested new concepts for mathematicians to develop
further. In the case of operads, they have provided
general structure for varieties of algebras, some of
which are novel types contributed by physicists.

For a reasonably up-to-date introduction and
survey, consider Markl et al. (2002), although there
have been many developments since then. Two
particularly important original works are Boardman
and Vogt (1973) and May (1972).

Definitions and Examples

The term ‘‘operad’’ is due to May, building on work
of Stasheff and of Boardman–Vogt. The most

fundamental example of an operad is the endo-
morphism operad EndX:= {Map(Xn, X)}n�1 where,
for a set or topological space X, {Map(Xn, X)}
means the set or space of functions or continuous
functions from the n-fold product of X with itself to
X, together with the operations

�i : MapðXn;XÞ �MapðXm;XÞ�!MapðXnþm�1;XÞ

given, for 1 � i � n, by

ðf �i gÞðx1; . . . ; xmþn�1Þ
¼ f ðx1; . . . ; xi�1; gðxi; . . . ; xiþm�1Þ; xiþm; . . .Þ

In the endomorphism operad EndX, there are
easily discovered relations involving iterated �i-
operations and the symmetric group �n actions on
the Xns. For example,

ðf �i gÞ �j h ¼ f �j ðg �j�iþ1 hÞ
for i � j � iþm� 1

if g is a function of m variables, since only the name
of the position for the insertion is changed.

An operad (O, �i ) consists of a collection
{O(n)}n�1 of objects and maps �i :O(n)�O(m)!
O(nþm� 1) for m, n � 1 and i � n satisfying the
relations manifest in the example EndX.

May’s original definition corresponds to simulta-
neous insertions into all possible positions of inputs
into f 2Map(Xn, X). In most examples, the struc-
tures are ‘‘manifest’’ without appeal to the technical
definitions.

It helps to see graphic examples of operads,
particularly ones relevant for physics. Two kinds
that are particularly important are the tree operads
and the little disks (or cubes) operads.

Let T (n) be the set of planar trees with one root
and n leaves labeled (arbitrarily) 1 through n. The
collection T = {T (n)}n�1 of sets of trees forms an
operad by grafting the root of g to the leaf of f
labeled i, as in Figure 1, where the leaves are
assumed labeled in order from left to right. Figure 1
can be interpreted as portraying the �4 result of
inserting a 3-linear operation into a 5-linear one.

The little n-disks operad Dn = {Dn(j)}j�1 where
Dn(j) consists of an ordered collection of j n-disks



embedded in the standard n-dimensional unit disk
Dn with disjoint interiors, the embedding being of
the form azþ b with 0 < a 2 R. The operations are
given as indicated in Figure 2.

Just as group theory without representations is
rather sterile, so are operads best appreciated by
their representations known as (varieties of) alge-
bras, especially algebras with higher homotopies.

An algebra A over an operad P ‘‘is’’ a map of
operad P !EndA. This is just a compact way
of saying that an algebra A has a coherent system
of maps P (n)� An!A. Much of this article will
speak in terms of such algebras with the correspond-
ing operad being understood.

Operads in Homotopy Theory

A major motivation for the development of operads
was the desire to have a homotopy-invariant char-
acterization of based loop spaces and iterated loop
spaces. Precisely such coherent systems of higher
homotopies provided the answers. For based loop
spaces, the operad in question K= {Kn}n�1 consists of
the polytopes known as ‘‘associahedra.’’ The usual
product of based loops is only homotopy associative.

If we fix a specific associating homotopy and
consider the five ways of parenthesizing the product
of four loops, there results a pentagon whose edges
correspond to a path of loops (Figure 3).

From the leftmost vertex to the rightmost, consider
the two paths of loops across the top or around the
bottom. By further adjustment of parameters, the
pentagon can be filled in by a family of such paths.

The associahedron Kn can be described as a
convex polytope with one vertex for each way of
associating n ordered variables, that is, ways of
inserting parentheses in a meaningful way in a word

of n letters. The edges correspond to a single
application of an associating homotopy. More
generally, the cellular structure of the associahedra
is well described by planar rooted trees, the vertices
corresponding to binary trees and so forth (see
Figure 4).

For K5, see Figure 5 or a rotatable image available at
http://igd.univ-lyon1.fr/� chapoton/stasheff.html. The
facets are all products of two associahedra of lower
dimension and specific imbeddings can be given to play
the role of the �i operations as in an operad.

An A1-space is a space Y which admits a coherent
family of maps

mn : Kn � Yn ! Y

so that they make Y an algebra over the operad
(without �n-actions) K= {Kn}n�1.

The main result by Stasheff is: A connected space
Y (of the homotopy type of a CW-complex) has the
homotopy type of a based loop space �X for some
X if and only if Y is an A1-space.

Homotopy characterization of iterated loop
spaces �nXn for some space Xn required the full
power of the theory of operads with the symmetries.

= 4

Figure 1 Grafting with the leaves numbered from left to right.
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Figure 2 The little 2-disks operad.

(ab)(cd )

((ab)c)d 

(a(bc))da((bc)d )

a(b(cd ))

Figure 3 The associahedron K4:

Figure 4 K4 with vertices labeled by trees.

Figure 5 The associahedron K5:
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An early motivation for the invention of a theory
of operads was the consideration of infinite loop
spaces, that is, a sequence of spaces Xn such that
each Xn is homotopy equivalent to �Xnþ1.

Although introduced originally in the category of
topological spaces, operads were available almost
immediately for differential graded (dg) vector
spaces, also known as chain complexes. In physics,
the differential is often called a BRST operator, a
term that should be reserved for a special kind of dg
algebra, see below.

Operads in Algebra

The �i notation first appeared in Gerstenhaber’s study
of the algebraic structure of the Hochschild cohomol-
ogy of an associative algebra, about the same time as
the construction of the associahedra where the opera-
tions were given in a less convenient notation. Recall
the Hochschild cohomology of an associative algebra
A is the homology of the complex Hom(A�n, A) with
the coboundary given as follows (all signs below are
indicated as 	, any of the standard references will
specify conventions and signs): for f 2 Hom(A�n, A)
and g 2 Hom(A�m, A) let

f � g ¼ �n
1 	 f �i g ½1


Gerstenhaber then defines his bracket as [f , g] = f � g
	 g � f . With hindsight, he realized that the
Hochschild coboundary can be written as

�h ¼ ½m; h
 ½2


where m : A� A!A is the multiplication. More-
over, the associativity of m is equivalent to

½m;m
 ¼ 0 ½3


A1-Algebras

In the setting of graded vector spaces V = �r2Z Vr,
there are two conventions for defining A1-algebras,
which differ by a shift in grading. We adopt the
physics convention so that A here is the suspension
of that considered in the original papers. The
cellular chains of the associahedra form the A1-
operad, providing the following definition.

Definition 1 A1-algebra (Strong homotopy asso-
ciative algebra). Let A be a Z-graded vector space
A =�r2Z Ar and suppose that there exists a collec-
tion of degree 1 multilinear maps

m :¼ fmk : A�k!Agk�1

(A, m ) is called an A1-algebra when the multilinear
maps mk satisfy the following relations:

X
pþq¼nþ1

Xp

i¼1

	mp �i mq ¼ 0 ½4


with an appropriate set of signs for n � 1.

A weak A1-algebra consists of a collection of
degree 1 multilinear maps

m :¼ fmk : A�k ! Agk�0

satisfying the above relations, but for n � 0 and in
particular with k, l � 0.

Remark 1 The ‘‘weak’’ version is fairly new,
inspired by physics, where m0: C!A, regarded as
an element m0(1) 2 A, is related to what physicists
refer to as a ‘‘background.’’ The augmented relation
then implies that m0(1) is a cycle, but m1m1 need no
longer be 0, rather

m1m1 ¼ 	 m2ðm0 � 1Þ 	 m2ð1�m0Þ ½5


Just as associativity was captured by the equation
[m, m] = 0, so the defining relations of the definition
of an A1-algebra are captured by

½m ; m 
 ¼ 0 ½6


Decades later it was realized that considering
TcA = �A�n as a coalgebra with

�ða1 � � � � � anÞ ¼ �pþq 	 ða1 � � � � � apÞ
� ðapþ1 � � � � � anÞ

we then have an isomorphism

�HomðA�n;AÞ ’ CoderðTcAÞ

Here Coder is the space of all coderivations of TcA.
The Gerstenhaber bracket is indeed the ‘‘intrinsic’’
commutator bracket of coderivations via the above
isomorphism. As such, it satisfies a graded version of
the Jacobi identity; after a shift in grading from the
original one of Hochschild, the Hochschild cochain
complex forms a dg Lie algebra.

L1-Algebras

Since an ordinary Lie algebra g is regarded as
ungraded, the defining bracket is regarded as skew-
symmetric. For dg Lie algebras and L1-algebras, we
need graded symmetry, which refers to symmetry with
signs determined by the grading. The basic operation is

� : x� y 7! ð�1Þjxjjyjy� x ½7


Also we adopt the convention that tensor products
of graded functions or operators have the signs built
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in; for example, (f � g)(x� y) = (�1)jgjjxjf (x)� g(y).
By decomposing each permutation as a product of
transpositions, there is then defined the sign of a
permutation of n graded elements, for example, for
any ci 2 V, 1 � i � n, and any � 2 S n, the permuta-
tion of n graded elements is defined by

�ðc1; . . . ; cnÞ ¼ ð�1Þ�ð�Þðc�ð1Þ; . . . ; c�ðnÞÞ ½8


The sign (�1)�(�) is often referred to as the Koszul
sign of the permutation.

Definition 2 (Graded symmetry). A graded sym-
metric multilinear map of a graded vector space V to
itself is a linear map f : V�n!V such that for any
ci 2 V, 1 � i � n, and any � 2 S n (the permutation
group of n elements), the relation

f ðc1; . . . ; cnÞ ¼ ð�1Þ�ð�Þf ðc�ð1Þ; . . . ; c�ðnÞÞ ½9


holds.

Definition 3 By a (k, l)-unshuffle of c1, . . . , cn with
n = kþ l is meant a permutation � such that for i <
j � k, we have �(i) < �(j) and similarly for k < i <
j � kþ l. We denote the subset of (k, l)-unshuffles in
S kþl by S k, l and by S kþl = n, the union of the subsets
S k, l with kþ l = n. Similarly, a (k1, . . . , ki)-unshuffle
means a permutation � 2 S n with n = k1 þ � � � þ ki

such that the order is preserved within each block of
length k1, . . . , ki. The subset of S n consisting of all
such unshuffles we denote by S k1,..., ki

.

Definition 4 L1-algebra (Strong homotopy Lie
algebra). Let L be a graded vector space and suppose
that a collection of degree 1 graded symmetric linear
maps l := {lk : L�k!L}k�1 is given. (L, l) is called an
L1-algebra iff the maps satisfy the following relations:

X
�2S kþl¼n

ð�1Þ�ð�Þl1þlðlkðc�ð1Þ; . . . ; c�ðkÞÞ;

½c�ðkþ1Þ; . . . ; c�ðnÞÞ ¼ 0 ½10


for n � 1.

A weak L1-algebra consists of a collection of
degree 1 graded symmetric linear maps
l:= {lk : L�k!L}l�0 satisfying the above relations,
but for n � 0 and with k, l � 0.

Remark 2 The alternate definition in which the
summation is over all permutations, rather than just
unshuffles, requires the inclusion of appropriate
coefficients involving factorials.

Just as an A1-algebra can be described as a
coderivation of TcA, similarly an L1-algebra L can
be described as a coderivation on ScL, the symmetric
subcoalgebra of TcA.

The operad of Lie algebras was defined rather
late, although it was earlier implicit in the work of
Fred Cohen. It is defined as the homology
Hn�1(Config(R2, n)) for n � 1, where Config(R2, n)
denotes the configuration space of ordered n-tuples
of distinct points in R2. Equivalently, the configura-
tions can be thought of as the centers of the little
2-disks. The open disks being contractible to their
centers, this is a suboperad of the full homology
H
(D2).

Just as a Lie algebra is obtained from an
associative algebra using the commutator as bracket
and, inversely, a Lie algebra gives rise to its
universal enveloping associative algebra, an
L1-algebra can be obtained from an A1-algebra
by n-variable analogs of commutators and there
is a universal enveloping A1-algebra of a given
L1-algebra.

Open–Closed Homotopy Algebras

Open–closed string field theory suggests interaction
between an L1-algebra Hc and an A1-algebra Ho

including a strong homotopy representation of Hc

on Ho by strong homotopy derivations. Here is the
formal definition:

Definition 5 Let H=Ho �Hc be a graded vector
space and (Hc, l) be a weak L1-algebra. Consider a
collection of multilinear maps

n :¼ fnk;l : ðHoÞ�k � ðHcÞ�l!Hogk;l�0

each of which is graded symmetric on (Hc)
�l. We

denote the collection also by n . We call (H, n , l) a
(partial) open-closed homotopy algebra (OCHA)
when n satisfies the following relations (up to some
factorial coefficients):

0 ¼
X
k;l�0

Xm�k

p¼0

X
�2S n

	 nmþ1�k;n�lðo1; . . . ; op;

nk;lðopþ1; . . . ; opþk; c�ð1Þ; . . . ; c�ðlÞÞ;
opþkþ1; . . . ; om; c�ðlþ1Þ; . . . ; c�ðnÞÞ

þ
X
�2S n

Xn

l¼1

	 nm;nþ1�lðo1; . . . ; om;

llðc�ð1Þ; . . . ; c�ðlÞÞ; c�ðlþ1Þ; . . . ; c�ðnÞÞ ½11


Other Algebras of Interest

The Hochschild complex also has a graded product
(without invoking the shift) known as the cup
product. Except for the signs and the grading, the
bracket and the product satisfy the Leibniz rule of a
Poisson algebra on the cohomology; the result is
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axiomatized as a ‘‘Gerstenhaber algebra.’’ However,
on the cochain complex, the Lie bracket and the
associative product are compatible only up to
homotopy.

This naturally raises the issue of an operad for
strong homotopy Gerstenhaber algebras. The operad
G for Gerstenhaber algebras is the homology of the
little disks operad, H
(D2). But now we have
choices: in addition to relaxing the Leibniz rule up
to homotopy, the bracket could be relaxed to be
part of an L1-algebra and/or the product could be
relaxed to be part of an A1-algebra. The choice
which is now known as the G1-operad is defined in
terms of a procedure which works for what are
known as quadratic operads, indicating they have
generators in O(2) and relations in O(3): the
corresponding O1 has ‘‘dual’’ relations. For exam-
ple, this gives the classical Koszul duality between
Lie and commutative associative algebras. The G1-
operad can also be described as the ‘‘minimal
model’’ of G in the sense of Markl.

Another alternative is to consider just the ‘‘brace’’
operations, originally introduced by Kadeishvili and
later independently by Getzler, but described in the
Hochschild complex setting by Gerstenhaber–
Voronov. Together with the cup product, these
determine an operad denoted HG which acts on the
Hochschild complex; there is an operad map from
G1 to HG, hence G1 also acts on the Hochschild
complex. Finally, Tamarkin showed that G1 is
quasi-isomorphic to the dg operad of singular chains
on the little disks operad, thus providing one of
several proofs of what had been a conjecture by
Deligne.

Algebras with invariant inner products <�,�>
are of considerable importance in mathematics and
especially in mathematical physics; invariance means
<a, bc> = <ab, c> or <a, [b, c]> = < [a, b], c> in,
respectively, the associative or the Lie case (with
appropriate signs in the graded case). Using the
inner product, n-ary operations A�n!A can be
converted to operations A�nþ1!C of which we can
require cyclic symmetry. To handle such algebras,
there is a notion of ‘‘cyclic operad.’’ In terms of
trees, the transition is to take a rooted tree and then
regard the root edge as just another leaf. This point
of view corresponds to an essential symmetry for
particle interactions.

Operads in Mathematical Physics

One reason for the explosive development of operad
theory in the 1990s was the introduction of operadic
structures in field theories, for example, conformal
field theories (CFTs) and string field theories (SFTs).

These operadic structures were directly related to
the moduli spaces of Riemann surfaces with punc-
tures or boundaries (or other decorations) in these
physical theories.

Two special ‘‘higher-homotopy algebras’’ have
been emphasized because they are particularly
important in mathematical physics: A1 for open-
string field theory and L1 for closed-string field
theory and for deformation quantization. Open–
closed string field theory combines A1-algebra and
L1-algebra in a particular way known as an OCHA.

The operad for L1-algebras is given a very nice
and physically relevant geometric interpretation in
terms of a real compactification of the moduli space
of Riemann spheres with punctures, while for
OCHAs, there is a real compactification of the
moduli space of Riemann disks with punctures on
the boundary or in the interior (bulk). Thus, this
operad can be regarded as obtained from a moduli
space of configurations of points (punctures) in the
disk by compactifying the moduli spaces by adding
boundary strata where two (or more) points
(punctures) collide. Points on the boundary strata
can be visualized as ‘‘bubble trees’’ of disks and/or
spheres, see Figure 6. Alternatively, the little disks
operad can be regarded as being obtained by
‘‘decorating’’ the points with little disks, while for
OCHAs there is also a basic half-disk decorated
with little disks in the bulk and little half-disks for
the boundary points. The corresponding colored
operad is Voronov’s ‘‘Swiss-cheese operad.’’
‘‘Colored’’ refers to the fact that disks can be
inserted into half-disks but not vice versa. Compare
trees with two ‘‘colors’’ of edges with grafts
restricted to ones which match colors.

On-Shell versus Off-Shell

In cohomological physics, the ‘‘on-shell’’ states or
observables are usually given by the cohomology
with respect to an internal differential, which in
physics is called the BRST differential or BRST operator,
though originally this meant the Chevalley–Eilenberg
differential associated to the action of the Lie algebra of

Figure 6 Bubble tree for circle configurations.
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gauge symmetries of a physical theory. The generators
of the Chevalley–Eilenberg cochain complex are known
as ‘‘ghosts’’. On-shell subspaces of algebras which are
not closed under the product of the larger ‘‘off-shell’’
algebra are called ‘‘open’’ algebras by physicists. Quite
generally, this situation gives rise to an algebra over an
appropriate operad. A special case involves a differential
graded algebra A and a linear imbedding H(A) � A.
The (co)homology is in turn a graded algebra (with 0 as
differential), but inherits a higher-homotopy structure
so that cohomology and original algebra are equivalent.

In the associative case, the inheritance is a result
of Kadeishvili:

Let (A, d) be a differential graded associative or
A1-algebra, then the homology H(A) inherits the
structure of an A1-algebra.

Even if the original algebra A is strictly associa-
tive, the inherited A1-structure generally has non-
trivial operations mi.

Analogous results hold for L1-algebras and
others. It is the L1-version that is relevant for
closed-string field theory (CSFT). Zwiebach showed
the quantum theory of covariant closed strings has
an action defined in terms of an infinite chain of
string field products. The genus-0 (tree level) string
field algebra is an L1-algebra inherited from the off-
shell state space modeled by the Batalin–Vilkovisky
(BV) construction. The higher-order brackets pro-
vide higher-order correlation or n-point functions
which play a crucial role in the extended Lagrangian
of the theory.

Batalin–Fradkin–Vilkovisky and Batalin–Vilkovisky
Constructions

The constructions of Batalin–Fradkin–Vilkovisky
(BFV) for constrained Hamiltonian systems and of
Batalin–Vilkovisky (BV) for Lagrangians with sym-
metries are important examples of L1-structures
derived from ‘‘open’’ algebra settings, though the
L1-structures were recognized quite a while after
the constructions.

The BFV setting is that of a symplectic manifold
W with a family of constraints, that is, a family of
functions �� 2 C1(W). The constraints are called
‘‘first class’’ if the ideal they generate is closed under
the Poisson bracket. The vector space spanned by
the constraints will in general be an open algebra;
the structure of the bracket is given by structure
functions, rather than structure constants. The zero
locus of all the constraints forms the constraint
surface V. In the first-class case, the constraints are
in involution and determine a foliation F of V. If the
space of leaves V=F is a manifold, it would be

considered the true physical space and the physical
observables would be functions in C1(V=F ). BFV
construct a differential graded Poisson algebra such
that the cohomology in degree 0 agrees with
C1(V=F ) when that makes sense and, in the regular
case, the rest of the cohomology is that of the
differential forms along the leaves of the foliation.
The BFV differential is a deformation of the
Chevalley–Eilenberg/BRST differential and can be
constructed most efficiently by the same techniques
used in proving Kadeishivili’s inheritance theorem.
Crucially, it is an inner derivation with respect to
the Poisson bracket. After the fact, an L1-structure
can be observed in the extended algebra.

For a Lagrangian with symmetries, BV develop a
similar construction, the main difference being that
there is no Poisson bracket initially, but one is
constructed by adjoining ‘‘anti-fields’’ as conjugate to
the fields but of ghost degree�1 and the differential of
an anti-field being the Euler–Lagrange expression for
the corresponding field. Then, as in the Hamiltonian
case, ghosts and anti-ghosts, etc. are adjoined and the
construction proceeds in a parallel fashion.

Deformation Quantization

Once algebras over an operad P are considered, it is
natural to consider also morphisms of such algebras
over a fixed P .

From a homotopy point of view, the appropriate
maps need not respect the operad structure strictly
but only up to higher homotopy; indeed, there is a
related operad to define such maps. For L1-
algebras, such L1-maps play a key role in deforma-
tion quantization. That refers to deformation of the
commutative multiplication of a Poisson algebra in
the direction of the Poisson bracket; that is, to first
order, the deformation is given by the bracket.

More generally, for any associative algebra A with
multiplication m, one considers formal deformations

a ? b ¼ mða; bÞ þ tm1ða; bÞ þ t 2m2ða; bÞ þ � � � ½12


where each mi 2 Hom(A� A, A). The associativity
of ? provides a sequence of constraints on the mi. In
particular, m1 must be a Hochschild cocycle and the
obstruction to the existence of m2 is a class in the
Hochschild cohomology of degree 3. In fact, the
primary obstruction is represented by [m1, m1]. If it
is cohomologous to zero, that fact identifies candi-
dates for m2, that is,

½m1;m1
 ¼ 	2½m;m2
 ½13


or, using the notation d = [m,],

dm2 � 1=2½m1;m1
 ¼ 0 ½14
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once known as the integrability equation but now,
more frequently, as a Maurer–Cartan equation. For
a Poisson algebra, the Poisson bracket is a Hochs-
child cocycle but in general a full deformation need
not exist. However, for the algebra A of smooth
functions on a Poisson (e.g., symplectic) manifold
M, Kontsevich showed that such a full formal
deformation does exist.

The guiding philosophy is that deformations are
controlled by a dg Lie or L1-algebra L, unique up to
L1-homotopy equivalence. Therefore, the obstruc-
tions can be computed in any of the equivalent dg Lie
algebras. Moreover, the structure of the obstructions
is known sufficiently so that if there is an equivalent
dg Lie algebra with d in fact zero, then all the
obstructions to deformation quantization vanish. The
key to Kontsevich’s proof was the construction of an
L1-map, inducing an isomorphism in cohomology,
from the Lie algebra of polyvector fields on Rd with
the Schouten bracket and d = 0 to the Lie algebra of
multidifferential operators on A = C1(Rd) regarded as
a subalgebra of the Hochschild cochain complex for A
with the Gerstenhaber bracket.

BV Algebras

In addition to their construction of a differential
graded Gerstenhaber algebra (a differential graded
commutative algebra with a compatible Poisson
bracket of degree 1), BV introduced a new mathe-
matical structure, adding a second-order differential
operator � relating the commutative product and
the bracket. The operator � is a derivation of the
bracket and of square zero. Moreover,

½a; b
 ¼ �ðabÞ ��ðaÞb	 a�ðbÞ ½15


so that the failure of � to be a derivation of the
product is given by the bracket.

The definition of a BV algebra is then a Gerstenhaber
algebra with such an operator, though alternative
definitions exist in which � and the product are
primary and the bracket is defined by the above
equation. From the operadic/higher-homotopy point
of view, one can then go on to consider BV1 algebras.

Recall that A1-algebras and L1-algebras (among
others) can be characterized by an ‘‘inner’’ coderiva-
tion d = [m, ] of square zero on an appropriate
‘‘standard’’ construction. In the context of BV
algebras, where the bracket is more commonly
written as {,}, the classical action is an element S0

such that {S0, S0} = 0 or, equivalently, d = {S0, } is of
square zero. The quantum analog S is a perturbation
of S0 and satisfies instead

fS; Sg ¼ �S ½16


This was originally called the ‘‘master equation,’’
but now is increasingly referred to as a ‘‘Maurer–
Cartan’’ equation.

Insertion Operads

There is another class of operads illustrated by trees
(and more generally graphs) with a very different
sort of ‘‘composition,’’ namely insertion of one
graph into another. The most directly relevant to
physics is the kind of insertion used by Connes and
Kreimer in their Hopf algebra constructed for
renormalization of Feynman diagrams. For example,
consider all finite graphs with exactly two external
edges and internal numbered edges. Given two
graphs �1, �2, define �1 �i �2 by cutting edge i of
�1 and identifying the dangling edges with the two
external edges of �2.

For planar trees, yet another insertion operad is
obtained by Chapoton, isolating a part of a structure
due to Kontsevich, in which a small neighborhood
of a vertex of the second planar tree is removed and
the dangling edges are attached to a vertex of the
first tree by entering through the angles between the
edges at that vertex (Figure 7).

Inside the HG-operad is the operad Brace for an
abstract brace algebra (forgetting the cup product),
first described as such by Chapoton using the
insertion operations of Kontsevich and Soibelman.

A1-Categories

Also of importance for applications to mathematical
physics is the notion of an A1-category, first made
explicit by Fukaya and now playing a major role in
string D-brane theory and homological mirror
symmetry. The D-branes are the objects of the A1-
category and the open strings with boundaries on
two (possibly equal) D-branes B1, B2 are the
morphisms from B1 to B2. The operations mi are
defined only on tuples (a1, . . . , ai) of ‘‘composable’’
morphisms (e.g., strings).

PROPs

While an operad is an abstraction of a family of
composable functions of n variables for various n, a
PROP is an abstraction of a family of functions in

Figure 7 Angles determined by edges with leaves extended to

the semicircle.
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Hom(A�p, A�q) for all p and q. Now the relevant
images are graphs with p input legs and q output
legs with composition being defined by grafting
output legs of one graph to inputs of another.
Feynman diagrams are the obvious example in
physics or, in conformal field theory, tubular
neighborhoods of such graphs, which is to say,
Riemann surfaces with boundary circles: p as
inputs and q as outputs.

See also: Algebraic Approach to Quantum Field Theory;
Batalin–Vilkovisky Quantization; Constrained Systems;
Deformations of the Poisson Bracket on a Symplectic
Manifold; Deformation Quantization; Deformation Theory;
Hopf Algebra Structure of Renormalizable Quantum Field
Theory; String Field Theory.
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Introduction

The operator product expansion (OPE) provides an
algebraic structure in quantum field theory. In a
sense it supercedes or rather transcends the equal-
time commutation relations, which provide the
traditional starting point for the canonical quantiza-
tion of any quantum field theory. The essential idea
is that for any two local operator quantum fields at
spacetime points x1, x2 their product may be
expressed in terms of a series of other local quantum
fields at a point x, which may be identified with x1

or x2, times c-number coefficient functions which
depend on x1 � x2. The set of operators which may
appear depends on the particular quantum field
theory and must of course be in accord with any
requirements of conserved quantum numbers. The
coefficient functions depend on x1 � x2 in a fashion
which depends on the dimensions of the various
operators involved, at least up to renormalization
group corrections. The most singular contributions
are those for the operators appearing in the OPE
with lowest scale dimension. From a phenomenolo-
gical point of view, only the first few terms in the
OPE are of relevance. However, theoretically,
especially for conformal field theories, it is desirable
to know the full expansion to all orders in powers of
x1 � x2 in such a way that the operator product may
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be replaced by the full expansion in appropriate
correlation functions. We first discuss the OPE for
free theories and then the interacting case.

Free Field Theory

The OPE is most straightforward in free field theory
when it almost reduces to a Taylor series expansion.
For a simple free massless scalar field �(x) then in
four dimensions we may write

�ðxÞ�ð0Þ ¼ C

x2
þ :�ðxÞ�ð0Þ: ½1�

where : : denotes normal ordering (moving all
annihilation operators to the right of creation
operators) and C is just a normalization numerical
constant (for canonical normalization C = 1=4�2).
The 1=x2 term proportional to the identity operator
reflects the leading singular behavior at short
distances of �(x)�(0), the power being determined
by � having dimension 1. For the normal-ordered
term we may expand in terms of an infinite set of
local operators by using the Taylor expansion

:�ðxÞ�ð0Þ:¼
X1
n¼0

1

n!
x�1 � � �x�n :@�1

� � �@�n
�ð0Þ�ð0Þ: ½2�

where the operator appearing in the nth term has
dimension nþ 2. Manifestly at short distances only the
leading terms are relevant. Equation [1] also provides a
point splitting definition of the local composite
operator :�2(0): in terms of limit of �(x)�(0) as x!0
after subtraction of the singular C=x2 term.

The OPE can be easily generalized to composite
operators defined by normal ordering. For :�2: we
have, by applying Wick’s theorem,

:�2ðxÞ::�2ð0Þ:¼ 2C2

x4
þ 4C

x2
:�ðxÞ�ð0Þ:

þ :�2ðxÞ�2ð0Þ: ½3�

where Taylor series expansion may be applied to both
:�(x)�(0): and also :�2(x)�2(0): to give an infinite
sequence of local operators of increasing dimensions.

The expansion in terms of local operators may be
reordered. For instance, from [1] we may write,
using @2�= 0,

�ðxÞ�ð0Þ ¼ C

x2

þ 1þ 1
2 x�@� þ 1

4 x�x�@�@� þ 1
16 x2@2

� �
:�2ð0Þ:

� 1
2 x�x� T�� þOðx3Þ ½4�

where

T�� ¼ :@��@�� : �1
4 ��� :@� � @� : ½5�

is the energy–momentum tensor. In [4], and also in a
similar context subsequently, we define @ :�2(0): =
@y :�2(y): jy = 0. The expansion [4] provides a point
splitting definition of T�� and also demonstrates that
many operators appearing in the OPE are expres-
sible in terms of overall derivatives of lower-
dimension operators. We may also note that without
further input there is an ambiguity in the definition
of T�� of the form

T�� � T�� þ að@�@� � 1
4 ���@

2Þ :�2 : ½6�

In a conformal theory, however, we require
a =�1=6.

Interacting Theories

The OPE becomes an essential tool in the context
of interacting quantum field theories. For renorma-
lizable quantum field theories various results can be
proved to all orders in the standard perturbative
expansion and are naturally assumed to be proper-
ties of the complete theory. In interacting theories
we may no longer use normal ordering to define
composite operators which, in general, have anom-
alous dimensions. The coefficient functions appear-
ing in the OPE also gain perturbative corrections but
these are constrained by renormalization group
(RG) Callan–Symanzik equations.

Again if we consider the simplest case of a massless
scalar theory as above but now with a renormalized
coupling constant g the leading terms in the expan-
sion of �(x)�(0) are of the form (here we assume a Z2

symmetry under �!��, otherwise the operator �
would be expected to appear in the OPE)

�ðxÞ�ð0Þ ¼ Cðg; �2x2Þ
x2

þDðg; �2x2Þ�2ð0Þ þ � � � ½7�

where � is an arbitrary renormalization scale. This
arbitrariness is reflected in the RG equation

�
@

@�
þ �ðgÞ @

@g
þ 2��ðgÞ

� �
Cðg; �2x2Þ ¼ 0 ½8�

At a fixed point �(g�) = 0 this equation may be
solved with an arbitrary choice of normalization to
give C(g�,�

2x2) = (�2x2)���(g�), which corresponds
to the fields � having a modified scale dimension
1þ ��(g�). In a similar fashion the coefficient
D(g,�2x2) in [7] satisfies

�
@

@�
þ �ðgÞ @

@g
þ 2��ðgÞ � ��2ðgÞ

� �

�Dðg; �2x2Þ ¼ 0 ½9�

where it is necessary to introduce a new anomalous
dimension function ��2 (g) related to the composite
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operator �2. Although it is natural to label the
operator as �2 its definition in terms of the
elementary field � is essentially only as given in
terms of the OPE [9]. At a fixed point again
D(g�,�

2x2) = k(�2x2)���(g�)þ(1=2)�
�2 (g�), where the

coefficient k is determined by the scale of the
three-point function h�(x)�(y)�2(0)i. In asymptoti-
cally free theories the RG equations show that at
short distances the coefficient functions tend to
those of free field theory but with calculable
logarithmic corrections. More generally, for a set
of operators {Oi} the OPE has the form

OiðxÞOjð0Þ �
1

ðx2Þp
X

k

Cijkðg; �2x2ÞOkð0Þ ½10�

where p is determined by the free scale dimensions
of the Oi and

�
@

@�
þ �ðgÞ @

@g

� �
Cijkðg; �2x2Þ

¼
X

n

�knðgÞCijnðg; �2x2Þ � �inðgÞCnjkðg; �2x2Þ
�

� �jnðgÞCinkðg; �2x2Þ
�

½11�

with �in(g) the anomalous dimension matrix arising
from the mixing of composite operators.

An important aspect of the OPE is that the
coefficient functions may be calculated perturbatively,
essentially by applying the OPE in some suitable
correlation function. Essentially the OPE provides a
factorization between short-distance UV singularities
and nonperturbative effects. In a Feynman graph the
short distances in an operator product correspond to
the large-momentum behavior and power-counting
theorems allow a factorization up to calculable
logarithmic corrections. A detailed analysis depends
on the detailed technicalities of the proofs of renorma-
lization to all orders of perturbation theory.

The coefficient functions in the OPE should be
independent of any infrared or nonperturbative long-
distance effects (such as confinement in QCD).
However, the operators which appear in the OPE,
such as �2 above, may have nonzero expectation
values which are absent to all orders in perturbation
theory.

Perturbative Example

The general considerations can be illustrated by
considering a scalar field theory to lowest order in a
perturbative expansion. We consider a four dimen-
sional theory with a single scalar field and a
potential V(�) = 1

2 m2�2 þ 1
24 g�4. Using dimensional

regularization m2, as well as g, is treated as a
coupling with an associated �-function ��2 (g)m2.

With a mass term the operator �2 mixes with the
identity operator so that

ðD þ ��2ðgÞÞh�2ð0Þi ¼ ���2IðgÞm2

D ¼ � @

@�
þ �ðgÞ @

@g
þ ��2ðgÞm2 @

@m2

½12�

where ��2I reflects the mixing. At one loop order we
have

�ðgÞ¼ 3g2

16�2
; ��2ðgÞ¼ g

16�2
; ��2IðgÞ¼

1

8�2
½13�

and we may also set ��(g)=0. In this case in the
operator product expansion (7) the coefficient C
also depends on m2x2 and the RG equations [8] and
[9] are now modified to include the effects of mixing

DCðg;m2x2; �2x2Þ ¼ m2x2��2IðgÞDðg; �2x2Þ
D � ��2ðgÞ
� �

Dðg; �2x2Þ ¼ 0
½14�

From lowest order perturbation theory with [13],
and using [14] to include all orders in g ln�2x2, we
have in this approximation

Cðg;m2x2; �2x2Þ

¼ 1

4�2
� 2m2x2

g
1þ 3g

32�2
ln�2x2

� �2=3

� 1þ 3g

32�2
ln�2x2

� ��1=3

�1

 !

Dðg; �2x2Þ ¼ 1þ 3g

32�2
ln�2x2

� �1=3

½15�

The operator product expansion then reproduces the
small x behavior of the two point function h�(x)�(0)i at
one loop, expanding C, D to first order in g, if we take

h�2ð0Þi ¼ � m2

8�2
ln
�

m
þOðgÞ ½16�

which is in accord with [12]. If m2 < 0 the symmetry
�$ �� is broken and it is necessary to shift the field
�= � þ f , with �2 =�6m2=g and the field f has a
mass mf with m2

f =�2m2. The operator product
expansion [7] with the same coefficient functions as in
[15] remains valid. The two point function h�(x)�(0)i,
which includes a nonperturbative term �2, is again
reproduced for small x at one loop now if

h�2ð0Þi ¼ � 6m2

g
� m2

2�2
ln

�

mf
þOðgÞ ½17�

but in this case it is necessary to expand D(g,�2x2)
to O(g2) as a consequence of the leading 1=g term in
[17]. Note that both [16] and [17] contain the
nonperturbative dependance on ln m and ln mf

which is present in the two point function.
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Conformal Field Theories

When the �-function vanishes and a quantum field
theory enjoys conformal invariance the operator
product expansion is a potentially convergent
expansion. It is natural to restrict to conformal
quasiprimary operators which do not mix with
lower scale dimensions under conformal transforma-
tions. If we consider, for instance, two scalar
operators � with scale dimension �� then the OPE
has the generic form

�ðxÞ�ð0Þ¼ 1

x2��
þ
X

I

C��OI

1

ðx2Þ1=2ð2�� ��I þ ‘Þ
� C

ð‘Þ
�Iðx; @Þ�1;...;�‘OI

�1;...;�‘
ð0Þ ½18�

where there is a sum over quasiprimary operators
OI
�1,...,�‘

with scale dimension �I and spin ‘, so they
are symmetric traceless tensors of rank ‘. In the first
term in [18] the coefficient is chosen to be 1 by a
choice of normalization. The coefficients C��OI ,
with a standard normalization for OI, are then
determined by the coefficients of the corresponding
three-point functions involving �� and OI. In [18]
C(‘)

�I are differential operators which sum up the
contributions of all derivatives or descendants of the
quasiprimary operator OI. They can be explicitly
given in terms of an integral representation, for any
spacetime dimension, where the scale is fixed by
requiring for the leading term C(‘)

�I (x, 0)�1,...,�‘ =
x�1 � � � x�‘ – traces. The spectrum of operators
which appear is obviously a property of the
particular conformal field theory.

Ward Identities

If the theory has a symmetry with corresponding
conserved currents then there are Ward identities
which constrain the OPE of fields with the con-
served current. For a current J�a then we have, in
d dimensions, the singular contribution in the OPE
is given by

J�aðxÞOð0Þ � �
1

Sd

x�

ðx2Þð1=2Þd
taOð0Þ ½19�

where ta are a set of matrix generators correspond-
ing to the symmetry acting on the fields O and Sd is
the volume of the unit (d � 1)-dimensional sphere,
S4 = 2�2. For a conserved current there are no
anomalous dimensions and the coefficient in [19],
which depends on the normalization for the current
J�a, is chosen so that [Qa, O(0)] =�taO(0) with Qa

the charge formed from J�a. For the energy–
momentum tensor the operator there is an analo-
gous result. We consider the simpler case of a

conformal theory when the energy–momentum
tensor is both conserved and traceless and

T��ðxÞOð0Þ �A��ðxÞOð0Þ
þ B��	ðxÞ@	Oð0Þ þ � � � ½20�

where A��(x) = O(x�d) and B��	(x) = O(x�dþ1). As a
distribution A��(x) is ambiguous up to terms
proportional to 
d(x). If � is the scale dimension
of O and s�� are the Lorentz spin generators acting
on O the Ward identities then give

@�A��ðxÞ¼
�

d
��	 þ C�	 þ 1

2 s�	

� �
@	
dðxÞ

A��ðxÞ¼C��

dðxÞ

@�B��	ðxÞ¼ � ��	
dðxÞ
½21�

where C�� is a constant tensor reflecting the
arbitrariness in A�� , it is immaterial as far as Ward
identities are concerned. We may choose

�

d
��	 þ C�	 ¼ 0 ½22�

(If desired, we might also take A0��(x) = A��(x)þ
(1=2)s��


d(x) in which case @�A0��(x) = 0, A0[��](x) =
(1=2)s��


d(x) but such an antisymmetric piece seems
unnatural). In general there is no unique form for
A��(x), as a consequence of the freedom of choice
for C�	 in [21]. However, for a scalar field O we
must have, for x 6¼ 0,

A��ðxÞ ¼
�

d � 1

1

Sd
��� � d

x�x�
x2

� � 1

ðx2Þð1=2Þd

¼ � �

ðd � 1Þðd � 2Þ
1

Sd
@�@�

1

ðx2Þð1=2Þd�1
½23�

with the overall scale determined by [21].

For the operator product of the current J�a with
itself there is an additional term proportional to the
identity operator of the form

J�aðxÞJ�bð0Þ� CJ
ab ��� � 2
x�x�
x2

� � 1

x2ðd�1Þ ½24�

where the coefficient CJ, which determines the scale
of the two-point function for J�a, is well defined
since the normalization of the current is determined
through the Ward identity. A similar result also
holds for the operator product of the energy–
momentum tensor with itself, with an overall
coefficient CT . In general, we may also write for
the operator product of two scalar fields O:

OðxÞOð0Þ� CO
1

x2�
� CO

CTSd

d�

d � 1

1

ðx2Þ��ð1=2Þdþ1

� x�x�T��ð0Þ ½25�
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neglecting other contributions. The contribution of
the energy–momentum tensor does not therefore
introduce any new coefficient.

Two Dimensions

In two dimensions the OPE plays an essential role in
the discussion of conformal field theories. For a
Euclidean metric it is natural to use complex
variables z and �z. The energy–momentum tensor in
this case reduces to a chiral field T(z) and its
conjugate �T(�z). For the operator product with a
chiral field �(z) with scale dimension �,

TðzÞ�ð0Þ � �

z2
�ð0Þ þ 1

z
�0ð0Þ ½26�

and, for the operator product of T with itself,

TðzÞTð0Þ � c

2z4
þ 2

z2
Tð0Þ þ 1

z
T 0ð0Þ ½27�

Here c is the Virasoro central charge, which plays a
critical role in the discussion of two-dimensional
conformal field theories, it is given by the two-point
function which follows from [27], hT(z)T(0)i=
(1=2)cz�4.

In simple rational conformal field theories the
operators are organized into conformal blocks by
the infinite-dimensional extended conformal sym-
metry in two dimensions. This allows the full
spectrum of operators and their dimensions to be
determined and in consequence complete results for
the OPE to be found in many cases.

Further Remarks

The OPE reflects the locality properties of quantum
field theories and can be extended without difficulty
to curved space backgrounds. For a product
�(x)�(0), the separation x2 may be replaced by a
biscalar at x and 0 but it is necessary to include in
the OPE contributions involving the background

Riemann tensor as well as the operator fields present
in flat space. There is also a generalization of the
OPE for superfields on superspace.

At a fundamental level although the OPE can be
derived to all orders in perturbation theory the
contribution of nonperturbative effects such as
instantons to the coefficients is not entirely clear.
Issues of associativity have yet to be fully analyzed.

There are also important applications to the
phemenonological analysis of QCD when assump-
tions about the OPE and saturation of sum rules can
lead to results for the vacuum expectation value of
gauge-invariant operators such as F��F��.

See also: Boundary Conformal Field Theory; Effective
Field Theories; Quantum Chromodynamics;
Renormalization: General Theory; Renormalization:
Statistical Mechanics and Condensed Matter;
Two-Dimensional Models.
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Introduction

Optical caustics are the bright forms created by the
focalization, natural or artificial, of light (Figure 1).
Special caustic points, called focuses, are produced
by stigmatic optical systems in order to visualize
objects. However, there are no special conditions for

producing usual caustics. Every congruence of rays
always generates a caustic, more or less intricate.

Caustics have been observed and described since a
long time, tracing back to antiquity. The name itself
was coined after the Greek root ‘‘kausticos’’ mean-
ing burning and expressing that a high energy
density is produced by ray focalization at a caustic
point. Conceptually, they appeared in the literature
as ‘‘evolutes,’’ ‘‘envelopes,’’ ‘‘centers of curvature,’’
‘‘focals,’’ etc. However, these different approaches,
often too restricted, were unable to clarify the
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general properties of caustics, for instance, their
classification in generic types. This difficult question
was solved only recently in the framework of the
singularity theory which appeared in the second half
of the twentieth century (Whitney 1955, Thom
1956). Caustics are now understood as physical
realizations of Lagrangian singularities, and they
are often called optical singularities or optical
catastrophes.

The aim of this introductory article is to show in
which sense caustics can be understood as singula-
rities, and to present their main properties.

The Physical Phenomenon

Caustics are usually observed by interposing a screen
on the ray trajectories and their trace in the screen
forms a set of bright curves called ‘‘fold’’ (A2).
Across the fold, the number of rays passing through
a given point jumps by �2. Two fold curves may
join at some point forming there a tip called cusp
(A3). A simple example is provided by the nephroid
that one sees in a cup of coffee when the light is
reflected off the cylindrical sides. In the three-
dimensional (3D) space, the folds form surfaces
and the cusps form curves (Figure 2). For particular

positions of the screen, three other types of caustics
may be observed: the swallowtail (A4), the meeting
point of two cusp lines; the elliptic umbilic (D�4 ), the
meeting point of three cusp lines; and the hyperbolic
umbilic (Dþ4 ) where a cusp line tangentially meets a
fold surface (Figure 2). These five caustic types are
generic in the sense that any other type of caustic
point is unstable and decomposes into these generic
caustic points under small perturbations. The perfect
focus is an example of a nongeneric caustic point,
obtained by imposing a special symmetry. The
natural focusing of light, as in gravitational optics,
produces only generic caustics. A caustic point is
then a generalized focus. The caustic surface is a
complex surface in the 3D physical space, generally
self-intersecting and possessing singular lines A3

ending at singular points A4, D�4 , or Dþ4 .
At the scale of the wavelength of the light, the

caustics have a more complex structure. Instead of
well-defined surfaces, lines and points, one observes
a system of interference fringes concentrated in
the vicinity of the geometrical caustic. Each type of
caustic point has its own diffraction pattern (also
called diffraction catastrophe) (Figure 3). These
interference systems are easily produced, for
instance, by focusing a coherent laser beam by a

Figure 1 Optical caustics may be produced by reflection (on window glasses) or by refraction (through the wavy surface of a

swimming pool). Here the light source, the Sun, has some angular extension and the caustic appears somewhat blurred.

_
Elliptic umbilic D4

+Hyperbolic umbilic D4Swallow tail A4Cusp A3

Fold A2

Figure 2 The five generic types of caustics of the 3D space.
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corrugated glass or by a water droplet. An impor-
tant feature is revealed by Gouy’s experiment, in
which bright and dark fringes are inverted when the
rays are forced to pass through a focus (Guillemin
and Sternberg 1977). The experiment shows that the
wave undergoes a phase shift of �=2 when the
associated ray passes through a caustic point.

So, caustics are fundamental objects of both the
geometrical optics and the wave optics.

Modeling Caustics

Because of the presence of a caustic, a congruence of
rays generally presents intersecting rays. At the
points of intersection, the coordinates q1, q2, q3 of
the physical space R3 are unable to distinguish the
various intersecting rays and they do not constitute a
convenient system of coordinates. It is then interest-
ing to construct an abstract space in which the rays
are represented by nonintersecting curves. The initial
congruence is recovered by projecting the abstract
space into the physical one. All the models use this
type of construction in which the properties of the
caustics are deduced from those of the projection.

Caustics as Envelopes of Rays

In this geometrical modeling, each ray is labeled by
two parameters r1, r2, for instance, the coordinates on
the initial wave front W. A third coordinate r3

specifies the points along the ray, for instance,
by assigning their distance to W. Taken together,
these three coordinates represent the congruence of
rays, and define a 3D space, the source space
M = {r1, r2, r3}. By construction, the rays in M do
not intersect. The coordinates (q1, q2, q3) of the
current point P 2 R3 along each ray depend

differentiably on the coordinates (r1, r2, r3) and define
a ‘‘projection’’ f : (r1, r2, r3) 7! (q1, q2, q3) from the
source space M into the physical space R3.

The caustic points correspond to the envelope of
the rays. At a caustic point P, the energy density
flowing along the rays becomes infinite, since the
small volume delimited by neighboring rays is
shrunk into a small surface at P. This behavior
may be simply expressed with the help of the
projection f: the rank rk of the derivative Df is
equal to 2 at the point representing P in M. This
motivates the following definition. Given a map
f : M! N, a point x 2M is said to be critical (or
singular) if the rank of the derivative Df is less than
the maximal possible value min(dim M, dim N).
Here, dim M = dim N = 3, and a critical point is a
point where rk < 3. The set � � M of the critical
points is called the singular set. The caustic C is the
image of the singular set: C = f (�). One also says
that the caustic points are the critical values of f.

In practice, the derivative Df is expressed by the
Jacobian matrix J = @(q1, q2, q3)=@(r1, r2, r3) and the
singular set � is defined by solving the equation

detðJÞ ¼ 0 ½1�

If this equation permits one to express explicitly one
coordinate, say r3, as a function of the other two,
the caustic surface C is found in parametric form:
q1 = q1(r1, r2, r3(r1, r2)), etc. For a homogeneous
medium, equation [1] is of second degree in r3 and
the caustic is composed of two sheets which meet at
the umbilic points D4.

Equation [1] gives all caustic points independently
of their nature, that is, it does not distinguish
between A2, A3, A4, D�4 , and Dþ4 . A refinement
allows one to recognize different types of caustic
points. One defines the Thom–Boardman class �i as
the points in M where Df has a kernel of dimension
i. Then one defines inductively the class �i, ..., j, k as
the class �k of the restriction of f to �i, ... , j. Thus, �0

represents the regular points (noncaustic points),
�1,0 the fold points A2, �1,1,0 the cusp points
A3, �1,1,1,0 the swallow-tail points A4, and �2,0 the
umbilics D4 (hyperbolic or elliptic). Altogether, the
classes �I, I 6¼ 0, form the singular set �.

The Thom–Boardman classes constitute a simple
and powerful tool for computing the structure of a
caustic. Each class is obtained by canceling some
functional determinants associated with the map f or
with its restriction to some class. However, the
method presents the weakness of ignoring the
special nature of a set of rays: its Lagrangian
character. As a consequence, it is unable, for
instance, to distinguish between D�4 and Dþ4 .

A2 A3 A4

D4
+

D4
–

Figure 3 Interference fringes produced by the five generic

caustics of the 3D space (numerical simulation).
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Caustics as Lagrangian Singularities

As for mechanics, the natural framework for geomet-
rical optics is a phase space: the cotangent space
T�R3 = {pi, qi} of the configuration space R3 = {qi}.
The phase space is characterized by its symplectic
structure, that is, the differential 2-form !=

P
i dpi ^

dqi, which is nondegenerate and closed (d!= 0).
A set of rays in the phase space is defined by

specifying the wave vector (or momentum) p at
each point q of the congruence. In the simple case
where only one ray passes through each point, one
has p =rS, where S is the optical length

R
n ds and

n the refractive index. In other words, p is the
differential of the optical length. The wave vector
p is tangent to the ray and orthogonal to the
(geometrical) wave front S = const. The eikonal
equation shows that its modulus is n. As a direct
consequence of the relation p =rS, the symplectic
form annihilates identically for these p. However,
in general, because of the presence of the caustics,
one must not expect to have p =rS for some
function S. Nevertheless, it is possible to keep
the more general property to annihilate !. This
motivates the definition of a Lagrangian submani-
fold: a submanifold L � T�R3 of dimension 3
(that is, half of the dimension of the phase space)
on which the symplectic form vanishes: !jL = 0.
Every congruence of rays is described by a
Lagrangian submanifold. The Lagrangian subma-
nifold plays the same role as the source space in
the preceding section. The role of the projection f
is played by the natural projection � from the
phase space into the configuration space
�(p, q) = q, or more precisely to its restriction to
L: f = �jL. It is called a Lagrangian map (or
Lagrangian projection) and it is again a map
between two spaces of the same dimension (here
3). When L is given by an embedding � : L! T�R3,
one has f = � � �. A caustic is then defined as the
set of critical values of a Lagrangian map.

There exist two remarkable results showing that a
Lagrangian submanifold may be described in terms
of functions or of families of functions. As a
conseque nce, caustics are not dire ctly related to the
singularities of maps but,

",1,5 ,3,0,0pc,0 pc,0pc,0pc>G enerat ing funct ion of a

more particularly, to the
singularities of functions.

Lagrangian submanifold The 3D Lagrangian sub-
manifold L � {pi, qi} is locally defined by three
coordinates p�(� 2 A) and q�(� 2 B) depending on
the three other ones p� and
q�: p� = p�(q�, p�), q� = q�(q�, p�). One can show
that this may be done in such a way that each

conjugate pair (qi, pi) gives exactly one independent
variable and one dependent variable. Formally:
A [ B = {1, 2, 3}, A \ B = ;.

In fact, introducing the function S(q�, p�) =R
hp, dqi � hq�, p�i(h,i denotes the scalar product),

the local equation for L takes a more simple form:

q� ¼ �
@S

@p�
; p� ¼

@S

@q�
½2�

The function S is well defined, since, by the
definition of a Lagrangian submanifold

R
h p, dqi is

locally path independent: it depends only on its end
points. S is called a (local) generating function.

Formula [2] generalizes p =rS, to which it
reduces when B = ;, that is, for nonintersecting rays.

",1,5,3,0,0pc,0pc,0pc,0pc>Generating family and
optical catastrophes Formula [2] may be rewritten
in an interesting way. Taking the jBj variables p� as
internal parameters x and q = (q�, q�) as external
parameters, we construct a function F of x para-
metrized by q: F(x, q) = S(q�, x)þ hq�, x i. Now the
Lagrangian submanifold L is defined by

L ¼ ðq; pÞ : 9x :
@F

@x
¼ 0; p ¼ @F

@q

� �

F is called the generating family. The first equation
@F=@x = 0 determines the rays passing through the
fixed external parameter q 2 R3. The second one
distinguishes these rays according to their wave
vector p. Each ray corresponds to a critical point
(i.e., an extremum) of F considered as a function of
x. At a caustic point, two infinitely close rays are
converging and F then presents a degenerate critical
point. So the generating-family technique links the
caustics to the theory of singularities of functions
depending on some parameters, that is, to the
catastrophe theory (Thom 1969). Caustics are also
called optical catastrophes.

The generating families are not uniquely defined,
even locally. In optics, one may always take for F
the equivalent family ‘‘optical length’’ d, considered
as a function defined on the initial wave front W
(this is discussed in the following).

Caustics as the Locus of Wave Front Singularities

There exists a remarkable duality linking rays and
wave fronts. As a consequence, the caustic points
(i.e., Lagrangian singularities) are related to singula-
rities of wave fronts (i.e., Legendrian singularities). A
typical wave front W may possess only two types of
singularities: cuspidal curves and swallow-tail points.
During the motion of W, governed by the eikonal
equation, the cuspidal curves generate surfaces, and
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swallow tails generate curves. These surfaces are
exactly the fold surfaces of the caustic C and the
curves are the cusp lines of C. The point singularities
of the caustic, that is, the swallow tails and the
umbilics, correspond to bifurcations of the instanta-
neous wave front, at certain moments of its motion.

Caustics as Short Wave Asymptotic

The fine observation of the optical caustics shows
that they never appear as the well-defined surfaces
given by the geometrical optics, but rather as
diffraction patterns concentrated around these sur-
faces. So wave optics is the natural framework
to account for this fundamental feature. One
exploits the fact that the wave number k = 2�=	
(	: wavelength of the light) is a large parameter.
This short-wave approximation permits the use of
powerful expansion techniques and clarifies the
relation with the geometrical optics viewpoint,
formally obtained for k tending to infinity.

The stationary phase In the most simple model,
the Huygens–Fresnel principle, the amplitude U(P)
of the optical field may be evaluated by adding the
secondary disturbances emitted from the points Q of
some initial wave front W:

UðPÞ ¼ c

ZZ
W

eikd

d
G ds ½3�

where d is the distance QP. G is the inclination factor,
a smooth function defined on W and c some
prefactor. For simplicity, G and n (the refractive
index) are assumed to be constant. Defining
a = cG=d, formula [3] appears as an integral of the
form

R
a(y)eik�(y)dy. This type of integral may be

evaluated for large k by the method of stationary
phase. The principal contributions are due to points
where the phase � is stationary: r�= 0. For wave
optics, � is the length PQ, considered as a function of
Q and parametrized by P. The stationary condition
means that PQ is normal to W, that is, it represents a
ray of geometrical optics. The function PQ is a
generating family in the sense of the discussion earlier.

If no stationary points exist, that is, if P is in the
shadow, the integral is O(k�N) for any N. Other-
wise, and if the critical points are not degenerate,
the phase stationary method gives (Guillemin and
Sternberg 1977):

UðPÞ ¼ 2�

k

X
rays PQ

eð1�]Þ�i=2

	 aðQÞeikd

jð1� �1dÞð1� �2dÞj1=2
þOðk�2Þ ½4�

where ��1
1 and ��1

2 are the two principal radii of
curvature at Q 2W, and ] the number of caustic
points (also called focal points) along the ray PQ.

In the stationary-phase approach, the caustic C,
locus of centers of curvature of W, appears as an
obstacle in constructing asymptotics, since formula [4]
diverges when d�i ! 1, that is, when P tends to C.
It is, nevertheless, remarkable that C also appears
explicitly when [4] is valid, via the �i’s and ]. In
particular, the term e�]i�=2, applied in the case of a
focus (]= 2), accounts for the phase shift of � observed
in Gouy’s experiment.

Asymptotics on caustics Uniform asymptotic for-
mulas, valid also on the caustic, need a more complex
theoretical framework, for instance, Maslov’s theory,
presented here in a necessarily simplified version (see
Maslov and Fedoriuk (1981) for more detail).

The starting point is the equation of wave optics,
that is, the Helmholtz equation

ð�þ k2n2ÞU ¼ 0 ½5�

where the refractive index n generally varies from
point to point. For k!1, one looks for an
asymptotic solution in the (tentatively) form:

UðPÞ ¼ eikSðq1;q2;q3Þ
X1
j¼0

ðikÞ�j’jðq1;q2;q3Þ ½6�

Inserting this form in eqn [5] one obtains the eikonal
equation (or characteristic equation) for the phase S:

ðrSÞ2 ¼ n2

and an infinite series of equations for the amplitudes
’j, called the transport equations. One knows that
the Cauchy problem for the eikonal equation may be
reduced to the integration of the corresponding
Cauchy problem for the Hamilton system (or
bicharacteristic system):

dq

dt
¼ @H

@p
¼ 2p;

dp

dt
¼ � @H

@q
¼ rn2

where H = h p, p i � n2. Its solutions, the bicharac-
teristics q(t, 
), p(t, 
) are parametrized by the
‘‘time’’ t and the 2D parameter 
 parametrizing the
points on the initial wave front W. The bicharacter-
istics form a 3D Lagrangian submanifold L in the
phase space {pi, qi} and one recovers the preceding
situation. Assuming L to be simply connected, one
defines a global phase function S on L by formula
S(t, 
) =

R
h p, dqi.

In a domain �j � L not containing the singular set
and in which the coordinates t, 
 are in a one-to-one
correspondence with the physical coordinates, S

624 Optical Caustics



Optical Caustics 625
becomes a function of qi. Using the transport equation,
one finds the leading term of the asymptotic solution
(with accuracy to k�1) in the following form:

UðPÞ ¼ ðKð�jÞ’ÞðqÞ

¼

ffiffiffiffiffiffiffiffiffiffi
d�

dqi

����
����

s
eikSðq1;q2;q3Þ’ðq1; q2; q3Þ ½7�

where d� and dqi, respectively, represent the
measures on the Lagrangian submanifold and on
the physical space. The amplitude ’ depends on the
initial conditions. Formula [7] defines a precanoni-
cal operator K(�j). It has the same form as [4], with
the same drawback to diverge near the singular set
�, where dqi = 0.

In a domain �j containing the singular set, L is
locally parametrized by mixed coordinates q�, p�.
The basic idea is then, roughly speaking, to carry
out a Fourier transform Fk with respect to these p�
(in fact, a variant of the usual Fourier transform, in
which the parameter k appears in the prefactor and
in the phase term). This leads one to consider,
instead of L= �þ k2n2, the operator L̂= FkLF�1

k ,
and instead of U, the unknown function V = FkU. In
this Fourier space, V may be found in the same way
as U was found in the preceding case, with S
replaced here by the local generating function
Sj(q�, p�) = S� hq�, p�i. Coming back to the real
space by F�1

k , one obtains (with the same accuracy):

UðPÞ ¼ ðKð�jÞ’ÞðqÞ

¼ F�1
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d�

dp�dq�

����
����

s
eikSjðq�;p�Þ’ðq�; p�Þ

" #
½8�

There is no divergence in this local solution. So local
short-wave asymptotics may be found everywhere,
even on the caustic where they have a more complex
form than the form [6] or [7].
Global asymptotics and Maslov’s index The global
asymptotic solution is obtained by formally gluing
the local solutions by a partition of unity �ej = 1
subordinate to a covering {�j} of L. However there
is a difficulty. The representations of the same
precanonical operator in different local coordinates
q�, p�, even not containing the singular set, agree
only up to a constant multiplier ei�m=2, where the
integer m is the number of negative eigenvalues of
some matrix. One is led to multiply every precano-
nical operator by a convenient phase factor e�i��=2,
where � 2 Z4 is called Maslov’s index. The coher-
ency of the phase factor in different domains is
realized by using the important property of � to be
co-oriented. Thus, � counts the number of passages
of an oriented path on L from the negative side of �
to its positive side, minus the number of passages in
the opposite sense. Maslov’s index is locally con-
stant and jumps by �1 only across the singular set
�. The global canonical operator is now formally
defined as K = �je

�i��j=2K(�j)ej.
Finally, the canonical operator K is well defined

only if it is independent of the {�j} and ej used for its
definition. This possibility is expressed (in the case of a
simply connected L) by the following property,
intrinsically attached to L: the Maslov index cancels
on every closed loop. So the only obstruction for global
asymptotics is the nontriviality of the characteristic
class defined by Maslov’s index and not the caustic.

The central object of the caustic modeling is then
the projection of the submanifold representing the
rays (M or L) into the physical space. The possibility
to reduce this projection to some normal form is the
key result for the local classification of caustics.
Local Classification of Caustics

Equivalence, Stability, and Genericity

In order to distinguish different types of singula-
rities, one has to define an equivalence relation. Two
Lagrangian maps fi : T�Mi 
 Li !Mi (i = 1, 2), are
said to be Lagrange equivalent if there is a
diffeomorphism h : T�M1 ! T�M2 preserving both
the symplectic and the fiber structures, and sending
L1 to L2. In fact, only the local problem of
classification makes sense, and one considers,
instead of Lagrangian maps, germs of Lagrangian
maps. A map germ is a map locally defined, that is,
defined in an infinitely small neighborhood around a
point (depending on the germ). The notion of
Lagrange equivalence is extended to the germs. A
Lagrangian singularity is then the Lagrange equiva-
lence class of a germ at a critical point. Each
equivalence class represents a type of Lagrangian
singularity, that is, a type of caustic point.

The example of the perfect focus point shows that
there exist singularities which are totally unstable. In
this sense, they correspond to idealized situations not
physically realizable, and they have to be disregarded.
Conversely, stable singularities resist under the action
of small perturbations. They correspond to Lagrangian
germs for which all neighboring germs are Lagrange
equivalent (not necessarily at the same point, but near
the point considered).

Now the important question is: do the stable germs
represent the generality? In the best case, stable germs
form a dense open set. This means that every germ may
be approximated by stable germs. In this case, one says
that the stable germs are generic.
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Stability and genericity are disctinct notions. It
turns out that they coincide for low values of the
dimension n of the ‘‘physical space’’ (n < 6), but
they may disagree at higher dimensions.

Classification of Stable Caustics

The fundamental result of the theory is the local
classification of Lagrangian singularities (Arnol’d
1972). With the help of the generating families, the
study of Lagrangian singularities is reduced to the
study of singularities of families of functions. More
precisely, at a singular point, every stable Lagragian
map is equivalent to one of the following maps,
given by their generating function S and by their
generating family F:

A2 : S ¼ p3
1

F ¼ x3 þ q1x

A3 : S ¼ �p4
1 þ q2p2

1

F ¼ �x4 þ q1x2 þ q2x

A4 : S ¼ p5
1 þ q2p3

1 þ q3p2
1

F ¼ x5 þ q1x3 þ q2x2 þ q3x

D�4 : S ¼ p3
1 � p1p2

2 þ q3p2
1

F ¼ x2
1x2 � x3

2 þ q1x2
2 þ q2x2 þ q3x1

These polynomial functions are called normal forms.
The stable singularities are generic. In other words,
every other type of singularity is destroyed by
infinitely small perturbations and gives a set of
singularities belonging to the list. The five generic
caustics have been observed and experimentally
studied in detail (Berry and Upstill 1980, Nye 1999).

By inserting the normal forms S in a short-wave
asymptotic, one obtains the diffraction patterns
associated with the five caustic types (Figure 3).
They generalize the Airy function which corresponds
to the fold singularity.

The normal forms describe at once the geometry
of the caustics and the interference systems around
them.

Codimension, Corank, Multiplicity, and Index

Lagrangian singularities are also characterized by
some numbers. They have a codimension c equal
to the difference between the dimension of the
physical space and their dimension: c(A2) = 1,
c(A3) = 2, c(A4) = c(D�4 ) = 3. They have a corank ck,
equal to the difference between the dimension of the
space and the rank of the Lagrangian map:
ck(A2) = ck(A3) = ck(A4) = 1, ck(D�4 ) = 2. The corank
is the number of internal parameters of the generating
family F. They also have a multiplicity �, which is the
number of nondegenerate critical points of F, that is,
the number of rays coinciding at the singularity. In
the 3D space, one has �= cþ 1: �(A2) = 2, �(A3) = 3,
�(A4) =�(D�4 ) = 4.

Short-wave asymptotics near the caustic present
remarkable scaling properties (Berry and Upstill
1980). In particular, the amplitude jU(P)j increases
like k
 as k!1. The number 
 depends only on the
type of the singularity and it is called the singularity
index. The more ‘‘degenerate’’ the singularities, the
larger the index, and then the brighter the caustic
point: 
(A2) = 1=6 < 
(A3) = 1=4 < 
(A4) = 3=10 <

(D�4 ) = 1=3.
Global Organization of Caustics

The global properties of caustics are less under-
stood than the local ones. There is, nevertheless,
an interesting result concerning specifically the
caustics in the 3D space (Chekanov 1986). Given
a Lagrangian map f : L! R3, the Euler character-
istic �(�) of the singular set � � L and the number
]D4(�1=2) of umbilics of index �1=2 are related
by the formula

�ð�Þ þ 2]D4ð�1=2Þ ¼ 0 ½9�

At an umbilic point T, � is locally a cone with
vertex at T. The index is defined according to the
relative positions of the following elements: the 2D
plane � = ker f , the cusp lines A3 � � passing
through T, and the characteristic line l which
represents the ray at T. If l and A3 are separated
by �, the index is equal to þ1=2, and to �1=2 in the
other case. The index of an elliptic umbilic is always
equal to �1=2.

The validity of Chekanov’s formula [9] requires
that L lies on a hypersurface E of the phase space,
convex with respect to the wave vectors. The
characteristics are the orthocomplements of E. In
this framework, the singularities are called optical
singularities, because such an E is always defined in
geometrical optics by the eikonal equation. All
Lagrangian singularities can be realized as optical
singularities. Chekanov’s formula has been experi-
mentally checked (Joets and Ribotta 1996).

The Chekanov relation has an important conse-
quence on the caustic bifurcations (also called
metamorphoses or perestroikas), that is, the generic
transformations modifying the topology of a caustic
depending on one parameter. Among the 11 possible
caustic bifurcations, considered as bifurcations of
general Lagrangian singularities, four of them cannot
be realized as bifurcations of optical Lagrangian
singularities. So Chekanov’s relation reduces the
number of optical metamorphoses to seven.
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Extensions

Caustics in Spaces of Higher Dimension

The local classification of Lagrangian singularities
has been extended in spaces of higher dimension.
For n = 4, in addition to the preceding ones, two
new singularities appear: the butterfly A5 and the
parabolic umbilic D5. For n = 5, in addition to A6

and D�6 , one has a new type of umbilic: E6.
However, in higher dimensions, the classification
becomes more complex. In addition to stable
singularities, like those of the series Ai, Di, Ei, one
encounters unstable generic singularities which
depend on arbitrary parameters (moduli). Despite
this difficulty, there exists a classification of generic
Lagrangian singularities up to the dimension n = 10.

The Maslov index has been extended in spaces of
higher dimension and has led to the discovery of
invariants associated with particular types of singu-
larities (Vassilyev 1988). These invariants control
the number of some types of singularities. For
instance, in dimension n = 4, the number of A5

(taking account of sign) is equal to zero.

Symmetrical Caustics

Another extension consists in imposing some
constraint, for instance, a symmetry (Janeczko and
Roberts 1993). Symmetrical caustics are not merely
the symmetrized usual caustics. Many of them result
from the stabilization of unstable singularities of
higher codimension by the symmetry. For example,
in the 3D space, the butterfly A5 is unstable, but the
symmetrical butterfly is a generic singularity in the
class of Lagrangian singularities having the mirror
symmetry.

Nonoptical Caustics

Caustics, as locus of focalization, are not restricted
to the usual optics. They are also observed in
electronic optics or in gravitational optics and the
preceding results apply to these waves. They also
appear in nonelectromagnetic waves, for instance,
acoustic waves, seismic waves, etc. Propagation
always generates caustics.

Optical caustics are now understood as Lagran-
gian singularities and, as singularities, their interest
is not restricted to optics. They became indispen-
sable for understanding other domains of mathema-
tical physics, for instance, the variational calculus,
the classical mechanics, the Hamilton–Jacobi equa-
tions, the control theory, the field theory, etc.

See also: Billiards in Bounded Convex Domains; Normal
Forms and Semiclassical Approximation; Stationary
Phase Approximation; Singularity and Bifurcation Theory.
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Introduction

According to the well-known ‘‘no-cloning theorem’’
(Wootters and Zurek 1982) perfect copying of
quantum information is impossible, that is, there is
no machine which takes a quantum system in an
unknown state as input and produces two systems of
the same kind, such that none of them is distinguish-
able from the input by a statistical experiment. In
this qualitative form, however, the theorem is not
very useful, because in the presence of noise classical
information cannot be copied perfectly as well.
Therefore, the crucial point is that even under ideal
conditions the errors produced in the clones cannot
be made arbitrarily small. The best we can hope for
is to find an optimal cloning device which makes
these errors as small as possible.

More generally, we can consider cloning devices,
which take as input a certain number, N, of
identically prepared systems, and produce a larger
number, M, of systems as output. Again, the
cloning task is to make the output state resemble
as much as possible a state of M systems all
prepared in the same state as the inputs. This
variant of the problem is of interest as a ‘‘quantum
amplifier.’’ It also has a better chance of reasonable
success than a cloning device operating on single-
input systems: in the limit of many-input systems,
the device can make a good statistical estimate of
the input density matrix and hence produce
arbitrarily good clones.

Figures of Merit

To get a precise mathematical description of the
problem, let us consider a one-particle Hilbert
space H (which is assumed to be finite dimen-
sional, H= Cd, if nothing else is explicitly stated)
and the algebras B(H�N),B(H�M) of (bounded)
operators on the N-fold, respectively M-fold,
tensor product of H. A quantum operation which
takes N particles as input and produces M output
particles is then described, in the Heisenberg
picture, by a completely positive, unital map (a
completely positive, unital and normal map if H is
infinite dimensional):

T : BðH�MÞ ! BðH�NÞ ½1�

while the Schrödinger picture representation is given
in terms of the (pre-)dual of T, that is,

T� : B�ðH�NÞ ! B�ðH�MÞ ½2�

where B�( � ) denotes the space of trace-class
operators. Hence, if T operates on input systems in
the (joint) state ��N, the output systems (i.e., the
‘‘clones’’) are in the state T�(�

�N). We will call each
such T a cloning map.

Now our aim is to find an operation T such that
the output state T�(�

�N) approximates the product
state ��M as well as possible. The quality of the
approximation is measured by a distance function �
on the convex set S(H�M) � B�(H�M) of density
operators on H�M and, since it is impossible to
minimize �(T�(�

�N), ��M) for all � simultaneously,
we are looking only for the worst case. Hence, the
quality of a cloning map T is measured by a figure
of merit of the form

�X;�ðTÞ ¼ sup
�2X

� T�ð��NÞ; ��M
� �

½3�

Here X � S(H) is a set of ‘‘preferred’’ density
operators whose role will be explained in the next
section. An optimal cloning device is described by a
cloning map T̂ which minimizes �X, �, that is,

�X;�ðT̂Þ � �X;�ðTÞ ½4�

should hold for each cloning map T.

The Preferred Set of States

The set X � S(H) of density operators introduced in
the last equation describe a priori knowledge about
the one-particle input state �; for example, if we
want to clone only signal states �1, . . . , �k used to
transmit classical information through a quantum
channel, the choice for X is {�1, . . . , �k}. Other
possibilities include: X = S(H) if nothing is known
about �, the set of pure states, the states in the
‘‘equatorial plane’’ of the Bloch sphere, or Gaussian
states if H is infinite dimensional. Each different
choice for X leads to a different variant of the
cloning problem, and we will summarize the most
relevant cases treated in the literature in the section
‘‘Examples.’’

A different kind of a priori knowledge is a priori
measures, that is, instead of knowing that all
possible input states lie in a special set X, we know
for each measurable set X � S(H) the probability
�(X) for � 2 X. Such a situation typically arises
when we are trying to clone states of systems which
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originate from a source with known characteristics.
In this case, we can use mean errors,

���;�ðTÞ ¼
Z
SðHÞ

� T�ð��NÞ; ��M
� �

�ðd�Þ ½5�

as a figure of merit. Sometimes these are easier to
compute than maximal errors as in eqn [3]. Often,
however, � leads to stronger results than ��,
therefore we will concentrate our discussion on
maximal rather than mean errors.

The Distance Measure

The remaining freedom in eqn [3] is the distance
measure � and there are mainly two physically
different choices: we can either check the quality of
each clone separately or we can test, in addition, the
correlations between output systems. The most
common choice for a figure of merit for the first
type is given by (where t̂rj denotes partial trace over
all but the jth tensor factor)

�1ðTÞ ¼ sup
�2X;j

1� F t̂rjT�ð��NÞ; �
� ��� �� ½6�

Here F (�, �) denotes the (quadratic) fidelity of � and
�, that is,

Fð�; �Þ ¼ tr �1=2��1=2
� �1=2
� �2

½7�

and the supremum is taken over all � 2 X and
j = 1, . . . , N. �1 measures the worst one-particle
error of the output state T�(��N), and we will refer
to it in the following as the local error. If we are
interested in correlations too, we have to choose

�allðTÞ ¼ sup
�2X

1�F T�ð��NÞ; ��M
� ��� �� ½8�

�all measures again a ‘‘worst-case’’ error, but now
of the full output with respect to M uncorrelated
copies of the input �. We will call it the global error.
Alternative figures of merit arise if we replace the
fidelity in eqns [6] and [8] by other distance
measures like the trace norm, the Hilbert–Schmidt
norm, or the relative entropy. If X consists only of
pure states, the operations T which minimize �1 or
�all are usually not altered by such different choices.
If X is a set of mixed states, however, the correct
choice is unclear and might depend on the precise
physical context (there is, in particular, no reason to
prefer fidelities).

General Properties

Before we consider more special examples in the
next section, let us discuss some general properties

of the figure of merit �X, � from eqn [3] and the
corresponding optimization problem.

Existence of Solutions

If the distance measure � is continuous in the first
argument, the optimization problem [4] has a
solution, that is, optimal cloning machines exist:
the set T of cloning maps [1] is compact and the
quantity �X, � is – as a supremum over continuous
functions – lower-semicontinuous. Hence, the
statement follows from the fact that a lower-
semicontinuous function on a compact set always
admits a minimizer.

This argument can be generalized to the infinite-
dimensional case, if we choose the set T of allowed
cloning maps more carefully (the restriction to
normal channels proposed above is most probably
not sufficient for this purpose) and if we equip it
with an appropriate topology. The latter should be
weak enough for T to be compact, and strong
enough for �X, � to be lower-semicontinuous. A
typical choice is the weak�-topology arising from an
embedding of T into the dual of a Banach space
(such that we can apply the Banach–Alaoglu
Theorem). Detailed studies in this direction are,
however, not yet available.

Covariant Cloning Maps

To solve the optimization problem [4] is a difficult
and, in many cases, impossible task. However, it can
be simplified significantly if X and � admit a
nontrivial symmetry group. Hence, consider again
a distance � which is continuous and convex in its
first argument and a closed subgroup G of the group
U(d) of unitary operators on H= Cd, such that

UXU� � X; � U�M�U�M�;U�M�U�M�� �
¼ �ð�; �Þ ½9�

hold for all U 2 G and �, � 2 S(H�M). Then �X, � is
invariant under the induced G action on the set T of
cloning maps, that is,

�X;�ð�UTÞ ¼ �X;�ðTÞ
with ð�UTÞðAÞ ¼ U�NTðU�M�AU�MÞU�N� ½10�

holds for all U 2 G and all T 2 T . Convexity of
�X, � in T implies (with the Haar measure �H on G)

�X;�ð�TÞ � �X;�ðTÞ;

with �T ¼
Z

G

�UðTÞ�HðdUÞ ½11�

for all T. Hence, we can replace each cloning map
by its group average �T without sacrificing the
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quality of the clones. This implies that �T is optimal
if T is, and, since �T is G-covariant,

�Uð�TÞ ¼ �T 8U 2 G ½12�

we can conclude, together with the arguments from the
last section, that the optimization problem [4] always
admits covariant solutions. Similarly, we can show that
permutation invariant (sometimes called ‘‘symmetric’’)
solutions exist, that is, cloners which do not prefer a
particular clone or a particular input system.

This is a very useful result, because the set of
covariant and permutation-invariant T is much
smaller than the set of all cloning maps, and it can
be parametrized in terms of irreducible representa-
tions of G and the permutation group. In particular,
the case G = U(d) (such a T is often called
‘‘universal’’ because it does not prefer any direction
in the Hilbert space H) leads to quite general
solutions.

Relationships with Quantum State Estimation

If a procedure to estimate the input state � from a
measurement on the N-fold system in the joint state
��N is given, there is a simple way to produce a
cloning machine: we just have to take the estimate
�̂ for the density matrix � and prepare M > N
systems in the state �̂�M. If X is finite and
estimation (which in this case is called hypothesis
testing) is done in terms of a positive operator
valued measure (E�)�2X, E� 2 B(H�N), the prob-
ability to get the estimate � 2 X when the input is
in the state ��N is given by tr(E��

�N). Hence, the
cloning map derived from this estimation scheme is
given by

~E�ð��NÞ ¼
X
�2X

tr E��
�N

� �
��M ½13�

A generalization to arbitrary X is straightforward,
but requires the use of measure theory. It is easy to
see that the cloning map ~E from eqn [13] is in
general not optimal, in particular if M is only
slightly bigger than N. However, ~E has the interest-
ing feature that �X, �(~E) depends only on the number
of input systems, N, but not on the number of
clones, M, we want to produce. This observation
leads immediately to the conjecture that ~E becomes
optimal in the limit M ! 1. A general proof is
currently not available, in those cases, however,
where optimal cloner and estimater can be explicitly
calculated for all N and M (i.e., the cases treated in
the sections ‘‘Universal pure-state cloning’’ and
‘‘Phase-covariant pure-state cloning’’) the conjecture
is true. A more detailed discussion of this problem
together with information about its current status

can be found on the web at http://www.imaph.
tu-bs.de/qi/problems/problems-html.

Examples

In this section, we will discuss concrete examples
that arise from different choices of the distance
measure � and the set X of preferred states.

Universal Pure-State Cloning

The most frequently discussed case arises if X is the
set of pure states, that is, the input states are pure,
but otherwise unknown. Under this condition, it is
sufficient to consider the symmetric part H�N

þ of the
tensor product H�N, and only cloning maps
T :B(H�M) ! B(H�N

þ ), because only this part
affects the local or the global error. A complete
solution for arbitrary N, M and all finite-
dimensional Hilbert spaces is available for �all in
Werner (1998) and for �1 in Keyl and Werner
(1999). Both cases admit the same (surprisingly
simple) unique solution

T̂�ð�Þ ¼
d½N�
d½M� SM �� 1�ðM�NÞ

� �
SM ½14�

where SM is the projection onto the symmetric
tensor product H�M

þ and d[M] denotes the dimen-
sion of H�M

þ . To derive these results, the group-
theoretic methods sketched in the section ‘‘Covar-
iant cloning maps’’ are used. The fact that global
and local figures of merit are minimized by the same
cloning map is surprising and a special feature of
pure-state cloning. It implies that correlations and
entanglement between the clones does not matter
at all.

Phase-Covariant Pure-State Cloning

Consider a fixed basis jji, j = 0, . . . , d � 1, in H and
let X be the set of states given by

 ¼ j0i þ
Xd�1

j¼1

ei�j jji ½15�

where the �j denote arbitrary phases. Obviously,
this set is invariant under the set of all unitaries
which are diagonal in the given basis (i.e., a
maximal torus in U(d)). Using the methods outlined
in the section ‘‘Covariant cloning maps,’’ the
corresponding cloning problem is (almost) comple-
tely solved in Buscemi et al. (2005). For arbitrary
d = dimH, N and all M = N þ dk, with k 2 N a
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cloning map which minimizes global as well as
local errors is given in terms of the unitary

Û : H�N
þ ! H�M

þ ; Ûjn0; . . . ; ndi
¼ jn0 þ k; . . . ; nd þ ki ½16�

where jn1, . . . , ndi, nj 2 N, denotes the number
basis of H�N associated with the distinguished
basis jji of H.

Cloning Finitely Many States

If X is a finite set of pure states, a general solution
is not available, but there are several important
partial results. The easiest situation arises if the
elements of X are mutually orthogonal pure states.
In this case, ideal cloning is possible in terms of an
appropriately chosen unitary. If the states are
linearly independent but nonorthogonal, ideal
cloning is possible as well if we consider probabil-
istic cloning machines (Duan and Guo 1998); that
is, there is a nonvanishing probability that the
machine fails and does not produce any clones at
all (this means T is not unital). Optimal cloning
(with deterministic operations) of two nonorthog-
onal qubit states �j = j jih jj, j = 1, 2, is considered
for all N, M in (Bruß et al. (1998) and Chefles and
Barnett (1999)) (using averaged global fidelity as
the figure of merit). The crucial observation in this
case is that the optimal clones are pure, that is,
T�(�

�N
j ) = j�jih�jj and that the �j lie in the

subspace spanned by the (unattainable) ideal
clones  �M

j .

Universal Mixed-State Cloning

X =S(H) means that absolutely nothing is known a
priori about the input state �. If the distance
measure � is U(d) and permutation invariant
(which is the case for all possible choices discussed
in the section ‘‘The distance measure’’) the analysis
from the section ‘‘Covariant cloning maps’’ shows
that a universal and symmetric minimizer exists. An
explicit solution, however, is not known, and even
the physically most appropriate choice for � is
unclear. In contrast to the pure-state case, this is a
serious question, because the set of optimal cloners
is, in this case, much more sensitive to changes in �.
In particular, correlations among the clones become
crucial, and it is very likely that local and global
figures of merit lead to very different solutions. To
emphasize this difference, an operation which
minimizes only local errors is sometimes called
‘‘broadcasting,’’ rather than cloning. A related
problem with (at least) partial solutions (‘‘purifica-
tion’’) will be discussed in the section ‘‘Purification.’’

Cloning of Gaussian States

If the Hilbert space is infinite dimensional, the restric-
tion to a reasonable small set X of preferred states is
crucial, because otherwise the search for minimizers
becomes hopeless. A physically relevant class with nice
mathematical properties are Gaussian states and in
particular coherent states. Cloning of the latter has been
studied in Cerf et al. (2005) for the case N = 1 (and M
arbitrary). As in the section ‘‘Covariant cloning maps,’’
it can be shown that the search for optimal cloners can
be restricted to those which are covariant with respect
to phase space translations. This simplifies the problem
significantly and leads to the result that the global error
is minimized by Gaussian cloning maps, while in the
local case the best cloner is non-Gaussian.

Asymmetric Cloning

In all examples discussed up to now, we have
considered symmetric cloners, that is, the quality of
all clones is measured with equal weight. Alternatively,
we can look for asymmetric cloners which produce
clones with different quality and ask for the trade-off
between them. This problem was first discussed in Cerf
(2000) and later in Iblisdir et al. (2005). It can be
regarded as a constraint optimization problem, where
the error of the first M0 < M clones should be
minimized under the constraint that the error of the
rest is bounded by a fixed value. In Iblisdir et al. (2005),
it is conjectured that for pure input states and local
errors the optimal solution to this problem is given by

T�ð�Þ ¼ V� � � 1�ðM�NÞ
� �

V ½17�

where V is a linear combination of projections in the
commutant of {U�N jU 2 U(H)}. This conjecture is
true (at least) for qubits in the case 1! nþ 1 and
1! 1þ n.

Related Problems

Instead of cloning, we can also try to approximate
other impossible machines by channels which
operate on multiple inputs. To this end, we only
have to replace the figure of merit [6] by

�1;�ðTÞ ¼ sup
�2X;j

1� F t̂rjT�ð��NÞ; �ð�Þ
� ��� �� ½18�

where � :S(H) ! S(H) is a (possibly nonlinear)
functional which describes the task we want to
approximate. The generalization �all, � of �all can be
given similarly. If � has the appropriate continuity
and symmetry properties, the discussion in the
section ‘‘General properties’’ applies completely,
that is, we can assume covariance and permutation
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invariance, and we can consider operations which
use state estimation in an intermediate step.

Purification

Consider N quantum systems, all originally prepared in
the same pure state �, and then subsequently exposed
to the same (known) decoherence process, described by
a depolarizing channel R. The task of purification is to
produce M output systems which approximate the
original pure input state as well as possible. Hence,
the corresponding figure of merit arises with X =
{R(�) j� pure} and �(�) = R�1(�). This problem is
discussed for qubits in Cirac et al. (1999), Keyl and
Werner (2001) and D’Ariano et al. (2005). The
optimal purifier can be given explicitly for all N, M in
terms of irreducible SU(2) representations. Surpris-
ingly, it turns out that the output purity can be
improved even if the number of outputs, M, is larger
than the number of available input systems, N
(although N should be large enough). If we measure
purity in terms of local errors, it can be shown that, in
the limit N ! 1, perfectly purified qubits can be
produced at an infinite rate (i.e., the number of output
systems per input system can become infinite). How-
ever, we have to pay for this result with extremely large
correlations between the output systems. Therefore, the
global error does not disappear asymptotically, if we
insist on a nonvanishing rate.

Universal Not

‘‘Universal not’’ (UNOT) is an operation which
sends each pure state � to its orthocomplement. This
is a positive but not a completely positive operation.
Hence, it cannot be performed by any physical
device. However, we can try to approximate it by a
cloning map T operating on N input systems. The
corresponding figure of merit [18] arises if X is the
set of pure states and �(�) = 1� �. In Bužek et al.
(1999), it is shown that the optimal solution to this
problem (for all N and M) is to estimate and

reprepare as described in the section ‘‘Relationships
with quantum state estimation.’’ Approximating
UNOT is, therefore, significantly more difficult
than (pure-state) cloning, where the optimal solution
is always (for finite M) better than estimation.

See also: Channels in Quantum Information Theory;
Compact Groups and Their Representations; Positive
Maps on C*-algebras.

Further Reading

Bruß D, DiVincenzo DP, Ekert A et al. (1998) Optimal universal and

state-dependent cloning. Physical Review A 57(4): 2368–2378.
Buscemi F, D’Ariano GM, and Macchiavello C (2005) Economical

phase-covariant cloning of qudits. Physical Review A 71: 042327.
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Y Brenier, Université de Nice Sophia Antipolis,
Nice, France

ª 2006 Elsevier Ltd. All rights reserved.

The purpose of this article is to introduce some of the
main ideas of optimal transportation theory. A lot
more can be found in Villani’s book (Villani 2003), in
a somewhat similar spirit. Supplementary information
is also available in Ambrosio et al. (2005), Evans and
Gangbo (1999), and Rüschendorf and Rachev (1990).

Transportation Maps

Let us start by a rather abstract definition:

Definition 1 Let X and Y be two topological
spaces with Borel probability measures 	 and �,
respectively. We say that a Borel map T : X! Y is a
transportation map between (X,	) and (Y, �) if, for
each Borel subset A of Y,

Z
TðxÞ2A

	ðdxÞ ¼
Z

y2A

�ðdyÞ
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It is customary to say that T pushes forward � to
�, or to say that � is the image of � by T. An abstract
measure-theoretic result asserts that there is always
such a transportation map T, as soon as � has no
atom (i.e., the � measure of any point x 2 X is zero).

A more concrete situation is when X = ��0, Y = ��1,
where �0 and �1 are two smooth bounded open
subsets of the d-dimensional Euclidean space Rd. In
such a case, a classical result, due to Moser and
improved by Dacorogna and Moser (1990), reads:

Theorem 1 Let �0 and �1 be two smooth bounded
open sets in Rd. Let �0 > 0 and �1 > 0 be two
smooth functions on Rd such thatZ

�0

�0ðxÞdx ¼
Z

�1

�1ðxÞdx ¼ 1

Then there is a smooth transportation map T
between (��0, �0(x)dx) and (��1, �0(y)dy). Further-
more, T is an orientation-preserving diffeomorphism
and solves the Jacobian equation:

�1ðTðxÞÞ detðDTðxÞÞ ¼ �0ðxÞ; 8x 2 �0 ½1�

Transportation Maps with Convex
Potentials

An important property of Moser’s construction,
which we did not state, is the possibility of
prescribing the restriction of T along the boundary
@�0. If one does not care about this latter property,
one can improve Theorem 1 as follows (Caffarelli
1992):

Theorem 2 Assume further that �1 is a uniformly
strictly convex set. Then, there is a transportation
map T with a smooth convex potential, namely

TðxÞ ¼ D�ðxÞ; 8x 2 �0

for some smooth convex function � defined on
Rd and strictly convex on �0. In addition, among
all Borel maps T transporting (��0, �0(x)dx) to
(��1, �1(y)dy), D� is the unique map that minimizes

inf
T

Z
Rd
jTðxÞ � xj2�0ðxÞdx ½2�

where j � j denotes the Euclidean norm on Rd.

Because of its characterization, T = D� is often
called the ‘‘optimal transportation map’’ with respect
to the ‘‘transportation cost’’ [2]. Notice that, because
of the Jacobian equation [1], � automatically is a
classical solution to the Monge–Ampère equation:

�1ðD�ðxÞÞ detðD2�ðxÞÞ ¼ �0ðxÞ; 8x 2 �0 ½3�

(The Monge–Ampère equation is a famous geo-
metric PDE, related to the seeking of hypersurfaces
with prescribed Gaussian curvature.) The main gain
with respect to Moser’s construction is the property
that the optimal map T has, at each x 2 �0, a
Jacobian matrix DT(x) = D2�(x) which is a positive-
definite symmetric matrix. This property has been
first exploited by McCann (1997) and later by many
authors (see Villani (2003), for many references)
to prove a large series of geometric and functional
inequalities. A very fine example can be found in
Barthe (1998). Let us just consider, as an elementary
illustration, a short and sharp proof of the isoperi-
metric inequality using the optimal transportation
map.

A Proof of the Isoperimetric Inequality
Using Optimal Transportation Maps

Let us recall the isoperimetric inequality:

Theorem 3 Let � be a smooth bounded open
subset in Rd. Then

j@�j � djB1j1=dj�j1�1=d

holds true where B1 is the unit ball in Rd, j�j and
j@�j, respectively, denote the d-dimensional volume
of � and the (d � 1)-dimensional Hausdorff measure
of the boundary @�. In addition, the inequality
becomes an equality if and only if � is a ball.

To prove this result, let us define densities:

�0ðxÞ ¼
1

j�j ; x 2 �

�1ðyÞ ¼
1

jB1j
; y 2 B1

and consider the associated optimal transportation
map D� from (��0, �0(x)dx) to (��1, �0(y)dy). From
the Monge–Ampère equation,

�1ðD�ðxÞÞ detðD2�ðxÞÞ ¼ �0ðxÞ

we get:

detðD2�ðxÞÞ ¼ jB1j
j�j ; x 2 � ½4�

Since the range of D� on � is the unit ball B1, we
have

I ¼
Z
@�

D�ðxÞ � nðxÞd�ðxÞ �
Z
@�

d�ðxÞ ¼ j@�j

where n(x) and d�(x) respectively, denote the out-
ward unit normal and the (d � 1)-dimensional
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Hausdorff measure along @�. Using the divergence
theorem, we also have:

I ¼
Z

�

��ðxÞdx

where ��(x) = trace(D2�(x)) is the Laplacian of �.
From the geometric mean inequality, we know that,
for any symmetric matrix A � 0,

ðdet AÞ1=d � 1=d trace ðAÞ

holds true, with equality if and only if A is equal to
the identity matrix multiplied by a non-negative
scalar factor. Thus,

I � d

Z
�

ðdetðD2�ðxÞÞ1=ddx

¼ dj�j1�1=djB1j1=d

(because of [4]). So, we have obtained the isoperi-
metric inequality:

j@�j � djB1j1=dj�j1�1=d

Let us now consider the case when this inequality
becomes an equality. Then, necessarily, for each x 2
�, A = D2�(x) satisfies det A = (trace(A)=d)d and,
therefore, must be the identity matrix multiplied by a
scalar factor � > 0, possibly depending on x. Because
of [4], the determinant of D2�(x) is constant over �.
Thus, � > 0 must be constant. It follows that
D�(x) =�(x� a), for some point a in Rd. Therefore,
� must be the ball centered at a of radius 1=�.

Monge’s Optimal Transportation Problem

Theorem 2 is one of the numerous avatars of the so-
called optimal transportation theory that goes back to
Monge’s mass transfer problem which addressed in
1781 the ‘mémoire sur la théorie des déblais et des
remblais’ and was completely renewed by Kantorovich
in the 1940s (see e.g., Rüschendorf and Rachev (1990)
for instance). Let us quote a typical result, similar to
Theorem 2, but without regularity assumptions on the
data (see Brenier and Caffarelli (1992)):

Theorem 4 Let �0 be a non-negative Lebesgue
integrable function on Rd, such thatZ

Rd
�0ðxÞdx ¼ 1

Then for any Borel probability measure �1(dy) with
compact support on Rd, there is a unique map T
transporting �0(x)dx to �1(dy), which minimizesZ

Rd
jTðxÞ � xj2�0ðxÞdx

where j � j denotes the Euclidean norm on Rd. In
addition, there is a Lipschitz continuous convex
function � defined on Rd such that T(x) = D�(x)
for �0 almost every x 2 Rd, which implies:Z

Rd
f ðD�ðxÞÞ�0ðxÞdx ¼

Z
Rd

f ðyÞ�1ðdyÞ

for all continuous functions f on Rd.

Theorem 2, which can be interpreted as a
regularity result with respect to Theorem 4, is the
main output of Caffarelli’s regularity theory for
transportation maps with convex potentials
(Caffarelli 1992). Caffarelli’s analysis starts by a
proof that � actually is a weak solution of the
Monge–Ampère equation [3] in the sense of Alex-
androv and is strictly convex. Then, Caffarelli shows
that D2� is Hölder continuous, as soon as �0 and �1

are Hölder continuous.
Notice that the convexity assumption for �1 is

crucial to insure the regularity of the convex
potential. Caffarelli provided counter-examples
when �1 is made of two separate balls attached
together by a sufficiently thin pipe.

Surprisingly enough, results such as Theorem 4
are related to concrete applications in, for example,
astrophysics, image processing, etc. (Frisch et al.
2002, Haker and Tannenbaum 2003).

The Kantorovich Optimal Transportation
Problem

The Monge optimal transportation problem can
be solved using the Kantorovich duality method,
based on the key concept of ‘‘generalized transpor-
tation maps,’’ also called ‘‘transportation plans’’ or
‘‘doubly stochastic measures.’’ The abstract defini-
tion is:

Definition 2 Let X and Y be two topological
spaces with Borel probability measures � and �,
respectively. We say that a Borel probability
measure � on X� Y is a generalized transportation
map, or a transportation plan, if its marginals are,
respectively, � and �, namelyZ

x2A;y2Y

�ðdx; dyÞ ¼
Z

x2A

�ðdxÞ
Z

x2X;y2B

�ðdx; dyÞ ¼
Z

y2B

�ðdyÞ
½5�

for all Borel subsets A and B of X and Y,
respectively.

The Monge–Kantorovich (MK) optimal transpor-
tation problem amounts, given a ‘‘transportation
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cost,’’ that is, a continuous function c : X� Y ! R,
to find a minimizer for

IMK ¼ inf
�

Z
cðx; yÞ�ðdx; dyÞ ½6�

where � is subject to be a transportation plan
between (X,�) and (Y, �). Notice that this problem
is convex (and can be seen as an infinite-dimensional
linear program) and its dual problem can be easily
computed (using, e.g., Rockafellar’s theorem in
convex analysis and assuming, for simplicity, that
both X and Y are compact).

Theorem 5 We have

IMK ¼ sup
a;b

Z
aðxÞ�ðdxÞ þ

Z
bðyÞ�ðdyÞ

� �
½7�

where (a, b) is any pair of continuous functions,
defined on X and Y, respectively, and subject to:

aðxÞ þ bðyÞ � cðx; yÞ; 8x 2 X; 8y 2 Y

Of course, each transportation map T, in the sense
of Definition 1, can be seen as a transportation plan
� in the Kantorovich framework, just by setting

�ðdx; dyÞ ¼ �ðy� TðxÞÞ�ðdxÞ

which meansZ
x2A; y2B

�ðdx; dyÞ ¼
Z

x2A;TðxÞ2B

�ðdxÞ

for all Borel subsets A and B of X and Y,
respectively. Then, we have

Z
cðx; yÞ�ðdx; dyÞ ¼

Z
cðx;TðxÞÞ�ðdxÞ

So, the MK problem can be seen as a ‘‘relaxed’’
version of the ‘‘classical’’ optimal transportation
problem à la Monge:

IM ¼ inf
T

Z
cðx;TðxÞÞ�ðdxÞ ½8�

where T is subject to be a transportation map
between (X,�) and (Y, �). Indeed, we have IMK �
IM. It turns out that, in many important situations,
there is no gap between these two values, which
makes the MK problem a perfectly convenient
convex substitute for the original, nonconvex,
Monge transportation problem. This is, in particu-
lar, the case of the situation considered in Theorem
4, when the cost function is just

cðx; yÞ ¼ jx� yj2

or, more generally, c(x, y) = k(x� y), where k is a
uniformly strictly convex function. A typical result is:

Theorem 5 Let �0 be a non-negative Lebesgue
integrable function on Rd, with unit integral, and
�1(dy) be a Borel probability measure with compact
support on Rd. Let k be a uniformly strictly convex
function on Rd. Then the MK problem

IMK ¼ inf
�

Z
kðy� xÞ�ðdx; dyÞ

where � is subject to be a transportation plan
between �0(x)dx and �1(dy) on Rd, has a unique
solution of form

�ðdx; dyÞ ¼ �ðy� TðxÞÞ�ðdxÞ

where T is the unique minimizer of the Monge
problem:

IM ¼ inf
T

Z
kðTðxÞ � xÞ�0ðxÞdx

among all transportation maps T between �0(x)dx
and �1(dy) on Rd. In addition IMK = IM.

Proof for Theorem 5 (Sketch) For simplicity, we
assume that �0 and �1 are both compactly supported
in a ball B in Rd and we limit ourselves to the
simplest cost function k(x) = jxj2=2. We first denote
by M the set of all Borel regular probability
measures 	 on B� B having �0(x)dx and �1(dy) as
marginals, which meansZ

B�B

f ðxÞ	ðdx; dyÞ ¼
Z

B

f ðxÞ�0ðxÞdx

Z
B�B

f ðyÞ	ðdx; dyÞ ¼
Z

B

f ðyÞ�1ðdyÞ

for all continuous functions f on Rd. From Theorem 7,
we deduce:

max
	2M

Z
B�B

x � y	ðdx; dyÞ

¼ inf

Z
B

½�ðxÞ�0ðxÞ þ�ðxÞ�1ðxÞ�dx

where the infimum is taken over all pairs (�, �) of
continuous functions on B satisfying

�ðxÞ þ�ðyÞ � x � y; 8x 2 B;8y 2 B

Then, it can be established that the infimum is attained
by a pair (�, �) such that � is the restriction of a
Lipschitz continuous convex function defined on Rd,
and for �0(x)dx almost every point of Rd, � coincides
with the Legendre–Fenchel transform of �,

LFð�ÞðyÞ ¼ sup
x2Rd

ðx � y� �ðxÞÞ
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Moreover, if 	= 	opt 2M maximizes
R

B�B x � y	
(dx, dy), then

�ðxÞ þ�ðyÞ ¼ x � y

holds for 	opt-almost every (x, y) 2 Rd � Rd. Using
well-known properties of the Legendre–Fenchel
transform in convex analysis, one deduces that 	opt

is necessarily of the form

	optðdx; dyÞ ¼ �ðy�D�ðxÞÞ�0ðxÞ dx

which implies

Z
Rd�Rd

f ðyÞ	optðdx; dyÞ ¼
Z

Rd
f ðD�ðxÞÞ�0ðxÞ dx

for all continuous functions f on Rd and achieves the
proof since the second marginal of 	opt is �1(dy).

The Wasserstein Distance

Optimal transportation theory is strongly related to
the geometric analysis of probability measures. For
simplicity, let us just consider the space Prob(B) of
all Borel probability measures � supported by some
fixed ball B in Rd. This space is compact for the
weak topology of measures. An equivalent definition
of this topology is provided by the distance d,
naturally attached to the MK problem:

dð�0; �1Þ ¼ inf
	

Z
B�B

jx� yj2�ðdx; dyÞ
� �1=2

½9�

where � is subject to be a transportation plan
between �0 and �1 on B. (Of course, more general
convex functions k can be used to define the cost
function.) It has become popular to call this distance
as Wasserstein distance (or its generalizations for
various k). It turns out that Prob(B) equipped with
this distance has a formal Riemannian structure
(Otto 2001, Ambrosio et al. 2005). For instance,
given two probability measures �0(x)dx and �1(x)dx,
we can define a ‘‘shortest path’’ t! �(t, � ) 2
Prob(B) such that �(0) = �0, �(1) = �1, just by setting:

�ðt; dxÞ ¼
Z

B

�ðaþ ðD�ðaÞ � aÞt � xÞ�0ðaÞda;

8t 2 ½0; 1�

where D� is the optimal transportation map
between �0 and �1 on B. This idea, which is
somewhat related to the geometric analysis of
hydrodynamics and various concepts of generalized
flows Arnol’d and Khesin 1998, Brenier, was
successfully used by McCann (1997) and Otto
(2001). In particular, the concept of convexity
along these geodesic paths on Prob(B) has been
pointed out by McCann (1997) to be a crucial tool
for new proofs of geometric and functional inequal-
ities. Otto, and other contributors (see Ambrosio
et al. (2005) for a comprehensive discussion), observed
that many important parabolic or dissipative evolu-
tion PDEs can be described as ‘‘gradient flows’’ (or
‘‘steepest descent’’) of such functionals, with respect
to the Wasserstein metric.
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Introduction

The exponential function, the logarithm, the trigo-
nometric functions, and various other functions are
often used in mathematics and physics. They are
transcendental functions in the sense that they
cannot be obtained by a finite number of operations
as a solution of an algebraic (polynomial) equation.
Typically, they are obtained by a Taylor series
expansion. Many other higher transcendental func-
tions arise in mathematical physics, often as solu-
tions of differential equations. A precise knowledge
of the behavior of such functions, their relation with
other functions, addition, multiplication and com-
position properties, representations as an infinite
series, or as an integral, often shed a lot of light onto
the problem in which they arise. If they are
sufficiently useful to a large audience, then they
usually get a name and they will be called special
functions. In what follows, we describe a few of
these special functions of one variable, but clearly
this is just a tip of the iceberg. Many other special
functions exist and we refer to the classical tables of
Abramowitz and Stegun (1964) and the Bateman
manuscript project (Erdélyi et al. 1953–55) for more
special functions. Nowadays, there have been
numerous q-extensions of special functions (see
q-Special Functions).

Gamma and Beta Function

The gamma function is defined by

�ðzÞ ¼
Z 1

0

tz�1e�t dt; <z > 0: ½1�

It satisfies the functional equation �(zþ 1) = z�(z)
and since �(1) = 1 we have �(nþ 1) = n! for n 2 N.
The gamma function therefore extends the factorial
function for integers to complex numbers. The
functional equation

�ðzÞ�ð1� zÞ ¼ �

sin �z
½2�

allows to continue the gamma function analytically
to <z < 0 and the gamma function becomes an
analytic function in the complex plane, with a
simple pole at 0 and at all the negative integers.

The residue of �(z) at z =�n is equal to (�1)n=n!.
Legendre’s duplication formula is

�ð2zÞ ¼ 22z�1ffiffiffi
�
p �ðzÞ�ðzþ 1=2Þ ½3�

from which one can obtain the special value
�(1=2) =

ffiffiffi
�
p

. Finally, two useful infinite product
representations are

�ðzÞ ¼ lim
n!1

n!nz

zðzþ 1Þ � � � ðzþ nÞ

and

1

�ðzÞ ¼ ze�z
Y1
n¼1

ð1þ z=nÞe�z=n
� �

where � is Euler’s constant:

� ¼ lim
n!1

Xn

k¼1

1

k
� log n

 !
¼ 0:577 215 664 9 . . . ½4�

The beta function is a function of two variables
given by

Bðx; yÞ ¼
Z 1

0

tx�1ð1� tÞy�1 dt

<x > 0;<y > 0 ½5�

Clearly it satisfies B(x, y) = B(y, x) and it is related to
the gamma function by

Bðx; yÞ ¼ �ðxÞ�ðyÞ
�ðxþ yÞ ½6�

The gamma and beta function are quite useful in
probability theory. One of the most common
probability distributions on the positive real line is
the gamma distribution

PrðX � xÞ ¼ 1

���ð�Þ

Z x

0

e�t=�t��1 dt; x � 0

The case �= 3=2 is the Maxwell–Boltzmann dis-
tribution. The most common probability distribu-
tion on the interval [0, 1] is the beta distribution

PrðY � xÞ ¼ 1

Bð�; �Þ

Z x

0

t��1ð1� tÞ��1dt

where 0 � x � 1.
The psi function is the logarithmic derivative of

the gamma function

 ðzÞ ¼ �0ðzÞ
�ðzÞ ½7�
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It is meromorphic with simple poles at 0 and at the
negative integers. Special values are  (1) =�� and

 ðnþ 1Þ ¼
Xn

k¼1

1

k
� �

where � is Euler’s constant. These can be obtained
from the functional equation

 ðzÞ ¼  ðzþ 1Þ � 1

z

Bessel Functions

Bessel’s differential equation is

x2y00 þ xy0 þ ðx2 � �2Þy ¼ 0 ½8�

where derivatives are with respect to x and � is a
complex number. This differential equation has a
regular singularity at x = 0 and an irregular singu-
larity at x =1. The standard method of finding a
solution in the neighborhood of a regular singularity
gives the solution

J�ðxÞ ¼ ðx=2Þ�
X1
k¼0

ð�x2=4Þk

k!�ðkþ � þ 1Þ

and J��(x) is another solution (if � 6¼ 0). The
function J� is called the ‘‘Bessel function of the first
kind’’ and � is the ‘‘order’’ of the Bessel function.
The series x��J�(x) is an entire function of the
variable x. The function

Y�ðxÞ ¼
J�ðxÞ cosð��Þ � J��ðxÞ

sinð��Þ

is also a solution of Bessel’s differential equation
and is known as the ‘‘Bessel function of the second
kind of order �.’’ Two other solutions that are often
used are

Hð1Þ� ðxÞ ¼ J�ðxÞ þ iY�ðxÞ
Hð2Þ� ðxÞ ¼ J�ðxÞ � iY�ðxÞ

which are the first and second ‘‘Hankel functions.’’
Bessel functions appear if one solves the wave

equation in cylindrical or spherical coordinates, using
separation of variables. The Helmholtz equation
r2F þ k2F = 0 in cylindrical coordinates �,�, z is

@2F

@�2
þ 1

�

@F

@�
þ 1

�2

@2F

@�2
þ @

2F

@z2
þ k2 F ¼ 0

and if we look for a solution of the form
f (�)g(�)h(z), then this leads to a differential equation
for f of the form

d2f

d�2
þ 1

�

df

d�
þ ½k2 � a2 � ð�=�Þ2�f ¼ 0

where a and � are separation constants. The general
solution is f (�) = Z�(�(k

2 � a2)), where Z� is any of
the Bessel functions given higher or linear combina-
tions of them. In spherical coordinates r, 	, � the
Helmholtz equation is

@2F

@r2
þ 2

r

@F

@r
þ 1

r2

@2F

@	2
þ cot 	

r2

@F

@	

þ 1

r2 sin2 �

@2F

@�2
þ k2 F ¼ 0

and for a solution of the form f (r)g(	)h(�) one
obtains a differential equation for f of the form

1

r

d2ðrf Þ
dr2

þ ½k2 � �ð� þ 1Þ=r2�f ¼ 0

with general solution f (r) = Z�þ(1=2)(kr)=
ffiffi
r
p

.
Bessel functions have very simple differentiation

formulas:

½z�J�ðzÞ�0 ¼ z�J��1ðzÞ
½z��J�ðzÞ�0 ¼ �z��J�þ1ðzÞ

The first formula can be seen as a lowering
operation, the second as a raising operation. Some
integral representations are

J�ðzÞ ¼
ðz=2Þ�ffiffiffi

�
p

�ð� þ 1=2Þ

Z �

0

sin2� 	 cosðz cos 	Þd	

or

J�ðzÞ ¼
ðz=2Þ�ffiffiffi

�
p

�ð� þ 1=2Þ

Z 1

�1

ð1� x2Þ��1=2 cos zx dx

which hold for <� > �1=2. For real � the Bessel
function J� has infinitely many real zeros, and when
� > �1, then all the zeros are real. All the zeros are
simple (except possibly at the origin). Each of
the functions J�(z), Y�(z), H(1)

� (z), or H(2)
� (z) satisfies

the recurrence relation

za��1ðzÞ þ za�þ1ðzÞ ¼ 2�a�ðzÞ

and the differential–recurrence relation

a��1ðzÞ � a��1ðzÞ ¼ 2a0�ðzÞ
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Modified Bessel Functions

The modified Bessel equation is

x2y00 þ xy0 � ðx2 þ �2Þy ¼ 0 ½9�

Clearly J�(ix) is a solution of this equation. The
‘‘modified Bessel function of the first kind’’ is
defined as

I�ðxÞ ¼ e�� �i=2J�ðxe�i=2Þ; �� < arg x � �=2 ½10�

so that

I�ðxÞ ¼ ðx=2Þ�
X1
k¼0

ðx=2Þ2k

k!�ð� þ kþ 1Þ

If � is not an integer, then I�(x) and I��(x) are two
linearly independent solutions of [9], and when �= n
is an integer one has In(x) = I�n(x). The ‘‘modified
Bessel function of the second kind’’ is defined by

K�ðxÞ ¼
�

2 sin ��
½I��ðxÞ � I�ðxÞ�

Some special cases of modified Bessel functions are

I1=2ðxÞ ¼
ffiffiffiffiffiffi
2

�x

r
sinh x

I�1=2ðxÞ ¼
ffiffiffiffiffiffi
2

�x

r
cosh x

and

K1=2ðxÞ ¼
ffiffiffiffiffiffi
�

2x

r
e�x

One has the integral representation

K�ðzÞ ¼
Z 1

0

e�z cosh x cosh �x dx

and

I�ðzÞ ¼
ðz=2Þ�ffiffiffi

�
p

�ð� þ 1=2Þ

Z 1

�1

ð1� x2Þ��1=2e�zx dx

whenever <� > �1=2. The ‘‘Airy functions’’ are
given by

AiðzÞ ¼
ffiffiffi
z
p

3

�
I�1=3ð
Þ � I1=3ð
Þ

�
¼

ffiffiffiffiffiffiffiffi
z=3

p
�

K1=3ð
Þ

BiðzÞ ¼
ffiffiffiffiffiffiffiffi
z=3

p
I�1=3ð
Þ þ I1=3ð
Þ
� �

where 
= 2z2=3=3. They are both a solution of Airy’s
differential equation

y00ðzÞ � zyðzÞ ¼ 0

Hypergeometric Series

A power series
P1

n = 0 cnzn is said to be hypergeo-
metric when the ratio cnþ1=cn is a rational function
of the index n. Most series that one finds in calculus
textbooks are hypergeometric series and some of
them define important special functions. When

cnþ1

cn
¼ ðnþ a1Þðnþ a2Þ � � � ðnþ apÞ
ðnþ b1Þðnþ b2Þ � � � ðnþ bqÞðnþ 1Þ

then we write the corresponding series as

pFq

a1; a2; . . . ; ap

b1; b2; . . . ; bq

����z
� 	

¼
X1
n¼0

ða1Þnða2Þn � � � ðapÞn
ðb1Þnðb2Þn � � � ðbqÞn

zn

n!
½11�

where (a)n = a(aþ 1)(aþ 2) � � � (aþ n� 1), with
(a)0 = 1, is the rising factorial or Pochhammer
symbol. When p and q are small, one also uses the
notation pFq(a1, . . . , ap; b1, . . . , bq; z) where a semi-
colon (;) is used to separate the parameters in the
numerator from the parameters in the denominator
and also to separate the parameters from the
variable z. Some special cases are:

� the exponential series

0F0ð�;�; zÞ ¼
X1
n¼0

zn

n!
¼ expðzÞ

� the geometric series

1F0ð1;�; zÞ ¼
X1
n¼0

zn ¼ 1

1� z

� the binomial series

1F0ð��;�;�zÞ ¼
X1
n¼0

�
n

� 	
zn ¼ ð1þ zÞ�

� the logarithmic function

2F1ð1; 1; 2; zÞ ¼
X1
n¼0

zn

nþ 1
¼ � 1

z
logð1� zÞ

� the Bessel function

ðz=2Þ�0F1ð�; � þ 1;�z2=4Þ ¼ �ð� þ 1ÞJ�ðzÞ

For generic values of the parameters, we see that the
hypergeometric series converges everywhere in the
complex plane when q � p, it converges for jzj < 1
when p = qþ 1, and for p > qþ 1 it is only defined at
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z = 0. When one of the numerator parameters is a
negative integer, say a1 =�m, then the series is
terminating and defines a polynomial of degree m.
None of the denominator parameters is allowed to
be a negative integer �m, unless there is a
numerator parameter which is a negative integer
�k with k < m. For q � p, the hypergeometric
series therefore defines an entire function which is
the corresponding hypergeometric function. For
p = qþ 1, the hypergeometric series only converges
in the open unit disk, but sometimes it can be
continued analytically to a larger domain in the
complex plane. The analytic continuation of the
hypergeometric series is then called the hypergeo-
metric function. Take for example the geometric
series, then it is clear that the hypergeometric
series converges in the open unit disk, but the
corresponding hypergeometric function is defined
in the whole complex plane with a simple pole at
z = 1. The logarithmic function �log (1� z) has a
hypergeometric series in the open unit disk, but it
can be continued analytically to the complex plane
with a cut along [1,1) and a branch point
at z = 1.

Gauss Hypergeometric Function

The most famous hypergeometric function is the
Gauss hypergeometric function defined for jzj < 1
by the hypergeometric series

2F1ða; b; c; zÞ ¼
X1
n¼0

ðaÞnðbÞn
ðcÞnn!

zn ½12�

which is often denoted by F(a, b; c; z). It is a solution
of the hypergeometric equation

zð1� zÞy00ðzÞ þ ½c� ðaþ bþ 1Þz�y0ðzÞ
� abyðzÞ ¼ 0 ½13�

and this solution is regular at z = 0. Obviously,

2F1(a, b; c; z) = 2F1(b, a; c; z). The six functions

2F1(a� 1, b; c; z), 2F1(a, b� 1; c; z), and 2F1(a, b; c�
1; z) are called contiguous to 2F1(a, b; c; z) and there
are 15 linear relations (with coefficients which are
linear functions of z) between 2F1(a, b; c; z) and any
two contiguous functions. Two of these relations are

ð2a� c� azþ bzÞFða;b; c; zÞ þ ðc� aÞFða� 1;b; c; zÞ
þ aðz� 1ÞFðaþ 1; v; c; zÞ ¼ 0

and

cða� ðc� bÞzÞFða; b; c; zÞ � acð1� zÞFðaþ 1; b; c; zÞ
þ ðc� aÞðc� bÞzFða; b; cþ 1; zÞ ¼ 0

Euler gave the integral representation

2F1ða; b; c; zÞ

¼ �ðcÞ
�ðbÞ�ðc� bÞ

Z 1

0

xb�1ð1� xÞc�b�1

ð1� zxÞa dx ½14�

for <c > 0 and <b > 0. This allows to find the
analytic continuation from the open unit disk to the
complex plane. A useful result is the Gauss summa-
tion formula

2F1ða; b; c; 1Þ ¼ �ðcÞ�ðc� a� bÞ
�ðc� aÞ�ðc� bÞ

<ðc� a� bÞ > 0

The special case for a terminating series is known as
the Chu–Vandermonde sum

2F1ð�n; a; c; 1Þ ¼ ðc� aÞn
ðcÞn

Pfaff’s transformation is

2F1ða; b; c; zÞ ¼ ð1� zÞ�a
2F1 a; c� b; c;

z

z� 1

� 	

and Euler’s transformation is

2F1ða; b; c; zÞ ¼ ð1� zÞc�a�b
2F1ðc� a; c� b; c; zÞ

Confluent Hypergeometric Function

The hypergeometric series 1F1(a; c; z) defines an
entire function in the complex plane and satisfies
the differential equation

zy00ðzÞ þ ðc� zÞy0ðzÞ � ayðzÞ ¼ 0 ½15�

This hypergeometric series (and the differential equa-
tion) are formally obtained from 2F1(a, b; c; z=b) by
letting b!1, which gives a confluence of two of the
singularities at z =1. This is the reason why the
differential equation [15] is known as the confluent
hypergeometric equation. The solution

�ða; c; zÞ ¼ 1F1ða; c; zÞ ½16�

is called a confluent hypergeometric function, and a
second linearly independent solution of [15] is
z1�c�(c� aþ 1, 2� c; z). The function

�ða;c;zÞ ¼ �ð1� cÞ
�ða� cþ 1Þ�ða;c;zÞ

þ�ðc� 1Þ
�ðaÞ z1�c�ða� cþ 1;2� c; zÞ ½17�
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is therefore also a solution of eqn [15]. The
following integral representations hold:

�ða; c; zÞ ¼ �ðcÞ
�ðaÞ�ðc� aÞ

Z 1

0

ezxxa�1ð1� xÞc�a�1dx

whenever <c > <a > 0, and

�ða; c; zÞ ¼ 1

�ðaÞ

Z 1
0

e�zxxa�1ð1þ xÞc�a�1dx

whenever <a > 0.
The ‘‘Whittaker functions’’ are defined as

M�;�ðzÞ ¼ e�z=2zc=2�ða; c; zÞ
W�;�ðzÞ ¼ e�z=2zc=2�ða; c; zÞ

with �=�aþ c=2 and �= (c� 1)=2. They are a
solution of the Whittaker equation

y00ðzÞ þ � 1

4
þ �

z
þ 1� 4�2

4z2

� 	
yðzÞ ¼ 0

The ‘‘parabolic cylinder functions’’ are also con-
fluent hypergeometric functions. They are given by

D�ðzÞ ¼ 2�=2e�z2=4�ð��=2; 1=2; z2=2Þ
¼ 2ð��1Þ=2e�z2=4z�ðð1� �Þ=2; 3=2; z2=2Þ

When � is a non-negative integer, one finds Hermite
polynomials

HnðzÞ ¼ 2n=2ez2=2Dnð
ffiffiffi
2
p

zÞ

Classical Orthogonal Polynomials

A family of polynomials {pn(x), n 2 N}, where pn

has degree n, is orthogonal on the real line if there is
a positive measure � on the real line for which

Z
R

pnðxÞpmðxÞd�ðxÞ ¼ hn
m;n ½18�

Usually the measure � is absolutely continuous, in
which case d�(x) = w(x) dx with w a non-negative
density function on the real line, or � is discrete and
supported on a finite or at most countable set. Any
family of orthogonal polynomials satisfies a ‘‘three-
term recurrence relation’’

xpnðxÞ ¼ Anpnþ1ðxÞ þ BnpnðxÞ þ Cnpn�1ðxÞ ½19�

with CnAn�1 > 0 for every n � 1. For the
monic polynomials Pn(x) = pn(x)=kn, with kn =
1=(A0A1A2 � � �An�1) this relation becomes

Pnþ1ðxÞ ¼ ðx� bnÞPnðxÞ � a2
nPn�1ðxÞ

with bn = Bn and a2
n = An�1Cn. This recurrence

relation gives rise to a tridiagonal matrix

J ¼

b0 a1 0 0 0 0
a1 b1 a2 0 0 0
0 a2 b2 a3 0 0
0 0 a3 b3 a4 0

0 0 0 a4
. .

. . .
.

0 0 0 0 . .
.

0
BBBBBBB@

1
CCCCCCCA

which is formally symmetric and which is called the
‘‘Jacobi matrix.’’ The spectral measure of this opera-
tor, acting on ‘2(N), is equal to the orthogonality
measure � whenever this symmetric operator can be
extended to a self-adjoint operator. If this is not
possible in a unique way – a situation which can occur
for unbounded operators only – then every self-adjoint
extension of J gives rise to a spectral measure which
can be used for the orthogonality conditions [18]. In
this case, there are infinitely many positive measures
which can be used in the orthogonality relations and
all these measures have the same moments

mn ¼
Z

R

xn d�ðxÞ

Some families of orthogonal polynomials have
additional properties which are quite useful in
many practical and physical applications, such as
the following:

� The derivatives p0n are again a family of orthogo-
nal polynomials (Hahn property).
� The polynomials pn satisfy a second-order linear

differential equation of the form

�ðxÞy00ðxÞ þ �y0ðxÞ ¼ �nyðxÞ

where � is a polynomial of degree at most 2, � is a
polynomial of degree 1, both independent of n,
and �n is a real number (Bochner property).
� The polynomials can be obtained by a Rodrigues

formula

wðxÞpnðxÞ ¼ Cn
dn

dxn
wðxÞ�nðxÞð Þ

where w is a non-negative function and � a
polynomial of degree at most 2 (Hildebrand
property).

There are three families of orthogonal polynomials
on the real line which have these three properties, and
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each of these three properties characterizes these
families. These are the Hermite polynomials, the
Laguerre polynomials, and the Jacobi polynomials. In
a more general situation when the orthogonality
relation is described by a linear functional and the
functional is not required to be positive, one has an
additional family of Bessel polynomials. The densities
w(x) for these families all satisfy a first-order differ-
ential equation [�(x)w(x)]0= �(x)w(x), where � is a
polynomial of degree at most 2 and � a polynomial of
degree 1. This equation is known as the ‘‘Pearson
equation.’’

Hermite Polynomials

Hermite polynomials Hn(x) are orthogonal with
respect to the normal density w(x) = e�x2

:

Z 1
�1

HnðxÞHmðxÞe�x2

dx ¼ 2nn!
n;m

Observe that the density satisfies w0=�2xw so that
�= 1 and �(x) =�2x. The recurrence relation is

Hnþ1ðxÞ ¼ 2xHnðxÞ � 2nHn�1ðxÞ

and the polynomials satisfy the second-order differ-
ential equation

y00ðxÞ � 2xy0ðxÞ þ 2nyðxÞ ¼ 0

The functions hn(x) = e�x2=2Hn(x) satisfy the differ-
ential equation

h00nðxÞ þ ð2nþ 1� x2ÞhnðxÞ ¼ 0

The derivatives satisfy H0n(x) = 2nHn�1(x) (lowering

operation) and one also has [e�x2
Hn(x)]0=�e�x2

Hnþ1(x) (raising operation). The Rodrigues formula is

e�x2

HnðxÞ ¼ ð�1Þn dn

dxn
e�x2

The polynomials can be written as a hypergeometric
series

HnðxÞ ¼ ð2xÞn2F0ð�n=2;�ðn� 1Þ=2;�;�1=x2Þ

or alternatively as

HnðxÞ ¼ n!
Xbn=2c
k¼0

ð�1Þkð2xÞn�2k

k!ðn� 2kÞ!

Their generating function is

X1
n¼0

HnðxÞ
tn

n!
¼ expð2xt � t2Þ

Hermite polynomials are relevant for the analysis of
the quantum harmonic oscillator, and the lowering
and raising operators there correspond to creation
and annihilation.

Laguerre Polynomials

Laguerre polynomials L�
n (x) are for � > �1 orthogo-

nal with respect to the gamma density w(x) = x�e�x

on [0,1):

Z 1
0

L�
nðxÞL�

mðxÞx�e�x dx ¼ �ðnþ �Þ
n!


m;n

The Pearson equation is [xw]0= (�þ 1� x)w so that
�(x) = x and �(x) =�þ 1� x. The recurrence rela-
tion is

ðnþ 1ÞL�
nþ1ðxÞ

¼ ð2nþ �þ 1� xÞL�
nðxÞ � ðnþ �ÞL�

n�1ðxÞ

and the differential equation is

xy00ðxÞ þ ð�þ 1� xÞy0ðxÞ þ nyðxÞ ¼ 0

The functions ‘n(x) = x�=2e�x=2L�
n (x) satisfy

ðx‘0nÞ
0 þ nþ �þ 1

2
� x

4
� �

2

4x

� 	
‘n ¼ 0

Differentiation has the effect that

L�
nðxÞ

� �0¼ �L�þ1
n�1ðxÞ

and

x�e�xL�
nðxÞ

� �0¼ ðnþ 1Þx��1e�xL��1
nþ1ðxÞ

The Rodrigues formula is

x�e�xL�
nðxÞ ¼

1

n!

dn

dxn
½xnþ� e�x�

The hypergeometric expression is

n!L�
nðxÞ ¼ ð�þ 1Þn1F1ð�n;�þ 1; xÞ

and the generating function is

X1
n¼0

L�
nðxÞtn ¼ ð1� tÞ���1 exp

xt

t � 1

� �

Laguerre polynomials occur as eigenfunctions of the
hydrogen atom.
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Jacobi Polynomials

Jacobi polynomials P(�,�)
n (x) are orthogonal for the

beta density w(x) = (1� x)�(1þ x)� on [�1, 1]
whenever � >�1 and � >�1:

Z 1

�1

Pð�;�Þn ðxÞPð�;�Þm ðxÞð1� xÞ�ð1þ xÞ� dx

¼ 2�þ�þ1

2nþ �þ � þ 1

�ðnþ �þ 1Þ�ðnþ � þ 1Þ
�ðnþ �þ � þ 1Þ 
n;m

The Pearson equation is [(1� x2)w]0= [� � ��
(�þ � þ 2)x]w and the differential equation is

ð1� x2Þy00ðxÞ þ ½� � �� ð�þ � þ 2Þx�y0ðxÞ
þ nðnþ �þ � þ 1ÞyðxÞ ¼ 0

Differentiation has the effect

Pð�;�Þn ðxÞ
h i0

¼ ðnþ �þ � þ 1Þ=2P
ð�þ1;�þ1Þ
n�1 ðxÞ

and

ð1� xÞ�ð1þ xÞ�Pð�;�Þn ðxÞ
h i0
¼ �2ðnþ 1Þð1� xÞ��1ð1þ xÞ��1P

ð��1;��1Þ
nþ1 ðxÞ

The Rodrigues formula is

ð1� xÞ�ð1þ xÞ�Pð�;�Þn ðxÞ

¼ ð�1Þn

2nn!

dn

dxn
ð1� xÞnþ�ð1þ xÞnþ�
h i

In terms of hypergeometric series, one has

Pð�;�Þn ðxÞ ¼ ð�þ 1Þn
n!

	 2F1

�n; nþ �þ � þ 1

�þ 1

���� 1� x

2

� 	

Observe that one has P(�,�)
n (� x) = (�1)nP(�,�)

n (x).
Special cases of the Jacobi polynomials are as

follows:

� The ‘‘Legendre polynomials’’ Pn(x) = P(0, 0)
n (x).

They appear when the Laplacian is separated in
spherical coordinates as functions of the polar
angle 	, for which x = cos 	.
� The ‘‘Chebyshev polynomials’’ of the first kind

TnðxÞ ¼ Pð�1=2;�1=2Þ
n ðxÞ=Pð�1=2;�1=2Þ

n ð1Þ

and of the second kind

UnðxÞ ¼ ðnþ 1ÞPð1=2;1=2Þn ðxÞ=Pð1=2;1=2Þn ð1Þ

These functions are more easily written by using the
change of variable x = cos 	 and then Tn( cos 	) =
cos n	 and Un( cos 	) = sin (nþ 1)	= sin 	.
� The ‘‘Gegenbauer polynomials’’ or ultraspherical

polynomials are Jacobi polynomials with equal
parameters:

C�
nðxÞ ¼ ð2�Þn=ð�þ 1=2ÞnPð��1=2;��1=2Þ

n ðxÞ

Gegenbauer polynomials are involved in the
angular or spatial part of the wave function of
physical systems in a central potential in both
position and momentum space, and in the spatial
part of the wave function of hydrogenic systems in
momentum space, as well as in the eigenfunctions of
several quantum-mechanical potentials, such as the
relativistic harmonic oscillator.

Other Classical Orthogonal Polynomials

Instead of restricting attention to the differential
operator D = d=dx, one can also use the (forward)
difference operator � for which �f (x) = f (xþ 1)�
f (x), the divided difference operator �� for which
��f (x) = �f (�(x))=��(x) with a quadratic function
�, or certain q-difference operators and look for
orthogonal polynomials that satisfy difference equa-
tions in the variable x. Together with the three-term
recurrence relation (in the degree n), one then has
families of polynomials satisfying a bispectral
problem. For the difference operator and the divided
difference operator, this gives several important
families of orthogonal polynomials which all have
a hypergeometric representation. These hypergeo-
metric polynomials are usually listed in a table, and
each level indicates the number of parameters and/or
the order of the hypergeometric function. This table
is known as Askey’s table and is given in Figure 1.
The extension with q-difference operators involves
basic hypergeometric series and q-extensions of
classical orthogonal polynomials.

‘‘Charlier polynomials’’ Cn(x; a) are orthogonal
with respect to the Poisson distribution

X1
k¼0

Cnðk; aÞCmðk; aÞ a
k

k!
¼ ea=an
n;m

The recurrence relation is

aCnþ1ðx; aÞ þ ðx� n� aÞCnðx; aÞ
þ nCn�1ðx; aÞ ¼ 0

and the second-order difference equation is

ayðxþ 1Þ þ ðn� x� aÞyðxÞ þ xyðx� 1Þ ¼ 0
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The forward difference operator has the effect
�Cn(x; a) =�n=aCn�1(x; a) and the backward differ-
ence operator rf (x) = f (x)� f (x� 1) has the effect
r[ax=x!Cn(x;a)] = ax=x!Cnþ1(x; a). The hypergeo-
metric representation is Cn(x; a) = 2F0(�n� x; �;
�1=a). Observe that the variable x appears as a
parameter of the hypergeometric series.

‘‘Krawtchouk polynomials’’ Kn(x; p, N) are ortho-
gonal with respect to the binomial distribution:

XN
k¼0

Knðk; p;NÞKmðk; p;NÞ N

k

� 	
pkð1� pÞN�k

¼ ð�1Þnn!

ð�NÞn
p�nð1� pÞn
n;m

where N is a positive integer and 0 < p < 1. They
are given by Kn(x; p, N) = 2F1(�n, �x; �N; 1=p)
and correspond to Meixner polynomials for which
the parameter � is a negative integer.

‘‘Meixner polynomials’’ mn(x;�, c) are orthogonal
with respect to the negative binomial distribution
(Pascal distribution)

X1
k¼0

mnðk;�; cÞmjðk;�; cÞ ð�Þkck

k!
¼ n!

cnð�Þnð1� cÞ�

n;j

where � > 0 and 0 < c < 1. They are given by
mn(x; �, c) = 2F1(�n, �x; �; 1� 1=c).

‘‘Meixner–Pollaczek polynomials’’ P�n(x;�) are
orthogonal on (�1,1):

Z 1
�1

P�mðx;�ÞP�nðx;�Þeð2���Þxj�ð�þ ixÞj2 dx

¼ 2��ðnþ 2�Þ
ð2 sin�Þ2�n!


m;n

where � > 0 and 0 < � < �. The appropriate differ-
ence operator 
 has an imaginary shift 
f (x) =

f (xþ i=2)� f (x� i=2) and one has 
P�n(x;�) =
2 sin�P

�þ1=2
n�1 (x;�). They are given by

P�nðx;�Þ ¼ ð2�Þn
n!

ein�
2F1

�n; �þ ix
2�

����1� e�2i�

� 	

‘‘Hahn and dual Hahn polynomials’’ are orthogo-
nal on a finite set of points. Hahn polynomials are
given by

Qnðx;�; �;NÞ ¼ 3F2
�n; nþ �þ � þ 1;�x

�þ 1;�N

����1
� 	

and their orthogonality is with respect to a
hypergeometric distribution on {0, 1, . . . , N}. The
appropriate difference operator is the (forward)
difference operator �. They are related to the 3� j
symbols or Wigner coefficients that arise when
considering angular momenta in two quantum
systems. Dual Hahn polynomials are given by

Rnð�ðxÞ; �; 
;NÞ ¼ 3F2
�n;�x; xþ � þ 
 þ 1

� þ 1;�N

����1
� 	

where �(x) = x(xþ � þ 
 þ 1). They are obtained
from the Hahn polynomials by interchanging the
roles of n and x. They are orthogonal on the set
{�(0),�(1), . . . ,�(N)}. The appropriate difference
operator is the divided difference operator which
acts on f as �f (�(x))=��(x).

‘‘Continuous Hahn and dual Hahn polynomials’’
are orthogonal on the real line. The continuous
Hahn polynomials are

pnðx; a; b; c; dÞ

¼ in
ðaþ cÞnðaþ dÞn

n!

	 3F2

�n; nþ aþ bþ cþ d � 1; aþ ix

aþ c; aþ d

����1
� 	

and the appropriate difference operator is the
difference operator 
 with imaginary shift. The
continuous dual Hahn polynomials are

Snðx2; a; b; cÞ ¼ ðaþ bÞnðaþ cÞn

	 3F2

�n; aþ ix; a� ix

aþ b; aþ c

����1
� 	

and the appropriate difference operator is the divided
difference operator which acts on f as 
f (x2)=
x2.

‘‘Wilson polynomials’’ are the most general system
of hypergeometric polynomials satisfying a bispec-
tral problem. All the other classical orthogonal
polynomials can be obtained from them by taking

Hermite

Laguerre Charlier

Meixner-
Pollaczek Jacobi Meixner Krawtchouk

Continuous
dual Hahn

Continuous
Hahn Hahn Dual Hahn

Wilson Racah

Figure 1 Askey’s table.
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appropriate parameters or as limiting cases. They are
given by

Wnðx2; a;b; c;dÞ
ðaþ bÞnðaþ cÞnðaþ dÞn

¼ 4F3

�n;nþ aþ bþ cþ d� 1;aþ ix;a� ix

aþ b;aþ c;aþ d

����1
� 	

and for R(a, b, c, d) > 0 (with nonreal parts appear-
ing in conjugate pairs) they are orthogonal on the
positive real line with respect to the weight function

wðxÞ ¼ �ðaþ ixÞ�ðbþ ixÞ�ðcþ ixÞ�ðd þ ixÞ
�ð2ixÞ

����
����

‘‘Racah polynomials’’ can be obtained from
Wilson polynomials when the parameters are such
that one of aþ b, aþ c, or aþ d is a negative
integer �N. They are given by

Rnð�ðxÞ;�; �; �; 
Þ

¼ 4F1

�n; nþ �þ � þ 1;�x; xþ � þ 
 þ 1

�þ 1; � þ 
 þ 1; � þ 1

����1
� 	

where�þ 1 =�N or� þ 
 þ 1 =�N or � þ 1 =�N,
and N is a non-negative integer. They are orthogonal on
the finite set {�(0),�(1), . . . ,�(N)}, where �(x) = x(xþ
� þ 
 þ 1). They arise as 6� j symbols in the coupling
of three angular momenta.

See also: Combinatorics: Overview; Compact Groups
and their Representations; Integrable Systems:

Overview; Painlevé Equations; q-Special Functions;
Random Matrix Theory in Physics; Separation of
Variables for Differential Equations.
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Erdélyi A, Magnus W, Oberhettinger F, and Tricomi FG (1953–1955)
Higher Transcendental Functions, Bateman Manuscript Project,

vols. 1–3. New York: McGraw-Hill.

Gradshteyn IS and Ryzhik IM (1965) Table of Integrals, Series,
and Products, chs 8–9, pp. 904–1080. New York: Academic
Press.

Koekoek R and Swarttouw R (1998) The Askey-Scheme of
Hypergeometric Orthogonal Polynomials and Its q-Analogue.

Reports of the faculty of Technical Mathematics and Infor-
matics, no. 98–17, Delft University of Technology.

Lozier D, Olver F, Clark C, and Boisvert R Digital Library of
Mathematical Functions, http://dlmf.nist.gov.

Nikiforov AF and Uvarov VB (1988) Special Functions of
Mathematics Physics. Basel: Birkhäuser.
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Szegö G (1939) Orthogonal Polynomials, American Mathema-

tical Society Colloquium Publications XXIII, 4th edn., 1975.

Providence, RI: American Mathematical Society.
Watson GN (1922) A Treatise on the Theory of Bessel Functions.

Cambridge: Cambridge University Press.

Ordinary Special Functions 645



P
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Introduction

The Painlevé equations PI–PVI are six classical
second-order ordinary differential equations that
appear widely in modern physical applications.
Their conventional forms (governing y(x) with
derivatives y0= dy=dx, y00= d2y=dx2) are:

PI: y00 ¼6y2 þ x

PII: y00 ¼2y3 þ xyþ �

PIII: y00 ¼ y02

y
� y0

x
þ 1

x
�y2 þ �
� �

þ �y3 þ �
y

PIV: y00 ¼ y02

2y
þ 3

2
y3 þ 4xy2 þ 2ðx2 � �Þyþ �

y

PV: y00 ¼ 1

2y
þ 1

y� 1

� �
y02� y0

x

þ ðy� 1Þ2

x2
�yþ �

y

� �
þ �y

x

þ �yðyþ 1Þ
y� 1

PVI : y00 ¼ 1

2

1

y
þ 1

y� 1
þ 1

y� x

� �
y02

� 1

x
þ 1

x� 1
þ 1

y� x

� �
y0

þ yðy� 1Þðy� xÞ
x2ðx� 1Þ2

(
�þ �x

y2

þ �ðx� 1Þ
ðy� 1Þ2

þ �xðx� 1Þ
ðy� xÞ2

)
where �, �, �, � are constants. They were identified
and studied by Painlevé and his school in their
search for ordinary differential equations (in the
class y00= R(x, y, y0), where R is rational in y0, y and
analytic in x) that define new transcendental func-
tions. Painlevé focussed his search on equations that
possess what is now known as the Painlevé property:
that all solutions are single-valued around all

movable singularities (a singularity is ‘‘movable’’ if
its location changes with initial conditions).

For the Painlevé equations, all movable singula-
rities are poles. For PI and PII, all solutions are
meromorphic functions. However, the solutions of
each of the remaining equations have other singula-
rities called ‘‘fixed’’ singularities, with locations that
are determined by the singularities of the coefficient
functions of the equation. PIII–PVI have a fixed
singularity at x =1. PIII and PV have additional
fixed singularities at x = 0, and PVI has them at x = 0
and 1. Although each solution of PIII–PVI is single-
valued around a movable singularity, it may be
multivalued around a fixed singularity.

Painlevé’s school considered canonical classes of
ordinary differential equations equivalent under linear
fractional transformations of y and x. Of the fifty
canonical classes of equations they found, all except
six were found to be solvable in terms of already
known functions. These six lead to the Painlevé
equations PI–PVI as their canonical representatives.

A resurgence of interest in the Painlevé equations
came about from the observation (due to Ablowitz
and Segur) that they arise as similarity reductions
of well-known integrable partial differential equa-
tions (PDEs), or soliton equations, such as the
Korteweg–de Vries equation, the sine-Gordon equa-
tion, and the self-dual Yang–Mills equations.

As this connection suggests, the Painlevé equations
possess many of the special properties that are
commonly associated with soliton equations. They
have associated linear problems (i.e., Lax pairs) for
which they act as compatibility conditions. There
exist special transformations (called Bäcklund trans-
formations) mapping a solution of one equation to a
solution of another Painlevé equation (or the same
equation with changed parameters). There exist
Hamiltonian forms that are related to existence of
tau-functions, that are analytic everywhere except at
the fixed singularities. They also possess multilinear
forms (or Hirota forms) that are satisfied by tau-
functions. In the following subsections, for concise-
ness, we give examples of these properties for the first
or second Painlevé equations and briefly indicate
differences, in any, with other Painlevé equations.



Complex Analytic Structure of Solutions

Consider the two-(complex-)parameter manifold of
solutions of a Painlevé equation. Each solution is
globally determined by two initial values given at a
regular point of the solution. However, the solution
can also be determined by two pieces of data given
at a movable pole. The location x0 of such a pole
provides one of the two free parameters. The other
free parameter occurs as a coefficient in the Laurent
expansion of the solution in a domain punctured at
x0. For PI, the Laurent expansion of a solution at a
movable singularity x0 is

yðxÞ ¼ 1

ðx� x0Þ2
þ x0

10
ðx� x0Þ2

þ 1

6
ðx� x0Þ3 þ cIðx� x0Þ4 þ � � � ½1�

where cI is arbitrary. This second free parameter is
normally called a ‘‘resonance parameter.’’ For PII,
the Laurent expansion of a solution at a movable
singularity x0 is

yðxÞ ¼ �1

ðx� x0Þ
þ �x0

6
ðx� x0Þ

þ �1� �
4

ðx� x0Þ2 þ cIIðx� x0Þ3 þ � � � ½2�

where cII is arbitrary. The symmetric solution of PI

that has a pole at the origin and corresponding
resonance parameter cI = 0 has a distribution of poles
in the complex x-plane shown in Figure 1. (This figure
was obtained by searching for zeros of truncated
Taylor expansions of the tau-function �I described in
the section ‘‘Bä cklund and Miura transformations.’’
One hundred and sixty numerical zeros are shown.
The two pairs of closely spaced zeros near the

imaginary axis (between 8 < �=x < 12) may be
numerical artifacts. We used the command NSolve to
32 digits in MATHEMATICA4.)

The rays of symmetry evident in Figure 1 reflect
discrete symmetries of PI. The solutions of PI and PII

are invariant under the respective discrete symmetries,

PI : ynðxÞ¼ e2�in=5yðe4�in=5xÞ; n¼�1;�2

PII : ynðxÞ¼ e�in=3yðe2�in=3xÞ; � 7! e��in�

n¼�1;�2; 3

The rays of angle 2�n=5 for PI and �n=3 for PII

related to these symmetries play special roles in the
asymptotic behaviors of the corresponding solutions
for jxj ! 1.

Linear Problems

The Painlevé equations are regarded as completely
integrable because they can be solved through an
associated system of linear equations (Jimbo and
Miwa 1981).

d’

d�
¼ Lðx; �Þ’ ½3a�

d’

dx
¼Mðx; �Þ’ ½3b�

The compatibility condition, that is,

Lx �M� þ L;M½ � ¼ 0 ½4�

is equivalent to the corresponding Painlevé equation.
The matrices L, M for PI and PII are listed below:

PI : LIðx; �Þ ¼
0 1

0 0

� �
�2 þ

0 y

4 0

� �
�

þ
�z y2 þ x=2

�4y z

 !

MIðx; �Þ ¼
0 1=2

0 0

� �
� þ

0 y

2 0

� �
where z ¼ y0; z0 ¼ 6y2 þ x

PII : LIIðx; �Þ ¼
1 0

0 �1

� �
�2 þ

0 u

�2z=u 0

� �
�

þ
zþ x=2 �uy

�2ð#þ zyÞ=u �ðzþ x=2Þ

� �
MIIðx; �Þ ¼

1=2 0

0 �1=2

� �
� þ

0 u=2

�z=u 0

� �
where u0 ¼ �uy; z ¼ y0 � y2 � x=2

# :¼ 1

2
� �

Figure 1 Poles of a symmetric solution of PI in the complex

x-plane, with a pole at the origin and zero corresponding

resonance parameter, i.e., x0 = 0, cI = 0.
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Alternative linear problems also exist for each
equation. For example, for PII, an alternative choice
of L and M is (Flaschka and Newell 1980):

PII : LII0 ðx; �Þ¼
�4 i 0

0 4 i

 !
�2 þ

0 4y

4y 0

 !
�

þ
�iðxþ 2y2Þ 2 iy0

�2 iy0 iðxþ 2y2Þ

 !

þ �
�

0 1

1 0

 !

MII0 ðx; �Þ¼
�i� y

y i�

 !

The matrix L for each Painlevé equation is
singular at a finite number of points ai(x) in the
�-plane. For the above choices of L for PI and PII,
the point �=1 is clearly a singularity. For LII0 , the
origin �= 0 is also a singularity. The analytic
continuation of a fundamental matrix of solutions
� around ai gives a new solution e� which must be
related to the original solution: e� = � A. A is called
the monodromy matrix and its trace and determi-
nant are called the monodromy data. In general, the
data will change with x. However, eqn [4] ensures
that the monodromy data remain constant in x. For
this reason, the system [3] is called an isomonodr-
omy problem.

Bäcklund and Miura Transformations

Bäcklund transformations are those that map a
solution of a Painlevé equation with one choice of
parameter to a solution of the same equation with
different parameters. For PI no such transformation
is known. For PII, there is one Bäcklund transforma-
tion. Let y = y(x;�) denote a solution of PII with
parameter �. Then ~y = y(x;�� 1), which solves PII

with parameter �� 1, is given by

~y :¼�yþ
�� 1

2

y0 � y2 � x=2
if � 6¼ 1=2 ½5�

If �= 1=2, then y0= y2 þ x=2 and ~y =�y (see the
next section for this case). Combined with the
symmetry y 7!�y,�=��, we can write down
another version of this Bäcklund transformation
which maps y to ŷ = y(x;�þ 1):

ŷ :¼�y�
�þ 1

2

y0 þ y2 þ x=2
; if � 6¼ � 1

2
½6�

If we parametrize � by cþ n for arbitrary c, and
denote the solution for corresponding parameter as

yn, we can write a difference equation relating yn�1

and ynþ1 (by eliminating y0 from the two transfor-
mations ~y, ŷ) as

cþ 1
2þ n

ynþ1 þ yn
þ

c� 1
2þ n

yn�1 þ yn
þ 2y2

n þ x ¼ 0

This is an example of a discrete Painlevé equation (called
‘‘alternate’’ dPI in the literature). In such a discrete
Painlevé equation, x is fixed while n varies. Another
lesser known Bäcklund transformation for PII is

y0 � y2 � x

2
� � v2 ¼ 0 ½7�

v0 þ y v ¼ 0 ½8�

between PII with �= 1=2 and

v00 þ � v3 þ x

2
v ¼ 0

which can be scaled (take v(x) = y(
ffiffiffi
2
p

x)=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�
pp

) to
the usual form of PII with �= 0.

Miura transformations are those that map a solution
of a Painlevé equation to another equation in the 50
canonical types classified by Painlevé’s school. If y is a
solution of PII with parameter � 6¼ 1=2, then

ð2�� 1Þw ¼ 2ðy0 � y2 � x=2Þ; y ¼ 1�w0

2w

maps between PII and

w00 ¼ ðw
0Þ2

2 w
� ð2�� 1Þw2 � xw� 1

2 w

which represents the 34th canonical class in the
Painlevé classification listed in Ince (1927).

The Painlevé equations do not possess contin-
uous symmetries other than Bäcklund and Miura
transformations described here. However, they do
possess discrete symmetries described in the section
‘‘Com plex analytic structure of solutions .’’

Classical Special Solutions

Painlevé showed that there can be no explicit first
integral that is rational in y and y0 for his
eponymous equations. It is known that this state-
ment can be extended to say that no such algebraic
first integral exists. But the question whether the
Painlevé equations define new transcendental func-
tions remained open until recently.

Form a class of functions consisting of those
satisfying linear second-order differential equations,
such as the Airy, Bessel, and hypergeometric functions,
as well as rational, algebraic, and exponential func-
tions. Extend this class to include arithmetic opera-
tions, compositions under such functions, and
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solutions of linear equations with these earlier func-
tions as coefficients. Members of this class are called
classical functions. For general values of the constants
�, �, �, �, it is now known (Umemura 1990, Umemura
and Watanabe 1997) that the six Painlevé equations
cannot be solved in terms of classical functions.
However, there are special values of the constant
parameters �, �, �, � for which classical functions do
solve the Painlevé equations. Each Painlevé equation,
except PI, has special solutions given by classical
functions when the parameters in the Painlevé equa-
tion take on special values. For PII, with �= 1=2 we
have the special integral

I1=2 � y0 � y2 � x

2
¼ 0 ½9�

which, modulo PII with �= 1=2, satisfies the relation

d

dx
þ 2y

� �
I1=2 ¼ 0

The Riccati eqn [9] can be linearized via y =� 0= 
to yield

 00 þ x

2
 ¼ 0

which gives

 ðxÞ ¼ a Aið�2�1=3xÞ þ b Bið�2�1=3 xÞ

for arbitrary constants a and b, that is, the well-
known Airy function solutions of PII. Iterations of
the Bäcklund transformations ~y and ŷ, [5]–[6] give
further classical solutions in terms of Airy functions
for the case when �= (2N þ 1)=2 for integer N.

Similarly, there is a sequence of rational solutions of
the family of equations PII with �= N, for integer N, if
we iterate the Bäcklund transformations ~y, ŷ by
starting with the trivial solution y � 0 for the case
�= 0. For example, for �= 1, we have ŷ =�1=x. The
transformations [7]–[8] give a mapping that shows
that this family of rational solutions and the above
family of Airy-type solutions of PII both exist for the
cases when � is half-integer and when it is integer.

Hamiltonians and Tau-Functions

Each Painlevé equation has a Hamiltonian form. For
PI and PII, these can be found by integrating each
equation after multiplying by y0. These give

PI :
y02

2
¼ 2y3 þ xy�

Z x

yð	Þd	 þ EI

PII :
y02

2
¼ y4

2
þ x

2
y2 � 1

2

Z x

yð	Þ2d	 þ � yþ EII

where EII and EII are constants. We choose
canonical variables q1(t) = y(x), p1(t) = y0(x), where
t = x. Furthermore, for PI, we take

q2ðtÞ ¼ x; p2ðtÞ ¼
Z x

yð	Þd	

and the Hamiltonian

HI :¼ p2
1

2
� 2q1

3 � q2q1 þ p2

so that the Hamiltonian equations of motion
_qi = @H=@pi and _pi =�@H=@qi are satisfied. For
PII, we take

q2ðtÞ ¼ x=2; p2ðtÞ ¼
Z x

yð	Þ2d	

and the Hamiltonian

HII :¼ p1
2

2
� q1

4

2
� q2q1

2 þ 1

2
p2 � �q1

We note that these Hamiltonians govern systems
with two degrees of freedom and each is conserved.
However, no explicit second conserved quantity is
known (see comments on first integrals in the last
section).

Painlevé’s viewpoint of the transcendental solutions
of the Painlevé equations as natural generalizations of
elliptic functions also led him to search for entire
functions that play the role of theta functions in
this new setting. He found that analogous functions
could be defined which have only zeros at the
locations of the movable singularities of the Painlevé
transcendents. These functions are now commonly
known as tau-functions (also denoted �-functions).
For PI and PII, the corresponding tau-functions are
entire functions (i.e., they are analytic everywhere in
the complex x-plane). However, for the remaining
Painlevé equations, they are singular at the fixed
singularities of the respective equation.

For PI, all movable singularities of PI are double
poles of strength unity (see eqn [1]). Therefore, the
function given by

PI : �IðxÞ ¼ exp �
Z xZ s

yðtÞdtds

� �
has Taylor expansion with leading term (x� x0).
In other words, �I(x) is analytic at all the poles
of the corresponding solution of PI. Since y(x) has
no other singularity (other than at infinity), �I(x)
must be analytic everywhere in the complex x-plane.
Differentiation and substitution of PI shows that
�I(x) satisfies the fourth-order equation

PI : �
ð4Þ
I ðxÞ�IðxÞ ¼ 4� 0IðxÞ�

ð3Þ
I ðxÞ�3� 00I ðxÞ

2�x� IðxÞ2

4 Painlevé Equations



Note that this equation is bilinear in � and its
derivatives. Such bilinear, or in general, multilinear,
equations are called Hirota-type forms of the Painlevé
equations. The special nature of such equations is
most simply expressed in terms of the Hirota D(�Dx)
operator, an antisymmetric differential operator defined
here on products of functions of x:

Dnf � g ¼ ð@	 � @
Þnf ð	Þgð
Þj	¼
¼x

Notice that

D2� � � ¼ �� 00 � � 02;

D4� � � ¼ �� ð4Þ � 4� 0� ð3Þ þ 3� 002

Hence the equation satisfied by �I(x) can be
rewritten more succinctly as

ðD4 þ xÞ�I � �I ¼ 0

For PII, a generic solution y(x) has movable simple
poles of residue �1 (see eqn [2]). Painlevé pointed
out that if we square the function y(x), multiply
by �1 and integrate twice, we obtain a function
with Taylor expansion with leading term (x� x0).
However, the square is not invertible and to
construct an invertible mapping to entire functions,
we need two �-functions. We denote these by �(x)
and �(x):

PII: �IIðxÞ¼ exp �
Z xZ s

yðtÞ2dtds

� �
�IIðxÞ¼ yðxÞ�IIðxÞ

The equations satisfied by these tau-functions are

PII: � 00ðxÞ�ðxÞ¼ � 0ðxÞ2 � �ðxÞ2

�00ðxÞ�ðxÞ2¼ 2�ðxÞ� 0ðxÞ�0ðxÞ � � 0ðxÞ2�ðxÞ

þ �ðxÞ3 þ x�ðxÞ2�ðxÞ þ ��ðxÞ3

Hierarchies

Each Painlevé equation is associated with at least
one infinite sequence of ordinary differential
equations (ODEs) indexed by order. These
sequences are called hierarchies and arise from
symmetry reductions of PDE hierarchies that are
associated with soliton equations.

Define the operator Ln{v(z)} (the Lenard recursion
operator) recursively by

d

dz
Lnþ1fvg¼

d3

dz3
þ 4v

d

dz
þ 2v0

 !
Lnfvg

L1fvg¼ v

where primes denote z-derivatives. Note that

L2fvg ¼ v00 þ 3v2

L3fvg ¼ vð4Þ þ 10vv00 þ 5v02 þ 10v3

This operator is intimately related to the Korteweg–de
Vries equation. (It was first discovered as a method of
generating the infinite number conservation laws
associated with this soliton equation.)

The scaling v(z) =�y(
x), with �= (�2)1=3,

= (�2)�1=3, shows that the case n = 2 of the
sequence of ODEs defined recursively by

Lnfvg ¼ z

is PI. Hence this is called the first Painlevé hierarchy.
A second Painlevé hierarchy is given recursively by

d

dx
þ 2y

� �
Lnfy0 � y2g ¼ xyþ �n; n � 1

where �n are constants.
Each Painlevé equation may arise as a reduction

of more than one PDE. Since different soliton
equations have different hierarchies, this means
that more than one hierarchy may be associated
with each Painlevé equation.

See also: Bäcklund Transformations; Integrable Discrete
Systems; Integrable Systems: Overview; Isomonodromic
Deformations; Ordinary Special Functions;
Riemann–Hilbert Methods in Integrable Systems;
Riemann–Hilbert Problem; Solitons and Kac–Moody Lie
Algebras; Two-Dimensional Ising Model; WDVV
Equations and Frobenius Manifolds.
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Introduction

Many physical laws are mathematically expressed
in terms of partial differential equations (PDEs);
this is, for instance, the case in the realm of
classical mechanics and physics of the laws of
conservation of angular momentum, mass, and
energy.

The object of this short article is to provide an
overview and make a few comments on the set of
PDEs appearing in classical mechanics, which is
tremendously rich and diverse. From the mathema-
tical point of view the PDEs appearing in mechanics
range from well-understood PDEs to equations
which are still at the frontier of sciences as far as
their mathematical theory is concerned. The math-
ematical theory of PDEs deals primarily with their
‘‘well-posedness’’ in the sense of Hadamard. A well-
posed PDE problem is a problem for which
existence and uniqueness of solutions in suitable
function spaces and continuous dependence on the
data have been proved.

For simplicity, let us restrict ourselves to space
dimension 2. Several interesting and important PDEs
are of the form

a
@2u

@x2
þ b

@2u

@x@y
þ c

@2u

@y2
¼ 0 ½1�

Here a, b, c may depend on x and y or they may be
constants, and then eqn [1] is linear: they may also
depend on u, @u=@x, and @u=@y, in which case the
equation is nonlinear.

Such an equation is

� elliptic when (where) b2� 4ac < 0,
� hyperbolic when (where) b2� 4ac > 0,
� parabolic when (where) b2� 4ac = 0.

Among the simplest linear equations, we have the
elliptic equation

�u ¼ 0 ½2�

which governs the following phenomena: equation
for the potential or stream function of plane,
incompressible irrotational fluids; equation for
some potential in linear elasticity, or the equation
for the temperature in suitable conditions (sta-
tionary case; see below for the time-dependent
case).

Another eqn of the form [1] is the hyperbolic
equation

@2u

@t2
� @

2u

@x2
¼ 0 ½3�

which governs, for example, linear acoustics in one
dimension (sound pipes) or the propagation of an
elastic wave along an elastic string.

A third equation of type [1] is the linear parabolic
equation

@u

@t
� @

2u

@x2
¼ 0 ½4�

also called the heat equation, which governs, under
appropriate circumstances, the temperature (u(x, t) =
temperature at x at time t).

All these equations are well understood from the
mathematical viewpoint and many well-posedness
results are available. A fundamental difference
between eqns [2], [3], and [4] is that for [2] and
[4] the solution is as smooth as allowed by the data
(forcing terms, boundary data not mentioned here),
whereas the solutions of [3] usually present some
discontinuities corresponding to the propagation of
a wave or wave front.

A considerable jump of complexity occurs if we
consider the equation of transonic flows in which

a ¼ 1� 1

v2

@u

@x

� �2
 !

b ¼ � 2

v2

@u

@x

@u

@y

c ¼ 1� 1

v2

@u

@y

� �2

½5�

where v = v(x, y) is the local speed of sound. This is
a mixed second-order equation: it is elliptic in the
subsonic region where M < 1, M the Mach number
being the ratio of the velocity

grad uj j ¼ @u

@x

� �2

þ @u

@y

� �2
 !1=2

to the local velocity of sound v = v(x, y); eqn [1]
(with [5]) is hyperbolic in the supersonic region,
where M > 1 and parabolic on the sonic line
M = 1. Essentially no result of well-posedness is
available for this problem, and it is not even totally
clear what are the boundary conditions that one
should associate to [1]–[5] to obtain a well-posed
problem.
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Intermediate mathematical situations are encoun-
tered with the Navier–Stokes and Euler equations,
which govern the motion of fluids in the viscous
and inviscid cases, respectively. A number of
mathematical results are available for these equa-
tions (see Compressible Flows: Mathematical The-
ory, Incompressible Euler Equations: Mathematical
Theory, Viscous Incompressible Fluids: Mathema-
tical Theory, Inviscid Flows); but other questions
are still open, including the famous Clay prize
problem, which is: to show that the solutions of the
(viscous, incompressible) Navier–Stokes equations,
in space dimension three, remain smooth for all time,
or to exhibit an example of appearance of singularity.
A prize of US$ 1 million will be awarded by the Clay
Foundation for the solution of this problem.

For compressible fluids, the Navier–Stokes equa-
tions expressing conservation of angular momentum
and mass read

�
@u

@t
þ ðu � rÞu

� �
� ��uþrp� ð�þ �Þrðr � uÞ ¼ 0 ½6�

@�

@t
þrð�uÞ ¼ 0 ½7�

Here u = u(x, t) is the velocity at x at time t,
p = p(x, t) the pressure, � the density; �,� are
viscosity coefficients, � > 0, 3�þ 2� � 0. When
�=�= 0, we obtain the Euler equation (see Com-
pressible Flows: Mathematical Theory). If the fluid
is incompressible and homogeneous, then the den-
sity is constant, �= �0 and

r � u ¼ 0 ½8�

so that eqn [8] replaces eqn [7] and eqn [6]
simplifies accordingly.

Finally, let us mention still different nonlinear
PDEs corresponding to nonlinear wave phenomena,
namely the Korteweg–de Vries (see Korteweg–de
Vries Equation and Other Modulation Equations)

@u

@t
þ u

@u

@x
þ @

3u

@x3
¼ 0 ½9�

and the nonlinear Schrödinger equation (see Non-
linear Schrödinger Equations)

@u

@z
þ i�

@2A

@t2
� i �jAj2Aþ �A ¼ 0 ½10�

�, � > 0. These equations are very different from
eqns [1]–[8] and are reasonably well understood
from the mathematical point of view; they produce
and describe the amazing physical wave phenom-
enon known as the soliton (see Solitons and Kac–
Moody Lie Algebras).

This article is based on the Appendix of the book
by Miranville and Temam quoted below, with the
authorization of Cambridge University Press.

See also: Compressible Flows: Mathematical Theory;
Elliptic Differential Equations: Linear Theory; Evolution
Equations: Linear and Nonlinear; Fluid Mechanics:
Numerical Methods; Fractal Dimensions in Dynamics;
Image Processing: Mathematics; Incompressible Euler
Equations: Mathematical Theory; Integrable Systems and
the Inverse Scattering Method; Interfaces and
Multicomponent Fluids; Inviscid Flows; Korteweg–de
Vries Equation and Other Modulation Equations; Leray–
Schauder Theory and Mapping Degree;
Magnetohydrodynamics; Newtonian Fluids and
Thermohydraulics; Nonlinear Schrödinger Equations;
Solitons and Kac–Moody Lie Algebras; Stochastic
Hydrodynamics; Symmetric Hyperbolic Systems and
Shock Waves; Viscous Incompressible Fluids:
Mathematical Theory; Non-Newtonian Fluids.
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Introduction

Let us recall that there are basically two algebraic
infinite-dimensional distribution theories:

� The first one is white-noise analysis (Hida et al.
1993, Berezansky and Kondratiev 1995), and uses
Fock spaces and the algebra of creation and
annihilation operators.
� The second one is the noncommutative differen-

tial geometry of Connes (1988) and uses the entire
cyclic complex.

If we disregard the differential operations, these
two distribution theories are very similar. Let us
recall quickly their background on geometrical
examples. Let V be a compact Riemannian manifold
and E a Hermitian bundle on it. We consider an
elliptic Laplacian �E acting on sections ! of this
bundle. We consider the Sobolev space Hk, k > 0, of
sections ! of E such that:Z

V

�k
Eþ 1

� �
!; !

D E
dmV <1 ½1�

where dmV is the Riemannian measure on V and h , i
the Hermitian structure on V. Hkþ1 is included in
Hk and the intersection of all Hk is nothing other
than the space of smooth sections of the bundle E,
by the Sobolev embedding theorem.

Let us quickly recall Connes’ distribution theory:
let �(n) be a sequence of real strictly positive
numbers. Let

�¼
X

�n ½2�

where �n belongs to H�n
k with the Hilbert structure

naturally inherited from the Hilbert structure of Hk.
We put, for C > 0,

k�k1;C;k¼
X

Cn�ðnÞk�nkH�n
k

½3�

The set of � such that k�k1, C, k <1 is a Banach
space called CoC, k. The space of Connes functionals
Co1� is the intersection of these Banach spaces for
C > 0 and k > 0 endowed with its natural topology.
Its topological dual Co�1 is the space of distribu-
tions in Connes’ sense.

Remark We do not give the original version of the
space of Connes where tensor products of Banach

algebras appear but we use here the presentation of
Jones and Léandre (1991).

Let us now quickly recall the theory of distribu-
tions in the white-noise sense. The main tools are
Fock spaces. We consider interacting Fock spaces
(Accardi and Boźejko (1998)) constituted of �
written as in [2] such that

k�k2
2;C;k ¼

X
Cn�ðnÞ2k�nk2

H�n
k
<1 ½4�

The space of white-noise functionals WN1� is the
intersection of these interacting Fock spaces �k, C for
C > 0, k > 0. Its topological dual WN�1 is called
the space of white-noise distributions.

Traditionally, in white-noise analysis, one con-
siders in [2] the case where �n belongs to the
symmetric tensor product of Hk endowed with its
natural Hilbert structure. We get a symmetric Fock
space �s

C, k and another space of white-noise
distributions WNs,�1. The interest in considering
symmetric Fock spaces, instead of interacting Fock
spaces, arises from the characterization theorem of
Potthoff–Streit. For the sake of simplicity, let us
consider the case where �(n) = 1. If ! if a smooth
section of E, we can consider its exponential
exp[!] =

P
n!�1!�n. If we consider an element � of

WNs,�1, h�, exp[!]i satisfies two natural
conditions:

1. jh�, exp[!]ij � C exp[Ck!k2
Hk

] for some k> 0.

2. z!h�, exp[!1þ z!2]i is entire.

The Potthoff–Streit theorem states the opposite:
a functional which sends a smooth section of V
into a Hilbert space and which satisfies the two
previous requirements defines an element of
WNs,�1 with values in this Hilbert space. More-
over, if the functional depends holomorphically on
a complex parameter, then the distribution
depends holomorphically on this complex para-
meter as well.

The Potthoff–Streit theorem allows us to define
flat Feynman path integrals as distributions. It is the
opposite point of view, from the traditional point of
view of physicists, where generally path integrals are
defined by convergence of the finite-dimensional
lattice approximations. Hida–Streit have proposed
replacing the approach of physicists by defining
path integrals as infinite-dimensional distributions,
and by using Wiener chaos. Getzler was the first
who thought of replacing Wiener chaos by other
functionals on path spaces, that is, Chen iterated
integrals. In this article, we review the recent
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developments of path integrals in this framework.
We will mention the following topics:

� infinite-dimensional volume element
� Feynman path integral on a manifold
� Bismut–Chern character and path integrals
� fermionic Brownian motion

The reader who is interested in various rigorous
approaches to path integrals should consult the
review of Albeverio (1996).

Infinite-Dimensional Volume Element

Let us recall that the Lebesgue measure does not
exist generally as a measure in infinite dimensions.
For instance, the Haar measure on a topological
group exists if and only if the topological group is
locally compact. Our purpose in this section is to
define the Lebesgue measure as a distribution.

We consider the set C1(M; N) of smooth maps x(.)
from a compact Riemannian manifold M into a
compact Riemannian manifold N endowed with its
natural Fréchet topology. S is the generic point of M
and x the generic point of N. We would like to say
that the law of x(Si) for a finite set of n different
points Si under the formal Lebesgue measure dD(x(.))
on C1(M; N) is the product law of n dmN (This
means that the Lebesgue measure on C1(M; N) is a
cylindrical measure). Let us consider a smooth
function �n from (M	N)n into C. We introduce
the associated functional F(�n)(x(.)) on C1(M; N):

Fð�nÞðxð:ÞÞ

¼
Z

Mn

�nðS1; . . . ; Sn; xðS1Þ; . . . ; xðSnÞÞdmMn ½5�

If we use formally the Fubini formula, we getZ
C1ðM;NÞ

Fð�nÞðxð:ÞÞdDðxð:ÞÞ

¼
Z

Mn	Nn

FðS1; . . . ; Sn; x1; . . . ; xnÞdmMn	Nn ½6�

We will interpret this formal remark in the framework
of the distribution theories of the introduction. We
consider V = M	N and E the trivial complex line
bundle endowed with the trivial metric and �(n) = 1.
We can define the associated algebraic spaces Co�1
and WN�1 and we can extend to Co1� and WN1�
the map F of [5]. F sends elements of Co1� and
WN1� into the set of continuous bounded maps of
C1(M; N) where we can extend [6]. We obtain:

Theorem 1 �!
R

C1(M; N) F(�)(x(.))dD(x(.)) defines
an element of Co�1 or WN�1.

Feynman Path Integral on a Manifold

Let us introduce the flat Brownian motion s!B(s)
in Rd starting from 0. It has formally the Gaussian
law

Z�1 exp � 1

2

Z 1

0

d

ds
BðsÞ

���� ����2 ds

" #
dDðBð:ÞÞ

where dD(B(.)) is the formal Lebesgue measure on
finite-energy paths starting from 0 in Rd (the
partition function Z is infinite!). Let N be a compact
Riemannian manifold of dimension d endowed with
the Levi–Civita connection. The stochastic parallel
transport on semimartingales for the Levi-Civita
connection exists almost surely (Ikeda and Watanabe
1981). Let us introduce the Laplace–Beltrami opera-
tor �N on N and the Eells–Elworthy–Malliavin
equation starting from x (Ikeda and Watanabe 1981):

dxsðxÞ ¼ 	sðxÞdBðsÞ ½7�

where B(.) is a Brownian motion in Tx(M) starting
from 0 and s! 	s(x) is the stochastic parallel transport
associated to the solution. s! xs(x) is called the
Brownian motion on N. The heat semigroup asso-
ciated to �N satisfies exp[�t�N]f (x) = E[f (xt(x))] for
f continuous on N. Formally, there is a Jacobian which
appears in the transformation of the formal path
integral which governs B(.) into the formal path
integral which governs x.(x)

d�xð1Þ¼Z�1
x exp½�Iðx:ðxÞÞ=2�dDðx:ðxÞÞ ½8�

It was shown by B DeWitt, in a formal way, that the
action in [8] is not the energy of the path and that
there are some counter-terms in the action where the
scalar curvature K of N appears (see Andersson and
Driver (1999) and Sidorova et al. (2004) for rigorous
results). In order to describe Feynman path integrals,
we perform, as it is classical in physics, analytic
continuation on the semigroup and on the ‘‘measure’’
d�x(1) such that we get a distribution d�x(�) which
depends holomorphically on �, Re� � 0.

In order to return to the formalism of the
introduction, we consider V = N, E the trivial com-
plex line bundle and the symmetric Fock space and
�(n) = 1. To �n=n! belonging to H�sym n

k we associate
the functional on P(N), the smooth path space on N:

Fð�n=n!Þðxð:ÞÞ

¼
Z

�n

�nðxðs1Þ; . . . ;xðsnÞÞds1 � � � dsn ½9�

where �n is the n-dimensional simplex of [0,1]n

constituted of times 0< s1 < � � �< sn < 1 (Léandre
(2003)). We remark that F maps WNs,1� into the
set of bounded continuous functionals on P(N). We
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introduce an element h of L2(N). The map which to
!, a smooth function on N, associates exp[�(�Nþ
!)]h(Re�� 0) satisfies the requirements (1) and (2)
of the introduction and depends holomorphically on
�. This defines by the Potthoff–Streit theorem a
distribution �� which depends holomorphically on �,
Re�� 0 with values in L2(N). By uniqueness of
analytic continuation, we obtain:

Theorem 2 If Px(N) is the space of smooth paths
starting from x in N, we have

h��; �i ¼ x!
Z

PxðNÞ
Fð�Þhðxð1ÞÞd�xð��Þ

( )
½10�

Instead of taking functions, we can consider as
bundle E the space of complex 1-forms on N. We
then consider Chen (1973) iterated integrals:

Fð�nÞðxð:ÞÞ

¼
Z

�n

�nðxðs1Þ; . . . ;xðsnÞÞ;dxðs1Þ; . . . ;dxðsnÞh i ½11�

such that F maps WNs,1� into the set of measurable
maps on P(N). These maps are generally not
bounded. Namely,

Fðexp½!�Þ ¼ exp

Z 1

0

!ðxðsÞÞ; dxðsÞh i
� �

½12�

instead of exp[
R 1

0 !(x(s))ds] in the previous case. By
using the Cameron–Martin–Girsanov–Maruyama for-
mula and Kato perturbation theory, we get an analog
of Theorem 2 for Chen iterated integrals, but for
Re�< 0, because we have to deal with a perturbation
of �N by a drift when we want to check (1) and (2).
The interest of this formalism is that the parallel
transport belongs in some sense to the domain of the
distribution and that we get the flat Feynman path
integral from the curved one by using an analog of [7].

Bismut–Chern Character
and Path Integrals

Since we are concerned in this part with index theory,
we replace the free path space of N by the free smooth
loop space L(N). We consider the case where V = N is
a compact oriented Riemannian spin manifold and
E = E� 
 Eþ. E� is the bundle of complexified odd
forms and Eþ is the bundle of complexified even
forms. To �n = n!�1(!1 þ !1

1)� � � � � (!n þ !1
n), we

associate the even Chen (1973) iterated integral

Fð�nÞ ¼
Z

�n

!1ðdxðs1Þ; :Þ þ !1
1ds1

	 

^ � � �

^ !nðdxðsnÞ; :Þ þ !1
ndsn

	 

½13�

where s! x(s) is a smooth loop in N, !i is of odd
degree and !1

i is of even degree. Let us recall that
even forms on the free loop space commute. F(�n) is
built from even forms on the free loop space, which
commute. This explains why we have to consider
the symmetric Fock space. Therefore, if � belongs to
WNs,1�, then F(�) =

P
F2r(�), where F2r(�) is a

measurable form on L(N) of degree 2r (see Jones
and Léandre (1991) for an analogous statement in
the stochastic context).

Let us explain why the free loop space is
important in this context. Let d
x(1) be the law of
the Brownian bridge on N starting from x and
coming back at x at time 1: this is the law of the
Brownian motion x.(x) subject to return in time 1 at
its departure. Let pt(x, y) be the heat kernel
associated with xt(x): the law of xt(x) is namely
pt(x, y) dmN(y) (Ikeda and Watanabe 1981). We
consider the Bismut–Høegh–Krohn measure on the
continuous free loop space L0(N):

dP ¼ p1ðx; xÞdx� d
xð1Þ ½14�

This satisfies

tr½exp½�s1�N� f1� � � fn exp½�ð1� snÞ�N��

¼
Z

L0ðNÞ
f1ðxðs1ÞÞ � � � fnðxðsnÞÞdP ½15�

(We are interested in the trace of the heat semigroup
instead of the heat semigroup itself unlike in the
previous section.)

Since N is spin, we can consider the spin bundle
Sp = Spþ 
 Sp� on it, the Clifford bundle Cl on it with
its natural Z=2Z gradation (Gilkey 1995). Let us recall
that the Clifford algebra acts on the spinors. A form !
can be associated with an element !̃ of the Clifford
bundle (Gilkey 1995). We consider the Brownian loop
x(.) associated to the Bismut–Høegh–Krohn measure.
If s < t, we can define the stochastic parallel transport
~	s, t from x(t) to x(s) (we identify a loop to a path from
[0, 1] into N with the same end values). We remark
that with the notations of [13]Z

�n

~	0;s1
ð~!1ðdxðs1ÞÞþ ~!1ds1Þ~	s1;s2

. . .

	 ~	sn�1;sn
~!nðdxðsnÞÞ þ ~!1

ndsn

	 

~	sn;1 ¼ A ½16�

is a random almost surely defined even element of the
Clifford bundle over x(0). Acting on Sp(x(0)), it thus
preserves the gradation. We consider its supertrace
trsA = trSpþA� trSp�A. This becomes a random vari-
able on L0(N). We introduce the scalar curvature K of
the Levi–Civita connection on N, whose introduction
arises from the Lichnerowicz formula given the square
of the Dirac operator in terms of the horizontal
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Laplacian on the spin bundle (Gilkey 1995). We

consider the expression
R

L0(N) exp[�
R 1

0 K(x(s) ds=8]
trsA dP. This expression can be extended to WNs,1�
and therefore defines an element Wi of WNs,�1 called
by Getzler (Léandre 2002) the Witten current.

Bismut has introduced a Hermitian bundle � on M.
He deduces a bundle �1 on L(N): the fiber on a loop x(.)
is the space of smooth sections along the loop of �. We
can suppose that � is a sub-bundle given by a projector p
of a trivial bundle. We can suppose that the Hermitian
connection on � is the projection connection A = pdp
such that its curvature is R = pdp ^ pdp. Bismut (1985,
1987) has introduced the Bismut–Chern character:

Chð�1Þ¼ tr

�Z
�n

ðAdxðs1Þ � Rds1Þ ^ � � �

^ ðAdxðsnÞ � RdsnÞ
�

½17�

Ch(�1) is a collection of even forms equal to F(�(�)),
where �(�) belongs to WNs,1�. We obtain:

Theorem 3 Let us consider the index Ind(D�) of
the Dirac operator on N with auxiliary bundle �
(Hida et al. 1993). We have

Wi; �ð�Þh i ¼ Ind D� ½18�

The proof arises from the Lichnerowicz formula,
the matricial Feynman–Kac formula, and the decom-
position of the solution of a stochastic linear
equation into the sum of iterated integrals.

By using the Potthoff–Streit theorem, we can do the
analytic continuation of [18], as is suggested by the path-
integral interpretation of Atiyah (1985) or Bismut
(1985, 1987) of [18], motivated by the Duistermaat–
Heckman or Berline–Vergne localization formulas on
the free loop space. For this, these authors consider the
Atiyah–Witten even form on the free loop space given by
I(x(.)) =

R
S1 j(d=ds)x(s)j2dsþ dX1, where dX1 is the

exterior derivative of the Killing form X1 which to a
vector X(.) on the loop associates hX1, X(.)i=R

S1hX(s), dx(s)i. We should obtain the heuristic formula

Wi; �h i ¼ Z�1

Z
LðMÞ

Fð�Þ ^ exp � 1

2
Iðxð:ÞÞ

� �
½19�

We refer to Léandre (2002) for details.
Let us remark that Bismut (1987) and Léandre

(2003) has continued his formal considerations to
the case of the index theorem for a family of Dirac
operators. We consider a fibration � : N!B of
compact manifolds. Bismut replaces [19] by an
integral of forms on the set of loops of N which
project to a given loop of B. Bismut remarks that
this integration in the fiber is related to filtering
theory in stochastic analysis.

Fermionic Brownian Motion

Alvarez-Gaumé has given a supersymmetric proof of the
index theorem: the path representation of the index of
the Dirac operator involves infinite-dimensional Berezin
integrals, while in the previous section only integrals of
forms on the free loop space were concerned. Rogers
(1987) has given an interpretation of the work of
Alvarez-Gaumé, which begins with the study of
fermionic Brownian motion. Let us interpret the
considerations of Rogers (1987) in this framework.

We consider Cd. H is the space of L2-maps from
[0, 1] into Cd. We denote such a path by 
(s) =
(
1(s), . . . ,
d(s)), where 
i(s) = qi(s)þ

ffiffiffiffiffiffi
�1
p

pi(s).
pi(s) is the ith momentum and qi(s) the ith position.
We denote by �̂(H) the fermionic Fock space associated
with H.

We introduce the bilinear antisymmetric form on H:

�ð
1; 
2Þ¼
ffiffiffiffiffiffiffi
�1
p Xd

i¼1

Z 1

0

�p1
i ðsÞ dq2

i ðsÞ

þ p2
i ðsÞ dq1

i ðsÞ ½20�

and we consider the formal expression exp[�] =P1
n = 0 n!�1�^n. We define a state on �̂2(H) by

!(
1 ^ 
2) = �(
1,
2). We put 
̂i(s) = 1[0, s]þffiffiffiffiffiffi
�1
p

1[0, s] where we take the ith coordinate in Cd.
We obtain, if s1 < s2,

!ð
̂iðs1Þ ^ 
̂jðs2ÞÞ ¼ �
ffiffiffiffiffiffiffi
�1
p

�i;j ½21�

where �i, j is the Kronecker symbol. We change the
sign if s2 > s1 and we write 0 if s1 = s2.

We consider the finite-dimensional space Pol of
fermionic polynomials on Cd. Pol is endowed with a
suitable norm, and we consider Pol�n endowed with
the induced norm. We consider a formal series
�=

P
�n, where �n belongs to Pol�n. In order to

simplify the treatment, we suppose that our fermio-
nic polynomials do not contain constant terms. We
introduce the following Banach norm:

k�kC ¼
XCn

n!
k�nk ½22�

We obtain the notion of Connes space Co1� in this
simpler context: � belongs to Co1� if k�kC <1 for
all C. If �n = P1 � � � � � Pn, we associate

Fð�nÞ ¼
Z

�n

P1ð
̂ðs1ÞÞ^ � � �

^ Pnð
̂ðsnÞÞ ds1 � � � dsn ½23�

F can be extended in an injective continuous map
from Co1� into �̂(H). By using [21], we get:

Theorem 4 exp[�] is a distribution in the sense of
Connes.

Path Integrals in Noncommutative Geometry 11



We have only to use the formula [21] and

hexp½��; 
1 ^ 
2 � � � ^ 
2ni ¼ Pf f!ð
i ^ 
jÞg ½24�

and to estimate the obtained Pfaffians when n!1.
Theorem 4 allows us to give a rigorous interpreta-

tion of the fermionic Feynman–Kac formula of Rogers
(1987). We refer to Roepstorff (1994) for details.

exp[�] should give a rigorous interpretation to the
Gaussian Berezin integral with formal density
exp [

ffiffiffiffiffiffi
�1
p R 1

0

P
pi(s) dqi(s)].

See also: Equivariant Cohomology and the Cartan
Model; Feynman Path Integrals; Functional Integration in
Quantum Physics; Hopf Algebras and q-Deformation
Quantum Groups; Index Theorems; Measure on Loop
Spaces; Positive Maps on C�-Algebras; Stationary Phase
Approximation; Stochastic Differential Equations;
Supermanifolds; Supersymmetric Quantum Mechanics.

Further Reading
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Introduction

Peakons are singular solutions of the dispersionless
Camassa–Holm (CH) shallow-water wave equation in
one spatial dimension. These are reviewed in the
context of asymptotic expansions and Euler–Poincaré
(EP) variational principles. The dispersionless CH
equation generalizes to the EPDiff equation (defined
subsequently in this article), whose singular solutions

are peakon wave fronts in higher dimensions. The
reduction of these singular solutions of CH and EPDiff
to canonical Hamiltonian dynamics on lower-dimen-
sional sets may be understood, by realizing that their
solution ansatz is a momentum map, and momentum
maps are Poisson.

Camassa and Holm (1993) discovered the ‘‘peakon’’
solitary traveling-wave solution for a shallow-
water wave:

uðx; tÞ ¼ ce�jx�ctj=� ½1�

whose fluid velocity u is a function of position x on
the real line and time t. The peakon traveling wave
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moves at a speed equal to its maximum height, at
which it has a sharp peak (jump in derivative).
Peakons are an emergent phenomenon, solving the
initial-value problem for a partial differential equa-
tion (PDE) derived by an asymptotic expansion of
Euler’s equations using the small parameters of
shallow-water dynamics. Peakons are nonanalytic
solitons, which superpose as

uðx; tÞ ¼
XN
a¼1

paðtÞe�jx�qaðtÞj=� ½2�

for sets {p} and {q} satisfying canonical Hamiltonian
dynamics. Peakons arise for shallow-water waves in
the limit of zero linear dispersion in one dimension.
Peakons satisfy a PDE arising from Hamilton’s
principle for geodesic motion on the smooth
invertible maps (diffeomorphisms) with respect to
the H1 Sobolev norm of the fluid velocity. Peakons
generalize to higher dimensions, as well. We explain
how peakons were derived in the context of
shallow-water asymptotics and describe some of
their remarkable mathematical properties.

Shallow-Water Background for Peakons

Euler’s equations for irrotational incompressible
ideal fluid motion under gravity with a free surface
have an asymptotic expansion for shallow-
water waves that contains two small parameters,
� and �2, with ordering � � �2. These small para-
meters are �= a=h0 (the ratio of wave amplitude to
mean depth) and �2 = (h0=lx)2 (the squared ratio of
mean depth to horizontal length, or wavelength).
Euler’s equations are made nondimensional by
introducing x = lxx0 for horizontal position, z = h0z0

for vertical position, t = (lx=c0)t0 for time, �= a�0 for
surface elevation, and ’= (glxa=c0)’0 for velocity
potential, where c0 =

ffiffiffiffiffiffiffiffi
gh0

p
is the mean wave speed

and g is the constant gravity. The quantity
�= �0=(h0	c

2
0) is the dimensionless Bond number,

in which 	 is the mass density of the fluid and �0 is
its surface tension, both of which are taken to be
constants. After dropping primes, this asymptotic
expansion yields the nondimensional Korteweg–de
Vries (KdV) equation for the horizontal velocity
variable u =’x(x, t) at ‘‘linear’’ order in the small
dimensionless ratios � and �2, as the left-hand side of

ut þ ux þ
3�

2
uux þ

�2

6
ð1� 3�Þuxxx ¼ Oð��2Þ ½3�

Here, partial derivatives are denoted using sub-
scripts, and boundary conditions are u = 0 and
ux = 0 at spatial infinity on the real line. The famous

sech2(x� t) traveling-wave solutions (the solitons)
for KdV [3] arise in a balance between its (weakly)
nonlinear steepening and its third-order linear
dispersion, when the quadratic terms in � and �2

on its right-hand side are neglected.
In eqn [3], a normal-form transformation due to

Kodama (1985) has been used to remove the other
possible quadratic terms of order O(�2) and O(�4).
The remaining quadratic correction terms in the
KdV equation [3] may be collected at order O(��2).
These terms may be expressed, after introducing a
‘‘momentum variable,’’

m ¼ u� 
�2uxx ½4�

and neglecting terms of cubic order in � and �2, as

mtþmxþ
�

2
ðumxþ bmuxÞþ

�2

6
ð1� 3�Þuxxx ¼ 0 ½5�

In the momentum variable m=u� 
�2uxx, the
parameter 
 is given by Dullin et al. (2001):


 ¼ 19� 30�� 45�2

60ð1� 3�Þ ½6�

Thus, the effects of �2-dispersion also enter the
nonlinear terms. After restoring dimensions in eqn
[5] and rescaling velocity u by (bþ 1), the following
‘‘b-equation’’ emerges,

mt þ c0mx þ umx þ b mux þ �uxxx ¼ 0 ½7�

where m = u� �2uxx is the dimensional momentum
variable, and the constants �2 and �=c0 are squares of
length scales. When �2 ! 0, one recovers KdV from
the b-equation [7], up to a rescaling of velocity. Any
value of the parameter b 6¼ �1 may be achieved in
eqn [7] by an appropriate Kodama transformation
(Dullin et al. 2001).

As already emphasized, the values of the coeffi-
cients in the asymptotic analysis of shallow-water
waves at quadratic order in their two small para-
meters only hold, modulo the Kodama normal-form
transformations. Hence, these transformations may
be used to advance the analysis and thereby gain
insight, by optimizing the choices of these coeffi-
cients. The freedom introduced by the Kodama
transformations among asymptotically equivalent
equations at quadratic order in � and �2 also helps
to answer the perennial question, ‘‘Why are integr-
able equations so ubiquitous when one uses asymp-
totics in modeling?’’

Integrable Cases of the b-equation [7]

The cases b = 2 and b = 3 are special values
for which the b-equation becomes a completely
integrable Hamiltonian system. For b = 2, eqn [7]
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specializes to the integrable CH equation of
Camassa and Holm (1993). The case b = 3 in [7]
recovers the integrable equation of Degasperis and
Procesi (1999) (henceforth DP equation). These two
cases exhaust the integrable candidates for [7], as
was shown using Painlevé analysis. The b-family of
eqns [7] was also shown in Mikhailov and Novikov
(2002) to admit the symmetry conditions necessary
for integrability, only in the cases b = 2 for CH and
b = 3 for DP.

The b-equation [7] with b = 2 was first derived in
Camassa and Holm (1993) by using asymptotic
expansions directly in the Hamiltonian for Euler’s
equations governing inviscid incompressible flow in
the shallow-water regime. In this analysis, the CH
equation was shown to be bi-Hamiltonian and
thereby was found to be completely integrable by
the inverse-scattering transform (IST) on the real
line. Reviews of IST may be found, for example, in
Ablowitz and Clarkson (1991), Dubrovin (1981),
and Novikov et al. (1984). For discussions of other
related bi-Hamiltonian equations, see Degasperis
and Procesi (1999).

Camassa and Holm (1993) also discovered the
remarkable peaked soliton (peakon) solutions of [1],
[2] for the CH equation on the real line, given by [7]
in the case b = 2. The peakons arise as solutions of
[7], when c0 = 0 and � = 0 in the absence of linear
dispersion. Peakons move at a speed equal to their
maximum height, at which they have a sharp peak
(jump in derivative). Unlike the KdV soliton, the
peakon speed is independent of its width (�).
Periodic peakon solutions of CH were treated in
Alber et al. (1999). There, the sharp peaks of
periodic peakons were associated with billiards
reflecting at the boundary of an elliptical domain.
These billiard solutions for the periodic peakons
arise from geodesic motion on a triaxial ellipsoid, in
the limit that one of its axes shrinks to zero length.

Before Camassa and Holm (1993) derived their
shallow-water equation, a class of integrable equa-
tions existed, which was later found to contain eqn
[7] with b = 2. This class of integrable equations was
derived using hereditary symmetries in Fokas and
Fuchssteiner (1981). However, eqn [7] was not
written explicitly, nor was it derived physically as
a shallow-water equation and its solution properties
for b = 2 were not studied before Camassa and
Holm (1993). (See Fuchssteiner (1996) for an
insightful history of how the shallow-water equation
[7] in the integrable case with b = 2 relates to the
mathematical theory of hereditary symmetries.)

Equation [7] with b = 2 was recently re-derived as a
shallow-water equation by using asymptotic methods
in three different approaches in Dullin et al. (2001), in

Fokas and Liu (1996), and also in Johnson [2002]. All
the three derivations used different variants of the
method of asymptotic expansions for shallow-water
waves in the absence of surface tension. Only the
derivation in Dullin et al. (2001) used the Kodama
normal-form transformations to take advantage of the
nonuniqueness of the asymptotic expansion results at
quadratic order.

The effects of the parameter b on the solutions of
eqn [7] were investigated in Holm and Staley (2003),
where b was treated as a bifurcation parameter, in the
limiting case when the linear dispersion coefficients are
set to c0 = 0 and � = 0. This limiting case allows
several special solutions, including the peakons, in
which the two nonlinear terms in eqn [7] balance each
other in the ‘‘absence’’ of linear dispersion.

Peakons: Singular Solutions without
Linear Dispersion in One Spatial
Dimension

Peakons were first found as singular soliton solutions
of the completely integrable CH equation. This is eqn
[7] with b = 2, now rewritten in terms of the velocity as

ut þ c0ux þ 3uux þ �uxxx

¼ �2ðuxxt þ 2uxuxx þ uuxxxÞ ½8�

Peakons were found in Camassa and Holm (1993)
to arise in the absence of linear dispersion. That is,
they arise when c0 = 0 and � = 0 in CH [8].
Specifically, peakons are the individual terms in the
peaked N-soliton solution of CH [8] for its velocity

uðx; tÞ ¼
XN
b¼1

pbðtÞe�jx�qbðtÞj=� ½9�

in the absence of linear dispersion. Each term in the
sum is a soliton with a sharp peak at its maximum,
hence the name ‘‘peakon.’’ Expressed using its
momentum, m = (1� �2@2

x )u, the peakon velocity
solution [9] of dispersionless CH becomes a sum
over a delta functions, supported on a set of points
moving on the real line. Namely, the peakon
velocity solution [9] implies

mðx; tÞ ¼ 2�
XN
b¼1

pbðtÞ�ðx� qbðtÞÞ ½10�

because of the relation (1� �2@2
x)e�jxj=� = 2��(x).

These solutions satisfy the b-equation [7] for any
value of b, provided c0 = 0 and � = 0.

Thus, peakons are ‘‘singular momentum solu-
tions’’ of the dispersionless b-equation, although
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they are not stable for every value of b. From
numerical simulations (Holm and Staley 2003),
peakons are conjectured to be stable for b > 1. In
the integrable cases b = 2 for CH and b = 3 for DP,
peakons are stable singular soliton solutions. The
spatial velocity profile e�jxj=�=2� of each separate
peakon in [9] is the Green’s function for the
Helmholtz operator on the real line, with vanishing
boundary conditions at spatial infinity. Unlike the
KdV soliton, whose speed and width are related, the
width of the peakon profile is set by its Green’s
function, independently of its speed.

Integrable Peakon Dynamics of CH

Substituting the peakon solution ansatz [9] and [10]
into the dispersionless CH equation

mt þ umx þ 2mux ¼ 0; m ¼ u� �2uxx ½11�

yields Hamilton’s canonical equations for the
dynamics of the discrete set of peakon parameters
qa(t) and pa(t):

_qaðtÞ ¼
@hN

@pa
and _paðtÞ ¼ �

@hN

@qa
½12�

for a = 1, 2, . . . , N, with Hamiltonian given by
(Camassa and Holm 1993):

hN ¼
1

2

XN
a; b¼1

papbe�jqa�qbj=� ½13�

Thus, one finds that the points x = qa(t) in the
peakon solution [9] move with the flow of the fluid
velocity u at those points, since u(qa(t), t) = _qa(t).
This means the qa(t) are Lagrangian coordinates.
Moreover, the singular momentum solution ansatz
[10] is the Lagrange-to-Euler map for an invariant
manifold of the dispersionless CH equation [11].
On this finite-dimensional invariant manifold for
the PDE [11], the dynamics is canonically
Hamiltonian.

With Hamiltonian [13], the canonical equations
[12] for the 2N canonically conjugate peakon
parameters pa(t) and qa(t) were interpreted in
Camassa and Holm (1993) as describing ‘‘geodesic
motion’’ on the N-dimensional Riemannian mani-
fold whose co-metric is gij({q}) = e� jqi�qjj=�. More-
over, the canonical geodesic equations arising from
Hamiltonian [13] comprise an integrable system for
any number of peakons N. This integrable system
was studied in Camassa and Holm (1993) for
solutions on the real line, and in Alber et al. (1999)
and Mckean and Constantin (1999) and references
therein, for spatially periodic solutions.

Being a completely integrable Hamiltonian soliton
equation, the continuum CH equation [8] has an
associated isospectral eigenvalue problem, discov-
ered in Camassa and Holm (1993) for any values of
its dispersion parameters c0 and �. Remarkably,
when c0 = 0 and � = 0, this isospectral eigenvalue
problem has a purely ‘‘discrete’’ spectrum. More-
over, in this case, each discrete eigenvalue corre-
sponds precisely to the time-asymptotic velocity of a
peakon. This discreteness of the CH isospectrum in
the absence of linear dispersion implies that only the
singular peakon solutions [10] emerge asymptoti-
cally in time, in the solution of the initial-value
problem for the dispersionless CH equation [11].
This is borne out in numerical simulations of the
dispersionless CH equation [11], starting from a
smooth initial distribution of velocity (Fringer and
Holm 2001, Holm and Staley 2003).

Figure 1 shows the emergence of peakons from an
initially Gaussian velocity distribution and their
subsequent elastic collisions in a periodic one-
dimensional domain. This figure demonstrates that
singular solutions dominate the initial-value pro-
blem and, thus, that it is imperative to go beyond
smooth solutions for the CH equation; the situation
is similar for the EPDiff equation.

Peakons as Mechanical Systems

Being governed by canonical Hamiltonian equa-
tions, each N-peakon solution can be associated
with a mechanical system of moving particles.
Calogero (1995) further extended the class of
mechanical systems of this type. The r-matrix
approach was applied to the Lax pair formulation
of the N-peakon system for CH by Ragnisco and
Bruschi (1996), who also pointed out the connection

Figure 1 A smooth localized (Gaussian) initial condition for the

CH equation breaks up into an ordered train of peakons as time

evolves (the time direction being vertical). The peakon train

eventually wraps around the periodic domain, thereby allowing

the leading peakons to overtake the slower emergent peakons

from behind in collisions that cause phase shifts as discussed in

Camassa and Holm (1993). Courtesy of Staley M.
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of this system with the classical Toda lattice. A discrete
version of the Adler–Kostant–Symes factorization
method was used by Suris (1996) to study a discretiza-
tion of the peakon lattice, realized as a discrete
integrable system on a certain Poisson submanifold of
gl(N) equipped with an r-matrix Poisson bracket. Beals
et al. (1999) used the Stieltjes theorem on continued
fractions and the classical moment problem for study-
ing multipeakon solutions of the CH equation. Gen-
eralized peakon systems are described for any simple
Lie algebra by Alber et al. (1999).

Pulsons: Generalizing the Peakon Solutions of
the Dispersionless b-Equation for Other Green’s
Functions

The Hamiltonian hN in eqn [13] depends on
the Green’s function for the relation between
velocity u and momentum m. However, the singular
momentum solution ansatz [10] is ‘‘independent’’ of
this Green’s function. Thus, as discovered in Fringer
and Holm (2001), the singular momentum solution
ansatz [10] for the dispersionless equation

mt þ umx þ 2mux ¼ 0; with u ¼ g �m ½14�

provides an invariant manifold on which canonical
Hamiltonian dynamics occurs, for any choice of the
Green’s function g relating velocity u and momen-
tum m by the convolution u = g �m.

The fluid velocity solutions corresponding to the
singular momentum ansatz [10] for eqn [14] are the
‘‘pulsons’’. Pulsons are given by the sum over N velocity
profiles determined by the Green’s function g, as

uðx; tÞ ¼
XN
a¼1

paðtÞg x;qaðtÞð Þ ½15�

Again for [14], the singular momentum ansatz [10]
results in a finite-dimensional invariant manifold of
solutions, whose dynamics is canonically Hamilto-
nian. The Hamiltonian for the canonical dynamics
of the 2N parameters pa(t) and qa(t) in the ‘‘pulson’’
solutions [15] of eqn [14] is

hN ¼
1

2

XN
a; b¼1

pa pb gðqa; qbÞ ½16�

Again, for the pulsons, the canonical equations for the
invariant manifold of singular momentum solutions
provide a phase-space description of geodesic motion,
this time with respect to the co-metric given by the
Green’s function g. Mathematical analysis and numer-
ical results for the dynamics of these pulson solutions
are given in Fringer and Holm (2001). These results
describe how the collisions of pulsons [15] depend
upon their shape.

Compactons in the 1=a2!0 Limit of CH

As mentioned earlier, in the limit that �2 ! 0, the
CH equation [8] becomes the KdV equation.
In contrast, when 1=a2! 0, CH becomes the
Hunter–Zheng equation (Hunter and Zheng 1994):

ðut þ uuxÞxx ¼ 1
2 u2

x

� �
x

This equation has ‘‘compacton’’ solutions, whose
collision dynamics was studied numerically and
put into the present context in Fringer and Holm
(2001). The corresponding Green’s function satis-
fies �@x

2g(x) = 2�(x), so it has the triangular
shape, g(x) = 1� jxj for jxj < 1, and vanishes
otherwise, for jxj � 1. That is, the Green’s func-
tion in this case has compact support, hence the
name ‘‘compactons’’ for these pulson solutions,
which as a limit of the integrable CH equations
are true solitons, solvable by IST.

Pulson Solutions of the Dispersionless b-Equation

Holm and Staley (2003) give the pulson solutions of
the traveling-wave problem and their elastic colli-
sion properties for the dispersionless b-equation:

mt þ umx þ bmux ¼ 0; with u ¼ g �m ½17�

with any (symmetric) Green’s function g and for
any value of the parameter b. Numerically,
pulsons and peakons are both found to be stable
for b > 1 (Holm and Staley 2003). The reduction
to ‘‘noncanonical’’ Hamiltonian dynamics for the
invariant manifold of singular momentum solu-
tions [10] of the other integrable case b = 3 with
peakon Green’s function g(x, y) = e� jx�yj=� is found
in Degasperis and Procesi (1999) and Degasperis
et al. (2002).

Euler–Poincaré Theory in More
Dimensions

Generalizing the Peakon Solutions of the CH
Equation to Higher Dimensions

In Holm and Staley (2003), weakly nonlinear analysis
and the assumption of columnar motion in the
variational principle for Euler’s equations are found
to produce the two-dimensional generalization of the
dispersionless CH equation [11]. This generalization is
the EP equation (Holm et al. 1998a, b) for the
Lagrangian consisting of the kinetic energy:

‘ ¼ 1

2

Z
juj2 þ �2ðdiv uÞ2
h i

dx dy ½18�

in which the fluid velocity u is a two-dimensional
vector. Evolution generated by kinetic energy in
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Hamilton’s principle results in geodesic motion,
with respect to the velocity norm kuk, which is
provided by the kinetic-energy Lagrangian. For
ideal incompressible fluids governed by Euler’s
equations, the importance of geodesic flow was
recognized by Arnol’d (1966) for the L2 norm of
the fluid velocity. The EP equation generated by
any choice of kinetic-energy norm without impos-
ing incompressibility is called ‘‘EPDiff,’’ for ‘‘Euler–
Poincaré equation for geodesic motion on the
diffeomorphisms.’’ EPDiff is given by (Holm et al.
1998a):

@

@t
þ u � r

� �
mþruT �mþmðdiv uÞ ¼ 0 ½19�

with momentum density m = �‘=�u, where ‘= (1=2)
kuk2 is given by the kinetic energy, which defines a
norm in the fluid velocity kuk, yet to be determined.
By design, this equation has no contribution from
either potential energy or pressure. It conserves the
velocity norm kuk given by the kinetic energy. Its
evolution describes geodesic motion on the diffeo-
morphisms with respect to this norm (Holm et al.
1998a).

An alternative way of writing the EPDiff equation
[19] in either two or three dimensions is

@

@t
m� u� curl mþrðu �mÞ þmðdiv uÞ ¼ 0 ½20�

This form of EPDiff involves all three differential
operators: curl, gradient, and divergence. For the
kinetic-energy Lagrangian ‘ given in [18], which is a
norm for ‘‘irrotational’’ flow (with curl u = 0), we
have the EPDiff equation [19] with momentum
m = �‘=�u = u� �2r(div u).

EPDiff [19] may also be written intrinsically as

@

@t

�‘

�u
¼ �ad�u

�‘

�u
½21�

where ad� is the L2 dual of the ad-operation
(commutator) for vector fields (see Arnol’d and
Khesin (1998) and Marsden and Ratiu (1999) for
additional discussions of the beautiful geometry
underlying this equation).

Reduction to the Dispersionless CH Equation
in One Dimension

In one dimension, the EPDiff equations [19]–[21] with
Lagrangian ‘ given in [18] simplify to the dispersionless
CH equation [11]. The dispersionless limit of the CH
equation appears, because potential energy and pres-
sure have been ignored.

Strengthening the Kinetic-Energy Norm to Allow
for Circulation

The kinetic-energy Lagrangian [18] is a norm for
irrotational flow, with curl u = 0. However, inclusion
of rotational flow requires the kinetic-energy norm to be
strengthened to the H1

� norm of the velocity, defined as

‘ ¼ 1

2

Z
juj2 þ �2ðdiv uÞ2 þ �2ðcurl uÞ2
h i

dx dy

¼ 1

2

Z
juj2 þ �2jruj2
h i

dx dy ¼ 1

2
kuk2

H1
�

½22�

Here, we assume boundary conditions that give
no contributions upon integrating by parts. The
corresponding EPDiff equation is [19] with m �
�‘=�u = u� �2�u. This expression involves inver-
sion of the familiar Helmholtz operator in the
(nonlocal) relation between fluid velocity and
momentum density. The H1

� norm kuk2
H1
�

for the
kinetic energy [22] also arises in three dimensions
for turbulence modeling based on Lagrangian aver-
aging and using Taylor’s hypothesis that the
turbulent fluctuations are ‘‘frozen’’ into the Lagran-
gian mean flow (Foias et al. 2001).

Generalizing the CH Peakon Solutions
to n Dimensions

Building on the peakon solutions [9] for the CH
equation and the pulsons [15] for its generalization
to other traveling-wave shapes in Fringer and Holm
(2001), Holm and Staley (2003) introduced the
following measure-valued singular momentum solu-
tion ansatz for the n-dimensional solutions of the
EPDiff equation [19]:

mðx; tÞ ¼
XN
a¼1

Z
Paðs; tÞ� x�Qaðs; tÞð Þ ds ½23�

These singular momentum solutions, called ‘‘diffeons,’’
are vector density functions supported in Rn on a set of
N surfaces (or curves) of codimension (n� k) for s 2
Rk with k < n. They may, for example, be supported on
sets of points (vector peakons, k = 0), one-dimensional
filaments (strings, k = 1), or two-dimensional surfaces
(sheets, k = 2) in three dimensions.

Figure 2 shows the results for the EPDiff equation
when a straight peakon segment of finite length is
created initially moving rightward (East). Because of
propagation along the segment in adjusting to the
condition of zero speed at its ends and finite speed in its
interior, the initially straight segment expands outward
as it propagates and curves into a peakon ‘‘bubble.’’

Figure 3 shows an initially straight segment whose
velocity distribution is exponential in the transverse
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direction, but is wider than � for the peakon
solution. This initial-velocity distribution evolves
under EPDiff to separate into a train of curved
peakon ‘‘bubbles,’’ each of width �. This example
illustrates the emergent property of the peakon
solutions in two dimensions. This phenomenon is
observed in nature, for example, as trains of internal
wave fronts in the South China Sea (Liu et al. 1998).

Substitution of the singular momentum solution
ansatz [23] into the EPDiff equation [19] implies the
following integro-partial-differential equations (IPDEs)
for the evolution of the parameters {P} and {Q}:

@

@t
Qaðs; tÞ ¼

XN
b¼1

Z
Pbðs0; tÞG

�
Qaðs; tÞ

�Qbðs0; tÞ
�

ds0

@

@t
Paðs; tÞ ¼ �

XN
b¼1

Z
Paðs; tÞ � Pbðs0; tÞ
� �

� @

@Qaðs; tÞG
�

Qaðs; tÞ

�Qbðs0; tÞ
�

ds0

½24�

Importantly for the interpretation of these solutions,
the coordinates s 2 Rk turn out to be Lagrangian
coordinates. The velocity field corresponding to the
momentum solution ansatz [23] is given by

uðx; tÞ ¼ G �m

¼
XN
b¼1

Z
Pbðs0; tÞG x�Qbðs0; tÞ

� �
ds0 ½25�

for u 2 Rn. When evaluated along the curve
x = Qa(s, t), this velocity satisfies

uðQaðs; tÞ; tÞ ¼
XN
b¼1

Z
Pbðs0; tÞ

�G
�

Qaðs; tÞ �Qbðs0; tÞ
�

ds0

¼ @Qaðs; tÞ
@t

½26�

Consequently, the lower-dimensional support sets
defined on x = Qa(s, t) and parametrized by
coordinates s 2 Rk move with the fluid velocity.
This means that the s 2 Rk are Lagrangian coordi-
nates. Moreover, eqns [24] for the evolution of these
support sets are canonical Hamiltonian equations:

@

@t
Qaðs; tÞ ¼ �HN

�Pa ;
@

@t
Paðs; tÞ ¼ � �HN

�Qa ½27�

The corresponding Hamiltonian function HN : (Rn �
Rn)N ! R is

HN ¼
1

2

Z Z XN
a;b¼1

�
Paðs; tÞ � Pbðs0; tÞ

�
�GðQaðs; tÞ;Qjðs0; tÞÞ ds ds0 ½28�

This is the Hamiltonian for geodesic motion on the
cotangent bundle of a set of curves Qa(s, t) with
respect to the metric given by G. This dynamics was
investigated numerically in Holm and Staley (2003)
which can be referred to for more details of the
solution properties. One important result found
‘‘numerically’’ in Holm and Staley (2003) is that
only codimension-1 singular momentum solutions

Figure 3 An initially straight segment of velocity distribution

whose exponential profile is wider than the width � for the

peakon solution breaks up into a train of curved peakon

‘‘bubbles,’’ each of width �. This example illustrates the

emergent property of the peakon solutions in two dimensions.

Figure 2 A peakon segment of finite length is initially moving

rightward (east). Because its speed vanishes at its ends and it

has fully two-dimensional spatial dependence, it expands into a

peakon ‘‘bubble’’ as it propagates. (The various shades indicate

different speeds. Any transverse slice will show a wave profile

with a maximum at the center of the wave, which falls

exponentially with distance away from the center.)
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appear to be stable under the evolution of the EPDiff
equation. Thus,

Stability for codimension-1 solutions: the singular
momentum solutions of EPDiff are stable, as points
on the line (peakons), as curves in the plane (filaments,
or wave fronts), or as surfaces in space (sheets).

Proving this stability result analytically remains an
outstanding problem. The stability of peakons on the
real line is proven in Constantin and Strauss (2000).

Reconnections in Oblique Overtaking Collisions
of Peakon Wave Fronts

Figures 4 and 5 show results of oblique wave front
collisions producing reconnections for the EPDiff
equation in two dimensions. Figure 4 shows a single
oblique overtaking collision, as a faster expanding
peakon wave front overtakes a slower one and
reconnects with it at the collision point. Figure 5
shows a series of reconnections involving the
oblique overtaking collisions of two trains of curved
peakon filaments, or wave fronts.

The Peakon Reduction is a Momentum Map

As shown in Holm and Marsden (2004), the singular
solution ansatz [23] is a momentum map from the
cotangent bundle of the smooth embeddings of lower-
dimensional sets Rs 2 Rn, to the dual of the Lie algebra
of vector fields defined on these sets. (Momentum maps
for Hamiltonian dynamics are reviewed in Marsden
and Ratiu (1999), for example.) This geometric feature
underlies the remarkable reduction properties of the
EPDiff equation, and it also explains why the reduced
equations must be Hamiltonian on the invariant
manifolds of the singular solutions; namely, because

momentum maps are Poisson maps. This geometric
feature also underlies the singular momentum solution
[23] and its associated velocity [25] which generalize
the peakon solutions, both to higher dimensions and to
arbitrary kinetic-energy metrics. The result that the
singular solution ansatz [23] is a momentum map helps
to organize the theory, to explain previous results, and
to suggest new avenues of exploration.
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Introduction

Percolation as a mathematical theory was introduced
by Broadbent and Hammersley (1957), as a stochastic
way of modeling the flow of a fluid or gas through a
porous medium of small channels which may or may
not let gas or fluid pass. It is one of the simplest models
exhibiting a phase transition, and the occurrence of a
critical phenomenon is central to the appeal of
percolation. Having truly applied origins, percolation
has been used to model the fingering and spreading of
oil in water, to estimate whether one can build
nondefective integrated circuits, and to model the
spread of infections and forest fires. From a mathema-
tical point of view, percolation is attractive because it
exhibits relations between probabilistic and algebraic/
topological properties of graphs.

To make the mathematical construction of such a
system of channels, take a graph G (which originally
was taken as Zd), with vertex set V and edge set E, and
make all the edges independently open (or passable)
with probability p or closed (or blocked) with
probability 1� p. Write Pp for the corresponding
probability measure on the set of configurations of
open and closed edges – that model is called bond
percolation. The collection of open edges thus forms a
random subgraph of G, and the original question stated
by Broadbent was whether the connected component
of the origin in that subgraph is finite or infinite.

A path on G is a sequence v1, v2, . . . of vertices of G,
such that for all i � 1, vi and viþ1 are adjacent on G. A
path is called open if all the edges {vi, viþ1} between
successive vertices are open. The infiniteness of the
cluster of the origin is equivalent to the existence of
an unbounded open path starting from the origin.

There is an analogous model, called ‘‘site percola-
tion,’’ in which all edges are assumed to be passable,
but the vertices are independently open or closed
with probability p or 1� p, respectively. An open
path is then a path along which all vertices are open.
Site percolation is more general than bond percola-
tion in the sense that the existence of a path for

bond percolation on a graph G is equivalent to the
existence of a path for site percolation on the
covering graph of G. However, site percolation on
a given graph may not be equivalent to bond
percolation on any other graph.

All graphs under consideration will be assumed to
be connected, locally finite and quasitransitive. If
A, B � V, then A$B means that there exists an
open path from some vertex of A to some vertex of
B; by a slight abuse of notation, u$ v will stand for
the existence of a path between sites u and v, that is,
the event {u}$ {v}. The open cluster C(v) of the
vertex v is the set of all open vertices which are
connected to v by an open path:

CðvÞ¼ fu 2 V : u$ vg

The central quantity of the percolation theory is the
percolation probability:

�ðpÞ :¼Ppf0$1g ¼ PpfjCð0Þj ¼ 1g

The most important property of the percolation
model is that it exhibits a phase transition, that is,
there exists a threshold value pc 2 [0, 1], such that
the global behavior of the system is substantially
different in the two regions p < pc and p > pc. To
make this precise, observe that � is a nondecreasing
function. This can be seen using Hammersley’s joint
construction of percolation systems for all p 2 [0, 1]
on G: let {U(v), v 2 V} be independent random
variables, uniform in [0,1]. Declare v to be p-open
if U(v)� p, otherwise it is declared p-closed. The
configuration of p-open vertices has the distribution
Pp for each p 2 [0, 1]. The collection of p-open
vertices is nondecreasing in p, and therefore �(p) is
nondecreasing as well. Clearly, �(0) = 0 and �(1) = 1
(Figure 1).

 θ(p)

pc 1

p

1

0

Figure 1 The behavior of �(p) around the critical point

(for bond percolation).
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The critical probability is defined as

pc :¼ pcðGÞ¼ supfp: �ðpÞ¼ 0g

By definition, when p < pc, the open cluster of the
origin is Pp-a.s. finite; hence, all the clusters are also
finite. On the other hand, for p > pc there is a
strictly positive Pp-probability that the cluster of the
origin is infinite. Thus, from Kolmogorov’s zero–one
law it follows that

PpfjCðvÞj ¼ 1 for some v 2 Vg ¼ 1 for p > pc

Therefore, if the intervals [0, pc) and (pc, 1] are both
nonempty, there is a phase transition at pc.

Using a so-called Peierls argument it is easy to see
that pc(G)> 0 for any graph G of bounded degree.
On the other hand, Hammersley proved that
pc(Z

d) < 1 for bond percolation as soon as d � 2,
and a similar argument works for site percolation
and various periodic graphs as well. But for some
graphs G, it is not so easy to show that pc(G) < 1.
One says that the system is in the subcritical (resp.
supercritical) phase if p < pc (resp. p > pc).

It was one of the most remarkable moments in the
history of percolation when Kesten (1980) proved,
based on results by Harris, Russo, Seymour and
Welsh, that the critical parameter for bond percolation
on Z2 is equal to 1/2. Nevertheless, the exact value of
pc(G) is known only for a handful of graphs, all of
them periodic and two dimensional – see below.

Percolation in Zd

The graph on which most of the theory was
originally built is the cubic lattice Zd, and it was
not before the late twentieth century that percola-
tion was seriously considered on other kinds of
graphs (such as Cayley graphs), on which specific
phenomena can appear, such as the coexistence of
multiple infinite clusters for some values of the
parameter p. In this section, the underlying graph is
thus assumed to be Zd for d � 2, although most
of the results still hold in the case of a periodic
d-dimensional lattice.

The Subcritical Regime

When p < pc, all open clusters are finite almost
surely. One of the greatest challenges in percolation
theory has been to prove that �(p) := Ep{jC(v)j} is
finite if p < pc (Ep stands for the expectation with
respect to Pp). For that one can define another critical
probability as the threshold value for the finiteness of
the expected cluster size of a fixed vertex:

pTðGÞ :¼ supfp : �ðpÞ<1g

It was an important step in the development of the
theory to show that pT(G) = pc(G). The fundamental
estimate in the subcritical regime, which is a much
stronger statement than pT(G) = pc(G), is the following:

Theorem 1 (Aizenman and Barsky, Menshikov).
Assume that G is periodic. Then for p < pc there
exist constants 0 < C1, C2 <1, such that

PpfjCðvÞj � ng � C1 e�C2n

The last statement can be sharpened to a ‘‘local
limit theorem’’ with the help of a subadditivity
argument: for each p < pc, there exists a constant
0<C3(p)<1, such that

lim
n!1
� 1

n
log PpfjCðvÞj ¼ ng ¼ C3ðpÞ

The Supercritical Regime

Once an infinite open cluster exists, it is natural to
ask how it looks like, and how many infinite open
clusters exist. It was shown by Newman and Schul-
man that for periodic graphs, for each p, exactly one
of the following three situations prevails: if N 2
Zþ [ {1} is the number of infinite open clusters, then
Pp(N = 0) = 1, or Pp(N = 1) = 1, or Pp(N =1) = 1.

Aizenman, Kesten, and Newman showed that the
third case is impossible on Zd. By now several
proofs exist, perhaps the most elegant of which is
due to Burton and Keane, who prove that indeed
there cannot be infinitely many infinite open clusters
on any amenable graph. However, there are some
graphs, such as regular trees, on which coexistence
of several infinite clusters is possible.

The geometry of the infinite open cluster can be
explored in some depth by studying the behavior of
a random walk on it. When d = 2, the random walk
is recurrent, and when d � 3 is a.s. transient. In all
dimensions d � 2, the walk behaves diffusively, and
the ‘‘central limit theorem’’ and the ‘‘invariance
principle’’ were established in both the annealed and
quenched cases.

Wulff droplets In the supercritical regime, aside
from the infinite open cluster, the configuration
contains finite clusters of arbitrary large sizes. These
large finite open clusters can be thought of as droplets
swimming in the areas surrounded by an infinite open
cluster. The presence at a particular location of a large
finite cluster is an event of low probability, namely, on
Zd, d � 2, for p > pc, there exist positive constants
0<C4(p), C5(p)<1, such that

C4ðpÞ� �
1

nðd�1Þ=d log PpfjCðvÞj ¼ ng�C5ðpÞ
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for all large n. This estimate is based on the fact that
the occurrence of a large finite cluster is due to a
surface effect. The typical structure of the large
finite cluster is described by the following theorem:

Theorem 2 Let d � 2, and p > pc. There exists a
bounded, closed, convex subset W of Rd containing
the origin, called the normalized Wulff crystal of
the Bernoulli percolation model, such that, under the
conditional probability Pp{� jnd � jC(0)j<1}, the
random measure

1

nd

X
x2Cð0Þ

�x=n

(where �x denotes a Dirac mass at x) converges
weakly in probability toward the random measure
�(p)1W(x�M) dx (where M is the rescaled center of
mass of the cluster C(0)). The deviation probabilities
behave as exp{�cnd�1} (i.e., they exhibit large
deviations of surface order; in dimensions 4 and
more it holds up to re-centering).

This result was proved in dimension 2 by Alexander
et al. (1990), and in dimensions 3 and more by Cerf
(2000).

Percolation Near the Critical Point

Percolation in Slabs The main macroscopic obser-
vable in percolation is �(p), which is positive above
pc, 0 below pc, and continuous on [0, 1]n{pc}.
Continuity at pc is an open question in the general
case; it is known to hold in two dimensions
(cf. below) and in high enough dimension (at the
moment d � 19 though the value of the critical
dimension is believed to be 6) using lace expansion
methods. The conjecture that �(pc) = 0 for 3� d� 18
remains one of the major open problems.

Efforts to prove that led to some interesting and
important results. Barsky, Grimmett, and Newman
solved the question in the half-space case, and simulta-
neously showed that the slab percolation and half-space
percolation thresholds coincide. This was complemen-
ted by Grimmett and Marstrand showing that

pcðslabÞ ¼ pcðZdÞ

Critical exponents In the subcritical regime, expo-
nential decay of the correlation indicates that there
is a finite correlation length �(p) associated to the
system, and defined (up to constants) by the relation

Ppð0$ nxÞ� exp � n’ðxÞ
�ðpÞ

� �
where ’ is bounded on the unit sphere (this is known
as Ornstein–Zernike decay). The phase transition can
then also be defined in terms of the divergence of the

correlation length, leading again to the same value for
pc; the behavior at or near the critical point then has no
finite characteristic length, and gives rise to scaling
exponents (conjecturally in most cases).

The most usual critical exponents are defined as
follows, if �(p) is the percolation probability, C the
cluster of the origin, and �(p) the correlation length:

@3

@p3
Ep½jCj�1� � jp� pcj�1��

�ðpÞ � ðp� pcÞ�þ
�f ðpÞ :¼Ep½jCj1jCj<1� � jp� pcj��

Ppc
½jCj ¼ n� � n�1�1=�

Ppc
½x 2 C� � jxj2�d�	

�ðpÞ � jp� pcj


Ppc
½diamðCÞ ¼ n� � n�1�1=�

Ep½jCjkþ11jCj<1�
Ep½jCjk1jCj<1�

� jp� pcj��

These exponents are all expected to be universal,
that is, to depend only on the dimension of the
lattice, although this is not well understood at the
mathematical level; the following scaling relations
between the exponents are believed to hold:

2� � ¼ � þ 2� ¼ �ð� þ 1Þ; � ¼ ��; � ¼ 
ð2� 	Þ

In addition, in dimensions up to dc = 6, two
additional hyperscaling relations involving d are
strongly conjectured to hold:

d� ¼ � þ 1; d
 ¼ 2� �

while above dc the exponents are believed to take
their mean-field value, that is, the ones they have for
percolation on a regular tree:

� ¼ �1; � ¼ 1; � ¼ 1; � ¼ 2

	 ¼ 0; 
 ¼ 1
2; � ¼ 1

2; � ¼ 2

Not much is known rigorously on critical expo-
nents in the general case. Hara and Slade (1990)
proved that mean field behavior does happen above
dimension 19, and the proof can likely be extended
to treat the case d � 7. In the two-dimensional case
on the other hand, Kesten (1987) showed that,
assuming that the exponents � and � exist, then so
do �, �, 	, and 
, and they satisfy the scaling and
hyperscaling relations where they appear.

The incipient infinite cluster When studying long-
range properties of a critical model, it is useful to
have an object which is infinite at criticality, and
such is not the case for percolation clusters. There
are two ways to condition the cluster of the origin to
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be infinite when p = pc: The first one is to condition
it to have diameter at least n (which happens with
positive probability) and take a limit in distribution
as n goes to infinity; the second one is to consider
the model for parameter p > pc, condition the
cluster of 0 to be infinite (which happens with
positive probability) and take a limit in distribution
as p goes to pc. The limit is the same in both cases; it
is known as the incipient infinite cluster.

As in the supercritical regime, the structure of the
cluster can be investigated by studying the behavior
of a random walk on it, as was suggested by de
Gennes; Kesten proved that in two dimensions, the
random walk on the incipient infinite cluster is
subdiffusive, that is, the mean square displacement
after n steps behaves as n1�" for some " > 0.

The construction of the incipient infinite cluster
was done by Kesten (1986) in two dimensions, and a
similar construction was performed recently in high
dimension by van der Hofstad and Jarai (2004).

Percolation in Two Dimensions

As is the case for several other models of statistical
physics, percolation exhibits many specific properties
when considered on a two-dimensional lattice: duality
arguments allow for the computation of pc in some
cases, and for the derivation of a priori bounds for the
probability of crossing events at or near the critical
point, leading to the fact that �(pc) = 0. On another
front, the scaling limit of critical site percolation on the
two-dimensional triangular lattice can be described in
terms of Stochastic Loewner evolutions (SLE) processes.

Duality, Exact Computations, and RSW Theory

Given a planar lattice L, define two associated
graphs as follows. The dual lattice L0 has one vertex
for each face of the original lattice, and an edge
between two vertices if and only if the correspond-
ing faces of L share an edge. The star graph L	 is
obtained by adding to L an edge between any two
vertices belonging to the same face (L	 is not planar
in general; (L,L	) is commonly known as a
matching pair). Then, a result of Kesten is that,
under suitable technical conditions,

pbond
c ðLÞ þ pbond

c ðL0Þ¼ psite
c ðLÞ þ psite

c ðL	Þ¼ 1

Two cases are of particular importance: the lattice
Z2 is isomorphic to its dual; the triangular lattice T
is its own star graph. It follows that

pbond
c ðZ2Þ¼ psite

c ðT Þ¼ 1
2

The only other critical parameters that are known
exactly are pbond

c (T ) = 2 sin (�=18) (and hence also

pbond
c for T 0, i.e., the hexagonal lattice) and pbond

c for
the bow-tie lattice which is a root of the equation
p5 � 6p3 þ 6p2 þ p� 1 = 0. The value of the critical
parameter for site percolation on Z2 might, on the
other hand, never be known; it is even possible that
it is ‘‘just a number’’ without any other signification.

Still using duality, one can prove that the
probability, for bond percolation on the square
lattice with parameter p = 1=2, that there is a
connected component crossing an (nþ 1)
 n rec-
tangle in the longer direction is exactly equal to 1/2.
This and clever arguments involving the symmetry
of the lattice lead to the following result, proved
independently by Russo and by Seymour and Welsh
and known as the RSW theorem:

Theorem 3 (Russo 1978, Seymour and Welsh 1978).
For every a, b > 0 there exist 	 > 0 and n0 > 0 such
that for every n > n0, the probability that there is a
cluster crossing an bnac 
 bnbc rectangle in the first
direction is greater than 	.

The most direct consequence of this estimate is that
the probability that there is a cluster going around an
annulus of a given modulus is bounded below
independently of the size of the annulus; in particular,
almost surely there is some annulus around 0 in
which this happens, and that is what allows to prove
that �(pc) = 0 for bond percolation on Z2 (Figure 2).

The Scaling Limit

RSW-type estimates give positive evidence that a
scaling limit of the model should exist; it is indeed
essentially sufficient to show convergence of the
crossing probabilities to a nontrivial limit as n goes
to infinity. The limit, which should depend only on
the ratio a/b, was predicted by Cardy using con-
formal field theory methods. A celebrated result of
Smirnov is the proof of Cardy’s formula in the case of
site percolation on the triangular lattice T :

Theorem 4 (Smirnov (2001)). Let � be a simply
connected domain of the plane with four points a, b,
c, d (in that order) marked on its boundary. For
every � > 0, consider a critical site-percolation

Figure 2 Two large critical percolation clusters in a box of the

square lattice (first: bond percolation, second: site percolation).
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model on the intersection of � with �T and let
f�(ab, cd; �) be the probability that it contains a
cluster connecting the arcs ab and cd. Then:

(i) f�(ab, cd; �) has a limit f0(ab, cd; �) as �! 0;
(ii) the limit is conformally invariant, in the

following sense: if � is a conformal map from
� to some other domain �0= �(�), and maps
a to a0, b to b0, c to c0 and d to d0, then
f0(ab, cd; �) = f0(a0b0, c0d0; �0); and

(iii) in the particular case when � is an equilateral
triangle of side length 1 with vertices a, b and c,
and if d is on (ca) at distance x 2 (0, 1) from c,
then f0(ab, cd; �) = x.

Point (iii) in particular is essential since it allows
us to compute the limiting crossing probabilities in
any conformal rectangle. In the original work of
Cardy, he made his prediction in the case of a
rectangle, for which the limit involves hypergeo-
metric functions; the remark that the equilateral
triangle gives rise to nicer formulae is originally due
to Carleson.

To precisely state the convergence of percolation
to its scaling limit, define the random curve known
as the percolation exploration path (see Figure 3) as
follows: In the upper half-plane, consider a site-
percolation model on a portion of the triangular
lattice and impose the boundary conditions that on
the negative real half-line all the sites are open,
while on the other half-line the sites are closed. The
exploration curve is then the common boundary of
the open cluster spanning from the negative half-
line, and the closed cluster spanning from the
positive half-line; it is an infinite, self-avoiding
random curve in the upper half-plane.

As the mesh of the lattice goes to 0, the exploration
curve then converges in distribution to the trace of an
SLE process, as introduced by Schramm, with
parameter 
= 6 – see Figure 4. The limiting curve is
not simple anymore (which corresponds to the

existence of pivotal sites on large critical percolation
clusters), and it has Hausdorff dimension 7/4. For
more details on SLE processes, see, for example, the
related entry in the present volume.

As an application of this convergence result, one
can prove that the critical exponents described in the
previous section do exist (still in the case of the
triangular lattice), and compute their exact values,
except for �, which is still listed here for
completeness:

� ¼ � 2

3

� �
; � ¼ 5

36
; � ¼ 43

18
; � ¼ 91

5

	 ¼ 5

24
; 
 ¼ 4

3
; � ¼ 48

5
;� ¼ 91

36

These exponents are expected to be universal, in the
sense that they should be the same for percolation
on any two-dimensional lattice; but at the time of
this writing, this phenomenon is far from being
understood on a mathematical level.

The rigorous derivation of the critical exponents
for percolation is due to Smirnov and Werner
(2001); the dimension of the limiting curve was
obtained by Beffara (2004).

Other Lattices and Percolative Systems

Some modifications or generalizations of standard
Bernoulli percolation on Zd exhibit an interesting
behavior and as such provide some insight into the
original process as well; there are too many
mathematical objects which can be argued to be
percolative in some sense to give a full account of all

Figure 3 A percolation exploration path. Figure courtesy

Schramm O (2000) Scaling limits of loop-erased random walks

and uniform spanning trees. Israel Journal of Mathematics 118:

221–228.

Figure 4 An SLE process with parameter 
= 6 (infinite time,

with the driving process stopped at time 1).
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of them, so the following list is somewhat arbitrary
and by no means complete.

Percolation on Nonamenable Graphs

The first modification of the model one can think of
is to modify the underlying graph and move away
from the cubic lattice; phase transition still occurs,
and the main difference is the possibility for
infinitely many infinite clusters to coexist. On a
regular tree, such is the case whenever p 2 (pc, 1),
the first nontrivial example was produced by
Grimmett and Newman as the product of Z by a
tree: there, for some values of p the infinite cluster is
unique, while for others there is coexistence of
infinitely many of them. The corresponding defini-
tion, due to Benjamini and Schramm, is then the
following: if N is as above the number of infinite
open clusters,

pu :¼ inf p : PpðN ¼ 1Þ ¼ 1
� �

� pc

The main question is then to characterize graphs on
which 0 < pc < pu < 1.

A wide class of interesting graphs is that of Cayley
graphs of infinite, finitely generated groups. There,
by a simultaneous result by Häggström and Peres
and by Schonmann, for every p 2 (pc, pu) there are
Pp-a.s. infinitely many infinite cluster, while for
every p 2 (pu, 1] there is only one – note that this
does not follow from the definition since new
infinite components could appear when p is
increased. It is conjectured that pc < pu for any
Cayley graph of a nonamenable group (and more
generally for any quasitransitive graph with positive
Cheeger constant), and a result by Pak and
Smirnova is that every infinite, finitely generated,
nonamenable group has a Cayley graph on which
pc < pu; this is then expected not to depend on the
choice of generators. In the general case, it was recently
proved by Gaboriau that if the graph G is unimodular,
transitive, locally finite, and supports nonconstant
harmonic Dirichlet functions (i.e., harmonic functions
whose gradient is in ‘2), then indeed pc(G)< pu(G).

For referenc e a nd further r eading on the t opic,
the reader is advised to refer to the review paper by
Benjamini and Schramm (1996), the lecture notes
of Peres (1999), and the more recent article of
Gaboriau (2005).

Gradient Percolation

Another possible modification of the original model
is to allow the parameter p to depend on the
location; the porous medium may for instance have
been created by some kind of erosion, so that there
will be more open edges on one side of a given

domain than on the other. If p still varies smoothly,
then one expects some regions to look subcritical
and others to look supercritical, with interesting
behavior in the vicinity of the critical level set
{p = pc}. This particular model was introduced by
Sapoval et al. (1978) under the name of gradient
percolation (see Figure 5).

The control of the model away from the critical
zone is essentially the same as for usual Bernoulli
percolation, the main question being how to
estimate the width of the phase transition. The
main idea is then the same as in scaling theory: if the
distance between a point v and the critical level set is
less than the correlation length for parameter p(v),
then v is in the phase transition domain. This of
course makes sense only asymptotically, say in a
large n
 n square with p(x, y) = 1� y=n as is the
case in the figure: the transition then is expected to
have width of order na for some exponent a > 0.

First-Passage Percolation

First-passage percolation (also known as Eden or
Richardson model) was introduced by Hammersley
and Welsh (1965) as a time-dependent model for the
passage of fluid through a porous medium. To define
the model, with each edge e 2 E(Zd) is associated a
random variable T(e), which can be interpreted as
being the time required for fluid to flow along e. The
T(e) are assumed to be independent non-negative
random variables having common distribution F. For
any path � we define the passage time T(�) of � as

Tð�Þ :¼
X
e2�

TðeÞ

Figure 5 Gradient percolation in a square. In black is the

cluster spanning from the bottom side of the square.
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The first passage time a(x, y) between vertices x and
y is given by

aðx; yÞ ¼ inffTð�Þ : � a path from x to yg

and we can define

WðtÞ :¼fx 2 Zd : að0; xÞ � tg

the set of vertices reached by the liquid by time t. It
turns out that W(t) grows approximately linearly as
time passes, and that there exists a nonrandom limit
set B such that either B is compact and

ð1� "ÞB � 1

t
fWðtÞ � ð1þ "ÞB; eventually a:s:

for all � > 0, or B = Rd, and

fx 2 Rd : jxj � Kg � 1

t
fWðtÞ; eventually a:s:

for all K > 0. Here fW(t) = {zþ [�1=2, 1=2]d :
z 2W(t)}.

Studies of first-passage percolation brought
many fascinating discoveries, including Kingman’s
celebrated subadditive ergodic theorem. In recent
years interest has been focused on study of
fluctuations of the set fW(t) for large t. In spite of
huge effort and some partial results achieved, it
still remains a major task to establish rigorously
conjectures predicted by Kardar–Parisi–Zhang the-
ory about shape fluctuations in first passage
percolation.

Contact Processes

Introduced by Harris and conceived with biological
interpretation, the contact process on Zd is a
continuous-time process taking values in the space
of subsets of Zd. It is informally described as
follows: particles are distributed in Zd in such a
way that each site is either empty or occupied by
one particle. The evolution is Markovian: each
particle disappears after an exponential time of
parameter 1, independently from the others; at any
time, each particle has a possibility to create a new
particle at any of its empty neighboring sites, and
does so with rate � > 0, independently of everything
else.

The question is then whether, starting from a
finite population, the process will die out in finite
time or whether it will survive forever with positive
probability. The outcome will depend on the value
of �, and there is a critical value �c, such that for
� � �c process dies out, while for � > �c indeed
there is survival, and in this case the shape of the
population obeys a shape theorem similar to that of
first-passage percolation.

The analogy with percolation is strong, the
corresponding percolative picture being the follow-
ing: in Zdþ1

þ , each edge is open with probability p 2
(0, 1), and the question is whether there exists an
infinite oriented path � (i.e., a path along which the
sum of the coordinates is increasing), composed of
open edges. Once again, there is a critical parameter
customarily denoted by pc, at which no such path
exists (compare this to the open question of the
continuity of the function � at pc in dimensions
3 � d � 18). This variation of percolation lies in a
different universality class than the usual Bernoulli
model.

Invasion Percolation

Let X(e) : e 2 E be independent random variables
indexed by the edge set E of Zd, d � 2, each
having uniform distribution in [0, 1]. One con-
structs a sequence C = {Ci, i� 1} of random
connected subgraphs of the lattice in the
following iterative way: the graph C0 contains
only the origin. Having defined Ci, one obtains
Ciþ1 by adding to Ci an edge eiþ1 (with its outer
lying end-vertex), chosen from the outer edge
boundary of Ci so as to minimize X(eiþ1). Still
very little is known about the behavior of this
process.

An interesting observation, relating �(pc) of usual
percolation with the invasion dynamics, comes from
CM Newman:

�ðpcÞ ¼ 0, Pfx 2 Cg ! 0 as jxj ! 1

Further Remarks

For a much more in-depth review of percolation on
lattices and the mathematical methods involved in
its study, and for the proofs of most of the results we
could only point at, we refer the reader to the
standard book of Grimmett (1999); another excel-
lent general reference, and the only place to find
some of the technical graph-theoretical details
involved, is the book of Kesten (1982). More
information in the case of graphs that are not
lattices can be found in the lecture notes of Peres
(1999).

For curiosity, the reader can refer to the first
mention of a problem close to percolation, in the
problem section of the first volume of the American
Mathematical Monthly (problem 5, June 1894,
submitted by D V Wood).

See also: Determinantal Random Fields; Stochastic
Loewner Evolutions; Two-Dimensional Ising Model; Wulff
Droplets.
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Introduction

There are several equivalent formulations of the
problem of quantizing an interacting field theory.
The list includes canonical quantization, path-
integral (or functional) techniques, stochastic
quantization, ‘‘unified’’ methods such as the
Batalin–Vilkovisky formalism, and techniques
based on the realizations of field theories as low-
energy limits of string theory. The problem of
obtaining an exact nonperturbative description of a
given quantum field theory is most often a very
difficult one. Perturbative techniques, on the other
hand, are abundant, and common to all of the
quantization methods mentioned above is that they
admit particle interpretations in this formalism.

The basic physical quantities that one wishes to
calculate in a relativistic (d þ 1)-dimensional quan-
tum field theory are the S-matrix elements

Sba ¼ outh bðtÞj aðtÞiin ½1�

between in and out states at large positive time t.
The scattering operator S is then defined by writing
[1] in terms of initial free-particle (descriptor) states as

Sba¼: h bð0ÞjSj að0Þi ½2�

Suppose that the Hamiltonian of the given field
theory can be written as H = H0 þH0, where H0 is
the free part and H0 the interaction Hamiltonian.
The time evolutions of the in and out states are
governed by the total Hamiltonian H. They can be
expressed in terms of descriptor states which evolve
in time with H0 in the interaction picture and
correspond to free-particle states. This leads to the
Dyson formula

S ¼ T exp �i

Z 1
�1

dt HIðtÞ
� �

½3�

where T denotes time ordering and HI(t) =R
dd

xHint(x, t) is the interaction Hamiltonian in the
interaction picture, with Hint(x, t) the interaction
Hamiltonian density, which deals with essentially
free fields. This formula expresses S in terms of
interaction-picture operators acting on free-particle
states in [2] and is the first step towards Feynman
perturbation theory.
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For many analytic investigations, such as those
which arise in renormalization theory, one is
interested instead in the Green’s functions of the
quantum field theory, which measure the response
of the system to an external perturbation. For
definiteness, let us consider a free real scalar field
theory in d þ 1 dimensions with Lagrangian
density

L ¼ 1
2 @��@

��� 1
2 m2�2 þ Lint ½4�

where Lint is the interaction Lagrangian density
which we assume has no derivative terms. The
interaction Hamiltonian density is then given by
Hint =�Lint. Introducing a real scalar source J(x),
we define the normalized ‘‘partition function’’
through the vacuum expectation values,

Z½ J� ¼ h0jS½ J�j0ih0jS½0�j0i ½5�

where j0i is the normalized perturbative vacuum
state of the quantum field theory given by (4)
(defined to be destroyed by all field annihilation
operators), and

S½ J� ¼ T exp i

Z
ddþ1xðLint þ JðxÞ�ðxÞÞ

� �
½6�

from the Dyson formula. This partition function is
the generating functional for all Green’s functions
of the quantum field theory, which are obtained
from [5] by taking functional derivatives with
respect to the source and then setting J(x) = 0.
Explicitly, in a formal Taylor series expansion in J
one has

Z½ J� ¼
X1
n¼0

in

n!

Yn
i¼1

Z
ddþ1xi JðxiÞGðnÞðx1; . . . ; xnÞ ½7�

whose coefficients are the Green’s functions

GðnÞðx1; . . . ;xnÞ

:¼
h0jT½exp i

R
ddþ1xLint

� �
�ðx1Þ � � ��ðxnÞ�j0i

h0jTexp i
R

ddþ1xLint

� �
j0i

½8�

It is customary to work in momentum space by
introducing the Fourier transforms

~JðkÞ ¼
Z

ddþ1x eik�xJðxÞ

~GðnÞðk1; . . . ; knÞ

¼
Yn
i¼1

Z
ddþ1xi eiki�xiGðnÞðx1; . . . ; xnÞ

½9�

in terms of which the expansion [7] reads

Z½ J � ¼
X1
n¼0

in

n!

Yn

i¼1

Z
ddþ1ki

ð2�Þdþ1
~Jð�kiÞ

� ~GðnÞðk1; . . . ; knÞ ½10�

The generating functional [10] can be written as a sum
of Feynman diagrams with source insertions. Dia-
grammatically, the Green’s function is an infinite series
of graphs which can be represented symbolically as

~
G(n)(k1, . . . ,kn) =

kn

k2

k3

k1

..
.

. ½11�

where the n external lines denote the source
insertions of momenta ki and the bubble denotes
the sum over all Feynman diagrams constructed
from the interaction vertices of Lint.

This procedure is, however, rather formal in the way
that we have presented it, for a variety of reasons. First
of all, by Haag’s theorem, it follows that the interaction
representation of a quantum field theory does not exist
unless a cutoff regularization is introduced into the
interaction term in the Lagrangian density (this
regularization is described explicitly below). The
addition of this term breaks translation covariance.
This problem can be remedied via a different definition
of the regularized Green’s functions, as we discuss
below. Furthermore, the perturbation series of a
quantum field theory is typically divergent. The
expansion into graphs is, at best, an asymptotic series
which is Borel summable. These shortcomings will not
be emphasized any further in this article. Some
mathematically rigorous approaches to perturbative
quantum field theory can be found in the bibliography.

The Green’s functions can also be used to describe
scattering amplitudes, but there are two important
differences between the graphs [11] and those which
appear in scattering theory. In the present case,
external lines carry propagators, that is, the free-
field Green’s functions

�ðx� yÞ ¼ 0 T �ðxÞ�ðyÞ½ �j j0h i

¼ x &þm2
� ��1
��� ���yD E

¼
Z

ddþ1p

ð2�Þdþ1

i

p2 �m2 þ i�
e�ip�ðx�yÞ ½12�

where �! 0þ regulates the mass shell contributions,
and their momenta ki are off-shell in general
(k2

i 6¼m2). By the LSZ theorem, the S-matrix element
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is then given by the multiple on-shell residue of the
Green’s function in momentum space as

k01; . . . ; k0n S� 1j jk1; . . . ; kl

	 

¼ lim

k0
1
;...;k0n!m2

k1 ;...;kl!m2

Yn

i¼1

1

i
ffiffiffiffi
c0i

p k0 2i �m2
� �Yl

j¼1

1

i
ffiffiffiffi
cj
p k2

j �m2
� �

� ~GðnþmÞ �k01; . . . ;�k0n; k1; . . . ; kl

� �
½13�

where ic0i, icj are the residues of the corresponding
particle poles in the exact two-point Green’s
function.

This article deals with the formal development
and computation of perturbative scattering ampli-
tudes in relativistic quantum field theory, along the
lines outlined above. Initially we deal only with real
scalar field theories of the sort [4] in order to
illustrate the concepts and technical tools in as
simple and concise a fashion as possible. These
techniques are common to most quantum field
theories. Fermions and gauge theories are then
separately treated afterwards, focusing on the
methods which are particular to them.

Diagrammatics

The pinnacle of perturbation theory is the technique
of Feynman diagrams. Here we develop the basic
machinery in a quite general setting and use it to
analyze some generic features of the terms compris-
ing the perturbation series.

Wick’s Theorem

The Green’s functions [8] are defined in terms of
vacuum expectation values of time-ordered products
of the scalar field �(x) at different spacetime points.
Wick’s theorem expresses such products in terms of
normal-ordered products, defined by placing each
field creation operator to the right of each field
annihilation operator, and in terms of two-point
Green’s functions [12] of the free-field theory
(propagators). The consequence of this theorem is
the Haffnian formula

0 T �ðx1Þ � � ��ðxnÞ½ �j j0h i

¼

0

n ¼ 2k� 1

X
�2S2k

Yk

i¼1

0 T �ðx�ð2i�1ÞÞ�ðx�ð2iÞÞ
� 
�� ��0	 


n ¼ 2k

8>>>>>>>>><>>>>>>>>>:
½14�

The formal Taylor series expansion of the
scattering operator S may now be succinctly
summarized into a diagrammatic notation by
using Wick’s theorem. For each spacetime integra-
tion

R
ddþ1xi we introduce a vertex with label i,

and from each vertex there emanate some lines
corresponding to field insertions at the point xi.
If the operators represented by two lines appear in
a two-point function according to [14], that is, they
are contracted, then these two lines are connected
together. The S operator is then represented as a
sum over all such Wick diagrams, bearing in mind
that topologically equivalent diagrams correspond
to the same term in S. Two diagrams are said to
have the same pattern if they differ only by a
permutation of their vertices. For any diagram D
with n(D) vertices, the number of ways of inter-
changing vertices is n(D)!. The number of diagrams
per pattern is always less than this number. The
symmetry number S(D) of D is the number of
permutations of vertices that give the same dia-
gram. The number of diagrams with the pattern of
D is then n(D)!=S(D).

In a given pattern, we write the contribution to S
of a single diagram D as

1

nðDÞ! :�ðDÞ:

where the combinatorial factor comes from
the Taylor expansion of S, the large colons
denote normal ordering of quantum operators,
and :�(D) : contains spacetime integrals over nor-
mal-ordered products of the fields. Then all
diagrams with the pattern of D contribute :�(D) :
=S(D) to S. Only the connected diagrams Dr, r 2 N
(those in which every vertex is connected to every
other vertex) contribute and we can write the
scattering operator in a simple form which
eliminates contributions from all disconnected dia-
grams as

S ¼:exp
X1
r¼1

�ðDrÞ
SðDrÞ

 !
: ½15�

Feynman Rules

Feynman diagrams in momentum space are
defined from the Wick diagrams above by drop-
ping the labels on vertices (and also the symmetry
factors S(D)�1), and by labeling the external lines
by the momenta of the initial and final particles
that the corresponding field operators annihilate.
In a spacetime interpretation, external lines
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represent on-shell physical particles while internal
lines of the graph represent off-shell virtual
particles (k2 6¼ m2). Physical particles interact
via the exchange of virtual particles. An arbitrary
diagram is then calculated via the Feynman rules:

p1

=  ig (2π)d +1 δ 
(d +1)(p1 + · · · + pn)

=
dd +1p

(2π)d +1
i

.

.
p2

p3

.

pn

p

p 

2 – m 

2 + i 

½16�

for a monomial interaction Lint = (g=n!)�n.

Irreducible Green’s Functions

A one-particle irreducible (1PI) or proper Green’s
function is given by a sum of diagrams in which
each diagram cannot be separated by cutting one
internal line. In momentum space, it is defined
without the overall momentum conservation delta-
function factors and without propagators on exter-
nal lines. For example, the two particle 1PI Green’s
function

k k
1PI =: ∑(k) ½17�

is called the self-energy. If G(k) is the complete
two-point function in momentum space, then one
has

kk

= i
k 

2 – m 
2 – ∑(k)

G(k) :=

kk= + 1PIk

k1PI 1PI+ kk + . . .

½18�

and thus it suffices to calculate only 1PI diagrams.
The 1PI effective action, defined by the Legendre

transformation �[�] :=�i ln Z[J]�
R

ddþ1xJ(x)�(x)
of [5], is the generating functional for proper vertex
functions and it can be represented as a functional of
only the vacuum expectation value of the field �,
that is, its classical value. In the semiclassical (WKB)
approximation, the one-loop effective action is
given by

�½�� ¼ S½�� þ i�h

2
Tr ln 1þ�V 00½��ð Þ þOð�h2Þ

¼ S½�� þ i�h
X1
n¼1

ð�1Þn

2n

�
Yn

i¼1

Z
ddþ1xi�ðxi � xiþ1ÞV 00 �ðxiþ1Þ½ �

þOð�h2Þ ½19�

where we have denoted S[�] =
R

ddþ1xL and
V[�] =�Lint, and for each term in the infinite
series we define xnþ1 := x1. The first term in [19]
is the classical contribution and it can be
represented in terms of connected tree diagrams.
The second term is the sum of contributions of
one-loop diagrams constructed from n propaga-
tors �i�(x� y) and n vertices �iV 00[�]. The
expansion may be carried out to all orders in
terms of connected Feynman diagrams, and the
result of the above Legendre transformation is to
select only the one-particle irreducible diagrams
and to replace the classical value of � by an
arbitrary argument. All information about the
quantum field theory is encoded in this effective
action.

Parametric Representation

Consider an arbitrary proper Feynman diagram
D with n internal lines and v vertices. The
number, ‘, of independent loops in the diagram
is the number of independent internal momenta in
D when conservation laws at each vertex have
been taken into account, and it is given by ‘= nþ
1� v. There is an independent momentum inte-
gration variable ki for each loop, and a propa-
gator for each internal line as in [16]. The
contribution of D to a proper Green’s function
with r incoming external momenta pi, withPr

i = 1 pi = 0, is given by

~IDðpÞ ¼
VðDÞ
SðDÞ

Yn
i¼1

Z
ddþ1ki

ð2�Þdþ1

i

k2
i �m2 þ i�

�
Yv

j¼1

ð2�Þdþ1�ðdþ1Þ Pj � Kj

� �
½20�

where V(D) contains all contributions from the
interaction vertices of Lint, and Pj (resp. Kj) is the
sum of incoming external momenta plj (resp.
internal momenta klj) at vertex j with respect to
a fixed chosen orientation of the lines of the
graph. After resolving the delta-functions in terms
of independent internal loop momenta k1, . . . , k‘
and dropping the overall momentum conservation
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delta-function along with the symmetry and vertex
factors in [20], one is left with a set of momentum
space integrals

IDðpÞ ¼
Y‘
i¼1

Z
ddþ1ki

ð2�Þdþ1

Yn
j¼1

i

ajðk; pÞ þ i�
½21�

where aj(k, p) are functions of both the internal and
external momenta.

It is convenient to exponentiate propagators using
the Schwinger parametrization

i

aj þ i�
¼
Z 1

0

d�j ei�jðajþi�Þ ½22�

and after some straightforward manipulations one
may write the Feynman parametric formula

Yn
j¼1

i

ajðk; pÞ þ i�

¼ ðn� 1Þ!
Yn

j¼1

Z 1

0

d�j

� 1�
P

j �j

� �
DDðk;�; pÞn ½23�

where DD(k;�, p) :=
P

j �j[aj(k, p)þ i�] is generic-
ally a quadratic form

DDðk;�; pÞ ¼ 1

2

X‘
i;j¼1

ki �Qijð�Þkj

þ
X‘
i¼1

LiðpÞ � ki þ 	 p2
� �

½24�

The positive symmetric matrix Qij is independent
of the external momenta pl, invertible, and
has nonzero eigenvalues Q1, . . . , Q‘. The vectors
L�

i are linear combinations of the p�j , while 	(p2)
is a function of only the Lorentz invariants p2

i .
After some further elementary manipulations,
the loop diagram contribution [21] may be
written as

IDðpÞ

¼ ðn�1Þ!
Yn
j¼1

Z 1

0

d�j

Y‘
i¼1

1

Qið�Þ2
Z

ddþ1ki

ð2�Þdþ1
� 1�

X
j

�j

 !

� 1

2

X
i

k2
i þ	 p2

� �
�1

2

X
i;j

LiðpÞ �Q�1ð�ÞijLjðpÞ
 !�n

½25�

Finally, the integrals over the loop momenta ki

may be performed by Wick-rotating them
to Euclidean space and using the fact that
the combination of ‘ integrations in Rdþ1 has
O((dþ1)‘) rotational invariance. The contribu-
tion from the entire Feynman diagram D thereby

reduces to the calculation of the parametric
integrals:

IDðpÞ ¼
� n� ðdþ1Þ‘

2

� �
ð2�Þ

ðdþ1Þ‘
2 id‘

Yn
j¼1

Z 1

0

d�j

Y‘
i¼1

1

Qið�Þ2

�
�
�

1�
P

j �j

�
�
	 p2ð Þ � 1

2

P
i;j

LiðpÞ �Q�1ð�ÞijLjðpÞ
�n�ðdþ1Þ‘

2

½26�

where �(s) is the Euler gamma-function.

Regularization

The parametric representation [26] is generically
convergent when 2n� (d þ 1)‘ > 0. When diver-
gent, the infinities arise from the lower limits of
integration �j! 0. This is just the parametric
representation of the large-k divergence of the
original Feynman amplitude [20]. Such ultraviolet
divergences plague the very meaning of a quan-
tum field theory and must be dealt with in some
way. We will now quickly tour the standard
methods of ultraviolet regularization for such
loop integrals, which is a prelude to the renor-
malization program that removes the divergences
(in a renormalizable field theory). Here we
consider regularization simply as a means of
justification for the various formal manipulations
that are used in arriving at expressions such
as [26].

Momentum Cutoff

Cutoff regularization introduces a mass scale �
into the quantum field theory and throws away
the Fourier modes of the fields for spatial
momenta k with jkj > �. This regularization
spoils Lorentz invariance. It is also nonlocal. For
example, if we restrict to a hypercube in
momentum space, so that jkij < � for i = 1, . . . , d,
then

Z
jkj>�

ddk

ð2�Þd
eik�x ¼

Yd
i¼1

sinð�xiÞ
�xi

which is a delta-function in the limit �!1 but is
nonlocal for � <1. The regularized field theory is
finite order by order in perturbation theory and
depends on the cutoff �.
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Lattice Regularization

We can replace the spatial continuum by a lattice L
of rank d and define a Lagrangian on L by

LL ¼
1

2

X
i2SðL Þ

_�2
i þ J

X
hi;ji2LðL Þ

�i�j þ
X

i2SðL Þ
Vð�iÞ ½27�

where S(L ) is the set of sites i of the lattice on each
of which is situated a time-dependent function �i, and
LL is the collection of links connecting pairs hi, ji of
nearest-neighbor sites i, j on L . The regularized field
theory is now local, but still has broken Lorentz
invariance. In particular, it suffers from broken rota-
tional symmetry. If L is hypercubic with lattice spacing
a, that is, L = (Za)d, then the momentum cutoff is
at � = a�1.

Pauli–Villars Regularization

We can replace the propagator i(k2 �m2 þ i�)�1 by
i(k2 �m2 þ i�)�1 þ i

PN
j = 1 cj(k

2 �M2
j þ i�)�1, where

the masses Mj � m are identified with the momen-
tum cutoff as min{Mj} = �!1. The mass-depen-
dent coefficients cj are chosen to make the modified
propagator decay rapidly as (k2)�N�1 at k!1,
which gives the N equations (m2)i þ

P
j cj(M

2
j )i =

0, i = 0, 1, . . . , N � 1. This regularization preserves
Lorentz invariance (and other symmetries that the
field theory may possess) and is local in the
following sense. The modified propagator can be
thought of as arising through the alteration of the
Lagrangian density [4] by N additional scalar fields
’j of masses Mj with

LPV ¼ 1
2 @��@

��� 1
2 m2�2

þ
XN
j¼1

1
2 @�’j@

�’j � 1
2 M2

j ’
2
j

� �
þ Lint½�� ½28�

where � :=�þ
P

j
ffiffiffiffi
cj
p

’j. The contraction of the �
field thus produces the required propagator.
However, the cj’s as computed above are gener-
ically negative numbers and so the Lagrangian
density [28] is not Hermitian (as � 6¼ �y). It is
possible to make [28] formally Hermitian by
redefining the inner product on the Hilbert
space of physical states, but this produces
negative-norm states. This is no problem at
energy scales E�Mj on which the extra particles
decouple and the negative probability states are
invisible.

Dimensional Regularization

Consider a Euclidean space integral
R

d4k(k2 þ a2)�r

arising after Wick rotation from some loop diagram

in (3þ 1)-dimensional scalar field theory. We
replace this integral by its D-dimensional versionZ

dDk

k2 þ a2ð Þr ¼
�D=2 a2

� �D=2�r

ðr� 1Þ! � r�D

2

� �
½29�

This integral is absolutely convergent for D < 2r.
We can analytically continue the result of this
integration to the complex plane D 2 C. As an
analytic function, the only singularities of the Euler
function �(z) are poles at z = 0, �1, �2, . . . . In
particular, �(z) has a simple pole at z = 0 of residue
1. If we write D = 4þ � with j�j! 0, then the
integral [29] is proportional to �(r� 2� �=2) and �
plays the role of the regulator here. This regulariza-
tion is Lorentz invariant (in D dimensions) and is
distinguished as having a dimensionless regulariza-
tion parameter �. This parameter is related to the
momentum cutoff � by ��1 = ln (�=m), so that the
limit �! 0 corresponds to �!1.

Infrared Divergences

Thus far we have only considered the ultraviolet
behavior of loop amplitudes in quantum field theory.
When dealing with massless particles (m = 0 in [4])
one has to further worry about divergences arising
from the k! 0 regions of Feynman integrals. After
Wick rotation to Euclidean momenta, one can show
that no singularities arise in a given Feynman diagram
as some of its internal masses vanish provided that all
vertices have superficial degree of divergence d þ 1,
the external momenta are not exceptional (i.e., no
partial sum of the incoming momenta pi vanishes), and
there is at most one soft external momentum. This
result assumes that renormalization has been carried
out at some fixed Euclidean point. The extension of
this property when the external momenta are con-
tinued to physical on-shell values is difficult. The
Kinoshita–Lee–Nauenberg theorem states that, as a
consequence of unitarity, transition probabilities in a
theory involving massless particles are finite when the
sum over all degenerate states (initial and final) is
taken. This is true order by order in perturbation
theory in bare quantities or if minimal subtraction
renormalization is used (to avoid infrared or mass
singularities in the renormalization constants).

Fermion Fields

We will now leave the generalities of our pure scalar
field theory and start considering the extensions of
our previous considerations to other types of
particles. Henceforth we will primarily deal with
the case of (3þ 1)-dimensional spacetime. We begin
by indicating how the rudiments of perturbation
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theory above apply to the case of Dirac fermion
fields. The Lagrangian density is

LF ¼  ði@=�mÞ þ L0 ½30�

where  are four-component Dirac fermion fields in
3þ 1 dimensions,  := y
0 and @== 
�@� with 
�

the generators of the Clifford algebra {
�, 
�} = 2���.
The Lagrangian density L0 contains couplings of the
Dirac fields to other field theories, such as the scalar
field theories considered previously.

Wick’s theorem for anticommuting Fermi fields
leads to the Pfaffian formula

h0jT  ð1Þ � � � ðnÞ½ �j0i

¼

0; n ¼ 2k� 1

1

2kk!

X
�2S2k

sgnð�Þ

�
Yk
i¼1

h0jT  �ð2i� 1Þð Þ �ð2iÞð Þ½ �j0i

n ¼ 2k

8>>>>>>>>>>><>>>>>>>>>>>:

½31�

where for compactness we have written in the
argument of  (i) the spacetime coordinate, the
Dirac index, and a discrete index which distin-
guishes  from  . The nonvanishing contractions
in [31] are determined by the free-fermion
propagator

�Fðx� yÞ ¼ 0 T  ðxÞ ðyÞ
� 
�� ��0	 


¼ x ði@=�mÞ�1
��� ���yD E

¼ i

Z
d4p

ð2�Þ4
p=þm

p2 �m2 þ i�
e�ip�ðx�yÞ ½32�

Perturbation theory now proceeds exactly as
before. Suppose that the coupling Lagrangian
density in [30] is of the form L0= (x)V(x) (x).
Both the Dyson formula [3] and the diagrammatic
formula [15] are formally the same in this instance.
For example, in the formal expansion in powers ofR

d4xL0, the vacuum-to-vacuum amplitude (the
denominator in [5]) will contain field products of
the form

Yn
i = 1

Z
d4xih0jT½ ðxiÞVðxiÞ ðxiÞ�j0i

which correspond to fermion loops. Before applying
Wick’s theorem, the fields must be rearranged as

tr
Yn
i = 1

VðxiÞ ðxiÞ ðxiþ1Þ
(with xnþ1 := x1), where tr is the 4� 4 trace
over spinor indices. This reordering introduces the
familiar minus sign for a closed fermion loop, and
one has

V(x2)

V(xn)

  (–)Π
n

n – 1

 

i=1

j =1

d4xi

V(x3)

V(x1)

.
.

.

tr Π ΔF 
(xj – xj + 1) 

V(xj + 1) ΔF 
(xj + 1 – xj + 2)

×

×

=

½33�

Feynman rules are now described as follows.
Fermion lines are oriented to distinguish a particle
from its corresponding antiparticle, and carry both
a four-momentum label p as well as a spin
polarization index r = 1, 2. Incoming fermions (resp.
antifermions) are described by the wave functions
u(r)

p (resp. v(r)
p ), while outgoing fermions (resp.

antifermions) are described by the wave functions
u(r)

p (resp. v(r)
p ). Here u(r)

p and v(r)
p are the classical

spinors, that is, the positive and negative-energy
solutions of the Dirac equation (p=�m)u(r)

p = (p=þ
m)v(r)

p = 0. Matrices are multiplied along a Fermi
line, with the head of the arrow on the left. Closed
fermion loops produce an overall minus sign as in
[33], and the multiplication rule gives the trace of
Dirac matrices along the lines of the loop. Unpolar-
ized scattering amplitudes are summed over the spins
of final particles and averaged over the spins of initial
particles using the completeness relations for spinorsX

r¼1;2

u
ðrÞ
p u

ðrÞ
p ¼ p=þm;

X
r¼1;2

v
ðrÞ
p v
ðrÞ
p ¼ p=�m ½34�

leading to basis-independent results. Polarized
amplitudes are computed using the spinor bilinears
u(r)

p 

�u(s)

p = v(r)
p 


�v(s)
p = 2p��rs, u(r)

p u(s)
p = � v(r)

p v(s)
p = 2m

�rs, and u(r)
p v(s)

p = 0.
When calculating fermion loop integrals using

dimensional regularization, one utilizes the Dirac
algebra in D dimensions


�
� ¼ ��� ¼D


�p=
� ¼ ð2�DÞp=

�p=k=
� ¼ 4p �kþðD�4Þp=k=


�p=k=q=
� ¼�2q=k=p=�ðD�4Þp=k=q=

tr1¼ 4; tr
�1 � � �
�2k�1 ¼ 0; tr
�
� ¼ 4���

tr
�
�


� ¼ 4 ����
�� ��
���ð
þ �����
Þ

½35�
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Specific to D=4 dimensions are the trace identities

tr
5 ¼ tr
� 
� 
5 ¼ 0;

tr
� 
� 

 
� 
5 ¼ �4i���
�
½36�

where 
5:= i
0
1
2
3. Finally, loop diagrams eval-
uated with the fermion propagator [32] require a
generalization of the momentum space integral [29]
given byZ

dDk

ð2�ÞD
1

k2 þ 2k � pþ a2 þ i�ð Þr

¼
ið��ÞD=2� r� D

2

� �
ð2�ÞDðr� 1Þ!

1

a2 � p2 þ i�ð Þr�D=2
½37�

From this formula we can extract expressions for
more complicated Feynman integrals which are
tensorial, that is, which contain products of
momentum components k� in the numerators of
their integrands, by differentiating [37] with respect
to the external momentum p�.
Gauge Fields

The issues we have dealt with thus far have
interesting difficulties when dealing with gauge
fields. We will now discuss some general aspects of
the perturbation expansion of gauge theories using
as prototypical examples quantum electrodynamics
(QED) and quantum chromodynamics (QCD) in
four spacetime dimensions.

Quantum Electrodynamics

Consider the QED Lagrangian density

LQED ¼� 1
4 F��F

��

þ 1
2�

2A�A
� þ  ði@=� eA=�mÞ ½38�

where A� is a U(1) gauge field in 3þ 1 dimensions
and F�� = @�A� � @�A� is its field strength tensor.
We have added a small mass term �! 0 for
the gauge field, which at the end of calculations
should be taken to vanish in order to describe
real photons (as opposed to the soft photons
described by [38]). This is done in order to cure
the infrared divergences generated in scattering
amplitudes due to the masslessness of the photon,
that is, the long-range nature of the electromag-
netic interaction. The Bloch–Nordsieck theorem
in QED states that infrared divergences cancel
for physical processes, that is, for processes
with an arbitrary number of undetectable soft
photons.

Perturbation theory proceeds in the usual way
via the Dyson formula, Wick’s theorem, and
Feynman diagrams. The gauge field propagator is
given by

h0jT A�ðxÞA�ðyÞ
� 


j0i

¼ hxj ��� &þ �2
� �

� @�@�
� 
�1jyi

¼ i

Z
d4p

ð2�Þ4
���� þ p�p�

�2

p2 � �2 þ i�
e�ip�ðx�yÞ ½39�

and is represented by a wavy line. The fermion–
fermion–photon vertex is

= –ie γμ

μ
½40�

An incoming (resp. outgoing) soft photon of
momentum k and polarization r is described by the
wave function e(r)

� (k) (resp. e(r)
� (k)�), where the

polarization vectors e(r)
� (k), r = 1, 2, 3 solve the vector

field wave equation (&þ �2)A� = @�A� = 0 and
obey the orthonormality and completeness
conditions

eðrÞðkÞ� � eðsÞðkÞ ¼ ��rs

X3

r¼1

eðrÞ� ðkÞeðrÞ� ðkÞ
� ¼� ��� þ

k�k�
�2

½41�

along with k � e(r)(k) = 0. All vector indices are
contracted along the lines of the Feynman graph.
All other Feynman rules are as previously.

Quantum Chromodynamics

Consider nonabelian gauge theory in 3þ 1 dimen-
sions minimally coupled to a set of fermion fields
 A, A = 1, . . . , Nf , each transforming in the funda-
mental representation of the gauge group G whose
generators Ta satisfy the commutation relations
[Ta, Tb] = f abcTc. The Lagrangian density is given by

LQCD ¼�
1

4
Fa
�� Fa�� þ 1

2�
@�Aa�
� �2þ@��D��

þ
XNf

A¼1

 
AðiD=�mAÞ A ½42�

where Fa
�� = @�Aa

� � @�Aa
� þ f abcAb

�Ac
� and D� = @� þ

ieR(Ta)Aa
�, with R the pertinent representation of G

(R(Ta)bc = f a
bc for the adjoint representation and

R(Ta) = Ta for the fundamental representation).
The first term is the Yang–Mills Lagrangian density,
the second term is the covariant gauge-fixing term,
and the third term contains the Faddeev–Popov
ghost fields � which transform in the adjoint
representation of the gauge group.

Feynman rules are straightforward to write
down and are given in Figure 1 where wavy lines
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Figure 1 Feynman rules.
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represent gluons and dashed lines represent ghosts.
Feynman rules for the fermions are exactly as
before, except that now the vertex [40] is multi-
plied by the color matrix Ta. All color indices are
contracted along the lines of the Feynman graph.
Color factors may be simplified by using the
identities

Tr Ra Rb ¼ dim R

dim G
C2ðRÞ�ab; Ra Ra ¼ C2ðRÞ

Ra Rb Ra ¼ C2ðRÞ �
1

2
C2ðGÞ

� �
Rb

½43�

where Ra:= R(Ta) and C2(R) is the quadratic
Casimir invariant of the representation R (with
value C2(G) in the adjoint representation). For
G = SU(N), one has C2(G) = N and C2(N) = (N2 �
1)=2N for the fundamental representation.

The cancellation of infrared divergences in loop
amplitudes of QCD is far more delicate than in
QED, as there is no analog of the Bloch–
Nordsieck theorem in this case. The Kinoshita–
Lee–Nauenberg theorem guarantees that, at the
end of any perturbative calculation, these diver-
gences must cancel for any appropriately defined
physical quantity. However, at a given order of
perturbation theory, a physical quantity typically
involves both virtual and real emission contribu-
tions that are separately infrared divergent.
Already at two-loop level these divergences have
a highly intricate structure. Their precise form is
specified by the Catani color-space factorization
formula, which also provides an efficient way of
organizing amplitudes into divergent parts, which
ultimately drop out of physical quantities, and
finite contributions.

The computation of multigluon amplitudes in
nonabelian gauge theory is rather complicated
when one uses polarization states of vector bosons.
A much more efficient representation of amplitudes
is provided by adopting a helicity (or circular
polarization) basis for external gluons. In the
spinor–helicity formalism, one expresses positive
and negative-helicity polarization vectors in terms
of massless Weyl spinors jk	i := 1

2 (1	 
5)uk =
1
2 (1	 
5)vk through

e	� ðk; qÞ ¼ 	
q
 
�
�� ��k
	 
ffiffiffi

2
p

q
 k	jh i
½44�
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where q is an arbitrary null reference momentum
which drops out of the final gauge-invariant
amplitudes. The spinor products are crossing sym-
metric, antisymmetric in their arguments, and satisfy
the identities

k�i jkþj
D E

kþj jk�i
D E

¼ 2ki � kj

k�i kþj

��� E
k�l jkþr
	 
D

¼ k�i jkþr
	 


k�l jkþj
D E

þ k�i jkþl
	 


k�j jkþr
D E

½45�

Any amplitude with massless external fermions
and vector bosons can be expressed in terms of
spinor products. Conversely, the spinor products
offer the most compact representation of helicity
amplitudes which can be related to more conven-
tional amplitudes described in terms of Lorentz
invariants. For loop amplitudes, one uses a
dimensional regularization scheme in which all
helicity states are kept four dimensional and only
internal loop momenta are continued to D = 4þ �
dimensions.
Computing Loop Integrals

At the very heart of perturbative quantum field
theory is the problem of computing Feynman
integrals for multiloop scattering amplitudes. The
integrations typically involve serious technical chal-
lenges and for the most part are intractable by
straightforward analytical means. We will now
survey some of the computational techniques that
have been developed for calculating quantum loop
amplitudes which arise in the field theories consid-
ered previously.
*

*+

+  2

*=

Figure 2 Asymptotic expansion of the two-loop double bubble

diagram.
Asymptotic Expansion

In many physical instances one is interested in
scattering amplitudes in certain kinematical limits. In
this case one may perform an asymptotic expansion of
multiloop diagrams whose coefficients are typically
nonanalytic functions of the perturbative expansion
parameter �h. The main simplification which arises
comes from the fact that the expansions are done
before any momentum integrals are evaluated. In the
limits of interest, Taylor series expansions in different
selected regions of each loop momentum can be
interpreted in terms of subgraphs and co-subgraphs
of the original Feynman diagram.

Consider a Feynman diagram D which depends on
a collection {Qi} of large momenta (or masses), and
a collection {mi, qi} of small masses and momenta.
The prescription for the large-momentum
asymptotic expansion of D may be summarized in
the diagrammatic formula

lim
Q!1

D ðQ; m; qÞ

¼
X
d�D

ðD =dÞðm; qÞ ? T fmd ;qdgd
� �

ðQ; md ; qdÞ ½46�

where the sum runs through all subgraphs d of D

which contain all vertices where a large momentum
enters or leaves the graph and is one-particle irredu-
cible after identifying these vertices. The operator
T {md , qd } performs a Taylor series expansion before any
integration is carried out, and the notation (D =d) ?
(T {md , qd }d) indicates that the subgraph d � D is
replaced by its Taylor expansion in all masses and
external momenta of d that do not belong to the set
{Qi}. The external momenta of d which become loop
momenta in D are also considered to be small. The
loop integrations are then performed only after all
these expansions have been carried out. The diagrams
D =d are called co-subgraphs.

The subgraphs become massless integrals in which
the scales are set by the large momenta. For instance,
in the simplest case of a single large momentum Q one
is left with integrals over propagators. The co-
subgraphs may contain small external momenta and
masses, but the resulting integrals are typically much
simpler than the original one. A similar formula is true
for large-mass expansions, with the vertex conditions
on subdiagrams replace by propagator conditions. For
example, consider the asymptotic expansion of the
two-loop double bubble diagram (Figure 2) in the
region q2 � m2, where m is the mass of the inner loop.
The subgraphs (to the right of the stars) are expanded
in all external momenta including q and reinserted into
the fat vertices of the co-subgraphs (to the left of the
stars). Once such asymptotic expansions are carried
out, one may attempt to reconstruct as much informa-
tion as possible about the given scattering amplitude
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by using the method of Padé approximation which
requires knowledge of only part of the expansion of
the diagram. By construction, the Padé approximation
has the same analytic properties as the exact
amplitude.
Brown–Feynman Reduction

When considering loop diagrams which involve
fermions or gauge bosons, one encounters tensorial
Feynman integrals. When these involve more than
three distinct denominator factors (propagators),
they require more than two Feynman parameters
for their evaluation and become increasingly
complicated. The Brown–Feynman method simpli-
fies such higher-rank integrals and effectively
reduces them to scalar integrals which typically
require fewer Feynman parameters for their
evaluation.

To illustrate the idea behind this method, consider
the one-loop rank-3 tensor Feynman integral

J��	¼
Z

dDk

ð2�ÞD

� k�k�k	

k2ðk2��2Þðq�kÞ2ððk�qÞ2þ�2Þðk2þ2k �pÞ
½47�

where p and q are external momenta with the mass-
shell conditions p2 = (p�q)2 =m2. By Lorentz invar-
iance, the general structure of the integral [47] will
be of the form

J��	 ¼ a��p	 þ b��q	 þ c�s�	 þ c�s�	 ½48�

where a��, b�� are tensor-valued functions and
c� a vector-valued function of p and q. The
symmetric tensor s�� is chosen to project out
components of vectors transverse to both p and q,
i.e., p�s�� = q�s�� = 0, with the normalization
s�
� = D� 2. Solving these constraints leads to the

explicit form

s��¼����m2q�q�þq2p�p� �ðp �qÞ q�p�þp�q�ð Þ
m2q2�ðp �qÞ2

½49�

To determine the as yet unknown functions
a��, b�� and c� above, we first contract both sides
of the decomposition [48] with p� and q� to get

2p	 J��	 ¼ 2m2a�� þ 2ðp � qÞb��

2q	 J��	 ¼ 2ðp � qÞa�� þ 2q2b��
½50�

Inside the integrand of [47], we then use the trivial
identities

2k � p ¼ k2 þ 2k � p
� �

� k2

2q � k ¼ k2 þ q2 � ðk� qÞ2
½51�
to write the left-hand sides of [50] as the sum of
rank-2 Feynman integrals which, with the exception
of the one multiplied by q2 from [51], have one less
denominator factor. This formally determines the
coefficients a�� and b�� in terms of a set of rank-2
integrations. The vector function c� is then found
from the contraction

J��� ¼ p�a
�� þ q�b

�� þ ðD� 2Þc� ½52�

This contraction eliminates the k2 denominator
factor in the integrand of [47] and produces a
vector-valued integral. Solving the system of
algebraic equations [50] and [52] then formally
determines the rank-3 Feynman integral [47] in
terms of rank-1 and rank-2 Feynman integrals. The
rank-2 Feynman integrals thus generated can then
be evaluated in the same way by writing a
decomposition for them analogous to [48] and
solving for them in terms of vector-valued and
scalar-valued Feynman integrals. Finally, the rank-1
integrations can be solved for in terms of a set of
scalar-valued integrals, most of which have fewer
denominator factors in their integrands.

Generally, any one-loop amplitude can be reduced
to a set of basic integrals by using the Passarino–
Veltman reduction technique. For example, in
supersymmetric amplitudes of gluons any tensor
Feynman integral can be reduced to a set of scalar
integrals, that is, Feynman integrals in a scalar field
theory with a massless particle circulating in the
loop, with rational coefficients. In the case of N = 4
supersymmetric Yang–Mills theory, only scalar box
integrals appear.

Reduction to Master Integrals

While the Brown–Feynman and Passarino–Veltman
reductions are well suited for dealing with one-loop
diagrams, they become rather cumbersome for
higher-loop computations. There are other more
powerful methods for reducing general tensor
integrals into a basis of known integrals called
master integrals. Let us illustrate this technique on a
scalar example. Any scalar massless two-loop Feyn-
man integral can be brought into the form

IðpÞ ¼
Z

dDk

ð2�ÞD
Z

dDk0

ð2�ÞD
Yt

j¼1

�
�lj
j

Yq

i¼1

�ni

i ½53�

where �j are massless scalar propagators depending
on the loop momenta k, k0 and the external
momenta p1, . . . , pn, and �i are scalar products of
a loop momentum with an external momentum or
of the two loop momenta. The topology of the
corresponding Feynman diagram is uniquely deter-
mined by specifying the set �1, . . . , �t of t distinct
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propagators in the graph, while the integral itself is
specified by the powers lj � 1 of all propagators, by
the selection �1, . . . , �q of q scalar products and by
their powers ni � 0.

The integrals in a class of diagrams of the same
topology with the same denominator dimension
r =

P
j lj and same total scalar product number

s =
P

i ni are related by various identities. One
class follows from the fact that the integral over a
total derivative with respect to any loop momentum
vanishes in dimensional regularization asZ

dDk

ð2�ÞD
@JðkÞ
@k�

¼ 0

where J(k) is any tensorial combination of propaga-
tors, scalar products and loop momenta. The
resulting relations are called integration-by-parts
identities and for two-loop integrals can be cast
into the formZ

dDk

ð2�ÞD
Z

dDk0

ð2�ÞD
v�
@f ðk; k0; pÞ

@k�
¼ 0

¼
Z

dDk

ð2�ÞD
Z

dDk0

ð2�ÞD
v�
@f ðk; k0; pÞ

@k0�
½54�

where f (k, k0, p) is a scalar function containing
propagators and scalar products, and v� is any
internal or external momentum. For a graph with ‘
loops and n independent external momenta, this
results in a total of ‘(nþ ‘) relations.

In addition to these identities, one can also exploit
the fact that all Feynman integrals [53] are Lorentz
scalars. Under an infinitesimal Lorentz transformation
p�! p� þ �p�, with �p� = p����� , ���� =�����, one has
the invariance condition I(pþ �p) = I(p), which leads
to the linear homogeneous differential equations

Xn

i¼1

p�i
@

@pi�
� p�i

@

@pi�

� �
IðpÞ ¼ 0 ½55�

This equation can be contracted with all possible
antisymmetric combinations of pi�pj� to yield
linearly independent Lorentz invariance identities
for (53).

Using these two sets of identities, one can either
obtain a reduction of integrals of the type (53)
to those corresponding to a small number of simpler
diagrams of the same topology and diagrams of
simpler topology (fewer denominator factors), or
a complete reduction to diagrams with simpler
topology. The remaining integrals of the topology
under consideration are called irreducible master
integrals. These momentum integrals cannot be
further reduced and have to be computed by different
techniques. For instance, one can apply a Mellin–
Barnes transformation of all propagators given by

1

ðk2þaÞl
¼ 1

ðl�1Þ!

Z i1

�i1

dz

2�i

az

ðk2Þlþz
�ðlþ zÞ�ð�zÞ ½56�

where the contour of integration is chosen to lie to the
right of the poles of the Euler function �(lþ z) and to
the left of the poles of �(�z) in the complex z-plane.
Alternatively, one may apply the negative-dimension
method in which D is regarded as a negative integer in
intermediate calculations and the problem of loop
integration is replaced with that of handling infinite
series. When combined with the above methods, it may
be used to derive powerful recursion relations among
scattering amplitudes. Both of these techniques rely on
an explicit integration over the loop momenta of the
graph, their differences occurring mainly in the repre-
sentations used for the propagators.

The procedure outlined above can also be used to
reduce a tensor Feynman integral to scalar integrals, as
in the Brown–Feynman and Passarino–Veltman reduc-
tions. The tensor integrals are expressed as linear
combinations of scalar integrals of either higher
dimension or with propagators raised to higher
powers. The projection onto a tensor basis takes the
form [53] and can thus be reduced to master integrals.
String Theory Methods

The realizations of field theories as the low-energy
limits of string theory provides a number of power-
ful tools for the calculation of multiloop amplitudes.
They may be used to provide sets of diagrammatic
computational rules, and they also work well for
calculations in quantum gravity. In this final part we
shall briefly sketch the insights into perturbative
quantum field theory that are provided by tech-
niques borrowed from string theory.

String Theory Representation

String theory provides an efficient compact repre-
sentation of scattering amplitudes. At each loop
order there is only a single closed string diagram,
which includes within it all Feynman graphs along
with the contributions of the infinite tower of
massive string excitations. Schematically, at one-
loop order, the situation is as shown in Figure 3.
The terms arising from the heavy string modes are
removed by taking the low-energy limit in which all
external momenta lie well below the energy scale set
by the string tension. This limit picks out the regions
of integration in the string diagram corresponding to
particle-like graphs, but with different diagrammatic
rules.
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Figure 3 String theory representation at one-loop order.
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Given these rules, one may formulate a purely
field-theoretic framework which reproduces them.
In the case of QCD, a key ingredient is the use of a
special gauge originally derived from the low-energy
limit of tree-level string amplitudes. This is known
as the Gervais–Neveu gauge and it is defined by the
gauge-fixing Lagrangian density

LGN ¼ �
1

2
Tr @�A� � ieffiffiffi

2
p A�A�

� �2

½57�

This gauge choice simplifies the color factors that
arise in scattering amplitudes. The string theory
origin of gauge theory amplitudes is then most
closely mimicked by combining this gauge with the
background field gauge, in which one decomposes
the gauge field into a classical background field and
a fluctuating quantum field as A� = Acl

� þ Aqu
� , and

imposes the gauge-fixing condition Dcl
�Aqu� = 0,

where Dcl
� is the background field covariant deriva-

tive evaluated in the adjoint representation of the
gauge group. This hybrid gauge is well suited for
computing the effective action, with the quantum
part describing gluons propagating around loops
and the classical part describing gluons emerging
from the loops. The leading loop momentum
behavior of one-particle irreducible graphs with
gluons in the loops is very similar to that of graphs
with scalar fields in the loops.

Supersymmetric Decomposition

String theory also suggests an intimate relationship
with supersymmetry. For example, at tree level,
QCD is effectively supersymmetric because a multi-
gluon tree amplitude contains no fermion loops, and
so the fermions may be taken to lie in the adjoint
representation of the gauge group. Thus, pure gluon
tree amplitudes in QCD are identical to those in
supersymmetric Yang–Mills theory. They are con-
nected by supersymmetric Ward identities to ampli-
tudes with fermions (gluinos) which drastically
simplify computations. In supersymmetric gauge
theory, these identities hold to all orders of
perturbation theory.

At one-loop order and beyond, QCD is not super-
symmetric. However, one can still perform a super-
symmetric decomposition of a QCD amplitude for
which the supersymmetric components of the ampli-
tude obey the supersymmetric Ward identities. Con-
sider, for example, a one-loop multigluon scattering
amplitude. The contribution from a fermion propagat-
ing in the loop can be decomposed into the contribution
of a complex scalar field in the loop plus a contribution
from an N = 1 chiral supermultiplet consisting of a
complex scalar field and a Weyl fermion. The
contribution from a gluon circulating in the loop can
be decomposed into contributions of a complex scalar
field, an N = 1 chiral supermultiplet, and an N = 4
vector supermultiplet comprising three complex scalar
fields, four Weyl fermions and one gluon all in the
adjoint representation of the gauge group. This
decomposition assumes the use of a supersymmetry-
preserving regularization.

The supersymmetric components have important
cancellations in their leading loop momentum
behavior. For instance, the leading large loop
momentum power in an n-point 1PI graph is
reduced from jkjn down to jkjn�2 in the N = 1
amplitude. Such a reduction can be extended to any
amplitude in supersymmetric gauge theory and is
related to the improved ultraviolet behavior of
supersymmetric amplitudes. For the N = 4 ampli-
tude, further cancellations reduce the leading power
behavior all the way down to jkjn�4. In dimensional
regularization, N = 4 supersymmetric loop ampli-
tudes have a very simple analytic structure owing to
their origins as the low-energy limits of superstring
scattering amplitudes. The supersymmetric Ward
identities in this way can be used to provide
identities among the nonsupersymmetric contribu-
tions. For example, in N = 1 supersymmetric Yang–
Mills theory one can deduce that fermion and gluon
loop contributions are equal and opposite for multi-
gluon amplitudes with maximal helicity violation.

Scattering Amplitudes in Twistor Space

The scattering amplitude in QCD with n incoming
gluons of the same helicity vanishes, as does the
amplitude with n� 1 incoming gluons of one helicity
and one gluon of the opposite helicity for n � 3. The
first nonvanishing amplitudes are the maximal helicity
violating (MHV) amplitudes involving n� 2 gluons of
one helicity and two gluons of the opposite helicity.
Stripped of the momentum conservation delta-function
and the group theory factor, the tree-level amplitude
for a pair of gluons of negative helicity is given by

AðkÞ ¼ en�2 k�r
��kþs	 
Yn

i¼1

k�i
��kþiþ1

	 
�1 ½58�

This amplitude depends only on the holomorphic
(negative chirality) Weyl spinors. The full MHV
amplitude (with the momentum conservation
delta-function) is invariant under the conformal
group SO(4, 2) ffi SU(2, 2) of four-dimensional
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Minkowski space. After a Fourier transformation of
the positive-chirality components, the complexifica-
tion SL(4, C) has an obvious four-dimensional repre-
sentation acting on the positive- and negative-chirality
spinor products. This representation space is iso-
morphic to C4 and is called twistor space. Its elements
are called twistors.

Wave functions and amplitudes have a known
behavior under the C�-action which rescales twistors,
giving the projective twistor space CP3 or RP3

according to whether the twistors are complex valued
or real valued. The Fourier transformation to twistor
space yields (due to momentum conservation) the
localization of an MHV amplitude to a genus-0
holomorphic curve CP1 of degree 1 in CP3 (or to a
real line RP1 � RP3). It is conjectured that, generally,
an ‘-loop amplitude with p gluons of positive helicity
and q gluons of negative helicity is supported on a
holomorphic curve in twistor space of degree qþ ‘� 1
and genus�‘. The natural interpretation of this curve is
as the world sheet of a string. The perturbative gauge
theory may then be described in terms of amplitudes
arising from the couplings of gluons to a string. This
twistor string theory is a topological string theory which
gives the appropriate framework for understanding the
twistor properties of scattering amplitudes. This frame-
work has been used to analyze MHV tree diagrams and
one-loop N = 4 supersymmetric amplitudes of gluons.

See also: Constructive Quantum Field Theory;
Dispersion Relations; Effective Field Theories; Gauge
Theories from Strings; Hopf Algebra Structure of
Renormalizable Quantum Field Theory; Perturbative
Renormalization Theory and BRST; Quantum
Chromodynamics; Renormalization: General Theory;
Scattering, Asymptotic Completeness and Bound States;
Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools; Stationary Phase
Approximation; Supersymmetric Particle Models.
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Main Problems in the Perturbative
Quantization of Gauge Theories

Gauge theories are field theories in which the basic
fields are not directly observable. Field configurations
yielding the same observables are connected by a
gauge transformation. In the classical theory, the
Cauchy problem is well posed for the observables,
but in general not for the nonobservable gauge-
variant basic fields, due to the existence of time-
dependent gauge transformations.

Attempts to quantize the gauge-invariant objects
directly have not yet been completely satisfactory.
Instead, one modifies the classical action by adding a
gauge-fixing term such that standard techniques of
perturbative quantization can be applied and such
that the dynamics of the gauge-invariant classical
fields is not changed. In perturbation theory, this



problem shows up already in the quantization of the
free gauge fields (see the section ‘‘Quantization of
free gauge fields’’). In the final (interacting) theory the
physical quantities should be independent on how the
gauge fixing is done (‘‘gauge independence’’).

Traditionally, the quantization of gauge theories
is mostly analyzed in terms of path integrals (e.g., by
Faddeev and Popov), where some parts of the
arguments are only heuristic. In the original treat-
ment of Becchi, Rouet, and Stora (cf. also Tyutin)
(which is called ‘‘BRST-quantization’’), a restriction
to purely massive theories was necessary; the
generalization to the massless case by Lowenstein’s
method is cumbersome.

The BRST quantization is based on earlier work
of Feynman, Faddeev, and Popov (introduction of
‘‘ghost fields’’), and of Slavnov. The basic idea is
that after adding a term to the Lagrangian which
makes the Cauchy problem well posed but which is
not gauge-invariant one enlarges the number of
fields by infinitesimal gauge transformations
(‘‘ghosts’’) and their duals (‘‘anti-ghosts’’). One
then adds a further term to the Lagrangian which
contains a coupling of the anti-ghosts and ghosts.
The BRST transformation acts as an infinitesimal
gauge transformation on the original fields and on
the gauge transformations themselves and maps the
anti-ghosts to the gauge-fixing terms. This is done
in such a way that the total Lagrangian is invariant
and that the BRST transformation is nilpotent.
The hard problem in the perturbative construction
of gauge theories is to show that BRST symmetry can
be maintained during renormalization (see the section
on perturbative renormalization). By means of the
‘‘quantum action principle’’ of Lowenstein (1971)
and Lam (1972, 1973) a cohomological classification
of anomalies was worked out (an overview is given,
e.g., in the book of Piguet and Sorella (1995)). For
more details, see BRST Quantization.

The BRST quantization can be carried out in a
transparent way in the framework of algebraic
quantum field theory (AQFT, see Algebraic
Approach to Quantum Field Theory). The advan-
tage of this formulation is that it allows one to
separate the three main problems of perturbative
gauge theories:

1. the elimination of unphysical degrees of freedom,
2. positivity (or ‘‘unitarity’’), and
3. the problem of infrared divergences.

In AQFT, the procedure is the following: starting
from an algebra of all local fields, including the
unphysical ones, one shows that after perturbative
quantization the algebra admits the BRST transfor-
mation as a graded nilpotent derivation. The

algebra of observables is then defined as the
cohomology of the BRST transformation. To solve
the problem of positivity, one has to show that the
algebra of observables, in contrast to the algebra of
all fields, has a nontrivial representation on a
Hilbert space. Finally, one can attack the infrared
problem by investigating the asymptotic behavior
of states. The latter problem is nontrivial even in
quantum electrodynamics (since an electron is
accompanied by a ‘‘cloud of soft photons’’) and
may be related to confinement in quantum
chromodynamics.

The method of BRST quantization is by no means
restricted to gauge theories, but applies to general
constrained systems. In particular, massive vector
fields, where the masses are usually generated by the
Higgs mechanism, can alternatively be treated
directly by the BRST formalism, in close analogy
to the massless case (cf. the section on quantization
of free gauge fields).

Local Operator BRST Formalism

In AQFT, the principal object is the family of
operator algebras O ! A(O) (where O runs, e.g.,
through all double cones in Minkowski space),
which fulfills the Haag–Kastler axioms (cf. Algebraic
Approach to Quantum Field Theory). To construct
these algebras, one considers the algebras F (O)
generated by all local fields including ghosts u and
anti-ghosts ũ. Ghosts and anti-ghosts are scalar
fermionic fields. The algebra gets a Z2 grading with
respect to even and odd ghost numbers, where ghosts
get ghost numbersþ1 and anti-ghosts ghost number�1.
The BRST transformation s acts on these algebras as a
Z2-graded derivation with s2 = 0, s(F (O)) � F (O),
and s(F�) =�(�1)�F s(F)�, �F denoting the ghost num-
ber of F.

The observables should be s-invariant and may be
identified if they differ by a field in the range of s.
Since the range A00 of s is an ideal in the kernel A0

of s, the algebra of observables is defined as the
quotient

A :¼ A0=A00 ½1�

and the local algebras A(O) � A are the images of
A0 \ F (O) under the quotient map A0 ! A.

To prove that A admits a nontrivial representa-
tion by operators on a Hilbert space, one may use
the BRST operator formalism (Kugo and Ojima
1979, Dütsch and Fredenhagen 1999): one starts
from a representation of F on an inner-product
space (K, h� , �i) such that hF��, i = h�, F i
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and that s is implemented by an operator Q on K,
that is,

sðFÞ ¼ ½Q; F� ½2�

with [� , �] denoting the graded commutator, such
that Q is symmetric and nilpotent. One may then
construct the space of physical states as the
cohomology of Q, H := K0=K00, where K0 is the
kernel and K00 the range of Q. The algebra of
observables now has a natural representation �
on H:

�ð½A�Þ½�� :¼ ½A�� ½3�

(where A 2 A0,� 2 K0, [A] := AþA00, [�] := �þ
K00). The crucial question is whether the scalar
product on H inherited from K is positive definite.

In free quantum field theories (K, h� , �i) can be
chosen in such a way that the positivity can directly
be checked by identifying the physical degrees of
freedom (see next section). In interacting theories
(see the section on perturbative construction of
gauge theories), one may argue in terms of scattering
states that the free BRST operator on the asymptotic
fields coincides with the BRST operator of the
interacting theory. This argument, however, is
invalidated by infrared problems in massless gauge
theories. Instead, one may use a stability property of
the construction.

Namely, let ~F be the algebra of formal power
series with values in F , and let ~K be the vector space
of formal power series with values in K. ~K possesses
a natural inner product with values in the ring of
formal power series C[[�]], as well as a representa-
tion of ~F by operators. One also assumes that the
BRST transformation s̃ is a formal power series
s̃ =

P
n �

nsn of operators sn on F and that the
BRST operator Q̃ is a formal power series
Q̃ =

P
n �

nQn of operators on K. The algebraic
construction can then be done in the same way as
before, yielding a representation �̃ of the algebra
of observables ~A by endomorphisms of a C[[�]]
module ~H, which has an inner product with values
in C[[�]].

One now assumes that at � = 0 the inner product
is positive, in the sense that

(Positivity)

ðiÞ h�; �i 	 0 8� 2 K with Q0� ¼ 0; and

ðiiÞ Q0� ¼ 0 ^ h�; �i ¼ 0 ¼) � 2 Q0K ½4�

Then the inner product on ~H is positive in the
sense that for all �̃ 2 ~H the inner product with itself,
h�̃, �̃i, is of the form c̃�c̃ with some power series
c̃ 2 C[[�]], and c̃ = 0 iff �̃ = 0.

This result guarantees that, within perturbation
theory, the interacting theory satisfies positivity,
provided the unperturbed theory was positive and
BRST symmetry is preserved.

Quantization of Free Gauge Fields

The action of a classical free gauge field A,

S0ðAÞ ¼ �
1

4

Z
dx F��ðxÞF��ðxÞ

¼ 1

2

Z
dkÂ�ðkÞ�M��ðkÞÂ�ðkÞ ½5�

(where F�� := @�A� � @�A� and M��(k) := k2g�� �
k�k�) is unsuited for quantization because M�� is not
invertible: due to M��k� = 0, it has an eigenvalue 0.
Therefore, the action is usually modified by adding a
Lorentz-invariant gauge-fixing term: M�� is replaced
by M��(k)þ �k�k� , where � 2 R n {0} is an arbitrary
constant. The corresponding Euler–Lagrange equation
reads

&A� � ð1� �Þ@�@�A� ¼ 0 ½6�

For simplicity, let us choose � = 1, which is referred
to as Feynman gauge. Then the algebra of the free
gauge field is the unital ?-algebra generated by
elements A�(f ), f 2 D(R4), which fulfill the
relations:

f 7!A�ðf Þ is linear ½7�

A�ð&f Þ ¼ 0 ½8�

A�ðf Þ� ¼ A�ð�f Þ ½9�

½A�ðf Þ;A�ðgÞ� ¼ ig��
Z

dx dy f ðxÞDðx� yÞgðyÞ ½10�

where D is the massless Pauli–Jordan distribution.
This algebra does not possess Hilbert space

representations which satisfy the microlocal spectrum
condition, a condition which in particular requires
the singularity of the two-point function to be of the
so-called Hadamard form. It possesses, instead,
representations on vector spaces with a nondegene-
rate sequilinear form, for example, the Fock space
over a one-particle space with scalar product

h�;  i ¼ ð2�Þ�3

Z
d3p

2jpj�
�ðpÞ �ðpÞjp0¼jpj ½11�

Gupta and Bleuler characterized a subspace of the
Fock space on which the scalar product is semide-
finite; the space of physical states is then obtained
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by dividing out the space of vectors with vanishing
norm.

After adding a mass term

m2

2

Z
dxA�ðxÞA�ðxÞ

to the action [5], it seems to be no longer necessary
to add also a gauge-fixing term. The fields then
satisfy the Proca equation

@�F�� þm2A� ¼ 0 ½12�

which is equivalent to the equation (&þm2)A� = 0
together with the constraint @�A� = 0. The Cauchy
problem is well posed, and the fields can be
represented in a positive-norm Fock space with
only physical states (corresponding to the three
physical polarizations of A). The problem, however,
is that the corresponding propagator admits no
power-counting renormalizable perturbation series.

The latter problem can be circumvented in the
following way: for the algebra of the free quantum
field, one takes only the equation (&þm2)A� = 0
into account (or, equivalently, one adds the gauge-
fixing term (1/2)(@�A�)2 to the Lagrangian) and goes
over from the physical field A� to

B� :¼ A� þ @
��

m
½13�

where � is a real scalar field, to the same mass m
where the sign of the commutator is reversed
(‘‘bosonic ghost field’’ or ‘‘Stückelberg field’’).
The propagator of B� yields a power-counting
renormalizable perturbation series; however, B� is
an unphysical field. One obtains four independent
components of B which satisfy the Klein–Gordon
equation. The constraint 0 = @�A� = @�B� þm� is
required for the expectation values in physical states
only. So, quantization in the case m > 0 can be
treated in analogy with [8]–[10] by replacing A� by
B�, the wave operator by the Klein–Gordon operator
(&þm2) in [8], and D by the corresponding massive
commutator distribution �m in [10]. Again, the
algebra can be nontrivially represented on a space
with indefinite metric, but not on a Hilbert space.

One can now use the method of BRST quantiza-
tion in the massless as well as in the massive case.
One introduces a pair of fermionic scalar fields
(ghost fields) (u, ũ). u, ũ, and (for m > 0) � fulfill the
Klein–Gordon equation to the same mass m 	 0 as
the vector field B. The free BRST transformation
reads

s0ðB�Þ ¼ i@�u; s0ð�Þ ¼ imu

s0ðuÞ ¼ 0; s0ð~uÞ ¼ �ið@�B� þm�Þ
½14�

(see, e.g., Scharf (2001)). It is implemented by the
free BRST charge

Q0 ¼
Z

x0¼const:

d3xj
ð0Þ
0 ðx

0; xÞ ½15�

where

jð0Þ� :¼ ð@�B� þm�Þ@�u� @�ð@�B� þm�Þu ½16�

is the free BRST current, which is conserved. (The
interpretation of the integral in [15] requires some
care.) Q0 satisfies the assumptions of the (local)
operator BRST formalism, in particular it is nilpotent
and positive [4]. Distinguished representatives of the
equivalence classes [�] 2 Ke Q0=Ra Q0 are the states
built up only from the three spatial (two transversal
for m = 0, respectively) polarizations of A.

Perturbative Renormalization

The starting point for a perturbative construction of
an interacting quantum field theory is Dyson’s
formula for the evolution operator in the interaction
picture. To avoid conflicts with Haag’s theorem on
the nonexistence of the interaction picture in
quantum field theory, one multiplies the interaction
Lagrangian L with a test function g and studies the
local S-matrix,

SðgLÞ ¼ 1þ
X1
n¼1

in

n!

Z
dx1 � � � dxngðx1Þ � � � gðxnÞ

� TðLðx1Þ � � � LðxnÞÞ ½17�

where T denotes a time-ordering prescription. In the
limit g!1 (adiabatic limit), S(gL) tends to the
scattering matrix. This limit, however, is plagued by
infrared divergences and does not always exist.
Interacting fields FgL are obtained by the Bogoliubov
formula:

FgLðxÞ ¼
�

�hðxÞ jh¼0SðgLÞ�1SðgL þ hFÞ ½18�

The algebraic properties of the interacting fields
within a region O depend only on the inter-
action within a slightly larger region (Brunetti and
Fredenhagen 2000), hence the net of algebras in the
sense of AQFT can be constructed in the adiabatic
limit without the infrared problems (this is called the
‘‘algebraic adiabatic limit’’).

The construction of the interacting theory is thus
reduced to a definition of time-ordered products of
fields. This is the program of causal perturbation
theory (CPT), which was developed by Epstein and
Glaser (1973) on the basis of previous work by
Stückelberg and Petermann (1953) and Bogoliubov
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and Shirkov (1959). For simplicity, we describe
CPT only for a real scalar field. Let ’ be a classical
real scalar field which is not restricted by any field
equation. Let P denote the algebra of polynomials
in ’ and all its partial derivatives @a’ with multi-
indices a 2 N4

0. The time-ordered products (Tn)n2N

are linear and symmetric maps Tn : (P 

D(R4))
n ! L(D), where L(D) is the space of
operators on a dense invariant domain D in the
Fock space of the scalar free field. One often uses
the informal notation

Tnðg1F1 
 � � � 
 gnFnÞ

¼
Z

dx1 � � � dxnTnðF1ðx1Þ; . . . ; FnðxnÞÞ

� g1ðx1Þ � � � gnðxnÞ ½19�

where Fj 2 P, gj 2 D(R4).
The sequence (Tn) is constructed by induction on

n, starting with the initial condition

T1

Y
j

@aj’ðxÞ
 !

¼:
Y

j

@aj�ðxÞ : ½20�

where the right-hand side is a Wick polynomial of
the free field �. In the inductive step the requirement
of causality plays the main role, that is, the
condition that

Tnðf1 
 � � � 
 fnÞ ¼Tkðf1 
 � � � 
 fkÞ
� Tn�kðfkþ1 
 � � � 
 fnÞ ½21�

if

ðsupp f1 [ � � � [ supp fkÞ
\ ððsupp fkþ1 [ � � � [ supp fnÞ þ V̄�Þ = ;

(where V̄� is the closed backward light cone). This
condition expresses the composition law for evolu-
tion operators in a relativistically invariant and local
way. Causality determines Tn as an operator-valued
distribution on R4n in terms of the inductively known
Tl, l < n, outside of the total diagonal �n :=
{(x1, . . . , xn) jx1 = � � � = xn}, that is, on test functions
from D(R4n n�n).

Perturbative renormalization is now the exten-
sion of Tn to the full test function space D(R4n).
Generally, this extension is nonunique. In contrast
to other methods of renormalization, no diver-
gences appear, but the ambiguities correspond to
the finite renormalizations that persist after
removal of divergences by infinite counter terms.
The ambiguities can be reduced by (re-)normal-
ization conditions, which means that one requires
that certain properties which hold by induction on

D(R4n n�n) are maintained in the extension,
namely:

� (N0) a bound on the degree of singularity near
the total diagonal;
� (N1) Poincaré covariance;
� (N2) unitarity of the local S-matrix;
� (N3) a relation to the time-ordered products of

subpolynomials;
� (N4) the field equation for the interacting field
’gL [18];
� (AWI) the ‘‘action Ward identity’’ (Stora 2002,

Dütsch and Fredenhagen 2003): @�T(� � �Fl(x) � � �) =
T(� � � @�Fl(x) � � �). This condition can be understood
as the requirement that physics depends on the action
only, so total derivatives in the interaction Lagrangian
can be removed; and
� further symmetries, in particular in gauge

theories, Ward identities expressing BRST invar-
iance. A universal formulation of all symmetries
which can be derived from the field equation in
classical field theory is the ‘‘master Ward iden-
tity’’ (which presupposes (N3) and (N4)) (Boas
and Dütsch 2002, Dütsch and Fredenhagen
2003); see next section.

The problem of perturbative renormalization is to
construct a solution of all these normalization
conditions. Epstein and Glaser have constructed the
solutions of (N0)–(N3). Recently, the conditions
(N4) and (AWI) have been included. The master
Ward identity cannot always be fulfilled, the
obstructions being the famous ‘‘anomalies’’ of
perturbative quantum field theory.

Perturbative Construction of Gauge
Theories

In the case of a purely massive theory, the
adiabatic limit S = limg!1 S(gL) exists (Epstein
and Glaser 1976), and one may adopt a formalism
due to Kugo and Ojima (1979), who use the fact
that in these theories the BRST charge Q can be
identified with the incoming (free) BRST charge
Q0 [15]. For the scattering matrix S to be a well-
defined operator on the physical Hilbert space of
the free theory, H = Ke Q0=Ra Q0, one then has to
require

lim
g!1
½Q0;TððgLÞ
nÞ�jkerQ0

¼ 0 ½22�

This is the motivation for introducing the condi-
tion of ‘‘perturbative gauge invariance’’ (Dütsch
et al. 1993, 1994); see Scharf (2001)): according
to this condition, there should exist a Lorentz
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vector L�1 2 P associated with the interaction L,
such that

½Q0;TnðLðx1Þ � � � LðxnÞ�

¼ i
Xn

l¼1

@xl
� TnðLðx1Þ � � � L�1ðxlÞ � � � LðxnÞÞ ½23�

This is a somewhat stronger condition than [22] but
has the advantage that it can be formulated
independently of the adiabatic limit. The condition
[22] (or perturbative gauge invariance) can be
satisfied for tree diagrams (i.e., the corresponding
requirement in classical field theory can be fulfilled).
In the massive case, this is impossible without a
modification of the model; the inclusion of addi-
tional physical scalar fields (corresponding to Higgs
fields) yields a solution. It is gratifying that,
by making a polynomial ansatz for the interaction
L 2 P, perturbative gauge invariance [23] for tree
diagrams, renormalizability (i.e., the mass dimension
of L is �4), and some obvious requirements (e.g.,
the Lorentz invariance) determine L to a far extent.
In particular, the Lie-algebraic structure needs not to
be put in, as it can be derived in this way (Stora 1997,
unpublished). Including loop diagrams (i.e., quantum
effects), it has been proved that (N0)–(N2) and
perturbative gauge invariance can be fulfilled to all
orders for massless SU(N) Yang–Mills theories.

Unfortunately, in the massless case, it is unlikely that
the adiabatic limit exists and, hence, an S-matrix
formalism is problematic. One should better rely on
the construction of local observables in terms of
couplings with compact support. However, then the
selection of the observables [1] has to be done in terms
of the BRST transformation s̃ of the interacting fields.

For the corresponding BRST charge, one makes
the ansatz

~Q ¼
Z

d
4x ~j�gLðxÞb�ðxÞ; L ¼

X
n	1

Ln�
n ½24�

where (b�) is a smooth version of the �-function
characterizing a Cauchy surface and j̃

�

gL is the
interacting BRST-current [18] (where
j̃� =

P
n j(n)
� �n (j(n)

� 2 P) is a formal power series with
j(0)
� given by [16]). (Note that there is a volume

divergence in this integral, which can be avoided by a
spatial compactification. This does not change the
abstract algebra FL(O).) A crucial requirement is that
j̃
�

gL is conserved in a suitable sense. This condition is
essentially equivalent to perturbative gauge invariance
and hence its application to classical field theory
determines the interaction L in the same way, and in
addition the deformation j(0) ! j̃gL. The latter also
gives the interacting BRST charge and transformation,
Q̃ and s̃, by [24] and [2]. The so-obtained Q̃ is often

nilpotent in classical field theory (and hence this holds
also for s̃). However, in QFT conservation of j̃gL and
Q̃

2
= 0 requires the validity of additional Ward

identities, beyond the condition of perturbative gauge
invariance [23]. All the necessary identities can be
derived from the master Ward identity

Tnþ1ðA; F1; . . . ; FnÞ

¼ �
Xn

k¼1

TnðF1; . . . ; �AFk; . . . ; FnÞ ½25�

where A = �AS0 with a derivation �A. The master
Ward identity is closely related to the quantum
action principle which was formulated in the
formalism of generating functionals of Green’s
functions. In the latter framework, the anomalies
have been classified by cohomological methods. The
vanishing of anomalies of the BRST symmetry is a
selection criterion for physically acceptable models.

In the particular case of QED, the Ward identity

@y
�T j�ðyÞF1ðx1Þ � � � FnðxnÞð Þ

¼ i
Xn

j¼1

�ðy� xjÞ

� T F1ðx1Þ � � � ð�FjÞðxjÞ � � � FnðxnÞ
� �

½26�

for the Dirac current j� := � 	� , is sufficient for
the construction, where (�F) := i(r� s)F for
F =  r � sB1 � � �Bl (B1, . . . , Bl are nonspinorial fields)
and F1, . . . , Fn run through all subpolynomials of
L = j�A�, (N0)–(N4) and [26] can be fulfilled to all
orders (Dütsch and Fredenhagen, 1999).

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Batalin–Vilkovisky
Quantization; BRST Quantization; Constrained Systems;
Indefinite Metric; Perturbation Theory and its Techniques;
Quantum Chromodynamics; Quantum Field Theory:
A Brief Introduction; Quantum Fields with Indefinite
Metric: Non-Trivial Models; Renormalization: General
Theory; Renormalization: Statistical Mechanics and
Condensed Matter; Standard Model of Particle Physics.
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Introduction

When an external parameter such as the tempera-
ture T is changed, physical systems in a homo-
geneous state often become unstable and tend to
an ordered phase with broken symmetry. The
growth of new order takes place with coarsening
of domains or defect structures on mesoscopic
spatial scales much longer than the microscopic
molecular scale. Such ordering processes are
ubiquitously observed in many systems such as
ferromagnetic (spin) systems, solid alloys, and
fluids. Historically, structural ordering and phase
separation in solid alloys have been one of the
central problems in metallurgy (Cahn 1961). These
are highly nonlinear and far-from-equilibrium
processes and have been studied as challenging
subjects in condensed matter physics, polymer
science, and metallurgy (Gunton et al. 1983,
Binder 1991, Bray 1994, Onuki 2002). Here a
short review on phase ordering is given on the
basis of prototype mathematical models, which
can be a starting point to understand the real
complex problems.

Phase Ordering in Nonconserved
Systems

Let us consider phase ordering in a system with a
scalar spacetime-dependent variable  (r, t). If its
space integral is not conserved in time, it is called
the nonconserved order parameter, representing
magnetization, electric polarization, etc. After
appropriate scaling of time t, space r, and  , the
simplest dynamic equation reads

@

@t
 ¼r2 � 
 �  3 þ hþ � ½1�

The coefficient 
 is related to the temperature by

 = A(T � Tc), where A is a constant and Tc is the
critical temperature. The constant h is also an
externally controllable parameter, proportional to
the applied magnetic field for the ferromagnetic
case. The last term is the Markovian Gaussian
random noise needed when eqn [1] is treated
as a Langevin (stochastic differential) equation.
In physics its stochastic property is usually
expressed as

h�ðr; tÞ�ðr 0; t0Þi ¼ 2"�ðr � r 0Þ�ðt � t0Þ ½2�

where " represents the strength of the noise
(proportional to the temperature before the scaling).
In the presence of �, the variable  is a random
variable, whose probability distribution P({ }, t)
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obeys the Fokker–Planck equation. The equilibrium
(steady) distribution is given by

Peqf g¼ const: expð�Ff g="Þ ½3�

where

F¼
Z

dr
�

2
 2 þ 1

4
 4 þ 1

2
jr j2 � h 

� �
½4�

is the so-called Ginzburg–Landau free energy. Using
F we rewrite eqn [1] in a standard form of the
Langevin equation,

@

@t
 ¼ � �F

� 
þ � ½5�

In equilibrium  consists of the average  e and the
deviation � , where the latter is a Gaussian
fluctuation in the limit of small ". If � > 0 and
h = 0, we obtain  e = 0. If � < 0 and h = 0, there
are two minima  e =�j� j1=2. These two states
can coexist in equilibrium with a planar interface
separating them at h = 0. If its normal is along the x-
axis, the interface solution is of the form

 ðxÞ ¼ j� j1=2 tanhðj� j1=2x=
ffiffiffi
2
p
Þ ½6�

which tends to �j� j1=2 as x�1 and satisfies

�F=� ¼ð� þ  2Þ � d2 =dx2 ¼ 0 ½7�

It is well known that the fluctuations of  are
increasingly enhanced near the critical point. The
renormalization group theory shows how the equili-
brium distribution Peq{ } in eqn [3] depends on the
upper cutoff wave number � of  , where we suppose
that  consists of the Fourier components  k with
k < � (Onuki 2002). In our phase-ordering problem
the shortest relevant spatial scale is the interface
width of the order of the thermal correlation length �
at the final temperature. Therefore, near criticality,
we may assume that the thermal fluctuations with
wave numbers larger than ��1 have been eliminated
in the model (or � � ��1 at the starting point).

Domain Growth

Thermodynamic instability occurs when � is
changed from a positive value �i to a negative
value �f at t = 0. We here assume h = 0. We set
�f =�1 using the scaling. At long wavelengths k <
1, small plane wave fluctuations with wave vector k
grow exponentially as

 kðtÞ � exp½ð1� k2Þt� ½8�

with the growth rate largest at k = 0. This suggests
that the nonlinear term in eqn [1] becomes crucial
after a transient time. Numerically obtained snap-
shots of the subsequent  (r, t) are shown in Figure 1

in two dimensions (2D), where we can see the
coarsening of the patterns. The characteristic domain
size ‘(t) grows algebraically as

‘ðtÞ � ta ½9�

where a = 1=2 is known for the model [1]. Scattering
experiments detect the time-dependent correlation

gðr; tÞ¼ h� ðr þ r0; tÞ� ðr0; tÞi ½10�

Sðk; tÞ¼
Z

drgðr; tÞeik�r ½11�

where S(k, t) is called the structure factor. We
assume the translational invariance and the spatial
isotropy after the thermal average h� � �i. If �i � 1,
the quartic term in F is negligible, leading to the
initial structure factor

Sðk; 0Þ ffi "=ð�i þ k2Þ ½12�

which is produced by the thermal fluctuations.
However, when the domain size ‘(t) much exceeds
the microscopic length (lattice constant), the follow-
ing scaling behavior emerges:

gðr; tÞ¼Gðr=‘ðtÞÞ ½13�

Sðk; tÞ¼ ‘ðtÞdQð‘ðtÞkÞ ½14�

where d is the space dimensionality and G(x) and Q(x)
are the scaling functions of order unity for x � 1. The
correlation on the scale of ‘(t) in eqn [13] arises
from large-scale domain structures, while eqn [14]
is simply its Fourier transformation. The maxi-
mum of the structure factor grows as ‘(t)d. When
"	 1, however, there can be a well-defined initial
stage in which S(k, t) grows exponentially at long
wavelengths.

0.5 2 5

10 20 40

Figure 1 Time evolution of  in model [1] in 2D with system

length = 128. The numbers are the times after quenching. Noise

is added, but is not essential for large patterns or in the late

stage. Reproduced with permission from Onuki A (2002) Phase

Transition Dynamics. Cambridge, UK: Cambridge University

Press.
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We may explain the roles of the terms on the
right-hand side of eqn [1] in phase ordering in a
simple manner.

1. The linear term �� triggers instability for � < 0.
2. The nonlinear term � 3 gives rise to saturation

of  into �1. To see this, we neglect r2 and �
to have @ =@t = (1�  2) for � =�1. This
equation is solved to give

 ðtÞ¼ 0=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
 2

0 þ ð1�  2
0Þe�2t

q
½15�

where  0 = (0) is the initial value. Thus,  ! 1
for  0 > 0 and  !�1 for  0 < 0 as t!1.

3. The gradient term limits the instability only in
the long wavelength region k < 1 in the initial
stage (see eqn [8]) and creates the interfaces in
the late stage (see eqn [7]).

4. The noise term � is relevant only in the early
stage where  is still on the order of the initial
thermal fluctuations. The range of the early stage
is of order 1 for " >� 1, but weakly grows as
ln(1=") for "	 1. The noise term can be
neglected once the fluctuations much exceed the
thermal level.

5. If h is a small positive number, it favors growth
of regions with  ffi 1.

Interface Dynamics

At long times t� 1 domains with typical size ‘(t)
are separated by sharp interfaces and the thermal
noise is negligible. Allowing the presence of a small
positive h, we may approximate the free energy F as

F¼ �SðtÞ � 2hVþðtÞ þ const: ½16�

where � is a constant (surface tension), S(t) is the
surface area, and Vþ(t) is the volume of the
regions with  ffi 1. In this stage the interface velocity
vint = vint � n is given by the Allen–Cahn formula
(Allen and Cahn 1979):

vint ¼ �Kþ ð2=�Þh ½17�

The normal unit vector n is from a region with  ffi 1
to a region with  ffi �1. The K is the sum of the
principal curvatures 1=R1 þ 1=R2 in 3D. This equa-
tion can be derived from eqn [1]. If the interface
position ra moves to ra þ ��n infinitesimally, the
surface area changes by �S =

R
daK��, where

R
da � � �

denotes the surface integral. Therefore, F in eqn [16]
changes in time as

dF

dt
¼
Z

dað�K� 2hÞvint 
 0 ½18�

which is non-negative-definite owing to eqn [17].
Furthermore, we may draw three results from eqn [17].

1. If we set vint � ‘(t)=t and K � 1=‘(t), we obtain
a = 1=2 in the growth law [9].

2. In phase ordering under very small positive h,
the balance 1=‘(t) � h=� yields the crossover
time th � h�2. For t < th the effect of h is small,
while for t > th the region with  ffi 1 becomes
predominant.

3. A spherical droplet with  ffi 1 evolves as

@R

@t
¼� 2

R
þ 2h

�
½19�

from which the critical radius is determined as

Rc¼ �=h ½20�

A droplet with R > Rc(R < Rc) grows (shrinks).
We mention a statistical theory of interface dynamics

at h = 0 by Ohta (1982). There, a smooth subsidiary
field u(r, t) is introduced to represent surfaces by
u = const. The differential geometry is much simplified
in terms of such a field. The two-phase boundaries are
represented by u = 0. If all the surfaces follow vint =�K
in eqn [17] in the whole space, u obeys

@

@t
u ¼

h
r2 �

X
ij

ninjrirj

i
u ½21�

where ri = @=@xi and ni =riu=jruj. This equation
becomes a linear diffusion equation if ninjrirj is
replaced by d�1�ijr2. Then u can be expressed in
terms of its initial value and the correlation function
of  (r, t)(ffi u(r, t)=ju(r, t)j in the late stage) is
calculated in the form of eqn [13] with

GðxÞ ¼ 2

�
sin�1 exp � 1

8ð1� 1=dÞ x
2

� �� �
½22�

which excellently agrees with simulations.

Spinodal Decomposition in Conserved
Systems

The order parameter  can be a conserved variable
such as the density or composition in fluids or
alloys. With the same F in eqn [4], a simple dynamic
model in such cases reads

@

@t
 ¼r2 �F

� 
�r � jR ½23�

Here jR is the random current characterized byD
jR	ðr; tÞjR
 ðr 0; t0Þ

E
¼ 2"�	
�ðr � r 0Þ�ðt � t0Þ ½24�

which ensures the equilibrium distribution [3] of  .
However, the noise jR is negligible in late-stage
phase separation as in the nonconserved case. Note
that h in the conserved case is the chemical potential
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conjugate to  and, if it is homogeneous, it vanishes
in the dynamic equation [23]. In experiments the
average order parameter

M ¼ h i ¼
Z

dr ðrÞ=V ½25�

is used as a control parameter instead of h, where
the integral is within the system with volume V. If
there is no flux from outside, M is constant in time.
Here the instability occurs below the so-called
spinodal M2 < 1=3(M2 < j� j=3 for general � < 0).
In fact, small fluctuations with wave vector k grow
exponentially as

 kðtÞ � exp½k2ð1� 3M2 � k2Þt� ½26�

right after the quenching as in eqn [8]. The growth rate
is largest at an intermediate wave number k = km with

km ¼ ½ð1� 3M2Þ=2�1=2 ½27�

This behavior and the exponential growth of the
structure factor have been observed in polymer mixtures
where the parameter " in eqn [3] or [12] is expected to be
small (Onuki 2002). In late-stage coarsening the peak
position of S(k, t) decreases in time as

kmðtÞ � 2�=‘ðtÞ ½28�

in terms of the domain size ‘(t). The growth
exponent in eqn [9] is given by 1/3 for the simple
model [23] (see eqn [33] below).

Figure 2 shows the patterns after quenching in 2D.
For M = 0 the two phases are symmetric and the
patterns are bicontinuous, while for M 6¼ 0 the
20 100 400

20 100 400

M = 0

M = 0.1

(a)

(b)

Figure 2 Time evolution of  in model [23] in 2D with system

length = 128 without thermal noise: (a) M = 0 and (b) M = 0.1.

The numbers are the times after quenching. Reproduced with

permission from Onuki A (2002) Phase Transition Dynamics.

Cambridge, UK: Cambridge University Press.
minority phase eventually appears as droplets in the
percolating region of the majority phase.

Interface Dynamics

Interface dynamics in the conserved case is much
more complicated than in the nonconserved case,
because the coarsening can proceed only through
diffusion. Long-distance correlations arise among
the domains and the interface velocity cannot be
written in terms of the local quantities like the
curvature. As a simple example, we give the counter-
part of eqn [19]. In 3D a spherical droplet with  ffi 1
appears in a nearly homogeneous matrix with  = M
far from the droplet. The droplet radius R is then
governed by (Lifshitz and Slyozov 1961)

@

@t
R¼D

�

R
� 2d0

R2

� �
½29�

where � = (Mþ 1)=2 is called the supersaturation,
while D and d0 are constants (equal to 2 and �=8,
respectively, after the scaling). The critical radius is
written as

Rc ¼ 2d0=� ½30�

The general definition of the supersaturation is

� ¼ M�  ð2Þcx

� �.
 ð1Þcx �  ð2Þcx

� �
½31�

Here the equilibrium values of  are written as  (1)
cx

and  (2)
cx and M is supposed to be slightly different

from  (2)
cx .

Lifshitz and Slyozov (1961) analyzed domain coar-
sening in binary AB alloys when the volume fraction q
of the A-rich domains is small. They noticed that the
supersaturation � around each domain decreases in
time with coarsening. That is, the A component atoms
in the B-rich matrix are slowly absorbed onto the
growing A-rich domains, while a certain fraction of the
A-rich domains disappear. Thus, q(t) and �(t) both
depend on time, but satisfy the conservation law

qðtÞ þ�ðtÞ ¼ �ð0Þ ¼ ðMþ 1Þ=2 ½32�

With this overall constraint, they found the
asymptotic late-stage behavior

‘ðtÞ � �ðtÞ�1 � t1=3 ½33�

where ‘(t) is the average droplet radius. Notice that
this behavior is consistent with the droplet equation
[29], where each term is of order R=t � t�2=3.
Nucleation

In metastable states the free energy is at a local
minimum but not at the true minimum. Such states
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Figure 3 Time evolution of the droplet size distribution n(R , t)

on a semilogarithmic scale as a solution of eqn [39] in the 3D
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are stable for infinitesimal fluctuations, but rare
spatially localized fluctuations, called critical nuclei,
can continue to grow, leading to macroscopic phase
ordering (Onuki 2002, Debenedetti 1996). The birth
of a critical droplet is governed by the Boltzmann
factor exp (�Fc=kBT) at finite temperatures, where
Fc is the free energy needed to create a critical
droplet and kBT is the thermal energy with kB being
the Boltzmann constant. In this section we explicitly
write kBT, but we may scale  and space such that
� = �1 at the final temperature.

Droplet Free Energy and Experiments

In the nonconserved case we prepare a spin-down state
with  ffi �1 in the time region t < 0 and then apply a
small positive field h at t = 0. For t > 0 a spin-up
droplet with radius R requires a free energy change

FðRÞ¼ 4��R2 � 8�

3
hR3 ½34�

The first term is the surface free energy and the
second term is the bulk decrease due to h. The
critical radius Rc in eqn [20] gives the maximum of
F(R) given by

Fc¼
4�

3
�R2

c ½35�

In fact, F0(R) = @F(R)=@R is written as

F0ðRÞ¼ 8��ðR� R2=RcÞ ½36�

In conserved systems such as fluids or alloys, we
lower the temperature slightly below the coexistence
curve with the average order parameter M held fixed.
We again obtain the droplet free energy [34], but

h ¼ ð�=2d0Þ� ½37�

in terms of the (initial) supersaturation � = �(0).
Let the equilibrium values  (1)

cx and  (2)
cx in the two

phases be written as �A(Tc � T)
 with A and 

being constants (
 ffi 1=3 as T!Tc). For each given
M, we define the coexistence temperature Tcx by
M = (2)

cx = �A(Tc � Tcx)
. In nucleation experi-
ments the final temperature T is slightly below Tcx

and �T � Tcx � T is a positive temperature incre-
ment. For small �T we find

� ffi 

2
�T=ðTc � TcxÞ ½38�

Droplet Size Distribution and Nucleation Rate

In a homogeneous metastable matrix, droplets of the
new phase appear as rare thermal fluctuations. We
describe this process by adding a thermal noise term
to the droplet equation [19] or [29]. The droplet size
distribution n(R, t) then obeys the Fokker–Planck
equation

@

@t
n¼ @

@R
LðRÞ @

@R
þ F0ðRÞ

kBT

� �
n ½39�

Here n(R, t)dR denotes the droplet number density
in the range [R, Rþ dR]. We determine the kinetic
coefficient L(R) such that

vðRÞ � �LðRÞF0ðRÞ=kBT ½40�

is the right-hand side of eqn [19] or [29]. It is
equal to @R=@t when the thermal noise is
neglected. Thus, L(R) / R�2 or R�3 for the non-
conserved or conserved case. The second deriva-
tive (@=@R)L(R)(@=@R) in eqn [39] stems from the
thermal noise and is negligible for R� Rc >�1 in
3D (Onuki 2002). Hence, for R� Rc >� 1, the
droplets follow the deterministic equation [19] or
[29] and n obeys

@

@t
n¼� @

@R
½vðRÞn� ½41�

In Figure 3, we plot the solution of eqn [39] for
the conserved case with Fc=kBT = 17.4 (Onuki
2002). The time is measured in units of 1=�c,
which is the timescale of a critical droplet defined by

�c¼ð@vðRÞ=@RÞR¼Rc
½42�

We notice �c / R�3
c from eqn [29] so �c is small.

The initial distribution is given by

nðR; 0Þ¼ n0 expð�4��R2=kBTÞ ½43�
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with n0 being a constant number density. This form
has been observed in computer simulations as the
droplet size distribution on the coexistence curve
(h = 0). Figure 3 indicates that n(R, t) tends to a
steady solution ns(R) which satisfies

LðRÞ @

@R
þ F0ðRÞ

kBT

� �
ns¼� I ½44�

where I is a constant. Imposing the condition ns(R)! 0
as R!1, we integrate the above equation as

nsðRÞ¼ I

Z 1
R

dR1
1

LðR1Þ
exp

FðR1Þ � FðRÞ
kBT

� �
½45�

For R� Rc � 1 we may replace F(R1)� F(R)
by F0(R)(R1 � R) in the integrand of eqn [45] to
obtain

nsðRÞ ffi I=vðRÞ ½46�

which also follows from eqn [41]. Thus

nsðRÞdR¼ I dt ðdR¼ vðRÞdtÞ ½47�

This means that I is the nucleation rate of droplets
with radii larger than Rc emerging per unit volume
and per unit time. Furthermore, as R! 0, we
require ns(R)! n0 = const. in eqn [43] so that

n0 ¼ I

Z 1
0

dR1
1

LðR1Þ
exp

FðR1Þ
kBT

� �
½48�

where the integrand becomes maximum
around Rc. Using the expansion F(R) = Fc þ
F00(Rc) (R� Rc)

2=2þ � � � , we obtain the famous
formula for the nucleation rate

I¼ I0 expð�Fc=kBTÞ ½49�

¼ I0 expð�C0=�2Þ ½50�

where the coefficient I0 is of order n0�c. The second
line holds in the 3D conserved case. Here, C0 � 10�3

typically and I0 is a very large number in units of
cm�3 s�1, say, 1030. Then the exponential factor in I
changes abruptly from a very small to a very large
number with only a slight increase of � at small
�	 1. For example, if C0=�2 = 50, I is increased
by exp (100��=�) with a small increase of � to
�þ ��. This factor can be of order 103 even for
��=� = 0.05. Unless very close to criticality, simple
metastable fluids become opaque suddenly with
increasing � or �T at a rather definite cloud point. In
near-critical fluids, however, I0 itself becomes small
(/��6) such that the cloud point considerably depends
on the experimental timescale (observation time).
Remarks

The order parameter can be a scalar, a vector as in
the Heisenberg spin system, a tensor as in liquid
crystals, and a complex number as in superfluids
and superconductors. In phase ordering a crucial
role is played by topological singularities like
interfaces in the scalar case and vortices in the
complex number case. Furthermore, a rich variety of
phase transition dynamics can be explained if the
order parameter is coupled to other relevant
variables in the free energy and/or in the dynamic
equations. We mention couplings to velocity field in
fluids, electrostatic field in charged systems, and
elastic field in solids. Phase ordering can also be
influenced profoundly by external fields such as
electric field or shear flow.

See also: Reflection Positivity and Phase Transitions;
Renormalization: Statistical Mechanics and Condensed
Matter; Statistical Mechanics of Interfaces; Topological
Defects and Their Homotopy Classification.
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Introduction

Many aspects of our everyday life, from weather to
boiling water for a cup of coffee, involve heat
exchanges and variations of pressure and, as a
result, a phase transition. The general theory behind
these phenomena is thermodynamics, which studies
fluids and macroscopic bodies under these and more
general transformations.

In the simple case of a one-component substance,
the behavior under changes of temperature T and
pressure P is described, according to the Gibbs
phase rule, by a phase diagram such as the one in
Figure 1. The curves in the (T, P) plane, distinguish
regions where the substance is in its solid, liquid,
and gas phases. Thus, in an experiment where we
vary the pressure and temperature moving along a
line which crosses a transition curve, we observe an
abrupt and dramatic change at the crossing, when
the system changes phase. As already stated, every-
day life is an active source of examples of such
phenomena.

The picture is ‘‘far from innocent’’, it states that air,
liquid, and solid are not different elements of nature, as
for long believed, but just different aspects of the same
thing: substances are able to adapt to different external
conditions in dramatically different ways. What
properties of intermolecular forces are responsible for
such astonishing behavior? The question has been
extensively studied and it is the argument of the
present article, where it will be discussed in the
framework of statistical mechanics for continuous
systems. Before entering into the matter, let us mention
two basic motivations.

As always, there is a ‘‘fundamental theory’’
aspect; in the specific case it is the attempt for an
atomistic theory able to describe also macroscopic
phenomena, thus ranging from the angstrom to the
kilometer scales. From an engineering point of view,
the target is, for instance, to understand why and
when a substance is an insulator, or a conductor or,
maybe, a superconductor, and, more importantly,
how should we change its microscopic interactions
to produce such effects: this opens the way to
technologies which are indeed enormously affecting
our life.

Phase Transitions and Statistical
Mechanics

The modern theory of statistical mechanics is based
upon the Gibbs hypothesis. In a classical (i.e., not
quantum) framework, the macroscopic states are
described by probability measures on a particle
configuration phase space. The equilibrium states
are then selected by the Gibbs prescription, which
requires that the probability of observing a config-
uration which has energy E should be proportional
to e��E, where �= 1=kT, k is the Boltzmann
constant, and T the absolute temperature. These
are the ‘‘Gibbs measures’’ and the purpose of
statistical mechanics is to study their properties. A
prerequisite for the success of the theory is compat-
ibility with the principles of thermodynamics, the
theory should then be able to explain the origin of
the various phase diagrams and in particular to
determine the circumstances under which phase
transitions appear.

The theory, commonly called DLR, after
Dobrushin, Lanford, and Ruelle, who, in the
1960s, contributed greatly to its foundations, has
solid mathematical basis. Its main success is a
rigorous proof of consistency with thermodynamics,
which is derived under the only assumption that
surface effects are negligible, a condition which is
mathematically achieved by studying the system in a
‘‘thermodynamic limit,’’ where the region containing
the system invades the whole space.

In the thermodynamic limit, the equilibrium states
can no longer be defined by the Gibbs prescription,
because the energy of configurations in the whole
space, being extensive, is typically infinite. The
problem has been solved by first proving conver-
gence of the finite-volume Gibbs measures in the
thermodynamic limit. After defining the limit states,
called ‘‘DLR states,’’ as the equilibrium states of the

P

T

Liquid
Solid

Gas

Figure 1 Phase diagram of a one-component substance.
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infinite systems, it is proved that the DLR states can
be directly characterized (i.e., without using limit
procedures) as the solutions of a set of equations,
the ‘‘DLR equations,’’ which generalize the finite-
volume Gibbs prescription.

In terms of DLR states, the mathematical meaning
of phase transitions becomes very clear and sharp.
The starting point is the proof that the physical
property that intensive variables in a pure phase
have negligible fluctuations is verified by all the
DLR measures which are in a special class, thus
selected by this property, and which are therefore
interpreted as ‘‘pure phases.’’ All the other DLR
measures are proved to be mixtures, that is, general
convex combinations, of the pure DLR states. Thus,
in the DLR theory, the system is in a single phase
when there is only one DLR state, at the given
values of the thermodynamic parameters (e.g.,
temperature and chemical potential), while the
system is at a phase transition if there are several
distinct DLR states.

While the theory beautifully clarifies the meaning
of phase transitions, it does not say whether the
phenomenon really occurs! This is maybe the main
open problem in equilibrium statistical mechanics. A
general proof of existence of phase diagrams is
needed, which should at least capture the basic
property behind the Gibbs phase rule, namely that in
most of the space (of thermodynamic parameters)
there is a single phase, with rare exceptions where
several phases coexist. A more refined result should
then indicate that coexistence occurs only on regular
surfaces of positive codimension.

There is, however, a general result of existence of
the gaseous phase, with a proof of uniqueness of
DLR measures when temperature is large and
density low. Coexistence of phases is much less
understood at a general level, but results for
particular classes of models exist, for instance, in
lattice systems at low temperatures. The prototype is
the ferromagnetic Ising model in two or more
dimensions, where indeed the full diagram has
been determined, see Figure 2. The transition curve

is the segment {0 � T � Tc, h = 0}, in the (T, h)
plane, h being the magnetic field. In the upper-half
plane, there is a single phase with positive magne-
tization, in the lower one with a negative value; at
h = 0, positive and negative magnetization states can
coexist, if the temperature is lower than the critical
value Tc. Correspondingly, there are, simulta-
neously, a positive and a distinctly negative DLR
state, which describe the two phases.

An analogous result is missing for systems of
particles in the continuum, but there has been recent
progress on the analysis of the liquid–vapor branch
of the phase diagram, and the issue will be the main
focus of this article.

Sensitive Dependence on Boundary
Conditions

Phase transitions describe exceptional regimes where
the system is in a critical state; this is why they are
so interesting and difficult to study. As in chaotic
systems, criticality corresponds to a ‘‘butterfly
effect,’’ which, in a statistical-mechanics setting
means changing far-away boundary conditions.
Such changes affect the neighbors, which in turn
influence their neighbors, and so on. In general, the
effect decays with the distance but, at phase
transition, it provokes an avalanche which propa-
gates throughout the system reaching all its points.
Its occurrence is not at all obvious, if we remember
the stochastic nature of the theory. The domino
effect described above can in fact, at each step, be
subverted by stochastic fluctuations. The latter, in
the end, may completely hide the effect of changing
the boundary conditions. This is an instance of a
competition between energy and entropy which is
the ruling phenomenon behind phase transitions.

This intuitive picture also explains the relevance
of space dimensionality. In a many-dimensional
space, the influence of the boundary conditions has
clearly many more ways to percolate, in contrast to
the one-dimensional case, where in fact there is a
general result on the uniqueness of DLR measures
and therefore absence of phase transitions, for short-
range interactions. For pair potentials, ‘‘short’’
means that the interaction energy between two
molecules, respectively at r and r0, decays as
jr� r0j��, � > 2. There are results on the converse,
namely on the presence of phase transitions when
the above condition is not satisfied, mainly for
lattice systems, but with partial extensions also to
continuous systems. One-dimensional and long-
range cases are not the main focus of this article,
and the issue will not be discussed further here.

h

TTc

Figure 2 Phase diagram of the Ising ferromagnet.
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Ising Model

In order to make the previous ideas quantitative, let
us first describe the simple case of the Ising model.
Ising spin configurations are collections {�(x), x 2
Zd} of �(x) 2 {�1} magnetic moments called spins.
In the nearest-neighbor case, the interaction between
two spins is �J�(x)�(y), J > 0, if x and y are nearest
neighbors on Zd, or is vanishing otherwise. There
are, therefore, two ground states, one with all spins
equal to þ1 and the other one with all spins equal to
�1. Since the Gibbs probability of higher energies
vanishes as the temperature goes to zero, these are
interpreted as the equilibrium states at temperature
T = 0.

If T > 0, configurations with larger energy will
appear, even though depressed by the Gibbs factor,
but their occurrence is limited if T is small. In fact,
in the ferromagnetic Ising model at zero magnetic
field, dimensions d � 2, and low enough tempera-
ture, it has been proved that there are two distinct
DLR measures, one called positive and the other
negative. The typical configurations in the positive
measure are mainly made by positive spins and, in
such an ‘‘ocean of positive spins’’ there are rare and
small islands of negative spins. The same situation,
but with the positive and negative spins inter-
changed, occurs in the negative DLR state.

The selection of one of these two states can be
made by choosing the positive or the negative
boundary conditions, which shows how a surface
effect, namely putting the boundary spins equal to 1
or �1, has a volume effect, as most of the spins in the
system follow the value indicated by the boundary
values. Again, this is more and more striking as we
note that each spin is random, yet a strong,
cooperative effect takes over and controls the system.

The original proof due to Peierls exploits the spin-
flip symmetry of the Ising interaction, but it has
subsequently been extended to a wider class of
systems on the lattice, in the general framework of
the ‘‘Pirogov–Sinai theory.’’ This theory studies the
low-temperature perturbations of ground states and
it applies to many lattice systems, proving the
existence of a phase transition and determining the
structure of the phase diagram in the low-
temperature region. The theory, however, does not
cover continuous systems, where the low-temperature
regime is essentially not understood, with the notable
exception of the Widom and Rowlinson model.

Two Competing Species in the Continuum

The simplest version of the Widom and Rowlinson
model has two types of particles, red and black,

which are otherwise identical. Particles are massive
points and the only interaction is a hard-core
interaction among different colors, namely a red and
a black particle cannot be closer than 2R0, R0 > 0
being the hard-core radius.

The order parameter for the phase transition is the
particle color. For large values of the chemical
potential, and thus large densities, there are two
states, one essentially red, the other black, while, if
the density is low, the colors ‘‘are not separated’’
and there is a unique state. The proof of the
statement starts by dividing the particles of a
configuration into clusters, each cluster made by a
maximal connected component, where two particles
are called connected when their mutual distance is
<2R0. Then, in each cluster, all particles have the
same color (because of the hard-core exclusion
between black and red), and the color is either
black or red, with equal probability.

The question of phase transition is then related to
cluster percolation, namely the existence of clusters
which extend to infinity. If this occurs, then the influence
of fixing the color of a particle may propagate infinitely
far away, hence the characteristic ‘‘sensitive dependence
phenomenon’’ of phase transitions. Percolation and
hence phase transitions have been proved to exist in the
positive and negative states, if the density is large and,
respectively, small. The above argument is a more recent
version of the original proof by Ruelle, which goes back
to the 1970s.

The key element for the appearance of the phase
transition is the competition between two different
components, so that the analysis is not useful in
explaining the mechanisms for coexistence in the
case of identical particles, which are considered in
the following.

Coarse Graining Transformations

The Peierls argument in Ising systems does not seem
to extend to the continuum, certainly not in a trivial
way. The ground states, in fact, will not be as simple
as the constant configurations of a lattice system;
they will instead be periodic or quasiperiodic config-
urations with a complicated dependence on the
particle interactions. The typical fluctuations when
we raise the temperature above zero have a much
richer and complex structure and are correspondingly
more difficult to control. Closeness to the ground
states at nonzero temperature, as described in the
Ising model, would prove the spontaneous breaking
of the Euclidean symmetries and the existence of a
crystalline phase. The question is, of course, of great
interest, but it looks far beyond the reach of our
present mathematical techniques.
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The simpler Ising picture should instead reappear
at the liquid–vapor coexistence line. Looking at the
fluid on a proper spatial scale, we should in fact see
a density that is essentially constant, except for
small and rare fluctuations. Its value will differ in
the liquid and in the gaseous states, �gas < �liq.
Therefore, density is an order parameter for the
transition and plays the role of the spin magnetiza-
tion in the Ising picture.

There are general mathematical techniques devel-
oped to translate these ideas into proofs, they involve
‘‘coarse graining,’’ ‘‘block spin transformations,’’ and
‘‘renormalization group’’ procedures. The starting
point is to ideally divide the space into cells. Their size
should be chosen to be much larger than the typical
microscopic distance between molecules, to depress
fluctuations of the particle density in a cell. To study
the probability distribution of the latter, we integrate
out all the other degrees of freedom. After such a
coarse graining, we are left with a system of spins on a
lattice, the lattice sites labeling the cells (also called
blocks) and each spin (also called block spin) giving
the value of the density of particles in the correspond-
ing cell. Translated into the language of block spins,
the previous physical analysis of the state of the fluid
suggests that most probably, in each block the density
is approximately equal to either �liq or �gas, and the
same in different blocks, except in the case of small
and rare fluctuations. If we represent the probability
distribution of the block spins in terms of a Gibbs
measure (as always possible if the system is in a
bounded region), the previous picture is compatible
with a new Hamiltonian with a single spin (one-body)
potential which favors the two values �liq and �gas and
an attractive interaction between spins which sup-
presses changes from one to the other. A new effective
low temperature should finally dampen the
fluctuations.

Thus, after coarse graining, the system should be in
the same universality class as of the low-temperature
Ising model, and we may hope, in this way, to extend
to the liquid–vapor branch of the phase diagram the
Pirogov–Sinai theory of low-temperature lattice
systems. In particular, as in the Ising model, we will
then be able to select the liquid or the vapor phases by
the introduction of suitable boundary conditions.

The conditional tense arises because the computation
of the coarse graining transformation is in general very
difficult, if not impossible, to carry out, but there is a
class of systems where it has been accomplished. These
are systems of identical point particles in Rd, d � 2,
which interact with ‘‘special’’ two- and four-body
potentials, having finite range and which can be chosen
to be rotation and translation invariant; their specific
form will be described later. For such systems, the above

coarse graining picture works and it has been proved
that in a ‘‘small’’ region of the temperature–chemical
potential plane, there is a part of the curve where two
distinct phases coexist, while elsewhere in the neighbor-
hood, the phase is unique.

The ideas behind the choice of the Hamiltonian
go back to van der Waals, and the Ginzburg–
Landau theory, which are milestones in the theory
of phase transitions, while the mathematics of
variational problems also enters here in an impor-
tant way. These are briefly discussed in the next
sections.

The van der Waals Liquid–Vapor
Transition

Let us then do a step backwards and recall the
van der Waals theory of the liquid–vapor transition.
As typical intermolecular forces have a strong
repulsive core and a rather long attractive tail, in a
continuum, mesoscopic approximation of the system
will be described by a free-energy functional of the
type

Fð�Þ ¼
Z

�

f 0
�;�ð�ðrÞÞdr

� 1

2

Z
���

Jðr; r0Þ�ðrÞ�ðr0Þdr dr0 ½1�

where �= {�(r), r 2 �} is the particles density and �
the region where the system is confined, which, for
simplicity, is taken here as a torus in Rd, consisting
of a cube with periodic boundary conditions. The
term �J(r, r0)�(r)�(r0), J(r, r0) � 0, is the energy due to
the attractive tail of the interaction, which is
periodic in �; f 0

�,�(�) = f 0
�, 0(�)� �� is the free-energy

density due to the short, repulsive part of the
interaction, � being the chemical potential.

As noted later, [1] can be rigorously derived by a
coarse graining transformation; it will be used to
build a bridge between the van der Waals theory and
the previous block spin analysis of the liquid–vapor
phase transition. Let us take for the moment [1] as a
primitive notion. By invoking the second principle of
thermodynamics, the equilibrium states can be
found by minimizing the free-energy functional.
Supposing J to be translation invariant, that is,
J(r, r0) = J(rþ a, r0 þ a), r, r0, a 2 Rd, and calling
�=

R
J(r, r0)dr0 the intensity of J, we can rewrite

F(�) as

Fð�Þ ¼
Z

�

�
f 0
�;�ð�ðrÞÞ �

��ðrÞ2

2

�
dr

þ 1

4

Z
���

Jðr; r0Þ½�ðrÞ � �ðr0Þ�2dr dr0 ½2�
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This shows that the minimizer must have �(r)
constant (so that the second integral is minimized)
and equal to any value which minimizes the function
{f 0
�, �(�)� ��2=2}. By thermodynamic principles, the

free energy f 0
�, �(�) is convex in �, but, if � is large

enough, the above expression is not convex and, by
properly choosing the value of �, the minimizers are
no longer unique, hence the van der Waals phase
transition.

Kac Potentials

The analogy between the above analysis of [2] and
the previous heuristic study of the fluid based on
coarse graining is striking. As customary in con-
tinuum theory, each mesoscopic point r should be
regarded as representative of a cell containing many
molecules. Then the functional F(�) can be inter-
preted as the effective Hamiltonian after coarse
graining. The role of the one-body term is played in
[2] by the curly bracket, which selects two values of
� (its minimizers, to be identified with �liq and �gas);
the attractive two-body potential is then related to
the last term in [2], as it suppresses the variations of
�. The analogy clearly suggests a strategy for a
rigorous proof of phase transitions in the conti-
nuum, an approach which has been and still is
actively pursued. It will be discussed briefly in the
sequel.

The first rigorous derivation of the van der Waals
theory in a statistical-mechanics setting goes back to
the 1960s and to Kac, who proposed a model where
the particle pair interaction is

���d e��jqi�qjj þ hard core; �; � > 0 ½3�

The phase diagram of such systems, after the
thermodynamic limit, can be quite explicitly deter-
mined in the limit � ! 0, where it has been proved
to converge to the van der Waals phase diagram,
under a proper choice of f 0

�,�( � ) in [1].
The characteristic features of the first term in [3]

are: (1) very long range, which scales as ��1, and (2)
very small intensity, which scales as �d, so that the
total intensity of the potential, defined as the
integral over the second position, is independent of
�. The additional hard-core term (which imposes
that any two particles cannot get closer than
2R0, R0 > 0 being the hard-core radius) is to ensure
stability of matter, that is, to avoid collapse of the
whole system on an infinitesimally small region, as it
would happen if only the attractive part of the
interaction were present.

Derivation of the van der Waals theory has been
proved for a general class of Kac potentials, where

the exponential term in [3] is replaced by functions
whose dependence on � has the same scaling
properties as mentioned above (in (1) and (2)),
while the hard core can be replaced by suitably
repulsive interactions.

The proof, in the version proposed by Lebowitz
and Penrose, uses coarse graining and shows that the
effective Hamiltonian is well approximated by the
van der Waals functional [1], when � is small, while
the effective temperature scales as �d. The approx-
imation becomes exact in the limit � ! 0, where it
reduces the computation of the partition function to
the analysis of the minima and the ground states of
an effective Hamiltonian which, in the limit � ! 0,
is exactly the van der Waals functional.

A true proof of phase transitions requires instead
to keep � > 0 fixed (instead of letting � ! 0) and
thus to control the difference of the effective
Hamiltonian after coarse graining and the van der
Waals functional, which is the effective Hamilto-
nian, but only in the actual limit � ! 0. In general,
there is no symmetry between the two ground states,
unlike in the Ising case where they are related by
spin flip, and the Pirogov–Sinai theory thus enters
into play. The framework in fact is exactly similar,
with the lattice Hamiltonian replaced by the func-
tional and low temperatures by small � (recall that
the effective temperature scales as �d). The extension
of the theory to such a setting, however, presents
difficulties and success has so far been only partial.

A Model for Phase Transitions in the
Continuum

The problem is twofold: to have a good control of
(1) the limit theory and (2) the perturbations
induced by a nonzero value of the Kac parameter
�. The former falls in the category of variational
problems for integral functionals, whose prototype
is the Ginzburg–Landau free energy

Fglð�Þ ¼
Z
fwð�Þ þ jr�j2g dr ½4�

which can be regarded as an approximation of [2]
with w equal to the curly bracket in [2] and J
replaced by a �-function. Minimization problems for
this and similar functionals have been widely
analyzed in the context of general variational
problems theory and partial differential equations
(PDEs), and the study of the limit theory can benefit
from a vast literature on the subject. The analysis of
the corrections due to small � is, however, so far
quite limited. To implement the Pirogov–Sinai
strategy, we need, in the case of the interaction [3],
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a very detailed knowledge of the system without the
Kac part of the interaction and with only hard cores.
This, however, is so far not available when the
particle density is near to close-packing (i.e., the
maximal density allowed by the hard-core poten-
tial). Replacing hard cores by other short-range
repulsive interactions does not help either, and this
seems the biggest obstacle to the program.

The difficulty, however, can be avoided by
replacing the hard-core potential by a repulsive
many-body (more than two) Kac potential, which
ensures stability as well. The class of systems
covered by the approach is characterized by Hamil-
tonian of the form

H�;�ðqÞ ¼
Z

Rd
e�ð	�ðrÞÞdr ½5�

where e�(	) is a polynomial of the scalar field
variable 	, a specific example being

e�ð	Þ ¼
	4

4!
� 	

2

2
� �	 ½6�

This form of the Hamiltonian is familiar from
Euclidean field theories. In these theories, the free
distribution of the field is Gaussian; in our case,
however, the field 	=	�(r) is a function of the
particle configurations q = (qi, i = 1, . . . , n):

	�ðrÞ ¼ j� 	 qðrÞ ¼
Xn

i¼1

j�ðr; qiÞ

j�ðr; r0Þ ¼ �djð�r; �r0Þ
½7�

where j(r, r0) is a translation-invariant, symmetric
transition probability kernel. Thus, 	�(r) is a non-
negative variable which has the meaning of a local
density at r, weighted by the Kac kernel j�(r, r0).

Contours and Phase Indicators

The dependence on � yields the scaling properties
characteristic of the Kac potentials and [5] may be
regarded as a generalized Kac Hamiltonian, which,
in the polynomial case of [6], involves up to four-
body Kac potentials. The phase diagram of the
model, after taking first the thermodynamic limit
and then the limit � ! 0, is determined by the free-
energy functional

Fð�Þ ¼
Z

e�ðj 	 �ðrÞÞ �
Sð�ðrÞÞ
�

� �
dr ½8�

Sð�Þ ¼ ��ðlog �� 1Þ ½9�

where [8] is taken to be defined on a torus (to avoid
convergence problems of the integral), and
j = j�, �= 1.

Exploiting the concavity of the entropy S(�), it is
proved that the minimizers of F( � ) are constant
functions with the constants minimizing

f�;�ðuÞ ¼ e�ðuÞ �
SðuÞ
�

; u � 0 ½10�

In the case of [6], to which we restrict in the sequel,
for any � > (3=2)3=2 there is �� so that f�� ,�(u) is
double-well with two minimizers, �gas < �liq (depen-
dence on � is omitted).

To ‘‘recognize’’ the densities �gas and �liq in a
particle configuration, we use coarse graining and
introduce two partitions of Rd into cubes C(‘
, �). The
cubes C(‘�, � ) of the first partition have side ‘�, �

proportional to ��1þ�,� > 0 suitably small; those of
the second one have length ‘þ, � proportional to
��1��; they are chosen so that each cube C(‘þ, � ) is
union of cubes C(‘�, � ). Notice that the small cubes
have side much smaller than the interaction range (for
small �), while the opposite is true for the large cubes.

Given a particle configuration q, we say that
a point r is in the liquid phase and write
�(r; q) = 1, if

jq u Cð‘�;�Þj
‘d
��

� �liq

�����
����� � �a; a > 0 suitably small ½11�

for any small cube C(‘�, �) contained either in C
(‘þ, � )
r or

in the cubes C(‘þ, � ) contiguous to C
(‘þ, �)
r : jq u C(‘�, �)j is

referred to as the number of particles of q in C(‘�, � ),
and C

(‘þ, �)
r as the large cube which contains r.

Thus, �(r; q) = 1 if the local particle density is
constantly close to �liq in a large region around r.
Defining �(r; q) = �1 if the above holds with �gas

instead of �liq and setting �(r; q) = 0 in all the other
cases, we then have a phase indicator �(r; q), which
identifies, for all particle configurations, which
spatial regions should be attributed to the liquid
and gas phases. The connected components of the
complementary region are called contours and the
definition of �(r; q) has been structured in such a
way that liquid and gas are always separated by a
contour. The liquid phase will then be represented
by a measure which gives large probability to
configurations having mostly � = 1, while the gas
phase by configurations with mostly � = �1.

This is quite similar to the Ising picture and, as in
the Ising model, the existence of a phase transition
follows from a Peierls estimate that contours have
small probability. In fact, if there are few contours,
the phase imposed on the boundaries of the region
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where the system is observed percolates inside,
invading most of the space. Thus, boundary condi-
tions select the phase in the whole volume. The
absence of the short-range potential, which was the
hard-core interaction in [3], and hence the absence
of all the difficulties which originate from it, allow
one to carry through successfully the Pirogov–Sinai
program and prove Peierls estimates on contours
and, hence, the existence of a phase transition. In
particular, the statistical weight of a contour is
estimated by first relating the computation to one
involving the functional [8] and then computing its
value on density profiles compatible with the
existence of the given contour. This part of the
problem needs variational analysis for [8], with
constraints and benefits of a vast literature on the
subject.

The phase transition is very sharp, as shown by
the following ideal experiment. Having fixed � >
(3=2)3=2, let � vary in a (suitably) small interval
[�� � �,�� þ �], � > 0, centered around the mean-
field critical value ��. We consider the system in a
large region with, for instance, boundary conditions
� = �1 (i.e., forcing the gas phase) and fix � small
enough. At �=�� � �, the system has � = �1 in
most of the domain, and this persists when we
increase � till a critical value, ��, �, close to, but not
the same as ��. For � > ��, �, � = 1 in most of the
domain, except for a small layer around the
boundaries. The analogous picture holds if we
choose boundary conditions � = 1, and �=��, � is
the only value of the chemical potential where the
system is sensitive to the boundary conditions and
both phases can be produced by the right boundary
conditions. The fact that the actual value ��, � differs
from ��, is characteristic of the Pirogov–Sinai
approach and enlightens the delicate nature of the
proofs.
Some Related Problems

In this concluding section, two important related
problems, which have not been mentioned so far,
are discussed.

A natural question, after proving a phase transi-
tion, is to describe how two phases coexist, once
forced to be simultaneously present in the system.
This can be achieved, for instance, by suitable
boundary conditions (typically positive and negative
on the top and bottom of the spatial domain) or by
imposing a total density (or magnetization in the
case of spins) intermediate between those of the pure
phases. There will then be an interface separating
the two phases with a corresponding surface tension
and the geometry will be determined by the solution
of a variational problem and given by the Wulff
shape.

Can statistical mechanics explain and describe the
phenomenon? Important progress has been made
recently on the subject in the case of lattice systems
at low temperatures. The question has also been
widely studied at the mesoscopic level, in the
context of variational problems for Ginzburg and
Landau and many other functionals. Therefore, all
the ingredients of further development of the theory
in this direction are now present.

We have so far discussed only classical systems;
a few words about extensions to the quantum case
are now in order. In the range of values of
temperatures and densities where the liquid–vapor
transition occurs, the quantum effects are not
expected to be relevant. Referring to the case of
bosons, and away from the Bose condensation
regime (and for system with Boltzmann statistics
as well), the quantum delocalization of particles
caused by the indeterminacy principle should
essentially disappear after macroscopic coarse
graining, and the block-spin variables should
again behave classically, even though their under-
lying constituents are quantal. If this argument
proves correct, then progress along these lines may
be expected in near future.

See also: Cluster Expansion; Ergodic Theory; Finite
Group Symmetry Breaking; Pirogov–Sinai Theory;
Reflection Positivity and Phase Transitions; Statistical
Mechanics and Combinatorial Problems; Statistical
Mechanics of Interfaces; Symmetry Breaking in Field
Theory; Two-Dimensional Ising Model.
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Introduction

Pirogov–Sinai theory is a method developed to
study the phase diagrams of lattice models at low
temperatures. The general claim is that, under
appropriate conditions, the phase diagram of a
lattice model is, at low temperatures, a small
perturbation of the zero-temperature phase dia-
gram designed by ground states. The treatment can
be generalized to cover temperature driven transi-
tions with coexistence of ordered and disordered
phases.

Formulation of the Main Result

Setting

Refraining first from full generality, we formulate
the result for a standard class of lattice models with
finite spin state and finite-range interaction. We will
mention different generalizations later.

We consider classical lattice models on the
d-dimensional hypercubic lattice Zd with d � 2.
A spin configuration �= (�x)x2Zd is an assignment of
a spin with values in a finite set S to each lattice site
x 2 Zd; the configuration space is � = SZd

. For � 2 �
and � � Zd, we use �� 2�� = S� to denote the
restriction �� = {�x; x 2 �}.

The Hamiltonian is given in terms of a collection of
interaction potentials (�A), where �A are real func-
tions on �, depending only on �x with x 2 A, and A
runs over all finite subsets of Zd. We assume that the
potential is periodic with finite range of interactions.
Namely, �A0(�

0) = �A(�) whenever A and � are related
to A0 and �0 by a translation from (aZ)d for some fixed
integer a and there exists R� 1 such that �A � 0 for
all A with diameter exceeding R.

Without loss of generality (possibly multiplying
the number a by an integer and increasing R), we
may assume that R = a.

The Hamiltonian H�(�j�) in � with boundary
conditions � 2 � is then given by

H�ð�j�Þ¼
X

A\� 6¼;
�Að�� _ ��cÞ ½1�

where �� _ ��c 2� is the configuration �� extended
by ��c on �c. The Gibbs state in � under boundary

conditions � 2 � (and with Hamiltonian H) is the
probability ��(�j�) on �� defined by

��ðf��gj�Þ¼
expf��H�ð�j�Þg

Zð�j�Þ ½2�

with the partition function

Zð�j�Þ¼
X
��

expf��H�ð�j�Þg ½3�

We use G(H) to denote the set of all periodic Gibbs
states with Hamiltonian H defined on � by means of
the Dobrushin–Lanford–Ruelle (DLR) equations.

Ground-State Phase Diagram and the Removal
of Degeneracy

A periodic configuration � 2 � is called a (periodic)
ground state of a Hamiltonian H = (�A) if

Hð~�;�Þ ¼
X

A

ð�Að~�Þ � �Að�ÞÞ�0 ½4�

for every finite perturbation �̃ 6¼ � of � (�̃ differs
from � at a finite number of lattice sites). We use
g(H) to denote the set of all periodic ground states
of H. For every configuration � 2 g(H), we define
the specific energy e�(H) by

e�ðHÞ ¼ lim
n!1

1

jVnj
X

A\Vn 6¼;
�Að�Þ ½5�

(with Vn denoting a cube consisting of nd lattice sites).
To investigate the phase diagram, we will consider

a parametric class of Hamiltonians around a
fixed Hamiltonian H(0) with a finite set of periodic
ground states g(H(0)) = {�1, . . . , �r}. Namely, let H(0),
H(1), . . . , and H(r�1) be Hamiltonians determined by
potentials �(0), �(1), . . . , and �(r�1), respectively, and
consider the (r� 1)-parametric set of Hamiltonians
Ht = H(0) þ

Pr�1
‘= 1 t‘H

(‘) with t = (t1, . . . , tr�1)2Rr�1.
Using a shorthand em(H) = e�m

(H), and introducing
the vectors e(H)= (e1(H), . . . ,er(H)) and h(t)=e(Ht)�
minm em(Ht), we notice that for each t 2 Rr�1, the
vector h(t)2 @Qr, the boundary of the positive octant
in Rr. A crucial assumption for such a parametriza-
tion Ht to yield a meaningful phase diagram is the
condition of removal of degeneracy: we assume that
g(H(0)þH(‘))$ g (H(0)),‘=1, . . . ,r�1, and that the
vectors e(H(‘)),‘=1, . . . ,r�1, are linearly independent.

In particular, its immediate consequence is that
the mapping Rr�1 3 t 7! h(t)2 @Qr is a bijection.
This fact has a straightforward interpretation in
terms of ground-state phase diagram. Viewing the

60 Pirogov–Sinai Theory



phase diagram (at zero temperature) as a partition of
the parameter space into regions Kg with a given set
g � g(H(0)) of ground states – ‘‘coexistence of zero-
temperature phases from g’’ – the above bijection
means that the region Kg is the preimage of the set

Qg ¼fh 2 @Qrjhm ¼ 0 for �m 2 g and

hm > 0 otherwiseg ½6�

The partition of the set @Qr has a natural
hierarchical structure implied by the fact that Qg1

\
Qg2

= Qg1[g2
(Qg is the closure of Qg). Namely, the

origin {0} = Qg(H(0)) is the intersection of r positive
coordinate axes Q{� �m, �m 6¼m}, m = 1, . . . , r; each of
those half-lines is an intersection of r� 1 two-
dimensional quarter-planes with boundaries on posi-
tive coordinate axes, etc., up to (r� 1)-dimensional
planes Q{�m}, m = 1, . . . , r. This hierarchical structure
is thus inherited by the partition of the parameter
space Rr�1 into the regions Kg. The phase diagrams
with such regular structure are sometimes said to
satisfy the Gibbs phase rule.

We can thus summarize in a rather trivial conclusion
that the condition of removal of degeneracy implies
that the ground-state phase diagram obeys the Gibbs
phase rule. The task of the Pirogov–Sinai theory is to
provide means for proving that this remains true, at
least in a neighborhood of the origin of parameter
space, also for small nonzero temperatures. To achieve
this, we need an effective control of excitation energies.

Peierls Condition

A crucial assumption for the validity of the Pirogov–
Sinai theory is a lower bound on energy of
excitations of ground states – the Peierls condition.

In spite of the fact that for a study of phase diagram
we consider a parametric set of Hamiltonians whose
set of ground states may differ, it is useful to introduce
the Peierls condition with respect to a single fixed
collection G of reference configurations (eventually, it
will be identified with the ground states of the
Hamiltonian H(0)). Let thus a fixed set G of periodic
configurations {�1, . . . , �r} be given. Again, without
loss of generality, we may assume that the periodicity
of all configurations �m 2G is R.

Before formulating the Peierls condition, we have
to introduce the notion of contours. Consider the set
of all sampling cubes C(x) = {y 2 Zdkyi � xij � R for
1 � i � d}, x 2 Zd. A bad cube of a configuration
� 2 � is a sampling cube C for which �C differs from
�m restricted to C for every �m 2 G. The boundary
B(�) of � is the union of all bad cubes of �. If �m 2G
and � is its finite perturbation (differing from �m on a
finite set of lattice sites), then, necessarily, B(�) is
finite. A contour of � is a pair �= (�, ��), where �

(the support of the contour �) is a connected
component of B(�) (and �� is the restriction of � on
�). Here, the connectedness of � means that it cannot
be split into two parts whose (Euclidean) distance is
larger than 1. We use @(�) to denote the set of all
contours of �, B(�) =

S
�2@(�) �.

Consider a configuration �� such that � is its
unique contour. The set Zdn� has one infinite
component to be denoted Ext � and a finite number
of finite components whose union will be denoted
Int �. Observing that the configuration �� coincides
with one of the states �m 2G on every component of
ZdnB(�), each of those components can be labeled
by the corresponding m. Let q be the label of Ext �,
we say that � is a q-contour, and let Intm � be the
union of all components of Int � labeled by
m, m = 1, . . . , r.

Defining the ‘‘energy’’ �(�) of a q-contour � by
the equation

�ð�Þ¼Hð��;�qÞ þ eqðHÞj�j

�
Xr

m¼1

ðemðHÞ � eqðHÞÞjIntm �j ½7�

the Peierls condition with respect to the set G of
reference configurations is an assumption of the
existence of � > 0 such that

�ð�Þ� ð�þmin
m

emðHÞÞj�j ½8�

for any contour of any configuration � that is a
finite perturbation of �q 2G.

Notice that if G = g(H), the sum on the right-hand
side of [7] vanishes.

Phase Diagram

The main claim of the Pirogov–Sinai theory provides,
for � sufficiently large, a construction of regions Kg(�)
of the parameter space characterized by the coex-
istence of phases labeled by configurations �m 2 g.
This is done similarly as for the ground-state phase
diagram discussed earlier by constructing a home-
omorphism t 7! a(t) from a neighborhood of the origin
of the parameter space to a neighborhood of the origin
of @Qr that provides the phase diagram (actually, the
function a(t) will turn out to be just a perturbation of
h(t) with errors of order e��).

Before stating the result, however, we have to
clarify what exactly is meant by existence of phase
m for a given Hamiltonian H. Roughly speaking, it
is the existence of a periodic extremal Gibbs state
�m 2 G(H), whose typical configurations do not
differ too much from the ground-state configura-
tion �m. In more technical terms, the existence
of such a state is provided once we prove a
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suitable bound, for the finite-volume Gibbs state
��({��}j�m) under the boundary conditions �m, on
the probability that a fixed point in � is encircled
by a contour from @�. If this is the case, we say that
the phase m is stable. It turns out that such a bound
is actually an integral part of the construction of
metastable free energies fm(t) yielding the home-
omorphism t 7! a(t). In this way, we get the main
claim formulated as follows:

Theorem 1 Consider a parametric set of Hamilto-
nians Ht = H(0) þ

Pr�1
‘= 1 t‘H

(‘) with periodic finite-
range interactions satisfying the condition of
removal of degeneracy as well as the Peierls
condition with respect to the reference set
G = g(H(0)). Let d � 2 and let � be sufficiently
large. Then there exists a homeomorphism t 7! a(t)
of a neighborhood V� of the origin of the parameter
space Rr�1 onto a neighborhood U� of the origin of
@Qr such that, for any t 2 V�, the set of all stable
phases is {m 2 {1, . . . , r}jam(t) = 0}.

The Peierls condition can be actually assumed
only for the Hamiltonian H(0) inferring its validity
for Ht on a sufficiently small neighborhood V�.

Notice also that the result can be actually stated
not as a claim about phase diagram in a space of
parameters, but as a statement about stable phases
of a fixed Hamiltonian H. Namely, for a Hamilto-
nian H satisfying Peierls condition with respect to a
reference set G, one can assure the existence of
parameters am labeled by elements from G such that
the set of extremal periodic Gibbs states of H
consists of all those m-phases for which am = 0.

Construction of Metastable Free Energies

An important part of the Pirogov–Sinai theory is
an actual construction of the metastable free
energies – a set of functions fm(t), m = 1, . . . , r,
that provide the homeomorphism a(t) by taking
am(t) = fm(t)�min �m f �m(t).

We start with a contour representation of
partition function Z(�j�q). Considering, for each
contributing configuration �, the collection @(�) of
its contours, we notice that, in addition to the fact
that different contours �, �0 2 @(�) have disjoint
supports, � \ �0= ;, the contours from @(�) have
to satisfy the matching conditions: if C is a
connected component of Zdn

S
�2@ �, then the

restrictions of the spin configurations �� to C
are the same for all contours � 2 @(�) with
dist(�, C) = 1. In other words, the contours touch-
ing C induce the same label on C. Let us observe
that there is actually one-to-one correspondence
between configurations � that coincide with �q on

�c and collections M(�, q) of contours @ in �
satisfying the matching condition, and such that the
external among them are q-contours. Here, a contour
� 2 @ is called an external contour in @ if � � Ext �0

for all �0 2 @ different from �.
With this observation and using �m(@) to denote

the union of all components of � n
S
�2@ � with label

m, we get

Zð�j�qÞ ¼
X

@2Mð�;qÞ

Y
m

e��emðHÞj�mð�Þj
Y
�2@

e���ð�Þ ½9�

Usefulness of such contour representations stems
from an expectation that, for a stable phase q,
contours should constitute a suppressed excitation
and one should be able to use cluster expansions to
evaluate the behavior of the Gibbs state �q.
However, the direct use of the cluster expansion on
[9] is trammeled by the presence of the energy terms
e��em(H)j�m(@)j and, more seriously, by the require-
ment that the contour labels match.

Nevertheless, one can rewrite the partition func-
tion in a form that does not involve any matching
condition. Namely, considering first a sum over
mutually external contours @ext and resumming over
collections of contours which are contained in their
interiors without touching the boundary (being thus
prevented to ‘‘glue’’ with external contours), we get

Zð�j�qÞ ¼
X
@ext

e��eqðHÞjExtj

	
Y
�2@ext

�
e���ð�Þ

Y
m

ZdilðIntm�j�mÞ
�
½10�

Here the sum goes over all collections of
compatible external q-contours in �, Ext =
Ext�(@ext) =

T
�2@ext (Ext � \ �), and the partition

function Zdilð�j�qÞ is defined by [9] with
Mð�, qÞ replaced by Mdilð�, qÞ � Mð�, qÞ, the
set of all those collections whose external coun-
tours � are such that dist ð�, �cÞ > 1: Multiplying
now each term by

1 ¼
Y
�2@ext

Y
m

ZdilðIntm �j�qÞ
ZdilðIntm �j�qÞ

½11�

we get

Zð�j�qÞ ¼
X
@ext

e��eqðHÞjExtj

	
Y
�2@ext

e��eqðHÞj�jwqð�ÞZdilðInt �j�qÞ
� �

½12�

where wq(�) is given by

wqð�Þ¼ e���ð�Þ e�eqðHÞj�j
Y
m

ZdilðIntm �j�mÞ
ZdilðIntm �j�qÞ

½13�
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Observing that a similar expression is valid for
Zdilð�j�qÞ (with an appropriate restriction on the
sum over external contours @ext) and proceeding by
induction, we eventually get the representation

Zð�j�qÞ ¼ e��eqðHÞj�j
X

@2Cð�;qÞ

Y
�2@

wqð�Þ ½14�

where C(�, q) denotes the set of all collections of
nonoverlapping q-contours in �. Clearly, the sum on
the right-hand side is exactly of the form needed to
apply cluster expansion, provided the contour weights
satisfy the necessary convergence assumptions.

Even though this is not necessarily the case, there
is a way to use this representation. Namely, one can
artificially change the weights to satisfy the needed
bound, for example, by modifying them to the form

w0qð�Þ ¼ min wqð�Þ; e�� j�j
� �

½15�

with a suitable constant � . The modified partition
function

Z0ð�j�qÞ ¼ e��eqðHÞj�j
X

@2Cð�;qÞ

Y
�2@

w0qð�Þ ½16�

can then be controlled by cluster expansion allowing
to define

fqðHÞ ¼ �
1

�
lim
j�j!1

1

j�j log Z0ð�j�qÞ ½17�

This is the metastable free energy corresponding to the
phase q. Applying the cluster expansion to the
logarithm of the sum in [16], we get jfq(H)� eq(H)j �
e��=2. The metastable free energy corresponds to
taking the ground state �q and its excitations as long
as they are sufficiently suppressed. Once wq(�) exceeds
the weight e�� j�j (and the contour would have been
actually preferred), we suppress it ‘‘by hand.’’ The
point is that if the phase q is stable, this never happens
and w0q(�) = wq(�) for all q-contours �. This is the idea
behind the use of the function fq(H) as an indicator of
the stability of the phase q by taking

aqðtÞ ¼ fqðHtÞ �min
m

fmðHtÞ ½18�

Of course, the difficult point is to actually prove that
the stability of phase q (i.e., the fact that aq(t) = 0)
indeed implies w0q(�) = wq(�) for all �. The crucial step
is to prove, by induction on the diameter of � and �,
the following three claims (with 	= 2e��=2):

1. If � is a q-contour with aq(t) diam � � �=4, then
w0q(�) = wq(�).

2. If aq(t) diam � � �=4, then Z(�j�q) = Z0(�j�q) 6¼ 0
and

Zð�j�qÞ
�� �� � e�fqðHt Þj�j�	j@�j ½19�

3. If m 2 G, then

Zð�j�mÞj j � e�minq fqðHtÞj�je	j@�j ½20�

A standard example illuminating the perturbative
construction of the metastable free energies and
showing the role of entropic contributions is the
Blume–capel model. It is defined by the Hamiltonian

H�ð�Þ ¼ �J
X
hx;yi
ð�x� �yÞ2� 


X
x2�

�2
x� h

X
x2�

�x ½21�

with spins �x 2 {�1,0,1}. Taking into account only
the lowest-order excitations, we get:

~f
ð
; hÞ ¼ �
� h� 1

�
e��ð2d�

hÞ

(sea of pluses or minuses with a single spin flip
 ! 0)
and

~f0ð
; hÞ ¼ �
1

�
e��ð2dþ
Þ e�h þ e��h

� �
(sea of zeros with a single spin flip either 0 ! þ or
0 ! �)
Since these functions differ from full metastable free
energies f
(
, h), f0(
, h) by terms of higher order
(�e�(4d�2)�), the real phase diagram differs in this
order from the one constructed by equating the
functions ~f
(
, h) and ~f0(
, h). It is particularly
interesting to inspect the origin, 
= h = 0. It is only
the phase 0 that is stable there at all small
temperatures since

f0ð0; 0Þ � �
2

�
e��2d < f
ð0; 0Þ � �

1

�
e��2d ½22�

The only reason why the phase 0 is favored at this
point with respect to phases þ and � is that there
are two excitations of order e�2d� for the phase 0,
while there is only one such excitation for þ or �.
The entropy of the lowest-order contribution to
f0(0, 0) is overweighting the entropy of the contribu-
tion to f
(0, 0) of the same order.

Applications

Several applications, stemming from the Pirogov–
Sinai theory, are based on the fact that, due to the
cluster expansion, we have quite accurate descrip-
tion of the model in finite volume.

One class of applications concerns various
problems featuring interfaces between coexisting
phases. To be able to transform the problem into a
study of the random boundary line separating the
two phases, one needs a precise cluster expansion
formula for partition functions in volumes occupied
by those phases. In the situation with no symmetry
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between the phases, the use of the Pirogov–Sinai
theory is indispensable.

Another interesting class of applications concerns
the behavior of the system with periodic boundary
conditions. It is based on the fact that the partition
function ZTN

on a torus TN consisting of Nd sites
can be, again with the help of the cluster expan-
sions, explicitly and very accurately evaluated in
terms of metastable free energies,

ZTN
�
Xr

q¼1

e��fqðHÞNd

�����
�����

� expf��min
m

fmðHÞNd � b�Ng ½23�

with a fixed constant b. This formula (and its
generalization to the case of complex parameters)
allows us to obtain various results concerning the
behavior of the model in finite volumes.

Finite-Size Effects

Considering as an illustration a perturbation of the
Ising model, so that it does not have the 
 symmetry
any more (and the value ht(�) of external field
at which the phase transition between plus and
minus phase occurs is not known), we can pose a
natural question that has an importance for correct
interpretation of simulation data. Namely, what is
the asymptotic behavior of the magnetization
mper

N (�, h) =�TN
(1/�

P
x2� �x) on a torus? In the

thermodynamic limit, the magnetization mper
1 (�, h)

displays, as a function of h, a discontinuity at
h = ht(�). For finite N, we get a rounding of the
discontinuity – the jump is smoothed. What is the
shift of a naturally chosen finite-volume transition
point ht(N) with respect to the limiting value ht?
The answer can be obtained with the help of [23]
once sufficient care is taken to use the freedom in
the definition of the metastable free energies fþ(h)
and f�(h) to replace them with a sufficiently smooth
version allowing an approximation of the functions
f
(h) around limiting point ht in terms of their
Taylor expansion.

As a result, in spite of the asymmetry of the model,
the finite-volume magnetization mper

N (�, h) has a uni-
versal behavior in the neighborhood of the transition
point ht. With suitable constants m and m0, we have

mper
N ð�; hÞ�m0 þm tanhfNd�mðh� htÞg ½24�

Choosing the inflection point hmax(N) of mper
N (�, h)

as a natural finite-volume indicator of the occurence
of the transition, one can show that

hmaxðNÞ¼ ht þ
3�

2�2m3
N�2d þOðN�3dÞ ½25�

Zeros of Partition Functions

The full strength of the formula [23] is revealed
when studying the zeros of the partition function
ZTN

(z) as a polynomial in a complex parameter z
entering the Hamiltonian of the model. To be able
to use the theory in this case, one has to extend the
definitions of the metastable free energies to com-
plex values of z. Indeed, the construction still goes
through, now yielding genuinely complex, contour
models w
 with the help of an inductive procedure.
Notice that no analytic continuation is involved. An
analog of [23] is still valid,

ZTN
ðzÞ �

Xr

m¼1

e��fmðzÞNd

�����
�����

� expf��min
m
<efmðzÞNd � b�Ng ½26�

Using [26], it is not difficult to convince oneself
that the loci of zeros can be traced down to the
phase coexistence lines. Indeed, on the line of
the coexistence of two phases <efm = <efq, the
partition function ZTN

(z) is approximated by

e��fNd
(e��=mfmNd þ e��=mfnNd

). The zeros of this
approximation are thus given by the equations

<efm ¼ <efn < <ef‘ for all ‘ 6¼ m; n

�Ndð=mfm � =mfnÞ ¼ �mod 2�
½27�

The zeros of the full partition function ZTN
(z) can

be proved to be exponentially close, up to a shift
of order O(e��bN), to those of the discussed
approximation.

Briefly, the zeros of ZTN
(z) asymptotically con-

centrate on the phase coexistence curves with the
density (1=2�)�Ndj(d=dz)(fm � fn)j.

Bibliographical Remarks
and Generalizations

The original works Pirogov and Sinai (1975, 1976)
and Sinai (1982) introduced an analog of the weights
w0q(�) and parameters aq(H) as a fixed point of a
suitable mapping on a Banach space. The inductive
definition used here was introduced in Kotecký and
Preiss (1983) and Zahradnı́k (1984). The completeness
of phase diagram – the fact that the stable phases
exhaust the set of all periodic extremal Gibbs states
was first proved in Zahradnı́k (1984). Extension to
complex parameters was first considered in Gawȩdzki
et al. (1987) and Borgs and Imbrie (1989). For a review
of the standard Pirogov–Sinai theory, see Sinai (1982)
and Slawny (1987).

Application of Pirogov–Sinai theory for finite-size
effects was studied in Borgs and Kotecký (1990) and
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general theory of zeros of partition functions is
presented in Biskup et al. (2004).

The basic statement of the Pirogov–Sinai theory
yielding the construction of the full phase diagram
has been extended to a large class of models. Let us
mention just few of them (with rather incomplete
references):

1. Continuous spins. The main difficulty in these
models is that one has to deal with contours
immersed in a sea of fluctuating spins (Dobrushin
and Zahradnı́k 1986, Borgs and Waxler 1989).

2. Potts model. An example of a system a transi-
tion in temperature with the coexistence of the
low-temperature ordered and the high-tempera-
ture disordered phases. Contour reformulation is
employing contours between ordered and dis-
ordered regions (Bricmont et al. 1985, Kotecký
et al. 1990). The treatment is simplified with help
of Fortuin–Kasteleyn representation (Laanait
et al. 1991).

3. Models with competing interactions. ANNNI
model, microemulsions. Systems with a rich
phase structure (Dinaburg and Sinai 1985).

4. Disordered systems. An example is a proof of
the existence of the phase transition for the three-
dimensional random field Ising model (Bricmont
and Kupiainen 1987, 1988) using a renormaliza-
tion group version of the Pirogov–Sinai theory
first formulated in Gawȩdzki et al. (1987).

5. Quantum lattice models. A class of quantum
models that can be viewed as a quantum perturba-
tion of a classical model. With the help of Feyn-
man–Kac formula these are rewritten as a (d þ 1)-
dimensional classical model that is, in its turn,
treated by the standard Pirogov–Sinai theory (Datta
et al. 1996, Borgs et al. 1996).

6. Continuous systems. Gas of particles in con-
tinuum interacting with a particular potential of
Kac type. Pirogov–Sinai theory is used for a proof
of the existence of the phase transitions after a
suitable discretisation (Lebowitz et al. 1999).

See also: Cluster Expansion; Falicov–Kimball Model;
Phase Transitions in Continuous Systems; Quantum
Spin Systems.
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Gawȩdzki K, Kotecký R, and Kupiainen A (1987) Coarse-graining

approach to first-order phase transitions. Journal of Statistical
Physics 47: 701–724.
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Introduction

Vortices have a long fascinating history. Descartes
wrote in his Le Monde:

. . .que tous les mouvements qui se font au Monde sont
en quelque façon circulaire: c’est à dire que, quand un
corps quitte sa place, il entre toujours en celle d’un
autre, et celui-ci en celle d’un autre, et ainsi de suite
jusques au dernier, qui occupe au même instant le lieu
délaissé par le premier.

In particular, Descartes thought of vortices to
model the dynamics of the solar system, as reported
by W W R Ball (1940):

Descartes’ physical theory of the universe, embodying
most of the results contained in his earlier and
unpublished Le Monde, is given in his Principia,
1644, . . . He assumes that the matter of the universe
must be in motion, and that the motion must result in a
number of vortices. He stated that the sun is the center
of an immense whirlpool of this matter, in which the
planets float and are swept round like straws in a
whirlpool of water.

Descartes’ theory was later on recused by Newton
in his Principia in 1687. Few centuries later,
W Thomson (1867) the later Lord Kelvin, made use
of vortices to formulate his atomic theory: each atom
was assumed to be made up of vortices in a sort of
ideal fluid. In 1878–79 the American physicist A M
Mayer conducted a few experiments with needle
magnets placed on floating pieces of cork in an
applied magnetic field, as toy models for studying
atomic interactions and forms (Mayer 1878, Aref
et al. 2003). In 1883 inspired by Mayer experiments,
J J Thomson combined W Thomson’s atomic theory
with H von Helmholtz’s point-vortex theory
(Helmholtz 1858): he thought as the electrons were
point vortices inside a positively charged shell (see
Figure 1), the vortices being located at the vertices of
regular parallelograms and investigated about the
stability of such structures (see Thomson (1883,
section 2.1)). The vortex-atomic theory survived for
quite a few years up to Rutherford’s experiments
proved that atoms have quite a different structure!
Before continuing this historical/modeling overview,
let’s address the following question:

what is a vortex and, more specifically, what is a point-
vortex?

Roughly speaking, following Descartes, a vortex
is an entity which makes particles move along
circular-like orbits. Examples are the cyclones and
anticyclones in the atmosphere (see Figure 3).
Mathematically speaking, let u = (u, v, w) 2 R3 be a
velocity field, the associated vorticity field ! is
defined to be

! ¼ r ^ u ½1�

In this article we are considering exclusively inviscid
flows which are also incompressible, that is,

r � u ¼ 0 ½2�

and have constant density �, which we normalize to
be equal to 1 (�= 1). In two dimensions, a point-
vortex field is the simplest of all vorticity fields: it
can be thought as an entity where the vorticity field
is concentrated into a point. In other words, point
vortices are singularities of the vorticity field! Then,
in the plane the vorticity field associated to a system
of N point vortices is

!ðrÞ ¼
XN
�¼1

���ðr � r�Þ ½3�

Figure 2 Hurricane Jeanne. Reproduced with permission from

the National Oceanic and Atmospheric Administration (NOAA)

(www.noaanews.noaa.gov).
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Figure 1 Thomson atomic model: (a) atom with three

electrons and (b) atom with four electrons. From Thomson JJ

(1883) A Treatise on the Motion of Vortex Rings. New York:
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Westmister: Archibald Constable.

66 Point-Vortex Dynamics



where ��, �= 1, . . . , N, is a constant and corre-
sponds to the vorticity (or circulation) of the
�-vortex, situated at r�. In fact by definition,
the circulation around a curve C delimiting a region
� with boundary C,

�C ¼
I

C

u � ds ¼
Z Z

�

ðr ^ uÞ � n dA ¼
Z Z

�

! ½4�

where we have used Stokes’ theorem to bring in the
vorticity. Then if the region contains only the �th
point vortex, we obtain

�C ¼
Z Z

�

! � dA ¼ �� ½5�

by eqn [3]. A positive (resp. negative) sign of ��
indicates that the corresponding point vortex
induces an anticlockwise (resp. clockwise) particle
motion, see Figure 4a)). Is there an analog of a
point-vortex system for a three-dimensional flow?

Yes, and this brings in the analogy between vortex
lines and magnetic field lines that Mayer used in his
experiments with floating magnets. In fact, in three
dimensions, the notion of a point vortex can be
extended to that one of a straight vortex line (see
Figure 4b), where, by definition, a vortex line is a curve
that is tangent to the vorticity vector ! at each of its
point. In this context we would like to mention the
beautiful experiments of Yarmchuck–Gordon–Packard
on vortices in superfluid helium. They observed the

formation of stable polygonal configurations of iden-
tical vortices, quite similar to the ones observed by
Mayer with his magnets (see Figures 5 and 1).

One would like to understand how such configura-
tions form and to give a theoretical account about their
stability. In order to answer these questions we have to
first be able to describe the dynamics of a system of
point vortices from a mathematical point of view.

Evolution Equations

Can point vortices be viewed as ‘‘discrete’’ (or
localized) solutions of Euler equation in two dimen-
sions? Let us consider the Euler equation

@u

@t
þ u � ru ¼ �rpþ f ½6�

where p is the pressure, f =�rU is a conservative
force, and restrict our attention to the two-dimensional
setting, for example, vortex dynamics on the plane (or a
sphere). Then it is immediate that by taking the curl of
eqn [6] we obtain the evolution equation of the
vorticity, that is,

@!

@t
þ u � r! ¼ 0; or

D!

Dt
¼ 0 ½7�

where the operator D=Dt = @=@t þ u � r is called the
material derivative and describes the evolution along
the flow lines. It follows from eqn [7] that in two
dimensions the vorticity is conserved as it is trans-
ported along the flow lines. Then a natural question
arises: supposing the vorticity field ! is known, is it
possible to deduce the velocity field u generating !? Or
in other words, is it possible to solve the system of eqns
[1]–[2]? It is immediate to see that in general the
solution is not unique, if some boundary conditions
are not specified (see Marchioro and Pulvirenti
(1993)). Furthermore, as already observed by Kirchh-
off in 1876 (Boatto and Cabral 2003), in two
dimensions we can recast the fluid equations [1]–[2]
into a Hamiltonian formalism. In fact, notice that on
the plane u = ( _x, _y) and eqn [2] is still satisfied if we
represent the velocity components as

C

Γ1

Γ7

Γ6

Γ4

Γ5

Γ3

Γ2

Σ

Figure 3 Cyclones and anticyclones in the atmosphere. Repro-

duced from Boatto S and Cabrel HE, SIAM Journal of Applied

Mathematics 64:216–230 (2003). With the permission of SIAM.
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Figure 4 (a) Advected by the velocity field of one point vortex, a test particle follows a circular orbit, with a speed proportional to the

absolute value of the vortex circulation and inversely proportional to the square of its distance from the vortex. (b) Straight vortex lines.
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_x ¼ @�

@y
; _y ¼ � @�

@x
½8�

that is, by means of �, called the stream function.
Formally, � plays the rôle of a Hamiltonian for the pair
of conjugate variables (x, y) and it is used to describe the
dynamics of a test particle, located at (x, y) and advected
by the flow. By substituting [8] into [1], we obtain

��ðrÞ ¼ !ðrÞ ½9�

that is, a Poisson equation with ! as a source term.
Then, once we specify the vorticity field, by
inverting [9] we obtain the stream function � to be

�ðrÞ ¼
Z

Gðr; r 0Þ!ðr 0Þ dr 0 ½10�

where G(r, r 0) is the Green’s function, solution of
the equation �G(x, y) = ��(x, y). The Green’s func-
tion both for the plane and the sphere is (Marchioro
and Pulvirenti 1993)

Gðr; r 0Þ ¼ � 1

4�
log kr � r 0k2 ½11�

where kr � r 0k2 = (x� x0)2 þ (y� y0)2. By [10], once
we specify the vorticity field !(r) we can compute �,
and by replacing it into [8] the velocity field becomes

uðrÞ ¼
Z

Kðr; r 0Þ!ðr 0Þ dr 0 ½12�

where K(r, r 0) = �(r � r 0)?=½2�kr � r 0k2� and it
represents the velocity field generated by a point
vortex of intensity one, located at r 0. Then by
considering the vorticity field generated by point
vortices, eqn [3], together with eqn [11], eqn [10]
becomes

�ðrÞ ¼ � 1

4�

Z
log kr � r 0k2

XN
�¼1

���ðr 0 � r�Þ
 !

dr 0

¼ � 1

4�

XN
�¼1

�� log kr � r�k2 ½13�

Equation [13] describes together with [8], the
dynamics of a test particle at a point r = (x, y) in
the plane. Analogously, it can be shown that the
dynamics of a systems of point vortices in the plane
is given by the equations

��
dx�
dt
¼ @Hv

@y�
; ��

dy�
dt
¼ � @Hv

@x�
½14�

where (q�, p�) = (x�, ��y�),�= 1, . . . , N, is a pair of
conjugate variables and Hv is the generalization of
the stream function � (eqn [13]):

Hv ¼ �
1

4�

XN
�;�¼1
� 6¼�

���� log kr� � r�k2 ½15�

Notice that the vortex Hamiltonian Hv (eqn [15]) is
an autonomous Hamiltonian and, as we will discuss
in the first subsection, it provides a good Lyapunov-
like function to study stability properties of some
vortex configurations. Moreover, Hv is invariant
with respect to rotations and translations, then by
the Noether theorem there are other first integrals of
motion, that is,

L ¼
XN
k¼1

�k k xk k2; Mx ¼
XN
k¼1

�kxk;

My ¼
XN
k¼1

�kyk

Figure 5 Photographs of vortex configurations in a rotated

sample of superfluid helium with 1, . . . ,11 vortices. Reprinted

figure with permission from Yarmchuk EJ, Gordon MJV, and

Packard RE (1979) Observation of stationary vortices arrays in

rotating superfluid Helium. Physical Review Letters 43(3): 214–

217. Copyright (1979) by the American Physical Society.
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0 < Γ1 < Γ2
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(c) (d)

Figure 6(a–d) For N = 2 the vortex dipole exhibits a synchro-

nous and the orbits are in general circular orbits, with the

exception of the case (d) for which �1 =��2 and the circular

orbit degenerates into a line (or a circle of infinite radius).
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expressing, respectively, the conservation of angular
momentum, L, and linear momentum, M =
(Mx, My), on the plane. We shall denote with M
the magnitude of M (i.e., M = kMk). Furthermore,
by introducing the Poisson bracket

½f ; g� ¼
XN
�¼1

@f

@q�

@g

@p�
� @f

@p�

@g

@q�

� �

¼
XN
�¼1

1

��

@f

@x�

@g

@y�
� @f

@y�

@g

@x�

� �
we can construct three integrals in involution out of
the four conserved quantities L, Mx, My, and Hv.
These are L, M2

x þM2
y and Hv: in fact,

½Hv;L�¼ 0; Hv;M
2
x þM2

y

h i
¼ 0;

L;M2
x þM2

y

h i
¼ 0

It is then possible to reduce the system of equations
from N to N � 2 degrees of freedom. A Hamiltonian
system with N degrees of freedom is integrable
whenever there are N independent integrals of
motion in involution. It follows that a vortex system
with N � 3 is integrable, whereas the system of
equations of four identical vortices has been shown
by Ziglin to be nonintegrable in the sense that there
are no other first integrals analytically depending on
the coordinates and circulations, and functionally
independent of L, Hv, Mx, My (see Ziglin (1982)).
The following, however, has been shown:

1. Let K =
PN

�= 1 k� be the total vorticity,
M = (Mx, My) the total momentum and M = kMk .
Then, as shown by Aref and Stremler (1999), if K = 0
and M = 0, N-vortex problem [16] is integrable.

2. A system of four identical vortices (i.e., k� = k
for �= 1, . . . , 4) can undergo periodic or quasi-
periodic motion for special initial conditions (see
Khanin (1981) Russian Math. Surveys 36: 231;
Aref and Pomphrey (1982) Proc. R. Soc. Lond. A
380: 359–387). More specifically, the motion of a
system of four identical vortices can be periodic,
quasiperiodic, or chaotic depending on the symme-
try of the initial configuration. In fact, every vortex
configuration that belongs to the subspace of
symmetric configurations – x� = �x�þ2 and y� =
y�þ2,�= 1, 2 – gives rise to an integrable vortex
motion.

We have that up to two vortices, the motion is
almost always periodic and the orbits are circles; the
only exception being the case for which k2 =�k1,
when the circles degenerate into straight lines. Thus,
a configuration of two point vortices is always a
relative equilibrium configuration, that is, there exists
a specific reference frame in which the two vortices
are at rest. If the vortices are identical (�1 = �2 = �),
the motion is synchronous with frequency � = �=�
and the vortices share the same circular orbit (see
Figure 6a). If the vortices are not identical and have
vorticities of different magnitudes (say j�1j > j�2j),
their motion is still synchronous and periodic, with
frequency � = (�1 þ �2)=(2�), and the vortices move
on different circular orbits (with r2 < r1) both
centered at the center of vorticity. Note that for
both cases, identical and nonidentical vortices, we
can view the vortex dynamics in a co-rotating frame
where the vortices are simply at rest.

For three vortices we can have periodic and
quasiperiodic motion, depending on the initial
conditions, and for four vortices we can have
periodic, quasiperiodic, or weakly chaotic motion.

Remarks

(i) The nonintegrability of the 4-vortex system was
also proved for configurations of nonidentical vortices.
Koiller and Carvalho (1989) gave an analytical proof
for �1 = ��2 and �3 = �4 = �, 0� �� 1. Moreover,
Castilla et al. (1993) considered the case:
�1 = �2 = �3 = 1 and �4 = �.

(ii) Due to the translational and rotational
symmetries of Hv, there are some analogies between
the N-vortex problem and the N-body problem,
especially for what concerns configurations of
relative equilibria (see Albouy (1996) and Glass
(2000)). A relative equilibrium is a vortex (or mass)
configuration that moves without change of shape
or form, that is, a configuration which is steadily
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Figure 7 Polygonal configuration of vortices: (a) planar

configurations and (b) configurations of vortex rings on a sphere,

with and without polar vortices.
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rotating or translating. A few examples are vortex
polygons (see Figure 7) like the ones studied by
Thomson, Mayer, Yarmchuk–Gordon–Packard,
Boatto–Cabral (2003), Cabral–Schmidt (1999/
2000), Dritschel–Polvani (1993), Lim–Montaldi–
Roberts (2001), Sakajo (2004). For an exhaustive
review on relative equilibria of vortices, see the
article by Aref et al. (2003). We shall discuss
stability of polygonal vortex configuration in the
following subsection.

(iii) As shown by Kimura (1999) in a beautiful
geometrical formalism, on the unit sphere (S2) and
on the Hyperbolic plane (H2), the vortex Hamilto-
nians [15] are

Hv ¼ �
1

4�

XN
�6¼�

���� logð1� cos ���Þ on S2

Hv ¼ �
1

4�

XN
�6¼�

���� log
cosh ��� � 1

cosh ��� þ 1
on H2

where

cos ��� ¼ cos �� cos ��

þ sin �� sin �� cosð	� � 	�Þ on S2

cosh ��� ¼ cosh �� cosh ��

þ sinh �� sinh �� cosð	� � 	�Þ on H2

On S2, �� and 	� are, respectively, the co-latitude
and the longitude of the �-vortex, �= 1, . . . , N. We
can define canonical variables q� and p� on S2 and
H2, respectively, as

q� ¼ �� cos ��; p� ¼ 	� on S2

q� ¼ �� cosh ��; p� ¼ 	� on H2
Montaldi et al. (2002) studied vortex dynamics on
a cylindrical surface, and Soulière and Tokieda
(2002) considered vortex dynamics on surfaces
with symmetries.

(iv) As we shall see in the section on point
vortex motion, it is sometimes useful to employ
the complex analysis formalism. Then the vari-
ables of interest are z� = x� þ iy�,�= 1, . . . , N, and
its conjugate �z�, the Hamiltonian [15] takes the
form

Hv ¼ �
1

2�

X
�6¼�

���� log jz� � z�j

and the equations of motions become

_z� ¼
i

2�

XN
� 6¼�;�¼1

��
z� � z�

jz� � z�j2
; � ¼ 1; . . . ;N ½16�

(v) Equation [14] can we rewritten in a more
compact form as

dX

dt
¼ JrXHv ½17�

where

X ¼ ðq1; . . . ; qN; p1; . . . ; pNÞ

rX ¼
@

@q1
; . . . ;

@

@qN
;
@

@p1
; . . . ;

@

@pN

� �
J ¼

O I

�I O

� �
I being the N �N identity matrix.

(vi) How close is the point-vortex model to the
original Euler equation? Point-vortex systems repre-
sent discrete solutions of the Euler equation in a
‘‘weak’’ sense – see both the book and the article by
Marchioro and Pulvirenti (1993, 1994). These
authors proved that the Euler dynamics is ‘‘similar’’
to the vortex dynamics in which the vortices are
localized in very small regions, and the vortex
intensities are the total vorticities associated to
such small regions. In particular, let us consider a
vorticity field with compact support on a family of
�-balls, that is,

!� ¼
XN
i¼1

!�i

with support of !�i contained in the ball of center xi

(independent of �) and radius �. Furthermore let us
assume that Z

jr�r ij��
!�i dr ¼ �i
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Figure 8 In the limit �! 0, the dynamics of the center of

vorticity of a vortex �-ball is approximated by the dynamics of a

point vortex.
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with the 
i independent of �. Then in the limit �! 0
the dynamics of the center of vorticity
B�(t) =

R
r!�(r, t) dr, of a given �-ball, ‘‘converges’’

to the motion of a single point vortex (see Figure 8).
This result is important to illustrate as vortex
systems provide both a useful heuristic tool in the
analysis of the general properties of the solutions of
Euler’s equations (Poupaud 2002, Schochet 1995),
and a useful starting point for the construction of
practical algorithms for solving equations in specific
situations. In particular, it provides a theoretical
justification to the vortex method previously intro-
duced by Carnevale et al. (1992). These authors
constructed a numerical algorithm to study turbu-
lence decaying in two dimensions. Their vortex
method greatly simplifies fluid simulations as basi-
cally it relies on a discretization of the fluid into
circular patches. The dynamics of patches is given
by the centers of vorticity, which interact as a point-
vortex system, endowed with a rule dictating how
patches merge (see Figure 9).
Stability of a Vortex Ring

As mentioned in the Introduction section, the study
of vortex relative equilibria has a long history.
Kelvin showed that steadily rotating patterns of
identical vortices arise as solutions of a variational
problem in which the interaction energy (vortex
Hamiltonian) is minimized subject to the constraint
that the angular impulse be maintained (see Aref
(2003). In 1883, while studying and modeling the
atomic structure, J J Thomson investigated the linear
2a1

2a2

2a3

Figure 9 In Carnevale et al. (1992) the fluid is modeled by a

dilute vortex gas with density � and typical radius a. The

dynamics is governed by the point-vortex dynamics of the disk

centers, each disk corresponding to a point vortex of intensity

� =��ext a
2, where �ext plays the role of a vorticity density. Two

vortices or radius a1 and a2 merge when their center-to-center

distance is less or equal to the sum of their radii, a1 þ a1. Then a

new vortex is created and its radius a3 is given by

a3 = (a4
1 þ a4

2)1=4.
stability of co-rotating point vortices in the plane. In
particular, his interest was in configurations of
identical vortices equally spaced along the circum-
ference of a circle, that is, located at the vertices of a
regular polygon (see Figure 7). He proved that for
six or fewer vortices the polygonal configurations
are stable, while for seven vortices – the Thomson
heptagon – he erroneously concluded that the
configuration is slightly unstable. It took more
than a century to make some progresses on this
problem. D G Dritschel (1985) succeeded in solving
the heptagon mystery for what concerns its linear
stability analysis, leaving open the nonlinear stabi-
lity question: he proved that the Thomson heptagon
is neutrally stable and that for eight or more vortices
the corresponding polygonal configurations are
linearly unstable. Later on in 1993, Polvani and
Dritschel (1993) generalized the techniques used in
Dritschel (1985) to study the linear stability of a
‘‘latitudinal’’ ring of point vortices on the sphere, as
a function of the number N of vortices in the ring,
and of the ring’s co-latitude � (see Figure 10). They
proved that polygonal configurations are more
unstable on the sphere than in the plane. In
particular, they showed that at the pole, for N < 7
the configuration is stable, for N = 7 it is neutrally
stable and for N > 7 it is unstable. By means of the
energy momentum method (Marsden–Meyer–Weistein
reduction), J E Marsden and S Pekarsky (1998)
studied the nonlinear stability analysis for the
integrable case of polygonal configurations of
three vortices of arbitrary vorticities (�1, �2 and
�3) on the sphere, leaving open the stability
analysis for nonintegrable vortex systems (N > 3).
In 1999 H E Cabral and D S Schmidt completed
the linear and nonlinear stability analysis at once
for polygonal configurations in the plane. In 2003
Boatto and Cabral studied the nonlinear stability of
a ring of vortices on the sphere, as a function of the
number of vortices N and the ring colatitude �.
θ

y

x

z

Figure 10 Latitudinal ring of vortices. Reproduced with

permission from Boatto S and Cabral HE SIAM Journal of

Applied Mathematics 64: 216–230 (2003).
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Boatto and Simó (2004) generalized the stability
analysis to the case of a ring with polar vortices
and of multiple rings, the key idea being, as we
shall discuss in this section, the structure of the
Hessian of the Hamiltonian.

How to infer about linear and nonlinear stability
of steadily rotating configurations?

Let us restrict the discussion to a polygonal ring of
identical vortices on a sphere as illustrated in
Figure 7 (Boatto and Cabral 2003, Boatto and
Simó 2004). The reasoning is easily generalized for
the planar case. The case of multiple rings is
discussed in great detail in Boatto and Simó
(2004). A polygonal ring is a relative equilibrium
of coordinates X(t) = (q1(t), . . . , qN(t), p1(t), . . . ,
pN(t)), where

q�ðtÞ ¼ 	�ðtÞ ¼ !t þ 	o�

p�ðtÞ ¼ po ¼ � cos �o � ¼ 1; . . . ;N
½18�

!= (N � 1)po=r
2
o, ro =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

o=�2
p

,	o� and �o� = �o

being the initial longitude and co-latitude of the �th
vortex.

Theorem 1 (Spherical case) (Boatto and Simó
2004). The relative equilibrium [18] is (linearly and
nonlinearly) stable if

� 4ðN � 1Þð11�NÞ þ 24ðN � 1Þr2
o

þ 2N2 þ 1þ 3ð�1ÞN < 0 ½19�

and it is unstable if the inequality is reversed.

Remarks

(i) By Theorem 1 a vortex polygon, of N point vortices,
is stable for 0� � �o � �	o and (180� � �	o) � �o �
180�, where �	o = arcsin(r	o) and

r	2o <
7�N

4
for N odd

r	2o < �N2 � 8N þ 8

4ðN � 1Þ for N even

where r	o = sin �	o.
(ii) Theorem 1 includes at once the results of

Thomson (1883), Dritschel (1985), and Polvani
and Dritschel (1993) (and other authors who
have been working in the area (Aref et al. 2003)).
We recover the planar case by setting ro = 0 in
eqn [19], deducing that stability is guaranteed
for N < 7.

To prove Theorem 1 it is useful to consider the
Hamiltonian equations as in eqn [17]. The first step
is to make a change of reference frame: view the
dynamics in a frame co-rotating with the relative
equilibrium configuration. In the co-rotating refer-
ence system, the Hamiltonian takes the form

~H ¼ H þ !M

where M is the momentum of the system, and H and
! are, respectively, the Hamiltonian and the rota-
tional frequency of the relative equilibrium in the
original frame of reference. In the new reference
frame, the relative equilibrium becomes an equili-
brium, X	, and the standard techniques can be used
to study its stability.

To study linear stability, the relevant equation is

d�X

dt
¼ JS�X ½20�

where X = X	 þ�X, and S is the Hessian of ~H
evaluated at the equilibrium X	. Then linear (or
spectral) stability is deduced by studying the
eigenvalues of the matrix JS (spectral stability). For
nonlinear stability we make use of a sufficient
stability criterion due to Dirichlet (1897) (see G
Lejeune Dirichlet (1897). Werke, vol. 2, Berlin,
pp. 5–8; Boatto and Cabral (2003) and references
therein).

Theorem 2 Let X	 be an equilibrium of an
autonomous system of ordinary differential equations

dX

dt
¼ f ðXÞ; � 
 R2N ½21�

that is, f (X	) = 0. If there exists a positive (or
negative) definite integral F of the system [21] in a
neighborhood of the equilibrium X	, then X	 is
stable.

In our case the Hamiltonian itself is an integral of
motion. Then by studying definiteness of its Hes-
sian, S, evaluated at X	, we infer minimal stability
intervals in � and N. Details are given in Boatto and
Cabral (2003) and Boatto and Simó (2004). The
proof is mainly based on the following
considerations:

1. Since S is a symmetric matrix it is diagonaliz-
able, that is, there exists an orthogonal matrix
C such that CTSC = D, where D is a diagonal
matrix, D = diag(�1, . . . ,�N). Furthermore, the
matrix C can be chosen to leave invariant the
symplectic form (equivalently J = CTJC). Then
by the canonical change of variables Y = CTX
eqn [20] becomes

d�Y

dt
¼ JD�Y ½22�
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where Y = (~q1, . . . , ~qN, ~p1, . . . , ~pN) and (~qj, ~pj),
j = 1, . . . , N, are pairs of conjugate variables.
Equation [22] can be rewritten as

d2�~qj

dt2
¼ ��j�jþN�~qj; j ¼ 1; . . . ;N

2. When evaluated at the equilibrium X	, the
Hessian S takes the block structure

~S ¼
Q O

O P

� �
where the matrices Q and P are symmetric circulant
matrices, that is, (N �N) matrices of the form

A ¼

a1 a2 . . . aN

aN a1 . . . aN�1

..

. ..
. . .

. ..
.

a2 a3 . . . a1

0BBB@
1CCCA ½23�

Circulant matrices are of special interest to us
because we can easily compute their eigenvalues
and eigenvectors for all N. In fact, it is immediate
to show that:

Lemma 3 All circulant matrices [23] have
eigenvalues

�j ¼
XN
k¼1

akrk�1
j ; j ¼ 1; . . . ;N

and corresponding eigenvectors vj = (1, rj, . . . ,
rN�1
j )T, j = 1, . . . , N, where rj = exp (2�(j� 1)=N)

are solutions of rN = 1.

Passive Tracers in the Velocity Fields of N Point
Vortices: The Restricted (N þ 1)-Vortex Problem

The terminology ‘‘restricted (N þ 1)-vortex prob-
lem’’ is used in analogy with celestial mechanics
literature, when one of the vorticities is taken to be
zero. The zero-vorticity vortex does not affect the
dynamics of the remaining N-vortices. For this
reason, it is said to be passively advected by the
flow of the remaining N-vortices and in the fluid
mechanics literature the terminology ‘‘passive tra-
cer’’ is also employed. The tracer dynamics is given
by the Hamiltonian equations [8]. Notice that in
general the Hamiltonian � is time dependent,
through the vortex variables r j, j = 1, . . . , N, that is,

�ðr; tÞ ¼ �ðr; r1ðtÞ; . . . ; rNðtÞÞ

and (q, p) = (x, y) play the role of conjugate canoni-
cal variables. There is an extensive literature on the
subject both from theoretical (see, e.g., Boatto and
Simó (2004) and Newton (2001)) and an experi-
mental (van Heijst 1993, Ottino 1990) point of
view. As discussed in the previous section, there are
some vortex configurations, such as the polygonal
ones, for which vortices undergo a periodic circular
motion. Then by viewing the dynamics in a
reference frame co-rotating with the vortices the
tracer Hamiltonian is manifestly time independent
and, therefore, integrable – since it reduces to a
Hamiltonian of one degree of freedom. In such an
occurrence, tracer trajectories form a web of homo-
clinic and heteroclinic orbits. An interesting theo-
retical problem is to study how the tracer transport
properties (i.e., existence of barriers to transport,
diffusion etc.) are affected by perturbing the poly-
gonal vortex configuration, that is, by introducing in
� a ‘‘genuine’’ time dependence (periodic, quasi-
periodic, or chaotic) (see, e.g., Boatto and Pierre-
humbert (1999), Rom-Kedar, Leonard and Wiggins
(1990), Kuznetsov and Zaslavsky (2000), and
Newton (2001)). Furthermore, in the lab experi-
ments, color dyes, which monitor the flow velocity
field, are often used as the experimental equivalent
of tracer particles. In this context we would like to
stress the striking resemblance between theoretical
particle trajectories, deduced from point vortex
dynamics, and the actual dye visualizations observed
by van Heijst and Flor for vortex dipoles in a
stratified fluid (see Figures 11 and 12) (van Heijst
1993). Similarly, tripolar structures have been
observed both in lab experiments (see Figure 13)
and in nature (see Figure 14). Recently, the Danish
group of Jansson–Haspang–Jensen–Hersen–Bohr has
observed beautiful rotating polygons, such as
squares and pentagons, on a fluid surface in the
presence of a rotating cylinder (see Figure 15).
Point Vortex Motion with Boundaries

In comparison with the extensive literature on point
vortex motion in unbounded domains, the study of
point vortex motion in the presence of walls is modest.
There is, however, a general theory for such problems,
and some recent new developments in this area have
resulted in a versatile tool for analyzing point vortex
motion with boundaries. Newton (Newton 2001)
contains a chapter on point vortex motion with
boundaries and also features a detailed bibliography.
The reader is referred there for standard treatments;
here, we focus on more recent developments of the
mathematical theory.

The Method of Images

When point vortices move around in bounded
domains, it is clear that the motion is subject to
the constraint that no fluid should penetrate any of



Figure 11 Test-particle trajectories: on the left, theoretical

trajectories, from the point-vortex model; on the right, a top view

of a laboratory experiment in stratified flows. Reproduced from

van Heijst GJF and Flor JB (1989) Dipole formation and

collisions in a stratified fluid. Nature 340: 212–215, with

permission from Nature Publishing Group.

Figure 12 A frontal collision of two dipoles as observed in a

stratified fluid: after a so called ‘‘partner-exchange’’ two new

dipoles are formed. Reproduced from van Heijst GJF and Flor JB

(1989) Dipole formation and collisions in a stratified fluid. Nature

340: 212–215, with permission from Nature Publishing Group.

Figure 13 A tripolar vortex structure as observed in a rotating

stratified fluid. Reproduced from van Heijst GJF, Kloosterziel

RC, and Williams CWM (1991) Laboratory experiments on the

tripolar vortex in a rotating fluid. Journal of Fluid Mechanics 225:

301–331, with permission from Cambridge University Press.
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the boundary walls of the domain. If n denotes the
local normal to the boundary walls, the boundary
condition on the velocity field u is therefore u � n = 0
everywhere on the walls. Another way to say the
same thing is that all the walls must be streamlines
so that the streamfunction,  say, must be constant
on any boundary wall.

A classical approach to bounded vortex motion is
the celebrated method of images – a rather special
technique limited to cases where the domain of
interest has certain geometrical symmetries so that
an appropriate distribution of image vorticity can be
ascertained, essentially by inspection. This image
vorticity is placed in nonphysical regions of the
plane in order to satisfy the boundary conditions
that the walls act as impenetrable barriers for the
flow.

The simplest example is the motion of a single
vortex next to a straight plane wall of infinite
extent. Suppose the wall is along y = 0 in an (x, y)-
plane and that the fluid occupies the upper-half
plane. If a circulation-� vortex is at the complex
position z0 = x0 þ iy0, the solution for the stream-
function is

 ðz; zÞ ¼ � �

2�
log

z� z0

z� z0

���� ���� ½24�

where z = xþ iy. This has a single logarithmic
singularity in the upper-half plane at z = z0



Figure 14 Infrared image taken by NOAA11 satellite on

January 4 1990 (0212 UT) shows a tripolar structure in the

Bay of Biscay. The central part of the tripole measures about

50–70 km and rotates clockwise, whereas the two satellite

vortices rotate anticlockwise. The dipoles persisted for a few

days before it fell apart. Reproduced from Pingree RD and Le

Cann B, Anticyclonic Eddy X91 in the Southern Bay of Biscay,

Journal of Geophysical Research, 97: 14353–14362, May 1991

to February 1992. Copyright (1992) American Geophysical

Union. Reproduced/modified by permission of American Geo-

physical Union.

Figure 15 The free surface of a rotating fluid will, due to the

centrifugal force, be pressed radially outward. If the flow is driven

by rotating the bottom plate, the axial symmetry can break

spontaneously and the surface can take the shape of a rigidly

rotating polygon. With water Jansson–Haspang–Jensen–Her-

sen–Bohr have observed polygons with up to six corners. The

rotation speed of the polygons does not coincide with that of the

plate, but it is often mode-locked, such that the polygon rotates

by one corner for each complete rotation of the plate.

Reproduced from Jansson TRN, Haspang M, Jensen KH,

Hersen P, and Bohr T (2005) Rotating polygons on a fluid

surface. Preprint, with permission from T Bohr.
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(corresponding to the point vortex) and it is easily
checked that  = 0 on y = 0. Therefore, no fluid
penetrates the wall. Equation [24] can be written as

 ðz; zÞ ¼ � �

2�
log jz� z0j þ

�

2�
log jz� z0j ½25�

which is the sum of the streamfunction due to a
point vortex of circulation � at z0 = x0 þ iy0 and
another, one imagines, of circulation �� at z0 =
x0 � iy0. In this case, the image vortex distribution is
simple: it is just the second vortex sitting at the
reflected point in the wall. The method of images
can be applied to flows in other regions bounded by
straight line segments (e.g., wedge regions of various
angles (Newton 2001)).

A variant of the method of images is the Milne–
Thomson circle theorem relevant to planar flow
around a circular cylinder. Given a complex
potential w(z) with the required singularities in the
fluid region exterior to the cylinder, but failing to
satisfy the boundary condition that the surface of
the cylinder is a streamline, this theorem says that
the correct potential W(z) is

WðzÞ ¼ wðzÞ þwða2=zÞ ½26�

where a is the cylinder radius and w(z) is the
conjugate function to w(z). It is easy to verify that
the imaginary part of W(z), that is, the stream-
function, is zero on jzj= a. The second term,
w(a2=z), produces the required distribution of
image vorticity inside the cylinder. A famous
example is the Föppl vortex pair which is the
simplest model of the trailing vortices shed in the
wake of a circular aerofoil traveling at uniform
speed.
Kirchhoff–Routh–Lin Theory

The most important general mathematical tool for
point vortex motion in bounded planar regions is
the Hamiltonian approach associated with the
names of Kirchhoff (1876) and Routh (1881),
who developed the early theory. It is now known
that the problem of N-vortex motion in a simply
connected domain is a Hamiltonian dynamical
system. Moreover, the Hamiltonian has simple
transformation properties when a given flow
domain of interest is mapped conformally to
another – a result originally due to Routh. A
formula for the Hamiltonian can be built from
knowledge of the instantaneous Green’s function
associated with motion of the point vortex in the
simply connected domain D. In fact, [24] is
precisely the relevant Green’s function when D is
the upper-half plane.
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Much later, in 1941, Lin (1941a) extended these
general results to the case of multiply connected
fluid regions. To visualize such a region, think of a
bounded region of the plane containing fluid but
also a finite number of impenetrable islands whose
boundaries act as barriers for the fluid motion. If the
islands are infinitely thin, they can be thought of as
straight wall segments immersed in the flow (see
later examples). Lin (1941b) showed that both the
Hamiltonian structure, and the transformation
properties of the Hamiltonian under conformal
mapping, are preserved in the multiply connected
case.

Lin’s Special Green’s Function

Since Lin’s result subsumes the earlier simply
connected studies, we now outline the key results
as presented in Lin (1941a). Consider a fluid region
D, with outer boundary C0 and M enclosed islands
each having boundaries {Cjjj = 1, . . . , M}. Lin intro-
duced a special Green’s function G(x, y; x0, y0)
satisfying the following properties:

1. the function

gðx; y; x0; y0Þ ¼ �Gðx; y; x0; y0Þ �
1

2�
log r0 ½27�

is harmonic with respect to (x, y) throughout
the region D including at the point (x0, y0). Here,

r0 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x� x0)2 þ (y� y0)2

q
;

2. if @G=@n is the normal derivative of G on a curve
then

Gðx; y; x0; y0Þ ¼ Ak; on Ck; k ¼ 1; . . . ;MI
Ck

@G

@n
ds ¼ 0; k ¼ 1; . . . ;M

½28�

where ds denotes an element of arc and {Ak} are
constants;

3. G(x, y; x0, y0) = 0 on C0.

Flucher and Gustafsson (1997) refer to this G as
the hydrodynamic Green’s function. (In fact, it
coincides with the modified Green’s function
arising in abstract potential theory – a function
that is dual to the usual first-type Green’s function
that equals zero on all the domain boundaries.)
On the use of G, Lin established the following two
key results:

Theorem 4 If N vortices of strengths {�kjk =
1, . . . , N} are present in an incompressible fluid at
the points {(xk, yk)jk = 1, . . . , N} in a general multi-
ply connected region D bounded by fixed bound-
aries, the stream function of the fluid motion is
given by
 ðx; y; xk; ykÞ

¼  0ðx; yÞ þ
XN
k¼1

�kGðx; y; xk; ykÞ ½29�

where  0(x, y) is the streamfunction due to outside
agencies and is independent of the point vortex
positions.

Theorem 5 For the motion of vortices of strengths
{�kjk = 1, . . . , N} in a general region D bounded by
fixed boundaries, there exists a Kirchhoff–Routh
function H({xk, yk}), depending on the point vortex
positions, such that

�k
dxk

dt
¼ @H

@yk
; �k

dyk

dt
¼ � @H

@xk
½30�

where H({xk, yk}) is given by

Hðfxk; ykgÞ ¼
XN
k¼1

�k 0ðxk; ykÞ

þ
XN

k1 ;k2¼1

k1>k2

�k1
�k2

Gðxk1
; yk1

; xk2
; yk2
Þ

� 1

2

XN
k¼1

�2
kgðxk; yk; xk; ykÞ ½31�

In rescaled coordinates (xk, �kyk), [30] is a Hamil-
tonian system in canonical form. For historical
reasons, H is often called the Kirchhoff–Routh
path function. Analyzing the separate contributions
to the path function [31] is instructive: the first term
is the contribution from flows imposed from outside
(e.g., background flows and round-island circula-
tions), the second term is the ‘‘free-space’’ contribu-
tion (it is the relevant Hamiltonian when no
boundaries are present) while the third term encodes
the effect of the boundary walls (or, the effect of the
‘‘image vorticity’’ distribution discussed earlier).

Lin (1941a) went on to show that, with the
Hamiltonian in some D given by H in [31], the
Hamiltonian relevant to vortex motion in another
domain obtained from D by a conformal mapping
z(
) consists of [31] with some simple extra additive
contributions dependent only on the derivative of
the map z(
) evaluated at the point vortex positions.

Flucher and Gustafsson (1997) also introduce
the Robin function R(x0, y0) defined as the regular
part of the above hydrodynamic Green’s function
evaluated at the point vortex. Indeed, R(x0, y0) �
g(x0, y0; x0, y0), where g is defined in [27]. An
interesting fact is that, for single-vortex motion in
a simply connected domain, R(x0, y0) satisfies the
quasilinear elliptic Liouville equation everywhere in
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D with the boundary condition that it becomes
infinite everywhere on the boundary of D.

By combining the Kirchhoff–Routh theory with
conformal mapping theory, many interesting prob-
lems can be studied. What happens, for example, if
there is a gap in the wall of Figure 16? In recent
work, Johnson and McDonald (2005) show that if
the vortex starts off, far from the gap, at a distance
of less than half the gap width from the wall, then it
will eventually penetrate the gap. Otherwise, it will
dip towards the gap but not go through it. The
trajectories are shown in Figure 17.

Unfortunately, Lin did not provide any explicit
analytical expressions for G in the multiply con-
nected case. This has limited the applicability of his
theory beyond fluid regions that are anything other
than simply and doubly connected. Recently, how-
ever, Lin’s theory has recently been brought to
implementational fruition by Crowdy and Marshall
Wall

Image vortex, circulation-Γ

Point vortex, circulation Γ

Figure 16 The motion of a point vortex near an infinite straight

wall. The vortex moves, at constant speed, maintaining a

constant distance from the wall. Other possible trajectories are

shown; they are all straight lines parallel to the wall. The motion

can be thought of as being induced by an opposite-circulation

‘‘image’’ vortex at the reflected point in the wall.
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Figure 17 Distribution of point vortex trajectories near a wall

with a single gap of length 2. There is a critical trajectory which,

far from the gap, is unit distance from the wall.
(2005a), who, up to conformal mapping, have
derived explicit formulas for the hydrodynamic
Green’s function in multiply connected fluid regions
of arbitrary finite connectivity. Their approach
makes use of elements of classical function theory
dating back to the work of Poincaré, Schottky, and
Klein (among others). This allows new problems
involving bounded vortex motion to be tackled. For
example, the motion of a single vortex around
multiple circular islands has been studied in Crowdy
and Marshall (2005b), thereby extending recent
work on the two-island problem (Johnson and
McDonald 2005). If the wall in Figure 17 happens
to have two (or more) gaps, then the fluid region is
multiply connected. The two-gap (doubly con-
nected) case was recently solved by Johnson and
McDonald (2005) using Schwarz–Christoffel maps
combined with elements of elliptic function theory
(see Figure 18). Crowdy and Marshall have solved
the problem of an arbitrary number of gaps in a wall
by exploiting the new general theory presented
in Crowdy and Marshall (2005a,b) (and related
works by the authors). The case of a wall with three
gaps represents a triply connected fluid region and
the critical vortex trajectory is plotted in Figure 19.

Point vortex motion in bounded domains on the
surface of a sphere has received scant attention in
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Figure 18 The critical trajectory when there are two symmetric

gaps in a wall. The fluid region is now doubly connected. This

problem is solved in Johnson and McDonald (2005) and Crowdy

and Marshall (2005).
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Figure 19 The critical vortex trajectories when there are three

gaps in the wall. This time the fluid region is triply connected.

This problem is solved in Crowdy and Marshall (2005) using the

general methods in Crowdy and Marshall (2005).
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the literature, although Kidambi and Newton
(2000) and Newton (2001) have recently made a
contribution. Such paradigms are clearly relevant
to planetary-scale oceanographic flows in
which oceanic eddies interact with topography such
as ridges and land masses and deserve further study.
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Besançon, France
T S Ratiu, Ecole Polytechnique Federale de
Lausanne, Lausanne, Switzerland

ª 2006 Elsevier Ltd. All rights reserved.
Introduction

The Poisson reduction techniques allow the con-
struction of new Poisson structures out of a given
one by combination of two operations: ‘‘restriction’’
to submanifolds that satisfy certain compatibility
assumptions and passage to a ‘‘quotient space’’
where certain degeneracies have been eliminated.
For certain kinds of reduction, it is necessary to pass
first to a submanifold and then take a quotient.
Before making this more explicit, we introduce the
notations that will be used in this article. All
manifolds in this article are finite dimensional.

Poisson Manifolds

A ‘‘Poisson manifold’’ is a pair (M, {� , �}), where M is a
manifold and {� , �} is a bilinear operation on C1(M)
such that (C1(M), {� , �}) is a Lie algebra and {� , �} is a
derivation (i.e., the Leibniz identity holds) in each
argument. The pair (C1(M), {� , �}) is also called a
‘‘Poisson algebra.’’ The functions in the center C(M) of
the Lie algebra (C1(M), {� , �}) are called ‘‘Casimir
functions.’’ From the natural isomorphism between
derivations on C1(M) and vector fields on M, it follows
that each h2C1(M) induces a vector field on M via the
expression Xh = {� , h}, called the ‘‘Hamiltonian vector
field’’ associated to the ‘‘Hamiltonian function’’ h.
The triplet (M, {� , �}, h) is called a ‘‘Poisson dynami-
cal system.’’ Any Hamiltonian system on a symplec-
tic manifold is a Poisson dynamical system relative
to the Poisson bracket induced by the symplectic
structure. Given a Poisson dynamical system
(M, {� , �}, h), its ‘‘integrals of motion’’ or ‘‘con-
served quantities’’ are defined as the centralizer of
h in (C1(M), {� , �}) that is, the subalgebra of
(C1(M), {� , �}) consisting of the functions
f 2C1(M) such that {f , h} = 0. Note that the
terminology is justified since, by Hamilton’s equa-
tions in Poisson bracket form, we have _f = Xh[f ] =
{f , h} = 0, that is, f is constant on the flow of Xh. A
smooth mapping ’ : M1!M2, between the two
Poisson manifolds (M1, {� , �}1) and (M2, {� , �}2),
is called ‘‘canonical’’ or ‘‘Poisson’’ if for all g,
h2C1(M2) we have ’	{g, h}2 = {’	g,’	g}1. If
’ : M1!M2 is a smooth map between two Poisson
manifolds (M1, {� , �}1) and (M2, {� , �}2), then ’ is a
Poisson map if and only if T’ �Xh�’ = Xh � ’ for
any h2C1(M2), where T’ : TM1!TM2 denotes
the tangent map (or derivative) of ’.

Let (S, {� , �}S) and (M, {� , �}M) be two Poisson mani-
folds such that S 
M and the inclusion iS : S ,!M
is an immersion. The Poisson manifold (S, {� , �}S) is
called a ‘‘Poisson submanifold’’ of (M, {� , �}M)
if iS is a canonical map. An immersed submanifold
Q of M is called a ‘‘quasi-Poisson submanifold’’ of
(M, {� , �}M) if for any q2Q, any open neighborhood
U of q in M, and any f 2C1(U) we have
Xf (iQ(q))2TqiQ(TqQ), where iQ : Q ,!M is the
inclusion and Xf is the Hamiltonian vector field of f
on U with respect to the Poisson bracket of M
restricted to U. If (S,{� , �}S) is a Poisson submanifold
of (M, {� , �}M), then there is no other bracket {� , �}0 on
S making the inclusion i : S ,!M into a canonical map.
If Q is a quasi-Poisson submanifold of (M, {� , �}), then
there exists a unique Poisson structure {� , �}Q on Q
that makes it into a Poisson submanifold of (M, {� , �})
but this Poisson structure may be different from the
given one on Q. Any Poisson submanifold is quasi-
Poisson but the converse is not true in general.



The Poisson Tensor and Symplectic Leaves

The derivation property of the Poisson bracket implies
that for any two functions f , g2C1(M), the value of
the bracket {f , g}(z) at an arbitrary point z2M (and
therefore Xf (z) as well) depends on f only through
df (z) which allows us to define a contravariant
antisymmetric 2-tensor B2�2(T�M), called the ‘‘Pois-
son tensor,’’ by B(z)(�z, �z) = {f , g}(z), where
df (z) =�z 2T�z M and dg(z) = �z 2T�z M. The vector
bundle map B] : T�M!TM over the identity naturally
associated to B is defined by B(z)(�z, �z) =
h�z, B](�z)i. Its range D := B](T�M) � TM is called
the ‘‘characteristic distribution’’ of (M, {� , �}) since D is
a generalized smooth integrable distribution. Its
maximal integral leaves are called the ‘‘symplectic
leaves’’ of M for they carry a symplectic structure that
makes them into Poisson submanifolds. As integral
leaves of an integrable distribution, the symplectic
leaves L are ‘‘initial submanifolds’’ of M, that is, the
inclusion i :L ,!M is an injective immersion such that
for any smooth manifold P, an arbitrary map g : P!L
is smooth if and only if i � g : P!M is smooth.

Poisson Reduction

Canonical Lie Group Actions

Let (M, {� , �}) be a Poisson manifold and let G be a
Lie group acting canonically on M via the map
�: G�M!M. An action is called ‘‘canonical’’ if
for any h2G and f , g2C1(M), one has

ff � �h; g � �hg¼ff ; gg � �h

If the G-action is free and proper, then the orbit space
M=G is a smooth regular quotient manifold. Moreover,
it is also a Poisson manifold with the Poisson bracket
{� , �}M=G, uniquely characterized by the relation

ff ; ggM=Gð�ðmÞÞ ¼ ff � �; g � �gðmÞ ½1�
for any m2M and where f , g : M=G!R are two
arbitrary smooth functions. This bracket is appro-
priate for the reduction of Hamiltonian dynamics
in the sense that if h2C1(M)G is a G-invariant
smooth function on M, then the Hamiltonian
flow Ft of Xh commutes with the G-action, so it
induces a flow F

M=G
t on M=G that is Hamiltonian on

(M=G, {� , �}M=G) for the reduced Hamiltonian
function [h]2C1(M=G) defined by [h] � �= h.

If the Poisson manifold (M, {� , �}) is actually
symplectic with form ! and the G-action has an
associated momentum map J : M! g�, then the
symplectic leaves of (M=G,{� , �}M=G) are given by the
spaces (Mc

O� := G � J�1(�)c=G,!c
O� ), where J�1(�)c is a

connected component of the fiber J�1(�) and !c
O� is the

restriction to Mc
O� of the symplectic form !O� of the

symplectic orbit reduced space MO� (see Symmetry
and Symplectic Reduction). If, additionally, G is
compact, M is connected, and the momentum map J
is proper, then Mc

O�= MO� .
In the remainder of this section, we characterize

the situations in which new Poisson manifolds can
be obtained out of a given one by a combination of
restriction to a submanifold and passage to the
quotient with respect to an equivalence relation that
encodes the symmetries of the bracket.

Definition 1 Let (M,{ � , � }) be a Poisson manifold
and D � TM a smooth distribution on M. The
distribution D is called ‘‘Poisson’’ or ‘‘canonical,’’ if
the condition df jD = dgjD = 0, for any f , g2C1(U)
and any open subset U � P, implies that d{f , g}jD = 0.

Unless strong regularity assumptions are invoked, the
passage to the leaf space of a canonical distribution
destroys the smoothness of the quotient topological
space. In such situations, the Poisson algebra of functions
is too small and the notion of presheaf of Poisson
algebras is needed. See Singularity and Bifurcation
Theory for more information on singularity theory.

Definition 2 Let M be a topological space with a
presheaf F of smooth functions. A presheaf of Poisson
algebras on (M,F ) is a map {� , �} that assigns to each
open set U �M a bilinear operation {� , �}U :F (U)�
F (U)!F (U) such that the pair (F (U), {� , �}U) is a
Poisson algebra. A presheaf of Poisson algebras is
denoted as a triple (M,F , {� , �}). The presheaf of
Poisson algebras (M,F , {� , �}) is said to be ‘‘nondegene-
rate’’ if the following condition holds: if f 2F (U) is such
that {f , g}U\V = 0, for any g2F (V) and any open set of
V, then f is constant on the connected components of U.

Any Poisson manifold (M, {� , �}) has a natural
presheaf of Poisson algebras on its presheaf of smooth
functions that associates to any open subset U of M
the restriction {� , �}jU of {� , �} to C1(U)�C1(U).

Definition 3 Let P be a topological space and
Z= {Si}i2 I a locally finite partition of P into smooth
manifolds Si � P, i2 I, that are locally closed topo-
logical subspaces of P (hence their manifold topol-
ogy is the relative one induced by P). The pair (P,Z)
is called a ‘‘decomposition’’ of P with ‘‘pieces’’ in Z,
or a ‘‘decomposed space,’’ if the following ‘‘frontier
condition’’ holds:

Condition (DS) If R, S2Z are such that R \ �S 6¼ ;,
then R � �S. In this case, we write R 	 S. If, in
addition, R 6¼ S we say that R is incident to S or that
it is a boundary piece of S and write R 
 S.

Definition 4 Let M be a differentiable manifold
and S �M a decomposed subset of M. Let {Si}i2 I
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be the pieces of this decomposition. The topology
of S is not necessarily the relative topology as a
subset of M. Then D � TMjS is called a ‘‘smooth
distribution’’ on S adapted to the decomposition
{Si}i2 I, if D \ TSi is a smooth distribution on Si for
all i2 I. The distribution D is said to be ‘‘integrable’’
if D \ TSi is integrable for each i2 I.

In the situation described by the previous defini-
tion and if D is integrable, the integrability of the
distributions DSi

:= D \ TSi on Si allows us to
partition each Si into the corresponding maximal
integral manifolds. Thus, there is an equivalence
relation on Si whose equivalence classes are precisely
these maximal integral manifolds. Doing this on
each Si, we obtain an equivalence relation DS on the
whole set S by taking the union of the different
equivalence classes corresponding to all the DSi

.
Define the quotient space S=DS by

S=DS :¼
[
i2 I

Si=DSi

and let �DS
: S! S=DS be the natural projection.

The Presheaf of Smooth Functions on S=DS

Define the presheaf of smooth functions C1S=DS
on

S=DS as the map that associates to any open subset V
of S=DS the set of functions C1S=DS

(V) characterized
by the following property: f 2C1S=DS

(V) if and only if
for any z2V there exists m2 ��1

DS
(V),Um open

neighborhood of m in M, and F2C1(Um) such that

f � �DS
j��1

DS
ðVÞ\Um

¼ Fj��1
DS
ðVÞ\Um

½2�

F is called a ‘‘local extension’’ of f � �DS
at the point

m2 ��1
DS

(V). When the distribution D is trivial, the
presheaf C1S=DS

coincides with the presheaf of
Whitney smooth functions C1S, M on S induced by
the smooth functions on M.

The presheaf C1S=DS
is said to have the (D, DS)-

local extension property when the topology of S is
stronger than the relative topology and, at the same
time, the local extensions of f � �DS

defined in [2]
can always be chosen to satisfy

dFðnÞjDðnÞ ¼ 0 for any n2 ��1
DS
ðVÞ \Um

F is called a ‘‘local D-invariant extension’’ of f � �DS
at

the point m2 ��1
DS

(V). If S is a smooth embedded
submanifold of M and DS is a smooth, integrable, and
regular distribution on S, then the presheaf C1S=DS

coincides with the presheaf of smooth functions on
S=DS when considered as a regular quotient manifold.

The following definition spells out what we mean
by obtaining a bracket via reduction.

Definition 5 Let (M, {� , �}) be a Poisson manifold,
S a decomposed subset of M, and D � TMjS a
Poisson-integrable generalized distribution adapted
to the decomposition of S. Assume that C1S=DS

has the (D, DS)-local extension property. Then
(M, {� , �}, D, S) is said to be ‘‘Poisson reducible’’ if
(S=DS,C1S=DS

, {� , �}S=DS ) is a well-defined presheaf of
Poisson algebras where, for any open set V � S=DS,
the bracket {� , �}S=DS

V : C1S=DS
(V)� C1S=DS

(V)!C1S=DS

(V) is given by

ff ; ggS=DS

V ð�DS
ðmÞÞ :¼ fF;GgðmÞ

for any m2 ��1
DS

(V) for local D-invariant extensions
F,G at m of f � �DS

and g � �DS
, respectively.

Theorem 1 Let (M, {� , �}) be a Poisson manifold with
associated Poisson tensor B2�2(T�M), S a decom-
posed space, and D � TMjS a Poisson-integrable
generalized distribution adapted to the decomposition
of S (see Definitions 4 and 1). Assume that C1S=DS

has
the (D, DS)-local extension property. Then (M, {� , �},
D, S) is Poisson reducible if for any m2 S

B]ð�mÞ� �S
m

� �� ½3�

where �m := {dF(m)jF2C1(Um), dF(z)jD(z) = 0, for
all z2Um \ S, and for any open neighborhood Um

of m in M} and �S
m := {dF(m)2�mjFjUm\Vm

is
constant for an open neighborhood Um of m in M
and an open neighborhood Vm of m in S}.

If S is endowed with the relative topology, then
�S

m := {dF(m)2�mjFjUm\Vm
is constant for an open

neighborhood Um of m in M}.

Reduction by Regular Canonical Distributions

Let (M, {� , �}) be a Poisson manifold and S an
embedded submanifold of M. Let D � TMjS be a
sub-bundle of the tangent bundle of M restricted to
S such that DS := D \ TS is a smooth, integrable,
regular distribution on S and D is canonical.

Theorem 2 With the above hypotheses, (M, {� , �},
D, S) is Poisson reducible if and only if

B]ðD�Þ�TSþD ½4�

Applications of the Poisson Reduction
Theorem

Reduction of Coisotropic Submanifolds

Let (M, {� , �}) be a Poisson manifold with associated
Poisson tensor B2�2(T�M) and S an immersed
smooth submanifold of M. Denote by (TS)� := {�s 2
T�s Mjh�s, vsi= 0, for all s2 S, vs 2TsS} � T�M the
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conormal bundle of the manifold S; it is a vector
sub-bundle of T�MjS. The manifold S is called
‘‘coisotropic’’ if B]((TS)�) � TS. In the physics
literature, coisotropic submanifolds appear some-
times under the name of ‘‘first-class constraints.’’
The following are equivalent:

1. S is coisotropic;
2. if f 2C1(M) satisfies f jS � 0, then Xf jS 2X(S);
3. for any s2 S, any open neighborhood Us of s in

M, and any function g2C1(Us) such that
Xg(s)2TsS, if f 2C1(Us) satisfies {f , g}(s) = 0, it
follows that Xf (s)2TsS;

4. the subalgebra {f 2C1(M) j f jS � 0} is a Poisson
subalgebra of (C1(M), {� , �}).

The following proposition shows how to endow
the coisotropic submanifolds of a Poisson manifold
with a Poisson structure by using the reduction
theorem 1.

Proposition 1 Let (M, {� , �}) be a Poisson manifold
with associated Poisson tensor B2�2(T�M). Let S
be an embedded coisotropic submanifold of M and
D := B]((TS)�). Then

(i) D = D \ TS = DS is a smooth generalized
distribution on S.

(ii) D is integrable.
(iii) If C1S=DS

has the (D, DS)-local extension property,
then (M, {� , �}, D, S) is Poisson reducible.

Coisotropic submanifolds usually appear as the
level sets of integrals in involution. Let (M, {� , �}) be a
Poisson manifold with Poisson tensor B and let
f1, . . . , fk 2C1(M) be k smooth functions in involu-
tion, that is, {fi, fj} = 0, for any i, j2 {1, . . . , k}.
Assume that 02Rk is a regular value of the function
F := (f1, . . . , fk) : M!Rk and let S := F�1(0). Since for
any s2 S, span {df1(s), . . . , dfk(s)} � (TsS)� and the
dimensions of both sides of this inclusion are equal,
it follows that span{df1(s), . . . , dfk(s)} = (TsS)�.
Hence, B](s)((TsS)�) = span{Xf1

(s), . . . , Xfk
(s)} and

B](s) ((TsS)�)�TsS by the involutivity of the compo-
nents of F. Consequently, S is a coisotropic submani-
fold of (M, {� , �}).

Cosymplectic Submanifolds and Dirac’s
Constraints Formula

The Poisson reduction theorem 2 allows us to define
Poisson structures on certain embedded submani-
folds that are not Poisson submanifolds.

Definition 6 Let (M, {� , �}) be a Poisson manifold
and let B2�2(T�M) be the corresponding Poisson
tensor. An embedded submanifold S �M is called
cosymplectic if

(i) B]((TS)�) \ TS = {0},
(ii) TsSþ TsLs = TsM,

for any s2 S and Ls the symplectic leaf of (M, {� , �})
containing s2 S.

The cosymplectic submanifolds of a symplectic mani-
fold (M, !) are its symplectic submanifolds. Cosym-
plectic submanifolds appear in the physics literature
under the name of ‘‘second-class constraints.’’

Proposition 2 Let (M, {� , �}) be a Poisson manifold,
B2�2(T�M) the corresponding Poisson tensor,
and S a cosymplectic submanifold of M. then, for
any s2 S,

(i) TsLs = (TsS \ TsLs)� B](s)((TsS)�), where Ls is
the symplectic leaf of (M, {� , �}) that contains
s2 S.

(ii) (TsS)� \ ker B](s) = {0}.
(iii) TsM = B](s)((TsS)�)� TsS.
(iv) B]((TS)�) is a sub-bundle of TMjS and hence

TMjS = B]((TS)�)� TS.
(v) The symplectic leaves of (M, {� , �}) intersect S

transversely and hence S \ L is an initial
submanifold of S, for any symplectic leaf L of
(M, {� , �}).

Theorem 3 (The Poisson structure of a cosymplectic
submanifold). Let (M, {� , �}) be a Poisson manifold,
B2�2(T�M) the corresponding Poisson tensor,
and S a cosymplectic submanifold of M. Let
D := B] ((TS)�) � TMjS. Then,

(i) (M, {� , �}, D, S) is Poisson reducible.
(ii) The corresponding quotient manifold equals S

and the reduced bracket {� , �}S is given by

ff ; ggSðsÞ ¼ fF;GgðsÞ ½5�

where f , g2C1S, M(V) are arbitrary and F, G2
C1(U) are local D-invariant extensions of f
and g around s2 S, respectively.

(iii) The Hamiltonian vector field Xf of an arbitrary
function f 2C1S, M(V) is given either by

Ti �Xf ¼ XF � i ½6�

where F2C1(U) is a local D-invariant exten-
sion of f and i : S ,!M is the inclusion, or by

Ti �Xf ¼ �S �XF � i ½7�

where F2C1(U) is an arbitrary local extension
of f and �S : TMjS!TS is the projection
induced by the Whitney sum decomposition
TMjS = B]((TS)�)� TS of TMjS.

(iv) The symplectic leaves of (S, {� , �}S) are the
connected components of the intersections S \ L,
where L is a symplectic leaf of (M, {� , �}). Any
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symplectic leaf of (S, {� , �}S) is a symplectic
submanifold of the symplectic leaf of (M,{� , �})
that contains it.

(v) Let Ls and LS
s be the symplectic leaves of

(M, {� , �}) and (S, {� , �}S), respectively, that contain
the point s2 S. Let !Ls

and !LS
s

be the correspond-
ing symplectic forms. Then B](s)((TsS)�) is a
symplectic subspace of TsLs and

B]ðsÞððTsSÞ�Þ ¼ TsLS
s

� �!Ls ðsÞ ½8�

where (TsLS
s )!Ls (s) denotes the !Ls

(s)-orthogonal
complement of TsLS

s in TsLs.
(vi) Let BS 2�2(T�S) be the Poisson tensor associated

to (S, {� , �}S). Then

B]
S ¼ �S � B]jS � ��S ½9�

where ��S : T�S!T�MjS is the dual of �S : TMjS
!TS.

The ‘‘Dirac constraints formula’’ is the expression in
coordinates for the bracket of a cosymplectic
submanifold. Let (M, {� , �}) be an n-dimensional
Poisson manifold and let S be a k-dimensional
cosymplectic submanifold of M. Let z0 be an
arbitrary point in S and (U, �) a submanifold chart
around z0 such that �= (’,  ) : U! V1 � V2, where
V1 and V2 are two open neighborhoods of the origin
in two Euclidean spaces such that �(z0) = (’(z0),
 (z0)) = (0, 0) and

�ðU \ SÞ ¼ V1 � f0g ½10�

Let ’ =: (’1, . . . ,’k) be the components of ’
and define b’1 :=’1jU\S, . . . , b’k :=’kjU\S. Extendb’1, . . . , b’k to D-invariant functions ’1, . . . ,’k on U.
Since the differentials db’1(s), . . . ,db’k(s) are linearly
independent for any s2U \ S, we can assume (by
shrinking U if necessary) that d’1(z), . . . ,d’k(z) are
also linearly independent for any z2U. Conse-
quently, (U,�) with � := (’1, . . . ,’k,  1, . . . , n�k) is
a submanifold chart for M around z0 with respect to
S such that, by construction,

d’1ðsÞjB#ðsÞððTsSÞ�Þ

¼ � � � ¼ d’kðsÞjB#ðsÞððTsSÞ�Þ ¼ 0

for any s2U \ S. This implies that for any
i2 {1, . . . ,k}, j2 {1, . . . , n� k}, and s2 S

f’i;  jgðsÞ ¼ d’iðsÞ X jðsÞ
� �

¼ 0

since d j(s)2 (TsS)� by [10] and hence

X jðsÞ 2B#ðsÞððTsSÞ�Þ ½11�

Additionally, since the functions ’1, . . . ,’k are
D-invariant, by [6], it follows that

X’1ðsÞ ¼ Xb’ 1ðsÞ 2TsS; . . . ;X’kðsÞ

¼ Xb’ kðsÞ 2TsS

for any s2 S. Consequently, {X’1 (s), . . . ,X’k(s),
X 1 (s), . . . , X n�k(s)} spans TsLs with

fX’1ðsÞ; . . . ;X’kðsÞg � TsS \ TsLs

and

fX 1ðsÞ; . . . ;X n�kðsÞg � B#ðsÞððTsSÞ�Þ

By Proposition 2(i),

spanfX’1ðsÞ; . . . ;X’kðsÞg ¼ TsS \ TsLs

and

spanfX 1ðsÞ; . . . ;X n�kðsÞg ¼ B#ðsÞððTsSÞ�Þ

Since dim(B#(s)((TsS)�)) = n� k by Proposition
2(iii), it follows that {X 1 (s), . . . , X n�k(s)} is a basis
of B#(s)((TsS)�).

Since B#(s)((TsS)�) is a symplectic subspace of
TsLs by Theorem 3(v), there exists some r2N such
that n� k = 2r and, additionally, the matrix C(s)
with entries

CijðsÞ :¼ f i;  jgðsÞ; i; j2f1; . . . ; n� kg

is invertible. Therefore, in the coordinates (’1, . . . ,
’k,  1, . . . , n�k), the matrix associated to the
Poisson tensor B(s) is

BðsÞ ¼ BSðsÞ 0
0 CðsÞ

� �
where BS 2�2(T�S) is the Poisson tensor associated
to (S, {� , �}S). Let Cij(s) be the entries of the matrix
C(s)�1.

Proposition 3 (Dirac formulas). In the coordinate
neighborhood (’1, . . . ,’k, 1, . . . , n�k) constructed
above and for s2 S we have, for any f , g2 C1S,M(V):

Xf ðsÞ ¼ XFðsÞ �
Xn�k

i;j¼1

fF;  igðsÞCijðsÞX jðsÞ ½12�

and

ff ; ggSðsÞ ¼ fF;GgðsÞ

�
Xn�k

i;j¼1

fF;  igðsÞCijðsÞf j;GgðsÞ ½13�

where F, G2C1(U) are arbitrary local extensions of
f and g, respectively, around s2 S.
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See also: Classical r-Matrices, Lie Bialgebras, and
Poisson Lie Groups; Cotangent Bundle Reduction;
Graded Poisson Algebras; Symmetry and Symplectic
Reduction; Hamiltonian Group Actions; Lie, Symplectic,
and Poisson Groupoids and their Lie Algebroids;
Singularity and Bifurcation Theory.
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Mechanical Examples. Unfolding
Billiard Trajectories

The billiard system inside a polygon P has a very
simple description: a point moves rectilinearly with
the unit speed until it hits a side of P; there it
instantaneously changes its velocity according to the
rule ‘‘the angle of incidence equals the angle of
reflection,’’ and continues the rectilinear motion. If
the point hits a corner, its further motion is not
defined. (see Billiards in Bounded Convex Domains).
From the point of view of the theory of dynamical
systems, polygonal billiards provide an example of
parabolic dynamics in which nearby trajectories
diverge with subexponential rate.

One of the motivations for the study of polygonal
billiards comes from the mechanics of elastic particles in
dimension 1. For example, consider the system of two
point-masses m1 and m2 on the positive half-line x 
 0.
The collision between the points is elastic, that is, the

energy and momentum are conserved. The reflection
off the left endpoint of the half-line is also elastic: if a
point hits the ‘‘wall’’ x = 0, its velocity changes sign.
The configuration space of this system is the wedge
0 � x1 � x2. After the rescaling �xi =

ffiffiffiffiffiffi
mi
p

xi, i = 1, 2,
this system identifies with the billiard inside a wedge
with the angle measure arctan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1=m2

p
.

Likewise, the system of two elastic point-masses
on a segment is the billiard system in a right
triangle; a system of a number of elastic point-
masses on the positive half-line or a segment is the
billiard inside a multidimensional polyhedral cone
or a polyhedron, respectively. The system of three
elastic point-masses on a circle has three degrees of
freedom; one can reduce one by assuming that the
center of mass of the system is fixed. The resulting
two-dimensional system is the billiard inside an
acute triangle with the angles

arctan mi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1 þm2 þm3

m1m2m3

r� �
; i ¼ 1; 2; 3

For comparison, the more realistic system of
elastic balls identifies with the billiard system in a
domain with nonflat boundary components.
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A useful elementary method of study is unfolding:
instead of reflecting the billiard trajectory in the
sides of the polygon, reflect the polygon in the
respective side and unfold the billiard trajectory to a
straight line. This method yields an upper bound

�

arctan
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1=m2

p" #
for the number of collisions in the system of two
point-masses m1 and m2 on the positive half-line.
Likewise, the number of collisions for any number
of elastic point-masses on the positive half-line is
bounded above by a constant depending on the
masses only. Similar results are known for systems
of elastic balls (Figure 1).

Similarly, one studies the billiard inside the unit
square. Unfolding the square yields a square grid in
the plane, acted upon by the group of parallel
translations 2Z� 2Z. Factorizing by this group
action yields a torus, and the billiard flow in a
given direction becomes a constant flow on the
torus. If the slope is rational, then all orbits are
periodic, and if the slope is irrational, then all orbits
are dense and the billiard flow is ergodic. Its metric
entropy is equal to zero. Periodic trajectories of the
billiard in a square come in bands of parallel ones.
Let f (‘) be the number of such bands of length not
greater than ‘. Then, f (‘) equals the number of
coprime lattice points inside the circle of radius ‘,
that is, f (‘) has quadratic growth in ‘.

Periodic Trajectories

The simplest example of a periodic orbit in a
polygonal billiard is the 3-periodic Fangano trajec-
tory in an acute triangle: it connects the bases of the
three altitudes of the triangle and has minimal

perimeter among inscribed triangles. The Fagnano
trajectory belongs to a band of 6-periodic ones. It is
not known whether every acute triangle has other
periodic trajectories.

For a right triangle, one has the following result:
almost every (in the sense of the Lebesgue measure)
billiard trajectory that leaves a leg in the perpendicular
direction returns to the same leg in the same direction
and is therefore periodic. A similar existence result
holds for polygons whose sides have only two
directions.

In general, not much is known about the existence
of periodic billiard trajectories in polygons. Con-
jecturally, every polygon has one, but this is not
known even for all obtuse triangles. Recently,
R Schwartz proved that every obtuse triangle with
the angles not exceeding 100� has a periodic billiard
path. This work substantially relies on a computer
program, McBilliards, written by Schwartz and
Hooper.

If an arbitrary small perturbation of the vertices of a
billiard polygon leads to a perturbation of a periodic
billiard trajectory, but not to its destruction, then this
trajectory is called stable. Label the sides of the
polygon 1, 2, . . . , k. Then a periodic trajectory is
coded by the word consisting of the labels of the
consecutively visited sides. An even-periodic trajectory
is stable if and only if the numbers in the respective
word can be partitioned in pairs of equal numbers, so
that the number from each pair appears once at an
even position, and once at an odd one. As a
consequence, if the angles of a polygon are indepen-
dent over the rational numbers, then every periodic
billiard trajectory in it is stable.

Complexity of Billiard Trajectories

The encoding of billiard trajectories by the consecu-
tively visited sides of the billiard polygon provides a
link between billiard and symbolic dynamics. For a
billiard k-gon P, denote by � the set of words in
letters 1, 2, . . . , k corresponding to billiard trajec-
tories in P, and let �n be the set of such words of
length n.

One has a general theorem: the topological
entropy of the billiard flow is zero. This implies
that a number of quantities, associated with a
polygonal billiard, grow slower than exponentially,
as functions of n: the cardinality j�nj, the number of
strips of n-periodic trajectories, the number of
generalized diagonals with n links (i.e., billiard
trajectories that start and end at corners of the
billiard polygon), etc. Conjecturally, all these quan-
tities have polynomial growth in n.

Figure 1 Unfolding a billiard trajectory in a wedge.
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The complexity of the billiard in a polygon is
defined as the function p(n) = j�nj. Likewise, one
may consider the billiard trajectories in a given
direction � and define the corresponding complexity
p�(n).

In the case of a square, one modifies the encoding
using only two symbols, say, 0 and 1, to indicate
that a trajectory reflects in a horizontal or a vertical
side, respectively. If � is a direction with an
irrational slope, then p�(n) = nþ 1. This is a classical
result by Hedlund and Morse. The sequences with
complexity p(n) = nþ 1 are called Sturmian; this
is the smallest complexity of aperiodic sequences.
A generalization for multidimensional cubes and
parallelepipeds, due to Yu Baryshnikov, is known.

For a k-gon P, let N be the least common
denominator of its �-rational angles and s be the
number of its distinct �-irrational angles. Then,

p�ðnÞ � kNn 1þ n

2

� �s

Concerning billiard trajectories in all directions,
one has a lower bound for complexity: p(n) � cn2

for a constant c depending on the polygon. A similar
estimate holds for a d-dimensional polyhedron with
the exponent 2 replaced by d.

Rational Polygons and Flat Surfaces

The only class of polygons for which the billiard
dynamics is well understood are rational one, the
polygons satisfying the property that the angles
between all pairs of sides are rational multiples of �.

Let P be a simply connected (without holes)
rational k-gon with angles �mi=ni, where mi and ni

are coprime integers. The reflections in the sides of P
generate a subgroup of the group of isometries of
the plane. Let G(P) � O(2) consist of the linear
parts of the elements of this group. Then, G(P) is the
dihedral group DN consisting of 2N elements. When
a billiard trajectory reflects in a side of P, its
direction changes by the action of the group G(P),
and the orbit of a generic direction � 6¼ k�=N on the
unit circle consists of 2N points.

The phase space of the billiard flow is the unit
tangent bundle P� S1. Let M� be the subset of
points whose projection to S1 belongs to the orbit of
� under G(P) = DN. Then, M� is an invariant surface
of the billiard flow in P. The surface M� is obtained
from 2N copies of P by gluing their sides according
to the action of DN. This oriented compact surface
depends only on the polygon P, but not on the
choice of �, and may be denoted by M. The
directional billiard flows F� on M in directions �

are obtained, one from another, by rotations. The
genus of M is given by the formula

1þN

2
k� 2�

X 1

ni

� �
For example, if P is a right triangle with an acute
angle �=8, then M is a surface of genus 2 (Figure 2).

The cases when M is a torus are as follows: the
angles of P are all of the form �=ni, where ni are
equal, up to permutations, to

ð3; 3; 3Þ; ð2; 4; 4Þ; ð2; 3; 6Þ; ð2; 2; 2; 2Þ

and the respective polygons are an equilateral
triangle, an isosceles right triangle, a right triangle
with an acute angle �=6, and a square. All these
polygons tile the plane.

The billiard flow on the surface M has saddle
singularities at the points obtained from the vertices
of P. The surface M inherits a flat metric from P
with a finite number of cone-type singularities,
corresponding to the vertices of P, with cone angles
multiples of 2� (Figure 3).

A flat surface M is a compact smooth surface with
a distinguished finite set of points �. On M n �, one
has coordinate charts v = (x, y) such that the transi-
tion functions on the overlaps are of the form

v! vþ c or v! �vþ c

a

b

Figure 2 The invariant surface for a right triangle with acute

angle �/8 has genus 2.

Figure 3 A cone singularity for the flow on an invariant surface.
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In particular, one may talk about directions on a flat
surface.

The group PSL(2, R) acts on the space of flat
structures. From the point of view of complex analysis,
a flat surface is a Riemann surface with a holomorphic
quadratic differential; the set of cone points � corre-
sponds to the zeros of the quadratic differential. Not
every flat surface is associated with a polygonal billiard.

Concerning ergodicity, one has the theorem of
Kerckhoff, Masur, and Smillie: given a flat surface of
genus not less than 2, for almost all directions � (in the
sense of the Lebesgue measure), the flow F� is uniquely
ergodic. Furthermore, the Hausdorff dimension of the
set of angles � for which ergodicity fails does not
exceed 1/2, and this bound is sharp. As a consequence,
the billiard flow on the invariant surface is uniquely
ergodic for almost all directions. Another corollary:
there is a dense G� subset in the space of polygons
consisting of polygons for which the billiard flow is
ergodic. If a billiard polygon admits approximation by
rational polygons at a superexponentially fast rate,
then the billiard flow in it is ergodic.

Concerning periodic orbits, one has the following
theorem due to H Masur: given a flat surface of genus
not less than 2, there exists a dense set of angles � such
that F� has a closed trajectory. As a consequence, for
any rational billiard polygon, there is a dense set of
directions each with a periodic orbit. Furthermore,
periodic points are dense in the phase space of the
billiard flow in a rational polygon.

Similarly to the case of a square, let f (‘) be the
number of strips of periodic trajectories of length not
greater than ‘ in a rational polygon P. By a theorem
of H Masur, there exist constants c and C such that
for sufficiently large ‘ one has: c‘2 < f (‘) < C‘2, and
likewise for flat surfaces.

There is a class of flat surfaces, called Veech (or
lattice) surfaces, for which more refined results are
available. The groups of affine transformations of a
flat surface determine a subgroup in SL(2, R). If this
subgroup is a lattice in SL(2, R), then the flat surface
is called a Veech surface. Similarly, one defines a
Veech rational polygon. For example, regular poly-
gons and isosceles triangles with equal angles �=n
are Veech. All acute Veech triangles are described.

For a Veech surface, one has the following Veech
dichotomy: for any direction �, either the flow F� is
minimal or its every leaf is closed (unless it is a saddle
connection, i.e., a segment connecting cone points).
For a Veech surface (and polygon), the quadratic
bounds for the counting function f (‘) become quad-
ratic asymptotics: f (‘)=‘2 has a limit as ‘ ! 1. The
value of this limit is expressed in arithmetical terms.

A generic flat surface also has quadratic asymptotics.
The value of the limit depends only on the stratum of

the Teichmuller space that contains this surface. These
values are known, due to Eskin, Masur, Okunkov, and
Zorich. Since a generic flat surface does not correspond
to a rational polygon, this result does not immediately
apply to polygonal billiards. However, quadratic
asymptotics are established for rectangular billiards
with barriers.

Note, in conclusion, a close relation of billiards in
rational polygons and interval exchange transforma-
tions; the reduction of the former to the latter is a
particular case of the reduction of the billiard flow to
the billiard ball map. On an invariant surface M of the
billiard flow, consider a segment I, perpendicular to
the directional flow. Since ‘‘the width of a beam’’ is an
invariant transversal measure for the constant flow, the
first return map to I is a piecewise orientation preserving
isometry, that is, an interval exchange transformation.
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Introduction

The theme of positive maps on �-algebras and other
ordered vector spaces, dates back to the Perron–
Frobenius theory of matrices with positive entries,
the Shur’s product of matrices, the study of doubly
stochastic matrices describing discrete-time random
walks and the behavior of limits of powers of
positive matrices in ergodic theory.

A long experience proved that far-reaching general-
izations of the above situations have to be considered
in various fields of mathematical physics and that
C�-algebras, their positive cones, and other associated
ordered vector spaces provide a rich unifying frame-
work of functional analysis to treat them.

It is the scope of this note to review some of the
basic aspects both of the general theory and of the
applications.

In the next section we briefly recall the definitions
of C�-algebras and their positive cones. However,
throughout this article we refer to C�-Algebras and
their Classification and von Neumann Algebras:
Introduction, Modular Theory and Classification
Theory as sources of the definitions and general
properties of the objects of these operator algebras.
We then introduce positive maps, illustrate their
general properties, and discuss some relevant classes
of them. The correspondence between states and
representations is described next, as well as the
appearance of vector, normal and non-normal states
in applications. We then illustrate the structure of
completely positive maps and their relevance in
mathematical physics. Finally, we describe the
relevance of the class of completely positive maps
to understand the structure of nuclear C�-algebras.

Positive Cones in C�-Algebras

A C�-algebra A is a complex Banach algebra with a
conjugate-linear involution a 7! a� such that ka�ak=
kak2 for all a 2 A.

When A has a unit 1A, the spectrum Sp(a) of an
element a is the subset of all complex numbers �
such that a� � � 1A is not invertible in A. When A is
realized as a subalgebra of some B(H), and this is
always possible, the set Sp(a) coincides with the
spectrum of the bounded operator a on the Hilbert
space H.

The involution determines the self-adjoint part
Ah := {a 2 A: a = a�} of A, a real subspace such that
A = Ah þ iAh. A self-adjoint element a of A satisfies
Sp(a)�R and, if k � 0, one has kak � k if and only
if Sp(a)� [�k, k].

The involution determines another important
subset of A: Aþ := {a�a: a 2 A}. This subset of Ah is
closed in the norm topology of A and contains the
sums of its elements as well as their multiples by
positive scalars: in other words, it is a closed convex
cone. From a spectral point of view, one has the
following characterization: a self-adjoint element a
belongs to Aþ if and only if its spectrum is positive
Sp(a)� [0,þ1). It is this property that allows us to
call Aþ the positive cone of A and its elements
positive. If it exists, a unit 1A in A is always positive
and a Hermitian element a is positive if and only if
k1A � a=kak k� 1.

The continuous functional calculus in A allows
to write any self-adjoint element of Ah as a
difference of elements of Aþ: Ah = Aþ � Aþ. More-
over, Aþ \ (�Aþ) = {0} and the decomposition
a = b� c of a self-adjoint element a as difference
of positive elements b and c is unique provided one
requires that bc = cb = 0. In this case, it is called the
orthogonal decomposition.

The cone Aþ determines an underlying structure
of order space on A: for a, b 2 A one says that a is
less than or equal to b, in symbols a � b, if and only
if b� a 2 Aþ. In particular, a � 0 just means that a
is positive.

Another fundamental characterization of the
positive cone is the following: a self-adjoint element
a = a� is positive if and only if there exists an
element b in A such that a = b2. Moreover, among
the elements b with this property, there exists one
and only one which is positive, the square root of a.
Some examples of positive cones are provided in the
following.

Example 1 By a fundamental result of I M
Gelfand, a commutative C�-algebra A is isomorphic
to the C�-algebra C0(X) of all complex continuous
functions vanishing at infinity on a locally compact
Hausdorff topological space X. The algebraic
operations have the usual pointwise meaning and
the norm is the uniform one. The constant function
1 represents the unit precisely when X is compact.
The positive cone C0(X)þ coincides with that of the
positive continuous functions in C0(X).

Example 2 Finite dimensional C�-algebras A are
classified as finite sums Mn1

(C)	Mn2
(C)	 � � � 	

Mnk
(C) of full matrix algebras Mni

(C). An element
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a1 	 a2 	 � � � 	 ak is positive if and only if the
matrices ai have positive eigenvalues.

Example 3 When a C�-algebra A � B(H) is rep-
resented as a self-adjoint closed algebra of operators
on a Hilbert space H, its positive elements are those
which have non-negative spectrum.

Positive Maps on C�-Algebras

Among the various relevant classes of maps between
C�-algebras, we are going to consider the following
ones, whose properties are connected with the
underlying structures of ordered vector spaces.

Definition 1 Given two C�-algebras A and B, a
map � : A�!B is called positive if �(Aþ)� Bþ. In
other words, a map is positive if and only if it
transforms the positive elements of A into positive
elements of B:

a 2 A) �ða�aÞ 2Bþ ½1


If A and B have units, the map is called unital
provided �(1A) = 1B.

Morphisms and Jordan Morphisms

A �-morphism between C�-algebras � : A�!B is
positive; in fact, �(a�a) =�(a)��(a)� 0.

This also the case for Jordan �-morphism, the
linear maps satisfying �(a�) =�(a)� and �({a, b}) =
{�(a),�(b)}, where {a, b} = abþ ba denotes the Jor-
dan product. In fact, if a = a� then �(a2) =�(a)2 is
positive.

Shur’s Product of Matrices

Let A 2Mn(C) be a positive matrix and define a
linear map � : Mn(C)�!Mn(C) through the Shur’s
product of matrices: �A(B) := [AijBij]

n
i, j = 1. Since the

Shur’s product of positive matrices is positive too
(i.e., the positive cone of Mn(C) is a semigroup
under matrix product), the above map is positive.

Positive-Definite Function on Groups

Positive maps also arise naturally in harmonic
analysis. Let G be a locally compact topological
group with identity e and left Haar’s measure m. Let
p : G�!C be a continuous positive-definite function
on G. This just means that for all n � 1 and all
s1, . . . , sn 2 G, the matrix { p(s�1

i sj)}
n
i,j = 1 belongs to

the positive cone of Mn(C):
Pn

i, j = 1 p(s�1
i sj)�i�j � 0

for all �1, . . . ,�n. Such functions are necessarily
bounded with kpk1 � p(e), so that an operator
� : L1(G, m)�!L1(G, m) is well defined by point-
wise multiplication: �(f )(s) := p(s)f (s). This map
extends to a positive map � : C�(G)�!C�(G),

which is unital when p(e) = 1, on the full group
C�-algebra C�(G). When G is amenable, this algebra
coincides with reduced C�-algebra Cr(G) so that, if
G is also unimodular (as is the case if G is compact),
the positive elements can be approximated by
positive-definite functions in L1(G, m) and the
positivity of � follows exactly as in the previous
example.

Positive Maps in Commutative C�-Algebras

Positive maps � : C0(Y)�!C0(X) between commu-
tative C�-algebras have the following structure:
�(a)(x) =

R
Y k(x, dy)a(y), a 2 C0(Y). Here the kernel

x 7! k(x, �) is a continuous map from X to the space
of positive Radon measures on Y. In case X and Y
are compact, the map is unital provided k(x, �) is a
probability measure for each x 2 X. In fact, for a
fixed x 2 X, the map a 7!�(a)(x) is a positive linear
functional from C0(Y) to C and Riesz’s theorem
guarantees that it can be represented by a positive
Radon measure on Y.

In probability theory, one-parameter semigroups
�t � �s =�tþs of positive maps �t: C0(X)�!C0(X)
such that �t(1)� 1 for all t � 0, are called Markovian
semigroups (conservative, if the maps are unital). They
represent the expectation at time t>0 of Markovian
stochastic processes on X. In this case, the time-
dependent kernel k(t, x, �) represents the distribution
probability at time t of a particle starting in x 2 X at
time t = 0.

These kinds of maps arise also in potential theory,
where the dependence of the solution �(a) of a
Dirichlet problem on a bounded domain �, with
nice boundary @�, upon the continuous boundary
data a 2 C(@�) gives rise to a linear unital map
� : C(@�)�!C(� [ @�), whose positivity and uni-
tality translates the ‘‘maximum principle’’ for har-
monic functions. When � is the unit disk, k is the
familiar Poisson’s kernel.

Continuity and Algebraic Properties
of Positive Maps

Since the order structure of a C�-algebra A is defined
by its positive cone Aþ, positive maps are

1. real: �(a�) =�(a)� and
2. order preserving: �(a) � �(b) whenever a � b.

From this follows an important interplay between
positivity and continuity:

a positive map � : A�!B

between C�-algebras is continuous

In case A has a unit, this follows by the fact that � is
order preserving and that, for self-adjoint a, one has
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�kak1A � a � þkak1A, so that �kak�(1A) � �(a) �
þkak�(1A) and then k�(a)k � k�(1A)k � kak. In gen-
eral, splitting a = bþ ic as a combination of Hermitian
elements b and c, as kbk � kak and kck � kak, one
obtains

k�ðaÞk � k�ðbÞk þ k�ðcÞk
� k�ð1AÞkðkbk þ kckÞ
� 2k�ð1AÞk � kak

The second general result concerning positivity
and continuity is the following:

Let � : A�!B be a linear map between C�-algebras
with unit such that �(1A) = 1B; then � is positive if
and only if k�k= 1.

The result relies, among other things, on the
generalized Schwarz inequality for unital positive
maps on normal elements,

�ða�Þ�ðaÞ��ða�aÞ; a�a ¼ aa�

These results may be used to reveal the strong
interplay between the algebraic, continuity and
positivity properties of maps:

Let � : A�!B be an invertible linear map between
unital C�-algebras such that �(1A) = 1B. The
following properties are equivalent:

1. � is Jordan isomorphism,
2. � is an isometry, and
3. � is an order isomorphism (� and ��1 are order

preserving).

The above conclusions can be strengthened if,
instead of individual maps, continuous groups of
maps are considered.

Let t 7!�t be a strongly continuous, one-parameter
group of maps of a unital C�-algebra A and
assume that �t(1A) = 1A for all t 2 R. The follow-
ing properties are equivalent:

1. �t is a �-automorphism of A for all t 2 R,
2. k�tk� 1 for all t 2 R, and
3. �t is positive for all t 2 R.

An analogous result holds true for w�-continuous
groups on abelian, or factors, von Neumann algebras.

States on C�-Algebras

A state on a C�-algebra A is a positive functional
� : A�!C of norm 1:

� �(a�a)� 0 for all a 2 A, and
� k�k= 1.

As C is a C�-algebra, when A is unital, a state on it
is just a unital positive map:

� �(a�a)� 0 for all a 2 A, and
� �(1A) = 1.

States for which �(ab) =�(ba) are called tracial states.
States constitute a distinguished class of positive

maps, both from a mathematical viewpoint and for
application to mathematical physics. We will see below
that states are deeply connected to representations of
C�-algebras (see C�-Algebras and their Classification).

States on Commutative C�-Algebras

Since this is a subcase of positive maps in commutative
C�-algebras we only add a comment. As far as a
C�-algebra represents observable quantities of a
physical system, states carry our actual knowledge
about the system itself. The smallest C�-sub-algebra
{f (a): f 2 C0(R)} of A containing a given self-adjoint
element a 2 A, representing a certain observable
quantity, is isomorphic to the algebra C(Sp(a)) of
continuous functions on the spectrum of a. A state on
A induces, by restriction, a state on C(Sp(a)), which,
by the Riesz representation theorem, is associated to a
probability measure �a on Sp(a) through the formula

�ðf ðaÞÞ ¼
Z

SpðaÞ
f ðxÞ�aðdxÞ

Since Sp(a) represents the possible values of the
observable associated to a, �a represents the dis-
tribution of these values when the physical state of
the system is represented by �.

Vector States and Density Matrices

In case A is acting on a Hilbert space h, A�B(h),
each unit vector � 2 h gives rise to a vector state
��(a) = (�ja �). In the quantum-mechanical descrip-
tion of a finite system, as far as observables with
discrete spectrum are concerned, one can assume A
to be the C�-algebra K(h) of compact operators on
the Hilbert space h. In this case every state is a
convex superposition of vector states, in the sense
that it can be represented by the formula

�ðaÞ ¼ trð�aÞ=trð�Þ; a 2 KðhÞ

for a suitable density matrix �, that is, a positive,
compact operator with finite trace. In quantum
statistical mechanics, the grand canonical Gibbs
equilibrium state of a finite system at inverse tempera-
ture � and chemical potential �, with Hamiltonian H
and number operator N, is of the above type

��;�ðaÞ ¼ trðe��KaÞ=trðe��KÞ
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where K = H � �N, and the spectrum of H is assumed
to be discrete and such that e��K is trace-class. For
infinite systems, A is a quasilocal C�-algebra generated
by a net {A�}� of C�-subalgebras describing observa-
bles referred to finite-volume regions. Infinite-volume
equilibrium states on A can then be obtained as
thermodynamic limits of finite-volume Gibbs equili-
brium states of the above type.

Normal and Singular States

When observables with continuous spectrum have to
be considered and one chooses the algebra B(h) of
all bounded operators, the above formula, although
still meaningful, does not describe all states on B(h)
but only the important subclass of the normal ones.
To this class, which can be considered on any von
Neumann algebra M, belong states � which are
	-weakly continuous functionals. Equivalently, these
are the states such that for all increasing net a� 2 Mþ
with least upper bound a 2Mþ,�(a) is least upper
bound of the net �(a�).

In general, each state � on a von Neumann
algebra M splits as a sum of a maximal normal
piece and a singular one. Singular traces appear in
noncommutative geometry as very useful tools to get
back local objects from spectral ones via the familiar
principle that local properties of functions depend
on the asymptotics of their Fourier coefficients.

This is best illustrated on a compact, Riemannian
n-manifold M by the formulaZ

M

f dm ¼ cn � 
!ðMf jDj�nÞ

which expresses the Riemannian integral of a nice
function f in terms of the Dirac operator D acting on the
Hilbert space of square-integrable spinors, the multi-
plication operator Mf by f, and the singular Dixmier
tracial state 
! on B(H). Here the compactness of M
implies the compactness of the operator Mf jDj�n and

! is a limiting procedure depending only on the
asymptotic behavior of the eigenvalues of Mf jDj�n.
Similar formulas are valid on self-similar fractals as well
as on quasiconformal manifolds. Local index formulas
represent cyclic cocycles in Connes’ spectral geometry
(see Noncommutative Geometry and the Standard
Model; Noncommutative Geometry from Strings;
Path-Integrals in Noncommutative Geometry).

States and Representations: The
GNS Construction

A fundamental tool in studying a C�-algebra A
are its representations. These are morphisms of
C�-algebras � : A�!B(H) from A to the algebra of
all bounded operators on some Hilbert space H.

There is a symbiotic appearance of states and
representations on C�-algebras. In fact, given a
representation � : A�!B(H), one easily constructs
states on A by unit vectors � 2 H by

��ðaÞ ¼ ð�j�ðaÞ�Þ

In fact, one checks that ��(a
�a) = (�j�(a�a) �) =

(�j�(a�)�(a) �) = k�(a) �k2 � 0 and, at least if a unit
exists, that ��(1A) = k�k2 = 1.

A fundamental construction due to Gelfand,
Naimark, and Segal allows to associate a represen-
tation to each state in such a way that each state is a
vector state for a suitable representation.

‘‘Let ! be a state over the C�-algebra A. It follows
that there exists cyclic representation (�!,H!, �!)
of A such that

!ðaÞ ¼ ð�!j�!ðaÞ�!Þ
Moreover, the representation is unique up to
unitary equivalence. It is called the canonical
cyclic representation of A associated with !.’’

The positivity property of the state allows to
introduce the positive-semidefinite scalar product
hajbi=!(a�b) on the vector space A. Moreover, its
kernel I! = {a 2 A: !(a�a) = 0} is a left-ideal of A: in
fact, if a 2 A and b 2 I! then !((ba)�(ba)) �
kak2!(b�b) = 0. This allows to define, on the
quotient pre-Hilbert space A=I!, an action of
the elements a 2 A: �!(a)(bþ I!) := abþ I!. It is
the extension of this action to the Hilbert space
completion H! of A=I! that gives the representation
associated to !. When A has a unit, the cyclic vector
�! with the stated properties is precisely the image of
1A þ I!. By definition, the cyclicity of the represen-
tation amounts to check that �!(A)�! is dense in H!.

Completely Positive Maps

In a sense, the order structure of a C�-algebra A
is better understood through the sequence of
C�-algebras A
Mn(C) ffiMn(A), obtained as tensor
products of A and full matrix algebras Mn(C). For
example, C�-algebras are matrix-ordered vector
spaces as ��(Mm(A))þ� � (Mn(A))þ for all matrices
� 2Mm�n(C).

In this respect, one is naturally led to consider
stronger notion of positivity:

‘‘A map � : A�!B is called n-positive if its
extension

�
 1n : A
MnðCÞ�!B
MnðCÞ
ð�
 1nÞ½ai;j
i;j ¼ ½�ðai;jÞ
i;j

Positive Maps on C*-Algebras 91



is positive and completely positive (CP map for
short) if this happens for all n.’’

Equivalently, n-positive means that
Pn

i, j = 1 b�i ��
(a�i aj)bj � 0 for all a1, . . . , an 2 A and b1, . . . , bn 2 b.
In particular, if � is n-positive then it is k-positive for
all k � n. Many positive maps we considered are in
fact CP maps:

1. morphisms of C�-algebras are CP maps;
2. positive maps � : A�!B are automatically CP

maps provided A, B or both are commutative and
states are, in particular, CP maps; and

3. an important class of CP maps is the following.
A norm one projection " : A�!B, from a
C�-algebra A onto a C�-subalgebra B, is a
contraction such that "(b) = b for all b 2 B. It
can be proved that these maps satisfy
"(bac) = b"(a)c for all a 2 A and b, c 2 B and
for this reason they are called conditional
expectations. This property then implies that
they are CP maps.

However, the identity map from a C�-algebra A
into its opposite A� is positive but not 2-positive
unless A is commutative, the transposition a 7! at in
Mn(C) is positive and not 2-positive if n � 2 and, for
all n, there exist n-positive maps which are not
(nþ 1)-positive.

CP Maps in Mathematical Physics

In several fields of application, the transition of a
state of a system into another state can be described
by a completely positive map � : A�!B between
C�-algebras: for any given state ! of B, ! � � is then
a state of A.

1. In the theory of quantum communication pro-
cesses (see Channels in Quantum Information
Theory; Optimal Cloning of Quantum States;
Source Coding in Quantum Information Theory;
Capacity for Quantum Information), for exam-
ple, B and A represent the input and output
systems, respectively, ! the signal to be trans-
mitted, ! � � the received signal, and � the system
of transmission, called the channel.

2. In quantum probability and in the theory of
quantum open systems, continuous semigroups
of CP maps (see Quantum Dynamical Semi-
groups) describe dissipative time evolutions of a
system due to interaction with an external one
(heat bath).

3. In the theory of measurement in quantum
mechanics, an observable can be described by a
positive-operator-valued (POV) measure M which
assigns a positive element m(E) in a C�-algebra A

to each Borel subset E of a topological space X. For
each a2C0(X), one can define its integral
�(f ) :=

R
X f dE as an element of A. The map

� : C0(X)�!A, called the observation channel, is
then a CP map.

4. Another field of mathematical physics in which CP
maps play a distinguished role is in the construc-
tion and application of the quantum dynamical
entropy, an extension of the Kolmogorov–Sinai
entropy of measure preserving transformations
(see Quantum Entropy). When dealing with
a noncommutative dynamical system (M,�, 
)
in which 
 is a normal trace state on a finite
von Neumann algebra M, the Connes–Størmer
entropy h
 (�) is defined through the consideration
of an entropy functional H
 (N1, . . . , Nk) of finite-
dimensional von Neumann subalgebras
N1, . . . , Nk�M. To extend the definition to
more general C�-algebras and states on them, one
has to face the fact that C�-algebras may have no
nontrivial C�-subalgebras. To circumvent the
problem A Connes, H Narnhofer, and W Thirring
(CNT) introduced an entropy functional
H(�1, . . . , �k) associated to a set �i : Ai�!A of
CP maps (finite channels) from finite-dimensional
C�-algebras Ai into A. This led to the CNT entropy
h!(�) of a noncommutative dynamical system
(A,�,!), where ! is a state on A and � is an
automorphism or a CP map preserving it:
! � �=!.

CP Maps and Continuity

Since for an element a 2 A of a unital C�-algebra,
one has kak� 1 precisely when

1 a
a� 1

� �
is positive in M2(A), it follows that

2-positive unital maps are contractive

Unital 2-positive maps satisfy, in particular, the
generalized Schwarz inequality for all a 2 A,

�ða�Þ�ðaÞ��ða�aÞ

In particular,

‘‘CP maps are completely bounded as supn k�
 1nk=
k�(1A)k and completely contractive if they are
unital. Conversely unital, completely contractive
maps are CP maps.’’

CP Maps and Matrix Algebras

When the domain or the target space of a map are
matrix algebras, one has the following equivalences
concerning positivity. Let [ei, j]i, j denote the standard
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matrix units in Mn(C) and � : Mn(C)�!B into a
C�-algebra B. The following conditions are
equivalent:

1. � is a CP map,
2. � is n-positive, and
3. [�(ei, j)]i, j is positive in Mn(B).

Associating to a linear map � : A�!Mn(C), the
linear functional s� : Mn(A)�!C by s�([ai, j]) :=P

i, j �(ai, j)i, j, one has the following equivalent
properties:

1. � is a CP map,
2. � is n-positive,
3. s� is positive, and
4. s� is positive on Aþ 
Mn(C)þ.

Stinspring Representation of CP Maps

CP maps are relatively easy to handle, thanks to the
following dilation result due to W F Stinspring. It
describes a CP map as the compression of a
morphism of C�-algebras.

Let A be a unital C�-algebra and � : A�!B(H) a
linear map. Then � is a CP map if and only if it
has the form

�ðaÞ ¼ V��ðaÞV

for some representation � : A�!B(K) on a Hil-
bert space K, and some bounded linear map
V :H�!K. If A is a von Neumann algebra and �
is normal then � can be taken to be normal. When
A =B(H) and H is separable, one has, for some
bn 2 B(H),

�ðaÞ¼
X1
n¼1

b�nabn

The proof of this result is reminiscent of the
GNS construction for states and its extension, by
G Kasparov, to C�-modules is central in bivariant
K-homology theory.

Despite the above satisfactory result, one should
be aware that positive but not CP maps are much
less understood and only for maps on very low
dimensional matrix algebras do we have a definitive
classification. To have an idea of the intricacies of
the matter, one may consult Størmer (1963).

Positive Semigroups on Standard Forms
of von Neumann Algebras and Ground State
for Physical Hamiltonians

The above result allows one to derive the structure
of generators of norm-continuous dynamical semi-
groups in terms of dissipative operators.

Strongly continuous positive semigroups, which
are KMS symmetric with respect to a KMS state !
of a given automorphism group of a C�-algebra A,
can be analyzed as positive semigroups in the
standard representation (M,H,P, J) (see Tomita–
Takesaki Modular Theory) of the von Neumann
algebraM := �!(A)00. A semigroup on A gives rise to
a corresponding w�-continuous positive semigroup
on M and to a strongly continuous positive
semigroup on the ordered Hilbert space (H,P) of
the standard form. In the latter framework, one can
develop an infinite-dimensional, noncommutative
extension of the classical Perron–Frobenius theory
for matrices with positive entries. This applies, in
particular, to semigroups generated by physical
Hamiltonians and has been used to prove existence
and uniqueness of the ground state for bosons and
fermions systems in quantum field theory (one may
consult Gross (1972)).

Nuclear C�-Algebras and Injective
von Neumann Algebras

The nonabelian character of the product in
C�-algebras may prevent the existence of nontrivial
morphisms between them, while one may have an
abundance of CP maps. For example, there are no
nontrivial morphisms from the algebra of compact
operators to C, but there exist sufficiently many
states to separate its elements. A much more well-
behaved category of C�-algebras is obtained by
considering CP maps as morphisms. This is true, in
particular, for nuclear C�-algebras: those for which
any tensor product A
 B with any other C�-algebra
B admits a unique C�-cross norm (see C�-Algebras
and their Classification). The intimate relation
between this class of algebras and CP maps is
illustrated by the following characterization:

1. A is nuclear;
2. the identity map of A is a pointwise limit of CP

maps of finite rank;
3. the identity map of A can be approximately

factorized, lim� (T� � S�)a! a for all a 2 A,
through matrix algebras and nets of CP maps
S� : A!Mn(C), T� : Mn(C)!A.

A second important relation between nuclear
C�-algebras and CP maps emerges in connection to
the lifting problem.

‘‘Let A be a nuclear C�-algebra and J a closed two-
sided ideal in a C�-algebra B. Then every CP map
� : A!B=J can be lifted to a CP map �0 : A!B.
In other words, � factors through B by the
quotient map q : B!B=J: �= q � �.’’
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This and related results are used to prove that
the Brown–Douglas–Fillmore K-homology invariant
Ext(A) is a group for separable, nuclear C�-algebras.

Our last basic result, due to W Arveson, about CP
maps concerns the extension problem.

‘‘Let A be a unital C�-algebra and N a self-adjoint
closed subspace of A containing the identity. Then
every CP map � : N!B(H) from N into a type I factor
B(H) can be extended to a CP map � : A!B(H).’’

This result can be restated by saying that type I
factors are injective von Neumann algebras. It may
suggest how the notion of a completely positive map
plays a fundamental role along Connes’ proof of one
culminating result of the theory of von Neumann
algebras, namely the fact that the class of injective
von Neumann algebras coincides with the class
of approximately finite-dimensional ones (see von
Neumann Algebras: Introduction, Modular Theory
and Classification Theory).

See also: Capacity for Quantum Information;
C *-Algebras and Their Classification; Channels
in Quantum Information Theory; Noncommutative
Geometry and the Standard Model; Noncommutative
Geometry from Strings; Optimal Cloning of Quantum
States; Path Integrals in Noncommutative Geometry;
Quantum Dynamical Semigroups; Quantum Entropy;
Source Coding in Quantum Information Theory; Tomita–

Takesaki Modular Theory; von Neumann Algebras:
Introduction, Modular Theory, and Classification Theory.
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Nilpotent Lie Groups

While not much had been published on the geometry
of nilpotent Lie groups with a left-invariant
Riemannian metric till around 1990, the situation is
certainly better now; see the references in Eberlein
(2004). However, there is still very little that is
conspicuous about the more general pseudo-
Riemannian case. In particular, the two-step
nilpotent groups are nonabelian and as close as
possible to being abelian, but display a rich variety of
new and interesting geometric phenomena (Cordero
and Parker 1999). As in the Riemannian case, one of
many places where they arise naturally is as groups of
isometries acting on horospheres in certain (pseudo-
Riemannian) symmetric spaces. Another is in the
Iwasawa decomposition G = KAN of semisimple

groups with the Killing metric tensor, which need
not be (positive or negative) definite even on N. Here,
K is compact and A is abelian.

An early motivation for this study was the
observation that there are two nonisometric
pseudo-Riemannian metrics on the Heisenberg
group H3, one of which is flat. This is a strong
contrast to the Riemannian case in which there is
only one (up to positive homothety) and it is not
flat. This is not an anomaly, as we now well know.

While the idea of more than one timelike
dimension has appeared a few times in the physics
literature, both in string/M-theory and in brane-
world scenarios, essentially all work to date assumes
only one. Thus, all applications so far are of
Lorentzian or definite nilpotent groups. Guediri
and co-workers led the Lorentzian studies, and
most of their results stated near the end of the
section ‘‘Lorentzian groups’’ concern a major,
perennial interest in relativity: the (non)existence of
closed timelike geodesics in compact Lorentzian
manifolds.
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Others have made use of nilpotent Lie groups
with left-invariant (positive or negative) definite
metric tensors, such as Hervig’s (2004) constructions
of black hole spacetimes from solvmanifolds (related
to solvable groups: those with Iwasawa decomposi-
tion G = AN), including the so-called BTZ construc-
tions. Definite groups and their applications, already
having received thorough surveys elsewhere, most
notably those of Eberlein, are not included here.

Although the geometric properties of Lie groups
with left-invariant definite metric tensors have been
studied extensively, the same has not occurred for
indefinite metric tensors. For example, while the
paper of Milnor (1976) has already become a classic
reference, in particular for the classification of
positive-definite (Riemannian) metrics on three-
dimensional Lie groups, a classification of the
left-invariant Lorentzian metric tensors on these
groups became available only in 1997. Similarly,
only a few partial results in the line of Milnor’s
study of definite metrics were previously known for
indefinite metrics. Moreover, in dimension 3, there
are only two types of metric tensors: Riemannian
(definite) and Lorentzian (indefinite). But in higher
dimensions, there are many distinct types of indefi-
nite metrics while there is still essentially only one
type of definite metric. This is another reason why
this area has special interest now.

The list in ‘‘Further readi ng’’ at the end of this
article consists of general survey articles and a
select few of the more historically important papers.
Precise bibliographical information for references
merely mentioned or alluded to in this article
may be found in those. The main, general reference
on pseudo-Riemannian geometry is O’Neill’s (1983)
book. Eberlein’s (2004) article covers the Rieman-
nian case. At this time, there is no other compre-
hensive survey of the pseudo-Riemannian case. One
may use Cordero and Parker (1999) and Guediri
(2003) and their reference lists to good advantage,
however.

Inner Product and Signature

By an inner product on a vector space V we shall
mean a nondegenerate, symmetric bilinear form on
V, generally denoted by h , i. In particular, we do not
assume that it is positive definite. It has become
customary to refer to an ordered pair of non-
negative integers (p, q) as the signature of the inner
product, where p denotes the number of positive
eigenvalues and q the number of negative eigen-
values. Then nondegeneracy means that pþ q =
dim V. Note that there is no real geometric
difference between (p, q) and (q, p); indeed, O’Neill

gives handy conversion procedures for this and for
the other major sign variant (e.g., curvature) (see
O’Neill (1983, pp. 92 and 89, respectively)).

A Riemannian inner product has signature (p, 0).
In view of the preceding remark, one might as well
regard signature (0, q) as also being Riemannian, so
that ‘‘Riemannian geometry is that of definite metric
tensors.’’ Similarly, a Lorentzian inner product has
either p = 1 or q = 1. In this case, both sign
conventions are used in relativistic theories with
the proviso that the ‘‘1’’ axis is always timelike.

If neither p nor q is 1, there is no physical
convention. We shall say that v 2 V is timelike if
hv, vi > 0, null if hv, vi= 0, and spacelike if hv, vi < 0.
(In a Lorentzian example, one may wish to revert to
one’s preferred relativistic convention.) We shall refer
to these collectively as the causal type of a vector (or of
a curve to which a vector is tangent).

Considering indefinite inner products (and metric
tensors) thus greatly expands one’s purview, from
one type of geometry (Riemannian), or possibly two
(Riemannian and Lorentzian), to a total of b(pþ
q)=2c þ 1 distinctly different types of geometries on
the same underlying differential manifolds.

Rise of 2-Step Groups

Throughout, N will denote a connected (and simply
connected, usually), nilpotent Lie group with Lie
algebra n having center z. We shall use h , i to denote
either an inner product on n or the induced left-
invariant pseudo-Riemannian (indefinite) metric
tensor on N.

For all nilpotent Lie groups, the exponential map
exp : n !N is surjective. Indeed, it is a diffeomorph-
ism for simply connected N; in this case, we shall
denote the inverse by log.

One of the earliest papers on the Riemannian
geometry of nilpotent Lie groups was Wolf (1964).
Since then, a few other papers about general nilpotent
Lie groups have appeared, including Karidi (1994)
and Pauls (2001), but the area has not seen a lot of
progress.

However, everything changed with Kaplan’s
(1981) publication. Following this paper and its
successor (Kaplan 1983), almost all subsequent
work on the left-invariant geometry of nilpotent
groups has been on two-step groups.

Briefly, Kaplan defined a new class of nilpotent
Lie groups, calling them of Heisenberg type. This
was soon abbreviated to H-type, and has since been
called also as Heisenberg-like and (unfortunately)
‘‘generalized Heisenberg.’’ (Unfortunate, because
that term was already in use for another class, not
all of which are of H-type.) What made them so
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compelling was that (almost) everything was expli-
citly calculable, thus making them the next great test
bed after symmetric spaces.

Definition 1 We say that N (or n ) is 2-step
nilpotent when [n , n ] � z. Then [[n , n ], n ] = 0 and
the generalization to k-step nilpotent is clear:

½½� � � ½½½n ; n �; n �; n � � � ��; n � ¼ 0

with kþ 1 copies of n (or k nested brackets, if you
prefer).

It soon became apparent that H-type groups
comprised a subclass of 2-step groups; for a nice,
modern proof see Berndt et al. (1995). By around
1990, they had also attracted the attention of the
spectral geometry community, and Eberlein pro-
duced the seminal survey (with important new
results) from which the modern era began. (It was
published in 1994 (Eberlein 1994), but the preprint
had circulated widely since 1990.) Since then,
activity around 2-step nilpotent Lie groups has
mushroomed; see the references in Eberlein (2004).

Finally, turning to pseudo-Riemannian nilpo-
tent Lie groups, with perhaps one or two
exceptions, all results so far have been obtained
only for 2-step groups. Thus, the remaining
sections of this article will be devoted almost
exclusively to them.

The Baker–Campbell–Hausdorff formula takes on
a particularly simple form in these groups:

expðxÞ expðyÞ ¼ exp xþ yþ 1
2½x; y�

� �
½1�

Proposition 1 In a pseudo-Riemannian 2-step
nilpotent Lie group, the exponential map preserves
causal character. Alternatively, one-parameter sub-
groups are curves of constant causal character.

Of course, one-parameter subgroups need not be
geodesics.

Lattices and Completeness

We shall need some basic facts about lattices in N.
In nilpotent Lie groups, a lattice is a discrete
subgroup � such that the homogeneous space
M = �nN is compact. Here we follow the conven-
tion that a lattice acts on the left, so that the coset
space consists of left cosets and this is indicated by
the notation. Other subgroups will generally act on
the right, allowing better separation of the effects of
two simultaneous actions.

Lattices do not always exist in nilpotent Lie
groups.

Theorem 1 The simply connected, nilpotent Lie
group N admits a lattice if and only if there exists a

basis of its Lie algebra n for which the structure
constants are rational.

Such a group is said to have a rational structure, or
simply to be rational.

A nilmanifold is a (compact) homogeneous space
of the form �nN, where N is a connected, simply
connected (rational) nilpotent Lie group and � is a
lattice in N. An infranilmanifold has a nilmanifold
as a finite covering space. They are commonly
regarded as a noncommutative generalization of
tori, the Klein bottle being the simplest example of
an infranilmanifold that is not a nilmanifold.

We recall the result of Marsden from O’Neill
(1983).

Theorem 2 A compact, homogeneous pseudo-
Riemannian space is geodesically complete.

Thus, if a rational N is provided with a bi-invariant
metric tensor h , i, then M becomes a compact,
homogeneous pseudo-Riemannian space which is
therefore complete. It follows that (N, h , i) is itself
complete. In general, however, the metric tensor is
not bi-invariant and N need not be complete.

For 2-step nilpotent Lie groups, things work nicely
as shown by this result first published by Guediri.

Theorem 3 On a 2-step nilpotent Lie group, all
left-invariant pseudo-Riemannian metrics are geode-
sically complete.

No such general result holds for 3- and higher-step
groups, however.

2-Step Groups

In the Riemannian (positive-definite) case, one splits
n = z� v = z� z?, where the superscript denotes the
orthogonal complement with respect to the inner
product h , i. In the general pseudo-Riemannian case,
however, z� z? 6¼ n . The problem is that z might be
a degenerate subspace; that is, it might contain a
null subspace U for which U � U

?.
It turns out that this possible degeneracy of the

center causes the essential differences between
the Riemannian and pseudo-Riemannian cases. So
far, the only general success in studying groups with
degenerate centers was in Cordero and Parker (1999)
where an adapted Witt decomposition of n was used
together with an involution � exchanging the two null
parts.

Observe that if z is degenerate, the null subspace
U is well defined invariantly. We shall use a
decomposition

n ¼ z� v ¼ U � Z � V � E ½2�
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in which z = U � Z and v = V � E , U and V are
complementary null subspaces, and U

? \ V
?= Z � E .

Although the choice of V is not well defined
invariantly, once a V has been chosen then Z and E

are well defined invariantly. Indeed, Z is the portion of
the center z in U

? \ V
?, and E is its orthocomplement

in U
? \ V

?. This is a Witt decomposition of n given U ,
easily seen by noting that (U � V )?= Z � E , adapted
to the special role of the center in n .

We shall also need to use an involution � that
interchanges U and V and which reduces to the
identity on Z � E in the Riemannian (positive-definite)
case. (The particular choice of such an involution is
not significant.) It turns out that � is an isometry of n

which does not integrate to an isometry of N. The
adjoint with respect to h , i of the adjoint representa-
tion of the Lie algebra n on itself is denoted by ady.

Definition 2 The linear mapping

j : U � Z ! End V � Eð Þ

is given by

jðaÞx ¼ � adyx �a

Formulas for the connection and curvatures, and
explicit forms for many examples, may be found in
Cordero and Parker (1999). It turns out there is a
relatively large class of flat spaces, a clear distinction
from the Riemannian case in which there are none.

Let x, y 2 n . Recall that homaloidal planes are
those for which the numerator hR(x, y)y, xi of the
sectional curvature formula vanishes. This notion is
useful for degenerate planes tangent to spaces that
are not of constant curvature.

Definition 3 A submanifold of a pseudo-Riemannian
manifold is flat if and only if every plane tangent to
the submanifold is homaloidal.

Theorem 4 The center Z of N is flat.

Corollary 1 The only N of constant curvature
are flat.

The degenerate part of the center can have a
profound effect on the geometry of the whole
group.

Theorem 5 If [n , n ] � U and E = {0}, then N is flat.

Among these spaces, those that also have Z = {0}
(which condition itself implies [n , n ] � U ) are funda-
mental, with the more general ones obtained by
making nondegenerate central extensions. It is also
easy to see that the product of any flat group with a
nondegenerate abelian factor is still flat.

This is the best possible result in general. Using
weaker hypotheses in place of E = {0}, such as

[V , V ] = {0} = [E , E ], it is easy to construct examples
which are not flat.

Corollary 2 If dim Z � dn=2e, then there exists a
flat metric on N.

Here dre denotes the least integer greater than or
equal to r and n = dim N.

Before continuing, we pause to collect some facts
about the condition [n , n ] � U and its consequences.

Remark 1 Since it implies j(z) = 0 for all z 2 Z , this
latter is possible with no pseudo-Euclidean de Rham
factor, unlike the Riemannian case. (On the other
hand, a pseudo-Euclidean de Rham factor is
characterized in terms of the Kaplan-Eberlein map
j whenever the center is nondegenerate.)

Also, it implies j(u) interchanges V and E for all
u 2 U if and only if [V , V ] = [E , E ] = {0}. Examples
are the Heisenberg group and the groups H(p, 1) for
p � 2 with null centers.

Finally, we note that it implies that, for every u 2 U ,
j(u) maps V to V if and only if j(u) maps E to E if and
only if [V , E ] = {0}.

Proposition 2 If j(z) = 0 for all z 2 Z and j(u)
interchanges V and E for all u 2 U , then N is Ricci
flat.

Proposition 3 If j(z) = 0 for all z 2 Z , then N is
scalar flat. In particular, this occurs when [n , n ] � U .

Much like the Riemannian case, we would expect
that (N, h , i) should in some sense be similar to flat
pseudo-Euclidean space. This is seen, for example,
via the existence of totally geodesic subgroups
(Cordero and Parker 1999). (O’Neill (1983, ex. 9,
p. 125) has extended the definition of totally
geodesic to degenerate submanifolds of pseudo-
Riemannian manifolds.)

Example 1 For any x 2 n the one-parameter sub-
group exp(tx) is a geodesic if and only if x 2 z or
x 2 U � E . This is essentially the same as the
Riemannian case, but with some additional geodesic
one-parameter subgroups coming from U .

Example 2 Abelian subspaces of V � E are Lie
subalgebras of n , and give rise to complete, flat,
totally geodesic abelian subgroups of N, just as in
the Riemannian case. Eberlein’s construction is valid
in general, and shows that if dim V � E � 1þ kþ
k dim z, then every nonzero element of V � E lies in
an abelian subspace of dimension kþ 1.

Example 3 The center Z of N is a complete, flat,
totally geodesic submanifold. Moreover, it deter-
mines a foliation of N by its left translates, so each
leaf is flat and totally geodesic, as in the Riemannian
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case. In the pseudo-Riemannian case, this foliation
in turn is the orthogonal direct sum of two foliations
determined by U and Z , and the leaves of the
U -foliation are also null. All these leaves are
complete.

There is also the existence of dim z independent
first integrals, a familiar result in pseudo-Euclidean
space, and the geodesic equations are completely
integrable; in certain cases (mostly when the center
is nondegenerate), one can obtain explicit formulas.
Unlike the Riemannian case, there are flat groups
(nonabelian) which are isometric to pseudo-
Euclidean spaces (abelian).

Theorem 6 If [n , n ] � U and E = {0}, then N is
geodesically connected. Consequently, so is any
nilmanifold with such a universal covering space.

Thus, these compact nilmanifolds are much like tori.
This is also illustrated by the computation of their
period spectrum.

Isometry Group

The main new feature is that when the center is
degenerate, the isometry group can be strictly larger
in a significant way than when the center is
nondegenerate (which includes the Riemannian case).

Letting Aut(N) denote the automorphism group
of N and I(N) the isometry group of N, set
O(N) = Aut(N) \ I(N). In the Riemannian case,
I(N) = O(N) n N, the semidirect product where N
acts as left translations. We have chosen the
notation O(N) to suggest an analogy with the
pseudo-Euclidean case in which this subgroup is
precisely the (general, including reflections) pseudo-
orthogonal group. According to Wilson (1982), this
analogy is good for any nilmanifold (not necessarily
2-step).

To see what is true about the isometry group in
general, first consider the (left-invariant) splitting of
the tangent bundle TN = zN � vN.

Definition 4 Denote by Ispl(N) the subgroup of the
isometry group I(N) which preserves the splitting
TN = zN � vN. Further, let Iaut(N) = O(N) n N,
where N acts by left translations.

Proposition 4 If N is a simply connected, 2-step
nilpotent Lie group with left-invariant metric tensor,
then Ispl(N) � Iaut(N).

There are examples to show that Ispl < Iaut is
possible when U 6¼ {0}.

When the center is degenerate, the relevant group
analogous to a pseudo-orthogonal group may be
larger.

Proposition 5 Let ~O(N) denote the subgroup of
I(N) which fixes 1 2 N. Then I(N) ffi ~O(N) n N,
where N acts by left translations.

The proof is obvious from the definition of ~O.
It is also obvious that O � ~O. Examples show that
O < ~O, hence Iaut < I, is possible when the center is
degenerate.

Thus, we have three groups of isometries, not
necessarily equal in general: Ispl� Iaut� I. When the
center is nondegenerate (U = {0}), the Ricci transfor-
mation is block-diagonalizable and the rest of
Kaplan’s proof using it now also works.

Corollary 3 If the center is nondegenerate, then
I(N) = Ispl(N) whence ~O(N) ffi O(N).

In the next few results, we use the phrase ‘‘a
subgroup isometric to’’ a group to mean that the
isometry is also an isomorphism of groups.

Proposition 6 For any N containing a subgroup
isometric to the flat three-dimensional Heisenberg
group,

IsplðNÞ < IautðNÞ < IðNÞ

Unfortunately, this class does not include our flat
groups in which [n , n ] � U and E = {0}. However,
it does include many groups that do not satisfy
[n , n ] � U , such as the simplest quaternionic
Heisenberg group.

Remark 2 A direct computation shows that on this
flat H3 with null center, the only Killing fields with
geodesic integral curves are the nonzero scalar
multiples of a vector field tangent to the center.

Proposition 7 For any N containing a subgroup
isometric to the flat H3 
 R with null center,

IsplðNÞ < IautðNÞ < IðNÞ

Many of our flat groups in which [n , n ] � U and
E = {0} have such a subgroup isometrically
embedded, as in fact do many others which are not
flat.

Lattices and Periodic Geodesics

In this subsection, we assume that N is rational and
let � be a lattice in N.

Certain tori TF and TB provide the model fiber
and the base for a submersion of the coset space �nN.
This submersion may not be pseudo-Riemannian in
the usual sense, because the tori may be degenerate.
We began the study of periodic geodesics in these
compact nilmanifolds, and obtained a complete
calculation of the period spectrum for certain flat
spaces.
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To the compact nilmanifold �nN we may
associate two flat (possibly degenerate) tori.

Definition 5 Let N be a simply connected, two-step
nilpotent Lie group with lattice � and let � : n ! v

denote the projection. Define

Tz ¼ z=ðlog � \ zÞ
Tv ¼ v=�ðlog �Þ

Observe that dim Tz þ dim Tv = dim zþ dim v =
dim n .

Let m = dim z and n = dim v. It is a consequence
of a theorem of Palais and Stewart that �nN is a
principal Tm-bundle over Tn. The model fiber Tm

can be given a geometric structure from its closed
embedding in �nN; we denote this geometric
m-torus by TF. Similarly, we wish to provide the
base n-torus with a geometric structure so that the
projection pB : �nN � TB is the appropriate general-
ization of a pseudo-Riemannian submersion
(O’Neill 1983) to (possibly) degenerate spaces.
Observe that the splitting n = z� v induces splittings
TN = zN � vN and T(�nN) = z(�nN)� v(�nN),
and that pB� just mods out z(�nN). Examining
O’Neill’s definition, we see that the key is to
construct the geometry of TB by defining

pB� : v�ð�nNÞ!TpBð�ÞðTBÞ
for each � 2 �nN is an isometry ½3�

and

rTB
pB�x

pB�y ¼ pB�ð�rxyÞ
for all x; y 2 v ¼ V � E ½4�

where � : n ! v is the projection. Then the rest of the
usual results will continue to hold, provided that
sectional curvature is replaced by the numerator of
the sectional curvature formula at least when
elements of V are involved:

hRTB
ðpB�x; pB�yÞ pB�y; pB�xi
¼ hR�nNðx; yÞy; xi þ 3

4h½x; y�; ½x; y�i ½5�

Now pB will be a pseudo-Riemannian submersion in
the usual sense if and only if U = V = {0}, as is
always the case for Riemannian spaces.

In the Riemannian case, Eberlein showed that
TF ffi Tz and TB ffi Tv . In general, TB is flat only if N
has a nondegenerate center or is flat.

Remark 3 Observe that the torus TB may be
decomposed into a topological product TE 
 TV in
the obvious way. It is easy to check that TE is flat
and isometric to ( log � \ E )nE , and that TV has a
linear connection not coming from a metric and not

flat in general. Moreover, the geometry of the
product is ‘‘twisted’’ in a certain way. It would be
interesting to determine which tori could appear as
such a TV and how.

Theorem 7 Let N be a simply connected, 2-step
nilpotent Lie group with lattice �, a left-invariant
metric tensor, and tori as above. The fibers TF of
the (generalized) pseudo-Riemannian submersion
�nN � TB are isometric to Tz. If in addition the
center Z of N is nondegenerate, then the base TB is
isometric to Tv .

We recall that elements of N can be identified
with elements of the isometry group I(N): namely,
n 2 N is identified with the isometry �= Ln of left
translation by n. We shall abbreviate this by writing
� 2 N.

Definition 6 We say that � 2 N translates the
geodesic � by ! if and only if ��(t) = �(t þ !) for
all t. If � is a unit-speed geodesic, we say that ! is a
period of �.

Recall that unit speed means that j�̇j=
h�̇, �̇ij j1=2 = 1. Since there is no natural normal-
ization for null geodesics, we do not define periods
for them. In the Riemannian case and in the
timelike Lorentzian case in strongly causal space-
times, unit-speed geodesics are parametrized by
arclength and this period is a translation distance.
If � belongs to a lattice �, it is the length of a closed
geodesic in �nN.

In general, recall that if � is a geodesic in N and if
pN : N � �nN denotes the natural projection, then
pN� is a periodic geodesic in �nN if and only if
some � 2 � translates �. We say periodic rather than
closed here because in pseudo-Riemannian spaces it
is possible for a null geodesic to be closed but not
periodic. If the space is geodesically complete or
Riemannian, however, then this does not occur; the
former is in fact the case for our 2-step nilpotent Lie
groups. Further, recall that free homotopy classes of
closed curves in �nN correspond bijectively with
conjugacy classes in �.

Definition 7 Let C denote either a nontrivial, free
homotopy class of closed curves in �nN or the
corresponding conjugacy class in �. We define }(C)
to be the set of all periods of periodic unit-speed
geodesics that belong to C.
In the Riemannian case, this is the set of lengths of
closed geodesics in C, frequently denoted by ‘(C).

Definition 8 The period spectrum of �nN is the set

spec}ð�nNÞ¼
[
C
}ðCÞ
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where the union is taken over all nontrivial, free
homotopy classes of closed curves in �nN.

In the Riemannian case, this is the length spectrum
spec‘(�nN).

Example 4 Similar to the Riemannian case, we can
compute the period spectrum of a flat torus �nRm,
where � is a lattice (of maximal rank, isomorphic to
Zm). Using calculations in an analogous way as for
finding the length spectrum of a Riemannian flat
torus, we easily obtain

spec}ð�nRmÞ ¼ fjgj 6¼ 0 j g 2 �g

It is also easy to see that the nonzero d’Alembertian
spectrum is related to the analogous set produced
from the dual lattice ��, multiplied by factors of
�4�2, almost as in the Riemannian case.

As in this example, simple determinacy of periods
of unit-speed geodesics helps make calculation of the
period spectrum possible purely in terms of
log � � n .

For the rest of this subsection, we assume that N
is a simply connected, two-step nilpotent Lie group
with left-invariant pseudo-Riemannian metric tensor
h , i. Note that non-null geodesics may be taken to be
of unit speed. Most non-identity elements of N
translate some geodesic, but not necessarily one of
unit speed.

For our special class of flat 2-step nilmanifolds,
we can calculate the period spectrum completely.

Theorem 8 If [n , n ] � U and E = {0}, then spec}(M)
can be completely calculated from log � for any
M = �nN.

Thus, we see again just how much these flat, two-
step nilmanifolds are like tori. All periods can be
calculated purely from log � � n , although some will
not show up from the tori in the fibration.

Corollary 4 spec}(TB) (respectively, TF) is [C}(C)
where the union is taken over all those free
homotopy classes C of closed curves in M = �nN
that do not (respectively, do) contain an element in
the center of � ffi �1(M), except for those periods
arising only from unit-speed geodesics in M that
project to null geodesics in both TB and TF.

We note that one might consider using this to assign
periods to some null geodesics in the tori TB and TF.

When the center is nondegenerate, we obtain
results similar to Eberlein’s. Here is part of them.

Theorem 9 Assume U = {0}. Let � 2 N and write
log�= z� þ e�. Assume � translates the unit-speed
geodesic � by ! > 0. Let z0 denote the component of

z� orthogonal to [e�, n ] and set !�= jz0 þ e�j. Let
�̇(0) = z0 þ e0. Then

(i) je�j � !. In addition, ! < !� for timelike (space-
like) geodesics with !z0 � z0 timelike (spacelike),
and ! > !� for timelike (spacelike) geodesics
with !z0 � z0 spacelike (timelike);

(ii) != je�j if and only if �(t) = exp(te�=je�j) for all
t 2 R; and

(iii) !=!� if and only if !z0 � z0 is null.

Although !� need not be an upper bound for periods
as in the Riemannian case, it nonetheless plays a
special role among all periods, as seen in (iii) above,
and we shall refer to it as the distinguished period
associated with � 2 N. When the center is definite,
for example, we do have ! � !�.

Now the following definitions make sense at least
for N with a nondegenerate center.

Definition 9 Let C denote either a nontrivial, free
homotopy class of closed curves in �nN or the
corresponding conjugacy class in �. We define }�(C)
to be the distinguished periods of periodic unit-speed
geodesics that belong to C.

Definition 10 The distinguished period spectrum
of �nN is the set

Dspec}ð�nNÞ ¼
[
C
}�ðCÞ

where the union is taken over all nontrivial, free
homotopy classes of closed curves in �nN.

Then we get this result:

Corollary 5 Assume the center is nondegenerate. If
n is nonsingular, then spec}(TB) (respectively, TF) is
precisely the period spectrum (respectively, the
distinguished period spectrum) of those free homo-
topy classes C of closed curves in M = �nN that do
not (respectively, do) contain an element in the
center of � ffi �1(M), except for those periods arising
only from unit-speed geodesics in M that project to
null geodesics in both TB and TF.

Conjugate Loci

This is the only general result on conjugate points.

Proposition 8 Let N be a simply connected, 2-step
nilpotent Lie group with left-invariant metric tensor
h , i, and let � be a geodesic with �̇(0) = a 2 z.
If ady
 a = 0, then there are no conjugate points
along �.

In the rest of this subsection, we assume that the
center of N is nondegenerate.

For convenience, we shall use the notation
Jz = ady
 z for any z 2 z. (Since the center is
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nondegenerate, the involution � may be omitted.)
We follow Ciatti (2000) for this next definition. As
in the Riemannian case, one might as well make
2-step nilpotency part of the definition since it
effectively is so anyway.

Definition 11 N is said to be of pseudoH-type if
and only if

J2
z ¼ �hz; ziI

for any z 2 z.

Complete results on conjugate loci have been
obtained only for these groups (Jang et al. 2005).
For example, using standard results from analytic
function theory, one can show that the conjugate
locus is an analytic variety in N. This is probably
true for general two-step groups, but the proof we
know works only for pseudoH-type.

Definition 12 Let � denote a geodesic and assume
that �(t0) is conjugate to �(0) along �. To indicate
that the multiplicity of �(t0) is m, we shall write
multcp(t0) = m. To distinguish the notions clearly,
we shall denote the multiplicity of � as an eigenvalue
of a specified linear transformation by multev�.

Let � be a geodesic with �(0) = 1 and �̇(0) = z0 þ
x0 2 z� v , respectively, and let J = Jz0

. If � is not
null, we may assume that � is normalized so that
h�̇, �̇i= �1. As usual, Z� denotes the set of all
integers with 0 removed.

Theorem 10 Under these assumptions, if N is of
pseudoH-type, then:

(i) if z0 = 0 and x0 6¼ 0, then �(t) is conjugate to
�(0) along � if and only if hx0, x0i < 0 and

� 12

t2
¼ hx0; x0i

in which case multcp(t) = dim z;
(ii) if z0 6¼ 0 and x0 = 0, then �(t) is conjugate to

�(0) along � if and only if hz0, z0i > 0 and

t 2 2�

jz0j
Z�

in which case multcp(t) = dim v .

Theorem 11 Let � be such a geodesic in a
pseudoH-type group N with z0 6¼ 0 6¼ x0.

(i) If hz0, z0i=�2 with � > 0, then �(t0) is con-
jugate to �(0) along � if and only if

t0 2
2�

�
Z� [A1 [A2

where

A1 ¼ t 2 R hx0;x0i
�t

2
cot

�t

2

��� ¼ h _�; _�i
n o

and

A2 ¼ t 2 R �t ¼ hx0; x0i
h _�; _�i þ hz0; z0i

���� sin�t

� �
when dim z � 2

If t0 2 (2�=�)Z�, then

multcpðt0Þ ¼
dim v � 1 if h _�; _�iþ hz0;z0i 6¼ 0
dim n � 2 if h _�; _�iþ hz0;z0i ¼ 0

�
If t0 62 (2�=�)Z�, then

multcpðt0Þ ¼
1 if t0 2 A1 �A2

dim z� 1 if t0 2 A2 �A1

dim z if t0 2 A1 \A2

8<:
(ii) If hz0, z0i=�	2 with 	 > 0, then �(t0) is a

conjugate point along � if and only if t0 2
B1 [ B2 where

B1 ¼ t 2 R hx0; x0i
	t

2
coth

	t

2

���� ¼ h _�; _�i
� �

and

B2 ¼ t 2 R 	t ¼ hx0; x0i
h _�; _�i þ hz0; z0i

���� sinh 	t

� �
when dim z � 2

The multiplicity is

multcpðt0Þ ¼
1 if t0 2 B1 � B2

dim z� 1 if t0 2 B2 � B1

dim z if t0 2 B1 \ B2

8<:
(iii) If hz0, z0i= 0, then �(t0) is a conjugate point

along � if and only if

t2
0 ¼ �

12

hx0; x0i
and multcp(t0) = dim z� 1.

This covers all cases for a pseudoH-type group with
a center of any dimension.

Some results on other two-step groups and
examples (including pictures in dimension 3) may
be found in the references cited in Jang et al. (2005).
When the groups are not pseudoH-type, however,
complete results are available only when the center
is one dimensional. Guediri (2004) has results in the
timelike Lorentzian case.
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Lorentzian Groups

Not too long ago, only a few partial results in the
line of Milnor’s study of definite metrics were
known for indefinite metrics (Barnet 1989, Nomizu
1979), and they were Lorentzian.

Guediri (2003) and others have made special
study of Lorentzian two-step groups, partly because
of their relevance to general relativity, where they
can be used to provide interesting and important
(counter)examples. Special features of Lorentzian
geometry frequently enable them to obtain much
more complete and explicit results than are possible
in general.

For example, Guediri (2003) was able to provide
a complete and explicit integration of the geodesic
equations for Lorentzian 2-step groups. This
includes the case of a degenerate center, which
only required extremely careful handling through a
number of cases. He also paid special attention to
the existence of closed timelike geodesics, reflecting
the relativistic concerns.

As usual, N denotes a connected and simply
connected 2-step nilpotent Lie group. For the rest
of this section, we assume that the left-invariant
metric tensor is Lorentzian. Whenever a lattice is
mentioned, we also assume that the group is
rational.

Proposition 9 If the center is degenerate, then no
timelike geodesic can be translated by a central
element.

Thus, there can be no closed timelike geodesics
parallel to the center in any nilmanifold obtained
from such an N.

Theorem 12 If the center is Lorentzian, then �nN
contains no timelike or null closed geodesics for any
lattice �.

To handle degenerate centers, three refined
notions for nonsingular are used: almost, weakly,
and strongly nonsingular. The precise definitions
involve an adapted Witt decomposition (as in the
general pseudo-Riemannian case, but a rather
different one here) and are quite technical, as is
typical. We refer to Guediri (2003) for details.

Theorem 13 If N is weakly nonsingular, then no
timelike geodesic can be translated by an element
of N.

Corollary 6 If N is flat, then no timelike geodesic
can be translated by a non-identity element.

Corollary 7 If N is flat, then �nN contains no
closed timelike geodesics for any lattice �.

Corollary 8 If N is weakly nonsingular, then �nN
contains no closed timelike geodesic.

Corollary 9 If N ¼ H2kþ1 is a Lorentzian Heisen-
berg group with degenerate center, then �nN
contains no closed timelike geodesic.

Guediri also has the only non-Riemannian results
so far about the phenomenon Eberlein called ‘‘in
resonance.’’ Roughly speaking, this occurs when the
eigenvalues of the map j have rational ratios. (The
Lorentzian case actually requires a slightly more
complicated condition when the center is
degenerate.)

Theorem 14 If N is almost nonsingular, then N is
in resonance if and only if every geodesic of N is
translated by some element of N.

See also: Classical Groups and Homogeneous Spaces;
Einstein Equations: Exact Solutions; Lorentzian
Geometry.
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Introduction

In this article we give a brief introduction to q-special
functions, that is, q-analogs of the classical special
functions. Here q is a deformation parameter, usually
0 < q < 1, where q = 1 is the classical case. The
deformation is such that the calculus simultaneously
deforms to a q-calculus involving q-derivatives and
q-integrals. The main topics to be treated are
q-hypergeometric series, with some selected evalu-
ation and transformation formulas, and some
q-hypergeometric orthogonal polynomials, most nota-
bly the Askey–Wilson polynomials. In several vari-
ables, we discuss Macdonald polynomials associated
with root systems, with most emphasis on the An case.
The rather new theory of elliptic hypergeometric series
gets some attention. While much of the theory of
q-special functions keeps q fixed, some of the deeper
aspects with number-theoretic and combinatorial
flavor emphasize expansion in q. Finally, we indicate
applications and interpretations in quantum groups,
Chevalley groups, affine Lie algebras, combinatorics,
and statistical mechanics.

Conventions

q 2 Cn{1} in general, but 0 < q < 1 in all infinite
sums and products.
n, m, N will be non-negative integers unless men-
tioned otherwise.

q-Hypergeometric Series

Definitions

For a, q 2 C the q-shifted factorial (a; q)k is defined
as a product of k factors:

ða; qÞk :¼ ð1� aÞð1� aqÞ � � � ð1� aqk�1Þ
ðk 2 Z>0Þ; ða; qÞ0 :¼ 1 ½1�

If jqj < 1 this definition remains meaningful for
k =1 as a convergent infinite product:

ða; qÞ1 :¼
Y1
j¼0

ð1� aqjÞ ½2�

We also write (a1, . . . , ar; q)k for the product of r
q-shifted factorials:

ða1; . . . ; ar; qÞk :¼ ða1; qÞk . . . ðar; qÞk
ðk 2 Z�0 or k ¼ 1Þ ½3�

A q-hypergeometric series is a power series (for the
moment still formal) in one complex variable z with
power series coefficients which depend, apart from q,
on r complex upper parameters a1, . . . , ar and s
complex lower parameters b1, . . . , bs as follows:

r�s

a1; . . . ;ar

b1; . . . ;bs

;q;z

" #
¼ r�sða1; . . . ;ar;b1; . . . ;bs;q;zÞ

:¼
X1
k¼0

ða1; . . . ;ar;qÞk
ðb1; . . . ;bs;qÞkðq;qÞk

� ð�1Þkqð1=2Þkðk�1Þ
� �s�rþ1

zk ðr; s 2Z�0Þ ½4�

Clearly the above expression is symmetric in
a1, . . . ,ar and symmetric in b1, . . . ,bs. On the right-
hand side of [4], we have that

ðkþ 1Þth term

kth term

¼ ð1� a1qkÞ � � � ð1� arq
kÞð�qkÞs�rþ1z

ð1� b1qkÞ � � � ð1� bsqkÞð1� qkþ1Þ ½5�

is rational in qk. Conversely, any rational function in
qk can be written in the form of the right-hand side
of [5]. Hence, any series

P1
k = 0 ck with c0 = 1 and

ckþ1=ck rational in qk is of the form of a
q-hypergeometric series [4].

In order to avoid singularities in the terms of [4],
we assume that b1, . . . , bs 6¼ 1, q�1, q�2, . . . . If, for
some i, ai = q�n, then all terms in the series [4] with
k > n will vanish. If none of the ai is equal to q�n



and if jqj < 1, then the radius of convergence of the
power series [4] equals 1 if r < sþ 1, 1 if r = sþ 1,
and 0 if r > sþ 1.

We can view the q-shifted factorial as a q-analog
of the shifted factorial (or Pochhammer symbol) by
the limit formula

lim
q!1

ðqa; qÞk
ð1� qÞk

¼ ðaÞk :¼ aðaþ 1Þ � � � ðaþ k� 1Þ ½6�

Hence the q-binomial coefficient

n

k

� �
q

:¼ ðq; qÞn
ðq; qÞkðq; qÞn�k

ðn;k 2 Z;n � k � 0Þ ½7�

tends to the binomial coefficient for q ! 1:

lim
q!1

n
k

� �
q

¼ n
k

� �
½8�

and a suitably renormalized q-hypergeometric series
tends (at least formally) to a hypergeometric series
as q " 1:

lim
q"1

rþr0�sþs0

qa1 ; . . . ;qar ;c1; . . . ;cr0

qb1 ; . . . ;qbs ;d1; . . . ;ds0

;q; ðq� 1Þ1þs�rz

" #

¼ rFs

a1; . . . ;ar

b1; . . . ;bs

;
ðc1� 1Þ � � � ðcr0 � 1Þz
ðd1� 1Þ � � � ðds0 � 1Þ

 !
½9�

At least formally, there are limit relations between
q-hypergeometric series with neighboring r, s:

lim
ar!1

r�s
a1; . . . ; ar

b1; . . . ;bs
; q;

z

ar

� �
¼ r�1�s

a1; . . . ; ar�1

b1; . . . ;bs
; q; z

� �
½10�

lim
bs!1

r�s
a1; . . . ;ar

b1; . . . ;bs
;q;bsz

� �
¼ r�s�1

a1; . . . ;ar

b1; . . . ;bs�1
;q;z

� �
½11�

A terminating q-hypergeometric seriesPn
k=0 ck zk rewritten as zn

Pn
k=0 cn�kz�k yields

another terminating q-hypergeometric series, for
instance:

sþ1�s

q�n; a1; . . . ; as

b1; . . . ; bs

; q; z

� �
¼ ð�1Þn q�ð1=2Þnðnþ1Þ ða1; . . . ; an; qÞn

ðb1; . . . ; bs; qÞn
zn

� sþ1�s

q�n; q�nþ1b�1
1 ; . . . ; q�nþ1b�1

s

q�nþ1a�1
1 ; . . . ; q�nþ1a�1

s

;

"

q;
qnþ1b1 � � � bs

a1 � � � asz

�
½12�

Often, in physics and quantum groups related
literature, the following notation is used for

q-number, q-factorial, and q-Pochhammer
symbol:

½a�q :¼ qð1=2Þa � q�ð1=2Þa

q1=2 � q�1=2
½k�q! :¼

Yk

j¼1

½j�q

ð½a�qÞk :¼
Yk�1

j¼0

½aþ j�q ðk 2 Z�0Þ ½13�

For q! 1, these symbols tend to their classical
counterparts without the need for renormalization.
They are expressed in terms of the standard notation
[1] as follows:

½k�q! ¼ q�ð1=4Þkðk�1Þ ðq; qÞk
ð1� qÞk

ð½a�qÞk ¼ q�ð1=2Þkða�1Þ q�ð1=4Þkðk�1Þ ðqa; qÞk
ð1� qÞk

½14�

Special Cases

For s = r� 1, formula [4] simplifies to

r�r�1

a1; . . . ; ar

b1; . . . ; br�1

; q; z

� �
¼
X1
k¼0

ða1; . . . ; ar; qÞk
ðb1; . . . ; br�1; qÞk ðq; qÞk

zk ½15�

which has radius of convergence 1 in the nontermi-
nating case. The case r = 2 of [15] is the q-analog of
the Gauss hypergeometric series.

q-Binomial series

1�0ða;�; q; zÞ ¼
X1
k¼0

ða; qÞkzk

ðq; qÞk
¼ ðaz; qÞ1
ðz; qÞ1

ðif series is not terminating, then jzj < 1Þ ½16�

q-Exponential series

eqðzÞ:¼ 1�0ð0;�; q; zÞ

¼
X1
k¼0

zk

ðq; qÞk
¼ 1

ðz; qÞ1
ðjzj < 1Þ ½17�

EqðzÞ:¼ 0�0ð�;�; q;�zÞ ¼
X1
k¼0

qð1=2Þkðk�1Þzk

ðq; qÞk
¼ð�z; qÞ1 ¼ eqð�zÞ

� 	�1 ðz 2 CÞ ½18�

"qðzÞ:¼ 1�1ð0;�q1=2; q1=2;�zÞ

¼
X1
k¼0

qð1=4Þkðk�1Þ

ðq; qÞk
zk ðz 2 CÞ ½19�

106 q-Special Functions



Jackson’s q-Bessel functions

Jð1Þ� ðx;qÞ :¼ ðq
�þ1;qÞ1
ðq;qÞ1

1

2
x

� ��
� 2�1

0;0

q�þ1
;q;�1

4
x2

� �
ð0< x< 2Þ ½20�

Jð2Þ� ðx; qÞ :¼ ðq
�þ1; qÞ1
ðq; qÞ1

1

2
x

� ��
0�1

�
q�þ1

; q;� 1

4
q�þ1x2

� �
¼ � 1

4
x; q

� �
1

Jð1Þ� ðx; qÞ ðx > 0Þ ½21�

Jð3Þ� ðx; qÞ :¼ ðq
�þ1; qÞ1
ðq; qÞ1

1

2
x

� ��
� 1�1

0

q�þ1
; q;

1

4
qx2

� �
ðx > 0Þ ½22�

See [90] for the orthogonality relation for J(3)
� (x; q).

If expq(z) denotes one of the three q-exponentials
[17]–[19], then (1=2)( expq(ix)þ expq(�ix)) is a
q-analog of the cosine and �(1=2)i( expq(ix)
� expq(�ix)) is a q-analog of the sine. The three
q-cosines are essentially the case �= �1=2 of the
corresponding q-Bessel functions [20]–[22], and the
three q-sines are essentially the case �= 1=2 of x
times the corresponding q-Bessel functions.

q-Derivative and q-Integral

The q-derivative of a function f given on a subset of
R or C is defined by

ðDqf ÞðxÞ :¼ f ðxÞ � f ðqxÞ
ð1� qÞx ðx 6¼ 0; q 6¼ 1Þ ½23�

where x and qx should be in the domain of f. By
continuity, we set (Dqf )(0) := f 0(0), provided f 0(0)
exists. If f is differentiable on an open interval
I, then

lim
q"1
ðDqf ÞðxÞ ¼ f 0ðxÞ ðx 2 IÞ ½24�

For a 2 Rn{0} and a function f given on (0, a] or
[a, 0), we define the q-integral byZ a

0

f ðxÞ dqx :¼ að1� qÞ
X1
k¼0

f ðaqkÞ qk

¼
X1
k¼0

f ðaqkÞ ðaqk � aqkþ1Þ ½25�

provided the infinite sum converges absolutely (e.g.,
if f is bounded). If F(a) is given by the left-hand side
of [25], then DqF = f . The right-hand side of [25] is
an infinite Riemann sum. For q " 1 it converges, at
least formally, to

R a
0 f (x) dx.

For nonzero a, b 2 R we defineZ b

a

f ðxÞ dqx :¼
Z b

0

f ðxÞ dqx�
Z a

0

f ðxÞ dqx ½26�

For a q-integral over (0,1), we have to specify a
q-lattice {aqk}k2Z for some a > 0 (up to multi-
plication by an integer power of q):Z a:1

0

f ðxÞ dqx :¼ að1� qÞ
X1

k¼�1
f ðaqkÞ qk

¼ lim
n!1

Z q�na

0

f ðxÞ dqx ½27�

The q-Gamma and q-Beta Functions

The q-gamma function is defined by

�qðzÞ :¼ ðq;qÞ1 ð1� qÞ1�z

ðqz; qÞ1
ðz 6¼ 0;�1;�2; . . .Þ ½28�

¼
Z ð1�qÞ�1

0

tz�1 Eqð�ð1�qÞqtÞdqt ð<z>0Þ ½29�

Then

�qðzþ 1Þ ¼ 1� qz

1� q
�qðzÞ ½30�

�qðnþ 1Þ ¼ ðq; qÞn
ð1� qÞn ½31�

lim
q"1

�qðzÞ ¼ �ðzÞ ½32�

The q-beta function is defined by

Bqða; bÞ :¼ �qðaÞ�qðbÞ
�qðaþ bÞ ¼

ð1� qÞ ðq; qaþb; qÞ1
ðqa; qb; qÞ1

ða; b 6¼ 0;�1;�2; . . .Þ ½33�

¼
Z 1

0

tb�1 ðqt; qÞ1
ðqat; qÞ1

dqt

ð<b > 0; a 6¼ 0;�1;�2; . . .Þ ½34�

The q-Gauss Hypergeometric Series

q-Analog of Euler’s integral representation

2�1ðqa; qb; qc; q; zÞ

¼ �qðcÞ
�qðaÞ�qðc� bÞ

Z 1

0

tb�1 ðtq; qÞ1
ðtqc�b; qÞ1

� ðtzqa; qÞ1
tz; qÞ1

dqt ð<b > 0; jzj < 1Þ ½35�
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By substitution of [25], formula [35] becomes a
transformation formula:

2�1ða; b; c; q; zÞ

¼ ðaz; qÞ1
ðz; qÞ1

ðb; qÞ1
ðc; qÞ1

2�1ðc=b; z; az; q; bÞ ½36�

Note the mixing of argument z and parameters
a, b, c on the right-hand side.

Evaluation formulas in special points

2�1 a; b; c; q; c=ðabÞð Þ

¼ ðc=a; c=b; qÞ1
ðc; c=ðabÞ; qÞ1

ðjc=ðabÞj < 1Þ ½37�

2�1ðq�n; b; c; q; cqn=bÞ ¼ ðc=b; qÞn
ðc; qÞn

½38�

2�1ðq�n; b; c; q; qÞ ¼ ðc=b; qÞn bn

ðc; qÞn
½39�

Two general transformation formulas

2�1
a; b
c

; q; z

� �
¼ ðaz; qÞ1
ðz; qÞ1

2�2
a; c=b
c; az

; q; bz

� �
½40�

¼ ðabz=c; qÞ1
ðz; qÞ1

2�1
c=a; c=b

c
; q;

abz

c

� �
½41�

Transformation formulas in the terminating case

2�1

q�n; b

c
; q; z

� �
¼ ðc=b; qÞn
ðc; qÞn

3�2
q�n; b; q�nbc�1z

q1�nbc�1;0
; q; q

" #
½42�

¼ ðq�nbc�1z; qÞn 3�2
q�n; cb�1; 0
c; qcb�1z�1 ; q; q

� �
½43�

¼ ðc=b; qÞn
ðc; qÞn

bn
3�1

q�n; b; qz�1

q1�nbc�1 ; q;
z

c

� �
½44�

Second order q-difference equation

zðqc � qaþbþ1zÞðD2
quÞðzÞ

þ 1� qc

1� q
� qb 1� qa

1� q
þ qa 1� qbþ1

1� q

� �
z

� �
ðDquÞðzÞ

� 1� qa

1� q

1� qb

1� q
uðzÞ ¼ 0 ½45�

Some special solutions of [45] are:

u1ðzÞ :¼ 2�1ðqa; qb; qc; q; zÞ ½46�

u2ðzÞ :¼ z1�c
2�1ðq1þa�c; q1þb�c; q2�c; q; zÞ ½47�

u3ðzÞ :¼ z�a
2�1ðqa; qa�cþ1; qa�bþ1; q;q�a�bþcþ1z�1Þ ½48�

They are related by:

u1ðzÞ þ
ðqa; q1�c; qc�b; qÞ1
ðqc�1; qa�cþ1; q1�b; qÞ1

� ðq
b�1z; q2�bz�1; qÞ1

ðqb�cz; qc�bþ1z�1; qÞ1
u2ðzÞ

¼ ðq
1�c; qa�bþ1; qÞ1
ðq1�b; qa�cþ1; qÞ1

� ðq
aþb�cz; qc�a�bþ1z�1; qÞ1za

ðqb�cz; qc�bþ1z�1; qÞ1
u3ðzÞ ½49�

Summation and Transformation Formulas
for r�r�1 Series

An r�r�1 series [15] is called ‘‘balanced’’ if b1 . . . br�1 =
qa1 . . . ar and z = q, and the series is called ‘‘very well-
poised’’ if qa1 =a2b1 =a3b2 = � � � =arbr�1 and qa

1=2
1 =

a2 =�a3. The following more compact notation is
used for very well-poised series:

rWr�1ða1; a4; a5; . . . ;ar; q; zÞ

:¼ r�r�1

a1;qa
1=2
1 ;�qa

1=2
1 ;a4; . . . ;ar

a
1=2
1 ;�a

1=2
1 ;qa1=a4; . . . ;qa1=ar

; q; z

24 35 ½50�

Below only a few of the most important identities
are given. See Gasper and Rahman (2004) for many
more. An important tool for obtaining complicated
identities from more simple ones is Bailey’s Lemma,
which can moreover be iterated (Bailey chain), see
Andrews (1986, ch.3).

The q-Saalschütz sum for a terminating balanced 3�2

3�2
a; b; q�n

c; q1�nabc�1 ; q;q

� �
¼ ðc=a; c=b; qÞn
ðc; c=ðabÞ; qÞn

½51�

Jackson’s sum for a terminating balanced 8W7

8W7ða; b; c; d; qnþ1a2=ðbcdÞ; q�n; q; qÞ

¼ ðqa; qa=ðbcÞ;qa=ðbdÞ; qa=ðcdÞ; qÞn
ðqa=b; qa=c;qa=d; qa=ðbcdÞ; qÞn

½52�
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Watson’s transformation of a terminating 8W7 into a
terminating balanced 4�3

8W7 a; b; c; d; e; q�n; q;
qnþ2a2

bcde

� �
¼ ðqa; qa=ðdeÞ; qÞn
ðqa=d; qa=e; qÞn

� 4�3

q�n; d; e; qa=ðbcÞ
qa=b; qa=c; q�nde=a

; q; q

� �
½53�

Sears’ transformation of a terminating balanced 4�3

4�3

q�n; a;b; c

d; e; f
; q; q

� �
¼ ðe=a; f=a; qÞn

ðe; f ; qÞn
an

4�3

q�n; a; d=b; d=c

d; q1�na=e;q1�na=f
; q;q

� �
½54�

By iteration and by symmetries in the upper and in
the lower parameters, many other versions of this
identity can be found. An elegant comprehensive
formulation of all these versions is as follows.

Let x1x2x3x4x5x6 = q1�n. Then the following
expression is symmetric in x1, x2, x3, x4, x5, x6:

qð1=2Þnðn�1Þðx1x2x3x4; x1x2x3x5; x1x2x3x6; qÞn
ðx1x2x3Þn

� 4�3

q�n; x2x3; x1x3; x1x2

x1x2x3x4; x1x2x3x5; x1x2x3x6

; q; q

" #
½55�

Similar formulations involving symmetry groups can
be given for other transformations, see Van der Jeugt
and Srinivasa Rao (1999).

Bailey’s transformation of a terminating
balanced 10W9

10W9 a; b; c;d; e; f ;
qnþ2a3

bcdef
;q�n; q;q

� �
¼ ðqa;qa=ðef Þ; ðqaÞ2=ðbcdeÞ; ðqaÞ2=ðbcdf Þ; qÞn
ðqa=e;qa=f ; ðqaÞ2=ðbcdef Þ; ðqaÞ2=ðbcdÞ; qÞn

� 10W9
qa2

bcd
;
qa

cd
;
qa

bd
;
qa

bc
; e; f ;

qnþ2a3

bcdef
;q�n; q;q

� �
½56�

Rogers–Ramanujan Identities

0�1ð�; 0; q; qÞ ¼
X1
k¼0

qk2

ðq; qÞk
¼ 1

ðq; q4; q5Þ1
½57�

0�1ð�; 0; q; q2Þ ¼
X1
k¼0

qkðkþ1Þ

ðq; qÞk
¼ 1

ðq2; q3; q5Þ1
½58�

Bilateral Series

Definition [1] can be extended by

ða; qÞk :¼ ða; qÞ1
ðaqk; qÞ1

ðk 2 ZÞ ½59�

Define a bilateral q-hypergeometric series by the
Laurent series

r s

a1; . . . ; ar

b1; . . . ; bs

; q; z

" #
¼ r sða1; . . . ; ar; b1; . . . ; bs; q; zÞ

:¼
X1

k¼�1

ða1; . . . ; ar; qÞk
ðb1; . . . ; bs; qÞk

ð�1Þkqð1=2Þkðk�1Þ
� �s�r

zk

ða1; . . . ; ar; b1; . . . ; bs 6¼ 0; s � rÞ ½60�

The Laurent series is convergent if jb1 . . .bs=(a1 . . . ar)j<
jzj and moreover, for s= r, jzj< 1.

Ramanujan’s 1 1 summation formula

1 1ðb; c; q; zÞ

¼ ðq; c=b; bz; q=ðbzÞ; qÞ1
ðc; q=b; z; c=ðbzÞ; qÞ1

ðjc=bj < jz < 1Þ ½61�

This has as a limit case

0 1ð�; c; q; zÞ ¼ ðq; z; q=z; qÞ1
ðc; c=z; qÞ1

ðjzj > jcjÞ ½62�

and as a further specialization the Jacobi triple
product identity

X1
k¼�1

ð�1Þk qð1=2Þkðk�1Þ zk

¼ ðq; z; q=z; qÞ1 ðz 6¼ 0Þ ½63�

which can be rewritten as a product formula for a
theta function:

�4ðx; qÞ :¼
X1

k¼�1
ð�1Þk qk2

e2�ikx

¼
Y1
k¼1

ð1� q2kÞ

� 1� 2qk�1 cosð2�xÞ þ q4k�2
� �

½64�

q-Hypergeometric Orthogonal
Polynomials

Here we discuss families of orthogonal polyno-
mials {pn(x)} which are expressible as terminating
q-hypergeometric series (0 < q < 1) and for
which either (1) Pn(x):= pn(x) or (2) Pn(x):= pn
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((1=2)(xþ x�1)) are eigenfunctions of a second-
order q-difference operator, that is,

AðxÞPnðqxÞ þ BðxÞPnðxÞ þ CðxÞPnðq�1xÞ
¼ �n PnðxÞ ½65�

where A(x), B(x), and C(x) are independent of n,
and where the �n are the eigenvalues. The generic
cases are the four-parameter classes of ‘‘Askey–
Wilson polynomials’’ (continuous weight function)
and q-Racah polynomials (discrete weights
on finitely many points). They are of type (2) (quad-
ratic q-lattice). All other cases can be obtained from
the generic cases by specialization or limit transition.
In particular, one thus obtains the generic three-
parameter classes of type (1) (linear q-lattice). These
are the big q-Jacobi polynomials (orthogonality by
q-integral) and the q-Hahn polynomials (discrete
weights on finitely many points).

Askey–Wilson Polynomials

Definition as q-hypergeometric series

pnðcos �Þ¼ pnðcos �; a; b; c; d jqÞ

:¼ ðab; ac; ad; qÞn
an 4�3

� q�n; qn�1abcd; aei�; ae�i�

ab; ac; ad
; q; q

" #
½66�

This is symmetric in a, b, c, d.

Orthogonality relation Assume that a, b, c, d are
four reals, or two reals and one pair of complex
conjugates, or two pairs of complex conjugates.
Also assume that jabj, jacj, jadj, jbcj, jbdj, jcdj < 1.
Then Z 1

�1

pnðxÞpmðxÞwðxÞ dx

þ
X

k

pnðxkÞ pmðxkÞ!k ¼ hn �n;m ½67�

where

2� sin �wðcos �Þ ¼ ðe2i�; qÞ1
ðaei�; bei�; cei�; dei�; qÞ1





 



2 ½68�

h0 ¼
ðabcd; qÞ1

ðq; ab; ac; ad; bc; bd; cd; qÞ1
hn

h0
¼ 1� abcdqn�1

1� abcdq2n�1

� ðq; ab; ac; ad; bc; bd; cd; qÞn
ðabcd; qÞn

½69�

and the xk are the points (1=2)(eqk þ e�1q�k) with
e any of the a, b, c, d of absolute value >1; the sum
is over the k 2 Z�0 with jeqkj > 1. The !k are
certain weights which can be given explicitly. The
sum in [67] does not occur if moreover
jaj, jbj, jcj, jdj < 1.

A more uniform way of writing the orthogonality
relation [67] is by the contour integral

1

2�i

I
C

pn
1

2
ðzþ z�1Þ

� �
pm

1

2
ðzþ z�1Þ

� �
� ðz2; z�2; qÞ1
ðaz; az�1; bz; bz�1; cz; cz�1; dz; dz�1; qÞ1

dz

z

¼ 2hn�n;m ½70�

where C is the unit circle traversed in positive
direction with suitable deformations to separate the
sequences of poles converging to zero from the
sequences of poles diverging to 1.

The case n = m = 0 of [70] or [67] is known as the
Askey–Wilson integral.

q-Difference equation

AðzÞPnðqzÞ� AðzÞþAðz�1Þ
� 	

PnðzÞþAðz�1ÞPnðq�1zÞ
¼ ðq�n�1Þð1�qn�1abcdÞPnðzÞ ½71�

where Pn(z)=pn(1
2(zþ z�1)) and A(z)= (1�az)

(1�bz)(1� cz) (1�dz)=((1� z2)(1�qz2))

Special cases These include the continuous
q-Jacobi polynomials (two parameters), the contin-
uous q-ultraspherical polynomials (symmetric one-
parameter case of continuous q-Jacobi), the
Al-Salam-Chihara polynomials (Askey–Wilson with
c = d = 0), and the continuous q-Hermite polyno-
mials (Askey–Wilson with a = b = c = d = 0).

Continuous q-Ultraspherical Polynomials

Definitions as finite Fourier series and as special
Askey–Wilson polynomial

Cnðcos �;� jqÞ

:¼
Xn

k¼0

ð�; qÞkð�; qÞn�k

ðq; qÞkðq; qÞn�k

eiðn�2kÞ� ½72�

¼ ð�; qÞn
ðq; qÞn

pnðcos �;�1=2; q1=2�1=2;��1=2;

� q1=2�1=2 j qÞ ½73�
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Orthogonality relation (�1 < � < 1)

1

2�

Z �

0

Cnðcos �;�; qÞCmðcos �;�; qÞ ðe
2i�; qÞ1

ð�e2i�; qÞ1





 



2 d�

¼ ð�; q�; qÞ1
ð�2; q; qÞ1

1� �
1� �qn

ð�2; qÞn
ðq; qÞn

�n;m ½74�

q-Difference equation

AðzÞPnðqzÞ� AðzÞþAðz�1Þ
� 	

PnðzÞþAðz�1ÞPnðq�1zÞ
¼ ðq�n�1Þð1�qn�2ÞPnðzÞ ½75�

where Pn(z)=Cn( 1
2 (zþ z�1);� j q) and A(z)= (1��z2)

(1�q�z2)=((1� z2)(1�qz2)).

Generating function

ð�ei�z; �e�i�z; qÞ1
ðei�z; e�i�z; qÞ1

¼
X1
n¼0

Cnðcos �;� jqÞzn

ðjzj < 1; 0 � � � �;�1 < � < 1Þ ½76�

Special case: the continuous q-Hermite polynomials

Hnðx jqÞ ¼ ðq; qÞn Cnðx; 0 jqÞ ½77�

Special cases: the Chebyshev polynomials

Cnðcos �; q jqÞ ¼ Unðcos �Þ :¼ sinððnþ 1Þ�Þ
sin �

½78�

lim
�"1

ðq; qÞn
ð�; qÞn

Cnðcos �;� jqÞ ¼ Tnðcos �Þ

:¼ cosðn�Þ ðn > 0Þ ½79�

q-Racah Polynomials

Definition as q-hypergeometric series
(n = 0, 1, . . . , N)

Rnðq�y þ 	�qyþ1;
; �; 	; � jqÞ

:¼ 4�3
q�n; 
�qnþ1; q�y; 	�qyþ1

q
; q��; q	
; q; q

" #
ð
; �� or 	 ¼ q�N�1Þ ½80�

Orthogonality relationXN
y¼0

Rnðq�y þ 	�qyþ1ÞRmðq�y þ 	�qyþ1Þ!y

¼ hn�n;m ½81�

where !y and hn can be explicitly given.

Big q-Jacobi Polynomials

Definition as q-hypergeometric series

PnðxÞ ¼ Pnðx; a; b; c; qÞ

:¼ 3�2
q�n; qnþ1ab; x

qa; qc
; q; q

" #
½82�

Orthogonality relationZ qa

qc

PnðxÞPmðxÞ
ða�1x; c�1x; qÞ1
ðx; bc�1x; qÞ1

dqx ¼ hn �n;m;

ð0 < a < q�1; 0 < b < q�1; c < 0Þ ½83�

where hn can be explicitly given.

q-Difference equation

AðxÞPnðqxÞ � ðAðxÞ þ CðxÞÞPnðxÞ þ CðxÞPnðq�1xÞ
¼ ðq�n � 1Þð1� abqnþ1ÞPnðxÞ ½84�

where A(x)=aq(x�1)(bx� c)=x2 and C(x)= (x�qa)
(x�qc)=x2

Limit case: Jacobi polynomials P(
,�)
n (x)

lim
q"1

Pnðx; q
; q�;�q�1d; qÞ

¼ n!

ð
þ 1Þn
Pð
;�Þn

2xþ d � 1

d þ 1

� �
½85�

Special case: the little q-Jacobi polynomials

pnðx; a; b; qÞ ¼ ð�bÞ�nq�ð1=2Þnðnþ1Þ

� ðqb; qÞn
ðqa; qÞn

Pnðqbx; b; a; 0; qÞ ½86�

¼ 2�1ðq�n; qnþ1ab; qa; q; qxÞ ½87�

which satisfy orthogonality relation (for 0 < a < q�1

and b < q�1)Z 1

0

pnðx; a; b; qÞpmðx; a; b; qÞ ðqx; qÞ1
ðqbx; qÞ1

xlogq a dqx

¼ ðq; qab; qÞ1
ðqa; qb; qÞ1

ð1� qÞðqaÞn

1� abq2nþ1

ðq; qb; qÞn
ðqa; qab; qÞn

�n;m ½88�

Limit case: Jackson’s third q-Bessel function (see [22])

lim
N!1

pN�nðqNþk; q�; b; qÞ ¼ ðq; qÞ1
ðq�þ1; qÞ1

q��ðnþkÞ

� Jð3Þ� ð2qð1=2ÞðnþkÞ; qÞ ð� > �1Þ ½89�
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by which [88] tends to the orthogonality relation for
J(3)
� (x; q):X1

k¼�1
Jð3Þ� ð2qð1=2ÞðnþkÞ; qÞ Jð3Þ� ð2qð1=2ÞðmþkÞ; qÞqk

¼ �n;mq�n ðn;m 2 ZÞ ½90�

q-Hahn Polynomials

Definition as q-hypergeometric series

Qnðx;
; �;N; qÞ :¼ 3�2
q�n; qnþ1
�; x

q
; q�N ; q; q

� �
ðn ¼ 0; 1; . . . ;NÞ ½91�

Orthogonality relationXN
y¼0

Qnðq�yÞQmðq�yÞ
ðq
; q�N; qÞyðq
�Þ

�y

ðq�N��1;q; qÞy
¼ hn�n;m ½92�

where hn can be explicitly given.

Stieltjes–Wigert Polynomials

Definition as q-hypergeometric series

Snðx; qÞ ¼ 1

ðq; qÞn
1�1

q�n

0
; q;�qnþ1x

� �
½93�

The orthogonality measure is not uniquely determined:Z 1
0

Snðq1=2x; qÞSmðq1=2x; qÞwðxÞ dx ¼ 1

qnðq; qÞn
�n;m;

where, for instance

wðxÞ ¼ q1=2

logðq�1Þðq;�q1=2x;�q1=2x�1; qÞ1
or

q1=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� logðq�1Þ

p exp � log2 x

2 logðq�1Þ

 !
½94�

Rahman–Wilson Biorthogonal Rational Functions

The following functions are rational in their first
argument:

Rn
1
2 ðzþ z�1Þ; a; b; c; d; e
� 	
:¼ 10W9ða=e; q=ðbeÞ; q=ðceÞ;

q=ðdeÞ; az; a=z; qn�1abcd; q�n; q; qÞ ½95�

They satisfy the biorthogonality relation

1

2�i

I
C

Rn
1

2
ðzþ z�1Þ; a; b; c; d; e

� �
� Rm

1

2
ðzþ z�1Þ; a; b; c; d;

q

abcde

� �
wðzÞ dz

z

¼ 2hn�n;m ½96�

where the contour C is as in [70], and where

wðzÞ

¼ ðz2; z�2; abcdez; abcde=z; qÞ1
ðaz; a=z; bz; b=z; cz; c=z; dz; d=z; ez; e=z; qÞ1

½97�

h0 ¼
ðbcde;acde;abde;abce;abcd;qÞ1

ðq;ab;ac;ad;ae;bc;bd;be;cd;ce;de;qÞ1
½98�

and hn=h0 can also be given explicitly. For
ab=q�N,n,m 2 {0,1, . . . ,N}, there is a related dis-
crete biorthogonality of the formXN
k¼0

Rn
1

2
ðaqk þ a�1q�kÞ; a; b; c; d; e

� �
� Rm

1

2
ðaqk þ a�1q�kÞ; a; b; c; d;

q

abcde

� �
wk ¼ 0

ðn 6¼ mÞ ½99�

Identities and Functions Associated
with Root Systems

�-Function Identities

Let R be a root system on a Euclidean space of
dimension l. Then Macdonald (1972) generalizes
Weyl’s denominator formula to the case of an affine
root system. The resulting formula can be written as
an explicit expansion in powers of q of

Y1
n¼1

ð1� qnÞl
Y

2R

ð1� qne
Þ
 !

which expansion takes the form of a sum over a
lattice related to the root system. For root system A1

this reduces to Jacobi’s triple product identity [63].
Macdonald’s formula implies a similar expansion in
powers of q of �(q)lþjRj, where �(q) is ‘‘Dedekind’s
�-function’’ �(q) := q1=24(q; q)1.

Constant Term Identities

Let R be a reduced root system, Rþ the positive
roots, and k 2 Z>0. Macdonald conjectured the
second equality inR

T

Q

2Rþðe�
; qÞkðqe
; qÞk dxR

T dx

¼ CT
Y

2Rþ

Yk

i¼1

ð1� qi�1e�
Þð1� qie
Þ
 !

¼
Yl

i¼1

kdi

k

� �
q

½100�
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where T is a torus determined by R, CT means the
constant term in the Laurent expansion in e
, and
the di are the degrees of the fundamental invariants
of the Weyl group of R. The conjecture was
extended for real k > 0, for several parameters k
(one for each root length), and for root system BCn,
where Gustafson’s five-parameter n-variable analog
of the Askey–Wilson integral ([70] for n = 0)
settles:Z

½0;2��n
j�ðei�1 ; . . . ; ei�nÞj2 d�1 . . . �n

ð2�Þn ¼ 2nn!

�
Yn

j¼1

ðt; tnþj�2abcd; qÞ1
ðtj; q; abtj�1; actj�1; . . . ; cdtj�1; qÞ1

½101�

where

�ðzÞ :¼
Y

1�i<j�n

ðzizj; zi=zj; qÞ1
ðtzizj; tzi=zj; qÞ1

�
Yn
j¼1

ðz2
j ; qÞ1

ðazj; bzj; czj; dzj; qÞ1
½102�

Further extensions were in Macdonald’s conjectures
for the quadratic norms of Macdonald polynomials
associated with root systems (see the subsection
‘‘Macdonald–Koornwinder polynomials’’), and finally
proved by Cherednik.

Macdonald Polynomials for Root System An�1

Let n 2 Z>0. We work with partitions �= (�1, . . . ,�n)
of length � n, where �1 � � � � � �n � 0 are integers.
On the set of such partitions, we take the partial
order � � �)�1 þ � � � þ �n =�1 þ � � � þ �n and
�1 þ � � � þ �i � �1 þ � � � þ �i (i = 1, . . . , n� 1). Write
� < � iff � � � and � 6¼ �. The monomials are
z
 = z
1

1 . . . z
n
n (
1, . . . ,
n 2 Z�0). For � a partition

the symmetrized monomials m�(z) and the Schur
functions s�(z) are defined by:

m�ðzÞ:¼
X



z
 ðsum over all distinct

permutations 
 of ð�1; . . . ; �nÞÞ ½103�

s�ðzÞ :¼
detðz�jþn�j

i Þi;j¼1;...;n

detðzn�j
i Þi;j¼1;...;n

½104�

We integrate a function over the torus T := {z 2 Cn j
jz1j= � � � = jznj= 1} asZ

T

f ðzÞ dz :¼ 1

ð2�Þn

�
Z 2�

0

. . .

Z 2�

0

f ðei�1 ; . . . ; ei�nÞd�1 . . . d�n ½105�

Definition For � a partition and for 0 � t � 1, the
(analytically defined) Macdonald polynomial P�(z) =
P�(z; q, t) is of the form

P�ðzÞ ¼ P�ðz; q; tÞ ¼ m�ðzÞ þ
X
�<�

u�;�m�ðzÞ

ðu�;� 2 CÞ

such that for all � < �Z
T

P�ðzÞm�ðzÞ�ðzÞ dz ¼ 0

where

�ðzÞ ¼ �ðz; q; tÞ :¼
Y
i6¼j

ðziz
�1
j ; qÞ1

ðtziz�1
j ; qÞ1

½106�

Orthogonality relation

1

n!

Z
T

P�ðzÞP�ðzÞ�ðzÞ dz

¼
Y
i<j

ðq�i��j tj�i; q�i��jþ1tj�i; qÞ1
ðq�i��j tj�iþ1; q�i��jþ1tj�i�1; qÞ1

��;� ½107�

q-Difference equationXn

i¼1

Y
j 6¼i

tzi � zj

zi � zj

q;zi

P�ðz; q; tÞ

¼
Xn

i¼1

q�i tn�i

 !
P�ðz; q; tÞ ½108�

where 
q, zi
is the q-shift operator: 
q, zi

f (z1, . . . , zn) :=
f (z1, . . . , qzi, . . . , zn). See (Macdonald 1995, ch. VI, §3)
for the full system of q-difference equations.

Special value

P�ð1; t; . . . ; tn�1; q; tÞ ¼
Yn
i¼1

tði�1Þ�i

�
Y
i<j

ðtqj�i; qÞ�i��j

ðqj�i; qÞ�i��j

½109�

Restriction of number of variables

P�1;�2;...;�n�1;0ðz1; . . . ; zn�1; 0; q; tÞ
¼ P�1;�2;...;�n�1

ðz1; . . . ; zn�1; q; tÞ ½110�

Homogeneity

P�1;...;�n
ðz; q; tÞ ¼ z1 . . . znP�1�1;...;�n�1ðz; q; tÞ

ð�n > 0Þ ½111�
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Self-duality Let �,� be partitions.

P�ðq�1 tn�1; q�2tn�2; . . . ; q�n ; q; tÞ
P�ðtn�1; tn�2; . . . ; 1; q; tÞ

¼ P�ðq�1tn�1; q�2tn�2; . . . ; q�n ; q; tÞ
P�ðtn�1; tn�2; . . . ; 1; q; tÞ ½112�

Special cases and limit relations
Continuous q-ultraspherical polynomials (see [72]):

Pm;nðrei�; re�i�; q; tÞ ¼ ðq; qÞm�n

ðt; qÞm�n

rmþn

� Cm�nðcos �; t j qÞ ½113�

Symmetrized monomials (see [103]):

P�ðz; q; 1Þ ¼ m�ðzÞ ½114�

Schur functions (see [104]):

P�ðz; q; qÞ ¼ s�ðzÞ ½115�

Hall–Littlewood polynomials (see Macdonald (1995),
ch. III):

P�ðz; 0; tÞ ¼ P�ðz; tÞ ½116�

Jack polynomials (see Macdonald (1995), §VI.10):

lim
q"1

P�ðz; q; qaÞ ¼ P
ð1=aÞ
� ðzÞ ½117�

Algebraic definition of Macdonald polynomials
Macdonald polynomials can also be defined
algebraically. We work now with partitions
� (�1 � �2 � � � � � 0) of arbitrary length l(�), and
with symmetric polynomials in arbitrarily many
variables x1, x2, . . . , which can be canonically
extended to symmetric functions in infinitely
many variables x1, x2, . . . . The rth power sum pr

and the symmetric functions p� are formally
defined by

pr ¼
X
i�1

xr
i ; p� ¼ p�1

p�2
. . . ½118�

Put

z� :¼
Y
i�1

imimi! where mi ¼ mið�Þ is the number of

parts of � equal to i: ½119�

Define an inner product h , iq, t on the space of
symmetric functions such that

hp�; p�iq; t ¼ ��; � z�
Ylð�Þ
i¼1

1� q�i

1� t�i
½120�

For partitions �,� the partial ordering � � �
means now that

P
j�1 �j =

P
j�1 �j and �1 þ � � � þ

�i � �1 þ � � � þ �i for all i. The Macdonald poly-
nomial P�(x; q, t) can now be algebraically defined
as the unique symmetric function P� of the form
P� =

P
��� u�,�m� (u�,� 2 C, u�, � = 1) such that

hP�;P�iq:t ¼ 0 if � 6¼ � ½121�

If l(�) � n, then the newly defined P�(x) with
xnþ1 = xnþ2 = � � � = 0 coincides with P�(x; q, t)
defined analytically, and the new inner product is a
constant multiple (depending on n) of the old inner
product.

Bilinear sumX
�

1

hP�;P�iq; t
P�ðx; q; tÞP�ðy; q; tÞ

¼
Y
i; j�1

ðtxiyj; qÞ1
ðxiyj; qÞ1

½122�

Generalized Kostka numbers The Kostka numbers
K�,� occurring as expansion coefficients in
s� =

P
� K�,�m� were generalized by Macdonald to

coefficients K�,�(q, t) occurring in connection with
Macdonald polynomials, see Macdonald (1995,
§VI.8). Macdonald’s conjecture that K�,�(q, t) is a
polynomial in q and t with coefficients in Z�0 was
fully proved in Haiman (2001).

Macdonald–Koornwinder Polynomials

Macdonald (2000, 2001) also introduced Macdonald
polynomials associated with an arbitrary root
system. For root system BCn this yields a three-
parameter family which can be extended to the
five-parameter Macdonald–Koornwinder (M–K) poly-
nomials (Koornwinder 1992). They are orthogonal
with respect to the measure occurring in [101] with
�(z) given by [102]. The M–K polynomials are
n-variable analogs of the Askey–Wilson polynomials.
All polynomials just discussed tend, for q " 1, to
Jacobi polynomials associated with root systems.

Macdonald conjectured explicit expressions for
the quadratic norms of the Macdonald polynomials
associated with root systems and of the M–K
polynomials. These were proved by Cherednik by
considering these polynomials as Weyl group
symmetrizations of non-invariant polynomials
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which are related to double affine Hecke algebras
(see Macdonald (2003)).

Elliptic Hypergeometric Series

Let p, q 2 C, jpj, jqj < 1. Define a modified Jacobi
theta function by

�ðx; pÞ :¼ ðx; p=x; pÞ1 ðx 6¼ 0Þ ½123�

and the elliptic shifted factorial by

ða; q; pÞk :¼ �ða; pÞ�ðaq; pÞ . . . �ðaqk�1; pÞ
ðk 2 Z>0Þ; ða; q; pÞ0 :¼ 1 ½124�

ða1; . . . ; ar; q;pÞk :¼ ða1; q; pÞk . . . ðar; q; pÞk ½125�

where a,a1, . . . ,ar 6¼ 0. For q=e2�i�, p=e2�i
 (=
 > 0),
and a2C we have

�ðae2�i�ðxþ��1Þ; e2�i
 Þ
�ðae2�i�x; e2�i
 Þ ¼ 1

�ðae2�i�ðxþ
��1Þ; e2�i
 Þ
�ðae2�i�x; e2�i
 Þ ¼ �a�1q�x ½126�

A series
P1

k = 0 ck with ckþ1=ck being an elliptic
(i.e., doubly periodic meromorphic) function of k
considered as a complex variable is called an elliptic
hypergeometric series. In particular, define the rEr�1

theta hypergeometric series as the formal series

rEr�1ða1; . . . ; ar; b1; . . . ; br�1; q; p; zÞ

:¼
X1
k¼0

ða1; . . . ; ar; q; pÞk
ðb1; . . . ; br�1; q; pÞk

zk

ðq; q; pÞk
½127�

It has g(k):= ckþ1=ck with

gðxÞ ¼ z�ða1qx; pÞ . . . �ðarq
x; pÞ

�ðqxþ1; pÞ �ðb1qx; pÞ . . . �ðbr�1qx; pÞ

By [126], g(x) is an elliptic function with periods ��1

and 
��1 (q = e2�i�, p = e2�i
 ) if the balancing condi-
tion a1 . . . ar = qb1 . . . br�1 is satisfied.

The rVr�1 very well-poised theta hypergeometric
series (a special rEr�1) is defined, in case of
argument 1, as:

rVr�1ða1; a6; . . . ; ar; q; pÞ

:¼
X1
k¼0

�ða1q2k; pÞ
�ða1; pÞ

ða1; a6; . . . ; ar; q; pÞk
ðqa1=a6; . . . ; qa1=ar; q; pÞk

� qk

ðq; q; pÞk
½128�

The series is called balanced if a2
6 . . . a2

r = ar�6
1 qr�4.

The series terminates if, for instance, ar = q�n.

Elliptic Analog of Jackson’s 8W7 Summation

10V9ða; b; c; d; qnþ1a2=ðbcdÞ; q�n; q; pÞ

¼ ðqa; qa=ðbcÞ; qa=ðbdÞ; qa=ðcdÞ; q; pÞn
ðqa=b; qa=c; qa=d; qa=ðbcdÞ; q; pÞn

½129�

Elliptic Analog of Bailey’s 10W9 Transformation

12V11 a;b;c;d;e; f ;
qnþ2a3

bcdef
;q�n;q;p

� �
¼ðqa;qa=ðef Þ;ðqaÞ2=ðbcdeÞ;ðqaÞ2=ðbcdf Þ;q;pÞn
ðqa=e;qa=f ;ðqaÞ2=ðbcdef Þ;ðqaÞ2=ðbcdÞ;q;pÞn

� 12V11
qa2

bcd
;
qa

cd
;
qa

bd
;
qa

bc
;e;f ;

qnþ2a3

bcdef
;q�n;q;p

� �
½130�

Suitable 12V11 functions satisfy a discrete biortho-
gonality relation which is an elliptic analog of [99].

Ruijsenaars’ elliptic gamma function

�ðz; q;pÞ :¼
Y1

j;k¼0

1� z�1qjþ1pkþ1

1� zqjpk
½131�

which is symmetric in p and q. Then

�ðqz; q; pÞ ¼ �ðz; pÞ�ðz; q; pÞ
�ðqnz; q; pÞ ¼ ðz; q; pÞn�ðz; q; pÞ

½132�

Applications

Quantum Groups

A specific quantum group is usually a Hopf algebra
which is a q-deformation of the Hopf algebra of
functions on a specific Lie group or, dually, of a
universal enveloping algebra (viewed as Hopf
algebra) of a Lie algebra. The general philosophy is
that representations of the Lie group or Lie algebra
also deform to representations of the quantum
group, and that special functions associated with
the representations in the classical case deform to
q-special functions associated with the representa-
tions in the quantum case. Sometimes this is
straightforward, but often new subtle phenomena
occur.

The representation-theoretic objects which may
be explicitly written in terms of q-special functions
include matrix elements of representations with
respect to specific bases (in particular spherical
elements), Clebsch–Gordan coefficients and Racah
coefficients. Many one-variable q-hypergeometric
functions have found interpretation in some way
in connection with a quantum analog of a three-
dimensional Lie group (generically the Lie group
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SL(2, C) and its real forms). Classical by now are:
little q-Jacobi polynomials interpreted as matrix
elements of irreducible representations of SUq(2)
with respect to the standard basis; Askey–Wilson
polynomials similarly interpreted with respect to a
certain basis not coming from a quantum subgroup;
Jackson’s third q-Bessel functions as matrix elements
of irreducible representations of Eq(2); q-Hahn
polynomials and q-Racah polynomials interpreted
as Clebsch–Gordan coefficients and Racah coeffi-
cients, respectively, for SUq(2).

Further developments include: Macdonald poly-
nomials as spherical elements on quantum analogs
of compact Riemannian symmetric spaces; q-analogs
of Jacobi functions as matrix elements of irreducible
unitary representations of SUq(1, 1); Askey–Wilson
polynomials as matrix elements of representations
of the SU(2) dynamical quantum group; an inter-
pretation of discrete 12V11 biorthogonality relations
on the elliptic U(2) quantum group.

Since the q-deformed Hopf algebras are usually
presented by generators and relations, identities for
q-special functions involving noncommuting vari-
ables satisfying simple relations are important for
further interpretations of q-special functions in
quantum groups, for instance:

q-Binomial formula with q-commuting variables

ðxþ yÞn ¼
Xn

k¼0

n
k

� �
q

yn�kxk ðxy ¼ qyxÞ ½133�

Functional equations for q-exponentials with xy
= qyx

eqðxþ yÞ ¼ eqðyÞeqðxÞ
Eqðxþ yÞ ¼ EqðxÞEqðyÞ

½134�

eqðxþ y� yxÞ ¼ eqðxÞeqðyÞ
Eqðxþ yþ yxÞ ¼ EqðyÞEqðxÞ

½135�

Various Algebraic Settings

Classical groups over finite fields (Chevalley
groups) q-Hahn polynomials and various kinds of
q-Krawtchouk polynomials have interpretations as
spherical and intertwining functions on classical
groups (GLn, SOn, Spn) over a finite field Fq with
respect to suitable subgroups, see Stanton (1984).

Affine Kac–Moody algebras (see Lepowsky
(1982)) The Rogers–Ramanujan identities [57],
[58] and some of their generalizations were inter-
preted in the context of characters of representations
of the simplest affine Kac–Moody algebra A(1)

1 .

Macdonald’s generalization of Weyl’s denominator
formula to affine root systems has an interpretation
as an identity for the denominator of the character
of a representation of an affine Kac–Moody
algebra.

Partitions of Positive Integers

Let n be a positive integer, p(n) the number of
partitions of n, pN(n) the number of partitions of n
into parts �N, pdist(n) the number of partitions of
n into distinct parts, and podd(n) the number of
partitions of n into odd parts. Then, Euler observed:

1

ðq; qÞ1
¼
X1
n¼0

pðnÞqn 1

ðq; qÞN
¼
X1
n¼0

pNðnÞqn ½136�

ð�q; qÞ1 ¼
X1
n¼0

pdistðnÞqn

1

ðq; q2Þ1
¼
X1
n¼0

poddðnÞqn

½137�

and

ð�q; qÞ1 ¼
1

ðq; q2Þ1
; pdistðnÞ ¼ poddðnÞ ½138�

The Rogers–Ramanujan identity [57] has the
following partition-theoretic interpretation: the
number of partitions of n with parts differing at
least 2 equals the number of partitions of n into
parts congruent to 1 or 4 (mod 5). Similarly, [58]
yields: the number of partitions of n with parts
larger than 1 and differing at least 2 equals the
number of partitions of n into parts congruent to
2 or 3 (mod 5).

The left-hand sides of the Rogers–Ramanujan
identities [57] and [58] have interpretations in
the ‘‘hard hexagon model,’’ see Baxter (1982).
Much further work has been done on Rogers–
Ramanujan-type identities in connection with
more general models in statistical mechanics. The
so-called ‘‘fermionic expressions’’ do occur.

See also: Combinatorics: Overview; Eight Vertex and
Hard Hexagon Models; Hopf Algebras and q-Deformation
Quantum Groups; Integrable Systems: Overview; Ordinary
Special Functions; Solitons and Kac–Moody Lie Algebras.
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Vannes, France
V Turaev, IRMA, Strasbourg, France

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

The idea to derive topological invariants of smooth
manifolds from partition functions of certain action
functionals was suggested by A Schwarz (1978) and
highlighted by E Witten (1988). Witten interpreted
the Jones polynomial of links in the 3-sphere S3 as a
partition function of the Chern–Simons field theory.
Witten conjectured the existence of mathematically
defined topological invariants of 3-manifolds, gen-
eralizing the Jones polynomial (or rather its values
in complex roots of unity) to links in arbitrary
closed oriented 3-manifolds. A rigorous construction
of such invariants was given by N Reshetikhin and
V Turaev (1989) using the theory of quantum
groups. The Witten–Reshetikhin–Turaev invariants
of 3-manifolds, also called the ‘‘quantum invar-
iants,’’ extend to a topological quantum field theory
(TQFT) in dimension 3.

Ribbon and Modular Categories

The Reshetikhin–Turaev approach begins with fixing
suitable algebraic data, which are best described in terms
of monoidal categories. Let C be a monoidal category
(i.e., a category with an associative tensor product and
unit object 1). A ‘‘braiding’’ in C assigns to any objects
V, W 2 C an invertible morphism cV, W : V �W !
W � V such that, for any U, V, W 2 C,

cU;V�W ¼ ðidV � cU;WÞðcU;V � idWÞ
cU�V;W ¼ ðcU;W � idVÞðidU � cV;WÞ

A ‘‘twist’’ in C assigns to any object V 2 C an
invertible morphism �V : V ! V such that, for any
V, W 2 C,

�V�W ¼ cW;V cV;Wð�V � �WÞ

A ‘‘duality’’ in C assigns to any object V 2 C a ‘‘dual’’
object V	 2 C, and evaluation and co-evaluation
morphisms dV : V	 � V ! 1, bV : 1! V � V	 such
that

ðidV � dVÞðbV � idVÞ ¼ idV

ðdV � idV	 ÞðidV	 � bVÞ ¼ idV	
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The category C with duality, braiding, and twist is
ribbon, if for any V 2 C,

ð�V � idV� ÞbV ¼ ðidV � �V� ÞbV

For an endomorphism f : V ! V of an object V 2 C,
its trace ‘‘tr(f ) 2 EndC(1)’’ is defined as

trðf Þ ¼ dVcV;V� ðð�Vf Þ � idV� ÞbV : 1! 1

This trace shares a number of properties of the
standard trace of matrices, in particular,
tr(fg) = tr(gf ) and tr(f � g) = tr(f )tr(g). For an object
V 2 C, set

dimðVÞ ¼ trðidVÞ ¼ dVcV;V� ð�V � idV� ÞbV

Ribbon categories nicely fit the theory of knots
and links in S3. A link L � S3 is a closed one-
dimensional submanifold of S3. (A manifold is
closed if it is compact and has no boundary.) A
link is oriented (resp. framed) if all its components
are oriented (resp. provided with a homotopy class
of nonsingular normal vector fields). Given a framed
oriented link L � S3 whose components are labeled
with objects of a ribbon category C, one defines a
tensor hLi 2 EndC(1). To compute hLi, present L by
a plane diagram with only double transversal cross-
ings such that the framing of L is orthogonal to the
plane. Each double point of the diagram is an
intersection of two branches of L, going over and
under, respectively. Associate with such a crossing
the tensor (cV, W)�1 where V, W 2 C are the labels of
these two branches and �1 is the sign of the crossing
determined by the orientation of L. We also
associate certain tensors with the points of the
diagram where the tangent line is parallel to a fixed
axis on the plane. These tensors are derived from the
evaluation and co-evaluation morphisms and the
twists. Finally, all these tensors are contracted into a
single element hLi 2 EndC(1). It does not depend on
the intermediate choices and is preserved under
isotopy of L in S3. For the trivial knot O(V) with
framing 0 and label V 2 C, we have hO(V)i=
dim (V).

Further constructions need the notion of a tangle.
An (oriented) tangle is a compact (oriented) one-
dimensional submanifold of R2 � [0, 1] with end-
points on R� 0� {0, 1}. Near each of its endpoints,
an oriented tangle T is directed either down or up,
and thus acquires a sign �1. One can view T as a
morphism from the sequence of �1’s associated
with its bottom ends to the sequence of �1’s
associated with its top ends. Tangles can be
composed by putting one on top of the other.
This defines a category of tangles T whose objects
are finite sequences of �1’s and whose morphisms

are isotopy classes of framed oriented tangles.
Given a ribbon category C, we can consider C-
labeled tangles, that is, (framed oriented) tangles
whose components are labeled with objects of C.
They form a category T C. Links appear here as
tangles without endpoints, that is, as morphisms
; ! ;. The link invariant hLi generalizes to a
functor h � i : T C ! C.

To define 3-manifold invariants, we need modular
categories (Turaev 1994). Let k be a field. A
monoidal category C is k-additive if its Hom sets
are k-vector spaces, the composition and tensor
product of the morphisms are bilinear, and
EndC(1) = k. An object V 2 C is simple if
EndC(V) = k. A modular category is a k-additive
ribbon category C with a finite family of simple
objects {V�}� such that (1) for any object V 2 C
there is a finite expansion idV =

P
i figi for

certain morphisms gi : V ! V�i , fi : V�i ! V and
(2) the S-matrix (S�,�) is invertible over k where
S�,� = tr(cV�, V�

cV�, V�
). Note that S�,� = hH(�,�)i

where H(�,�) is the oriented Hopf link with framing 0,
linking numberþ1, and labels V�, V�.

Axiom (1) implies that every simple object in C is
isomorphic to exactly one of V�. In most interesting
cases (when there is a well-defined direct summa-
tion in C), this axiom may be rephrased by saying
that C is finite semisimple, that is, C has a finite set
of isomorphism classes of simple objects and all
objects of C are direct sums of simple objects. A
weaker version of the axiom (2) yields premodular
categories.

The invariant h � i of links and tangles extends by
linearity to the case where labels are finite linear
combinations of objects of C with coefficients in k.
Such a linear combination � =

P
� dim (V�)V� is

called the Kirby color. It has the following sliding
property: for any object V 2 C, the two tangles in
Figure 1 yield the same morphism V ! V. Here, the
dashed line represents an arc on the closed compo-
nent labeled by �. This arc can be knotted or linked
with other components of the tangle (not shown in
the figure).

V V 

Ω Ω

Figure 1 Sliding property.

118 Quantum 3-Manifold Invariants



Invariants of Closed 3-Manifolds

Given an embedded solid torus g : S1 �D2 ,! S3,
where D2 is a 2-disk and S1 = @D2, a 3-manifold can
be built as follows. Remove from S3 the interior of
g(S1 �D2) and glue back the solid torus D2 � S1

along gjS1�S1 . This process is known as ‘‘surgery.’’
The resulting 3-manifold depends only on the
isotopy class of the framed knot represented by g.
More generally, a surgery on a framed link
L = [m

i = 1 Li in S3 with m components yields a
closed oriented 3-manifold ML. A theorem of
W Lickorish and A Wallace asserts that any closed
connected oriented 3-manifold is homeomorphic to
ML for some L. R Kirby proved that two framed
links give rise to homeomorphic 3-manifolds if and
only if these links are related by isotopy and a finite
sequence of geometric transformations called Kirby
moves. There are two Kirby moves: adjoining a
distant unknot O" with framing "=�1, and sliding
a link component over another one as in Figure 1.

Let L = [m
i = 1 Li � S3 be a framed link and let

(bi, j)i, j = 1,..., m be its linking matrix: for i 6¼ j, bi, j is
the linking number of Li, Lj, and bi, i is the framing
number of Li. Denote by eþ (resp. e�) the number of
positive (resp. negative) eigenvalues of this matrix.
The sliding property of modular categories implies
the following theorem. In its statement, a knot K
with label � is denoted by K(�).

Theorem 1 Let C be a modular category with
Kirby color �. Then hO1(�)i 6¼ 0, hO�1(�)i 6¼ 0 and
the expression

�CðMLÞ¼hO1ð�Þi�eþhO�1ð�Þi�e�hL1ð�Þ; . . . ;Lmð�Þi

is invariant under the Kirby moves on L. This
expression yields, therefore, a well-defined topological
invariant �C of closed connected oriented 3-manifolds.

Several competing normalizations of �C exist in
the literature. Here, the normalization used is such
that �C(S

3) = 1 and �C(S
1 � S2) =

P
� (dim (V�))

2.
The invariant �C extends to 3-manifolds with a
framed oriented C-labeled link K inside by

�CðML; KÞ
¼ hO1ð�Þi�eþhO�1ð�Þi�e�hL1ð�Þ; . . . ;Lmð�Þ; Ki

Three-Dimensional TQFTs

A three-dimensional TQFT V assigns to every closed
oriented surface X a finite-dimensional vector space
V(X) over a field k and assigns to every cobordism
(M, X, Y) a linear map V(M) = V(M, X, Y) : V(X)!
V(Y). Here, a ‘‘cobordism’’ (M, X, Y) between
surfaces X and Y is a compact oriented 3-manifold

M with @M = (�X) q Y (the minus sign indicates the
orientation reversal). A TQFT has to satisfy axioms
which can be expressed by saying that V is a
monoidal functor from the category of surfaces and
cobordisms to the category of vector spaces over k.
Homeomorphisms of surfaces should induce iso-
morphisms of the corresponding vector spaces
compatible with the action of cobordisms. From
the definition, V(;) = k. Every compact oriented
3-manifold M is a cobordism between ; and @M
so that V yields a ‘‘vacuum’’ vector V(M) 2 Hom(V(;),
V(@M)) = V(@M). If @M = ;, then this gives a
numerical invariant V(M) 2 V(;) = k.

Interestingly, TQFTs are often defined for
surfaces and 3-cobordisms with additional struc-
ture. The surfaces X are normally endowed with
Lagrangians, that is, with maximal isotropic
subspaces in H1(X; R). For 3-cobordisms, several
additional structures are considered in the litera-
ture: for example, 2-framings, p1-structures, and
numerical weights. All these choices are equiva-
lent. The TQFTs requiring such additional struc-
tures are said to be ‘‘projective’’ since they provide
projective linear representations of the mapping
class groups of surfaces.

Every modular category C with ground field k
and simple objects {V�}� gives rise to a projective
three-dimensional TQFT VC. It depends on the
choice of a square root D of

P
� (dim (V�))

2 2 k.
For a connected surface X of genus g,

VCðXÞ ¼ HomC 1;
M
�1;...;�g

Og

r¼1

ðV�r
� V��r

Þ

0@ 1A
The dimension of this vector space enters the
Verlinde formula

dimkðVCðXÞÞ � 1k ¼ D2g�2
X
�

ðdimðV�ÞÞ2�2g

where 1k 2 k is the unit of the field k. If char(k) = 0,
then this formula computes dimk (VC(X)). For a
closed connected oriented 3-manifold M with
numerical weight zero, VC(M) =D�b1(M)�1�C(M),
where b1(M) is the first Betti number of M.

The TQFT VC extends to a vaster class of surfaces
and cobordisms. Surfaces may be enriched with a
finite set of marked points, each labeled with an
object of C and endowed with a tangent direction.
Cobordisms may be enriched with ribbon (or fat)
graphs whose edges are labeled with objects of C and
whose vertices are labeled with appropriate inter-
twiners. The resulting TQFT, also denoted VC, is
nondegenerate in the sense that, for any surface X,
the vacuum vectors in V(X) determined by all M
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with @M = X span V(X). A detailed construction
of VC is given in Turaev (1994).

The two-dimensional part of VC determines a
‘‘modular functor’’ in the sense of G Segal,
G Moore, and N Seiberg.

Constructions of Modular Categories

The universal enveloping algebra Ug of a (finite-
dimensional complex) simple Lie algebra g admits
a deformation Uqg, which is a quasitriangular Hopf
algebra. The representation category Rep(Uqg) is
C-linear and ribbon. For generic q 2 C, this category is
semisimple. (The irreducible representations of g can
be deformed to irreducible representations of Uqg.)
For q, an appropriate root of unity, a certain
subquotient of Rep(Uqg) is a modular category
with ground field k = C. For g = sl2(C), it was
pointed out by Reshetikhin and Turaev; the general
case involves the theory of tilting modules. The
corresponding 3-manifold invariant � is denoted
�g

q . For example, if g = sl2(C) and M is the Poincaré
homology sphere (obtained by surgery on a left-
hand trefoil with framing �1), then (Le 2003)

�g
q ðMÞ ¼ ð1� qÞ�1

X
n	0

qnð1� qnþ1Þ

� ð1� qnþ2Þ � � � ð1� q2nþ1Þ

The sum here is finite since q is a root of unity.
There is another construction (Le 2003) of a

modular category associated with a simple Lie
algebra g and certain roots of unity q. The
corresponding quantum invariant of 3-manifolds is
denoted �Pg

q . (Here, it is normalized so that
�Pg

q (S3) = 1.) Under mild assumptions on the order
of q, we have �g

q (M) = �g
q (M)� 0(M) for all M, where

� 0(M) is a certain Gauss sum determined by g, the
homology group H = H1(M) and the linking form
Tors H � Tors H ! Q=Z.

A different construction derives modular categories
from the category of framed oriented tangles T . Given
a ring K, a bigger category K[T ] can be considered
whose morphisms are linear combinations of tangles
with coefficients in K. Both T and K[T ] have a
natural structure of a ribbon monoidal category.

The skein method builds ribbon categories by
quotienting K[T ] using local ‘‘skein’’ relations,
which appear in the theory of knot polynomials
(the Alexander–Conway polynomial, the Homfly
polynomial, and the Kauffman polynomial). In
order to obtain a semisimple category, one com-
pletes the quotient category with idempotents as
objects (the Karoubi completion). Choosing appro-
priate skein relations, one can recover the modular

categories derived from quantum groups of series
A, B, C, D. In particular, the categories determined
by the series A arise from the Homfly skein relation
shown in Figure 2 where a, s 2 K. The categories
determined by the series B, C, D arise from the
Kauffman skein relation.

The quantum invariants of 3-manifolds and the
TQFTs associated with slN can be directly described
in terms of the Homfly skein theory, avoiding the
language of ribbon categories (W Lickorish,
C Blanchet, N Habegger, G Masbaum, P Vogel for
sl2 and Y Yokota for all slN).

Unitarity

From both physical and topological viewpoints,
one is mainly interested in Hermitian and unitary
TQFTs (over k = C). A TQFT V is Hermitian if the
vector space V(X) is endowed with a nondegene-
rate Hermitian form h. , .iX : V(X)�C V(X)! C
such that:

1. the form h. , .iX is natural with respect to homeo-
morphisms and multiplicative with respect to
disjoint union and

2. for any cobordism (M, X, Y) and any
x 2 V(X), y 2 V(Y),

hVðM;X;YÞðxÞ; yiY ¼ hx;Vð�M;Y;XÞðyÞiX
If h. , .iX is positive definite for every X, then the
Hermitian TQFT is ‘‘unitary.’’ Note two features of
Hermitian TQFTs. If @M = ;, then V(�M) = V(M).
The group of self-homeomorphisms of any X
acts in V(X) preserving the form h. , .iX. For a
unitary TQFT, this gives an action by unitary matrices.

The three-dimensional TQFT derived from a mod-
ular category V is Hermitian (resp. unitary) under
additional assumptions on V which are discussed
briefly. A ‘‘conjugation’’ in V assigns to each morph-
ism f : V !W in V a morphism �f : W ! V so that

f ¼ f ; f þ g ¼ �f þ �g for any f ; g : V !W

f � g ¼ �f � �g for any morphisms f ; g in C
f 
 g ¼ �g 
 �f for any morphisms

f : V !W; g : W ! V

a 

–1 = (s – s 

–1)–a

Figure 2 The Homfly relation.
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One calls V Hermitian if it is endowed with
conjugation such that

�V ¼ ð�VÞ�1; cV;W ¼ ðcV;WÞ�1

bV ¼ dVcV;V� ð�V � 1V� Þ
dV ¼ ð1V� � ��1

V Þc�1
V�;VbV

for any objects V, W of V. A Hermitian modular
category V is unitary if tr(f�f ) 	 0 for any morphism
f in V. The three-dimensional TQFT, derived from a
Hermitian (resp. unitary) modular category, has a
natural structure of a Hermitian (resp. unitary)
TQFT.

The modular category derived from a simple Lie
algebra g and a root of unity q is always Hermitian.
It may be unitary for some q. For simply laced g,
there are always such roots of unity q of any given
sufficiently big order. For non-simply-laced g, this
holds under certain divisibility conditions on the
order of q.
i
k

l
m

n

j

Figure 3 Labeled tetrahedron.
Integral Structures in TQFTs

The quantum invariants of 3-manifolds have one
fundamental property: up to an appropriate res-
caling, they are algebraic integers. This was
first observed by H Murakami, who proved that
� sl2

q (M) is an algebraic integer, provided the order of
q is an odd prime and M is a homology sphere. This
extends to an arbitrary closed connected oriented 3-
manifold M and an arbitrary simple Lie algebra g as
follows (Le 2003): for any sufficiently big prime
integer r and any primitive rth root of unity q,

�Pg
q ðMÞ 2 Z½q� ¼ Z½expð2�i=rÞ� ½1�

This inclusion allows one to expand �Pg
q (M) as

a polynomial in q. A study of its coefficients leads
to the Ohtsuki invariants of rational homology
spheres and further to perturbative invariants of
3-manifolds due to T Le, J Murakami, and
T Ohtsuki (see Ohtsuki (2002)). Conjecturally, the
inclusion [1] holds for nonprime (sufficiently big) r
as well. Connections with the algebraic number
theory (specifically modular forms) were studied by
D Zagier and R Lawrence.

It is important to obtain similar integrality results
for TQFTs. Following P Gilmer, fix a Dedekind
domain D � C and call a TQFT V almost D-integral
if it is nondegenerate and there is d 2 C such
that dV(M) 2 D for all M with @M = ;. Given
an almost-integral TQFT V and a surface X, we
define S(X̂) to be the D-submodule of V(X), generated
by all vacuum vectors for X. This module is preserved
under the action of self-homeomorphisms of X.
It turns out that S(X) is a finitely generated
projective D-module and V(X) = S(X)�D C.
A cobordism (M, X, Y) is targeted if all its connected
components meet Y along a nonempty set. In
this case, V(M)(S(X)) � S(Y). Thus, applying S to
surfaces and restricting � to targetet cobordisms, we
obtain an ‘‘integral version’’ of V. In many interest-
ing cases, the D-module S(X) is free and its basis
may be described explicitly. A simple Lie algebra g
and a primitive rth (in some cases 4rth) root of unity
q with sufficiently big prime r give rise to an almost
D-integral TQFT for D = Z[q].
State-Sum Invariants

Another approach to three-dimensional TQFTs is
based on the theory of 6j-symbols and state sums on
triangulations of 3-manifolds. This approach intro-
duced by V Turaev and O Viro is a quantum
deformation of the Ponzano–Regge model for the
three-dimensional lattice gravity. The quantum 6j-
symbols derived from representations of Uq(sl2C) are
C-valued rational functions of the variable q0 = q1=2

i j k
l m n

���� ���� ½2�

numerated by 6-tuples of non-negative integers i, j,
k, l, m, n. One can think of these integers as labels
sitting on the edges of a tetrahedron (see Figure 3).
The 6j-symbol admits various equivalent normal-
izations and we choose the one which has full
tetrahedral symmetry. Now, let q0 2 C be a
primitive 2rth root of unity with r 	 2. Set
I = {0, 1, . . . , r� 2}. Given a labeled tetrahedron T
as in Figure 3 with i, j, k, l, m, n 2 I, the 6j-symbol
[2] can be evaluated at q0 and we can obtain a
complex number denoted jTj. Consider a closed
three-dimensional manifold M with triangulation t.
(Note that all 3-manifolds can be triangulated.) A
coloring of M is a mapping ’ from the set Edg(t)
of the edges of t to I. Set

jMj ¼ ð
ffiffiffiffiffi
2r
p

=ðq0 � q�1
0 ÞÞ

�2a
X
’

Y
e2EdgðtÞ

h’ðeÞi
Y
T

jT’j
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where a is the number of vertices of t, hni= (�1)n

(qn
0 � q�n

0 )
�

(q0 � q�1
0 ) for any integer n, T runs over

all tetrahedra of t, and T’ is T with the labeling
induced by ’. It is important to note that jMj does
not depend on the choice of t and thus yields a
topological invariant of M.

The invariant jMj is closely related to the
quantum invariant �g

q (M) for g = sl2(C). Namely,
jMj is the square of the absolute value of �g

q (M), that
is, jMj= j�g

q (M)j2. This computes j�g
q (M)j inside M

without appeal to surgery. No such computation of
the phase of �g

q (M) is known.
These constructions generalize in two directions.

First, they extend to manifolds with boundary. Second,
instead of the representation category of Uq(sl2C), one
can use an arbitrary modular category C. This yields a
three-dimensional TQFT, which associates to a surface
X a vector space jXjC, and to a 3-cobordism (M, X, Y)
a homomorphism jMjC : jXjC ! jYjC, (see Turaev
(1994)). When X = Y = ;, this homomorphism is
multiplication C! C by a topological invariant
jMjC 2 C. The latter is computed as a state sum on a
triangulation of M involving the 6j-symbols associated
with C. In general, these 6j-symbols are not numbers
but tensors so that, instead of their product, one
should use an appropriate contraction of tensors. The
vectors in V(X) are geometrically represented by
trivalent graphs on X such that every edge is labeled
with a simple object of C and every vertex is labeled
with an intertwiner between the three objects labeling
the incident edges. The TQFT j � jC is related to the
TQFT V = VC by jMjC = jV(M)j2. Moreover, for any
closed oriented surface X,

jXjC ¼EndðVðXÞÞ ¼ VðXÞ � ðVðXÞÞ�

¼VðXÞ � Vð�XÞ

and for any three-dimensional cobordism (M, X, Y),

jMjC ¼ VðMÞ � Vð�MÞ : VðXÞ � Vð�XÞ
! VðYÞ � Vð�YÞ

J Barrett and B Westbury introduced a general-
ization of jMjC derived from the so-called spherical
monoidal categories (which are assumed to be
semisimple with a finite set of isomorphism classes
of simple objects). This class includes modular
categories and a most interesting family of (unitary
monoidal) categories arising in the theory of sub-
factors (see Evans and Kawahigashi (1998) and
Kodiyalam and Sunder (2001)). Every spherical
category C gives rise to a topological invariant jMjC
of a closed oriented 3-manifold M. (It seems that this
approach has not yet been extended to cobordisms.)

Every monoidal category C gives rise to a double (or
a center) Z(C), which is a braided monoidal category
(see Majid (1995)). If C is spherical, then Z(C) is
modular. Conjecturally, jMjC = �Z(C)(M). In the case
where C arises from a subfactor, this has been recently
proved by Y Kawahigashi, N Sato, and M Wakui.

The state sum invariants above are closely related
to spin networks, spin foam models, and other
models of quantum gravity in dimension 2þ 1 (see
Baez (2000) and Carlip (1998)).

See also: Axiomatic Approach to Topological Quantum
Field Theory; Braided and Modular Tensor Categories;
Chern–Simons Models: Rigorous Results; Finite-type
Invariants of 3-Manifolds; Large-N and Topological
Strings; Schwarz-Type Topological Quantum Field
Theory; Topological Quantum Field Theory: Overview;
von Neumann Algebras: Subfactor Theory.
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Introduction

Calogero–Moser (C–M) systems are multiparticle
(i.e., finite degrees of freedom) dynamical systems
with long-range interactions. They are integrable
and solvable at both classical and quantum levels.
These systems offer an ideal arena for interplay of
many important concepts in mathematical/theoreti-
cal physics: to name a few, classical and quantum
mechanics, classical and quantum integrability,
exact and quasi-exact solvability, addition of dis-
crete (spin) degrees of freedom, quantum Lax pair
formalism, supersymmetric quantum mechanics,
crystallographic root systems and associated Weyl
groups and Lie algebras, noncrystallographic root
systems, and Coxeter groups or finite reflection
groups. The quantum integrability or solvability of
C–M systems does not depend on such known
solution mechanisms as Yang–Baxter equations,
quantum R-matrix or Bethe ansatz for the quantum
systems. In fact, quantum C–M systems provide a
good material for pondering about quantum
integrability.

Quantum (Liouville) Integrability

The classical Liouville theorem for an integrable
system consists of two parts. Let us consider
Hamiltonian dynamics of finite degrees of freedom
N with coordinates q = (q1, . . . , qN) and conjugate
momenta p = (p1, . . . , pN) equipped with Poisson
brackets {qj, pk} = �jk, {qj, qk} = {pj, pk} = 0. The first
part is the existence of a set of independent and
involutive {Kj, Kk} = 0 conserved quantities {Kj} as
many as the degrees of freedom (j = 1, . . . , N). The
second part asserts that the generating function of the
canonical transformation for the action-angle vari-
ables can be constructed from the conserved quan-
tities via quadrature. In other words, the second part,
that is, the reducibility to the action-angle variables is
the integrability. The quantum counterpart of the
first half is readily formulated: that is, the existence
of a set of independent and mutually commuting
(involutive) [Kj, Kk] = 0 conserved quantities {Kj} as
many as the degrees of freedom. (This does not
necessary imply, however, that they are well defined
in a proper Hilbert space.) The definition of the
quantum integrability should come as a second part,
which is yet to be formulated. It is clear that the

quantum Liouville integrability does not imply the
complete determination of the eigenvalues and
eigenfunctions. Such systems would be called exactly
solvable. This can be readily understood by consider-
ing any (autonomous) degree-1 Hamiltonian system,
which, by definition, is Liouville integrable at the
classical and quantum levels. However, it is known
that the number of excatly solvable degree-1 Hamil-
tonians are very limited. What would be the quantum
counterpart of the ‘‘transformation to action-angle
variables by quadrature’’? Could it be better for-
mulated in terms of a path integral? Many questions
remain to be answered. The quantum C–M systems,
an infinite family of exactly solvable multiparticle
Hamiltonians, would shed some light on the problem
of quantum integrability, in addition to their own
beautiful structure explored below.

Throughout this article, the dependence on
Planck’s constant, �h, is shown explicitly to distin-
guish the quantum effects.

Simplest Cases (Based on Ar�1 Root
System)

The simplest example of a C–M system consists of r
particles of equal mass (normalized to unity) on a
line with pairwise 1=(distance)2 interactions
described by the following Hamiltonian:

Ĥ ¼ 1

2

Xr

j¼1

p2
j þ gðg� �hÞ

Xr

j<k

1

ðqj � qkÞ2
½1�

in which g is a real positive coupling constant.
Here q = (q1, . . . , qr) are the coordinates and
p = (p1, . . . , pr) are the conjugate canonical momenta
obeying the canonical commutation relations:
[qj, pk] = i�h�jk, [qj, qk] = [pj, pk] = 0, j, k = 1, . . . , r.
The Heisenberg equations of motion are _qj = (i=�h)
[Ĥ, qj] = pj, €qj = _pj = (i=�h)[Ĥ, pj] = 2g(g� �h)

P
k 6¼j 1=

(qj � qk)3. The repulsive 1=(distance)2 potential
cannot be surmounted classically or quantum
mechanically, and the relative position of the
particles on the line is not changed during the time
evolution. Classically, it means that if a motion
starts at a configuration q1>q2> � � �>qr, then the
inequalities remain valid throughout the time evolu-
tion. At the quantum level, the wave functions
vanish at the boundaries, and the configuration
space can be naturally limited to q1>q2> � � �>qr

(the principal Weyl chamber).
Similar integrable quantum many-particle

dynamics are obtained by replacing the inverse
square potential in [1] by the trigonometric
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(hyperbolic) counterpart (see Figure 1)
1=(qj � qk)2! a2=sinh2 a(qj � qk), in which a > 0 is
a real parameter. The 1=sin2 q potential case
(the Sutherland system) corresponds to the
1=(distance)2 interaction on a circle of radius 1/2a,
see Figure 2. A harmonic confining potential
!2
Pr

j = 1 q2
j =2 can be added to the rational Hamil-

tonian [1] without breaking the integrability
(the Calogero system, see Figure 1). At the
classical level, the trigonometric (hyperbolic) and
rational C–M systems are obtained from the
elliptic potential systems (with the Weierstrass }
function) as the degenerate limits: }(q1 � q2)!
a2=sinh2 a(q1 � q2)! 1=(q1 � q2)2, namely as one
(two) period(s) of the } function tends to infinity.

It is remarkable that these equations of motion can
be expressed in a matrix form (Lax pair):
i=�h[Ĥ,L]=dL=dt=LM�ML= [L,M],Heisenberg
equation of motion, in which L and M are given by

L ¼

p1
ig

q1�q2
� � � ig

q1�qr

ig
q2�q1

p2 � � � ig
q2�qr

..

. ..
. . .

. ..
.

ig
qr�q1

ig
qr�q2

� � � pr

0BBBBBBBBBB@

1CCCCCCCCCCA

M ¼

m1 � ig

ðq1�q2Þ2
� � � � ig

ðq1�qrÞ2

� ig

ðq2�q1Þ2
m2 � � � � ig

ðq2�qrÞ2

..

. ..
. . .

. ..
.

� ig

ðqr�q1Þ2
� ig

ðqr�q2Þ2
� � � mr

0BBBBBBBBBBB@

1CCCCCCCCCCCA

½2�

The diagonal element mj of M is given by
mj = ig

P
k 6¼j 1=(qj � qk)2. The matrix M has a special

property
Pr

j = 1 Mjk =
Pr

k = 1 Mjk = 0, which ensures
the quantum conserved quantities as the total sum of
powers of Lax matrix L: [Ĥ, Kn] = 0, Kn �
Ts(Ln) =

P
j,k (Ln)jk, (n = 1, 2, 3, . . . ), [Kn, Km] = 0.

It should be stressed that the trace of Ln is not
conserved because of the noncommutativity of q and
p. The Hamiltonian is equivalent to K2, Ĥ / K2 þ
const. In other words, the Lax matrix L is like a
‘‘square root’’ of the Hamiltonian. The quantum
equations of motion for the Sutherland and hyper-
bolic potentials are again expressed by Lax pairs if
the following replacements are made: 1=(qj � qk)!
a coth a(qj � qk) in L and 1=(qj � qk)2!
a2=sinh2 a(qj � qk) in M. The quantum conserved
quantities are obtained in the same manner as above
for the systems with the trigonometric and hyperbolic
interactions.

The main goal here is to find all the eigenvalues
{E} and eigenfunctions { (q)} of the Hamiltonians
with the rational, Calogero, Sutherland, and
hyperbolic potentials: Ĥ (q) = E (q). The mome-
ntum operator pj acts as differential operators
pj = �i�h@=@qj. For example, for the rational
model Hamiltonian [1], the eigenvalue equation
reads

� �h2

2

Xr

j¼1

@2

@q2
j

þ gðg� �hÞ
Xr

j<k

1

ðqj � qkÞ2

24 35 ðqÞ
¼ E ðqÞ ½3�

which is a second-order Fuchsian differential
equation for each variable {qj} with a regular
singularity at each hyperplane qj = qk whose expo-
nents are g=�h, 1� g=�h. Any solution  of [3] is
regular at all points, except for those on the union
of hyperplanes qj = qk. Since the structure of the
singularity is the same for the other three types of
potentials, the same assertion for the regularity and
singularity of the solution  holds for these cases,
too. For the trigonometric (Sutherland) case, there
are other singularities at qj � qk = l�=a, l 2 Z, due
to the periodicity of the potential. As is clear from
the shape of the potentials, see Figure 1, the
rational and hyperbolic Hamiltonians have only
continuous spectra, whereas the Calogero and
Sutherland Hamiltonians have only discrete
spectra.

The integrability or more precisely the triangular-
ity of the quantum C–M Hamiltonian was first
discovered by Calogero for particles on a line with
inverse square potential plus a confining harmonic
force and by Sutherland for the particles on a circle

Rational

 

1/q 
2V(q)

q
 

Hyperbolic

1/sinh2q

 

q 
2 + 1/q 

2

q

Calogero

q
 

Sutherland

1/sin2q

Figure 1 Four different types of quantum C–M potentials.

q 1

q 2
q 3

q 4
R = 1/2a

distance(q 1, q 2) = sin a(q 1 – q 2)/a

Figure 2 Sutherland potential is 1=(distance)2 interaction on a

circle. The large-radius limit, a ! 0, gives the rational potential.
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with the trigonometric potential. Later, classical
integrability of the models in terms of Lax pairs was
proved by Moser. Olshanetsky and Perelomov
showed that these systems were based on Ar�1 root
systems, that is, qj � qk =� � q, and � is one of the
root vectors of Ar�1 root system [13]. They also
introduced generalizations of the C–M systems
based on any root system including the noncrystal-
lographic ones.

As shown by Heckman–Opdam and Sasaki and
collaborators, quantum C–M systems with degen-
erate potentials (i.e., the rational potentials with/
without harmonic force, the hyperbolic, and the
trigonometric potentials), based on any root system
can be formulated and solved universally. To be
more precise, the rational and Calogero systems are
integrable for all root systems, the crystallographic
and noncrystallographic. The hyperbolic and trigo-
nometric (Sutherland) systems are integrable for any
crystallographic root system. The universal formulas
for the Hamiltonians, Lax pairs, ground state wave
functions, conserved quantities, the triangularity, the
discrete spectra for the Calogero and Sutherland
systems, the creation and annihilation operators,
etc., are equally valid for any root system. This will
be shown in the next section. Some rudimentary
facts of the root systems and reflections are
summarized in the appendix.

Universal Formalism

A C–M system is a Hamiltonian dynamical systems
associated with a root system � of rank r, which is a
set of vectors in Rr with its standard inner product.
A brief review of the properties of the root systems
and the associated reflections together with explicit
realizations of all the classical root systems will be
found in the appendix.

Factorized Hamiltonian

The Hamiltonian for the quantum C–M system can
be written in terms of a pre-potential W(q) in a
‘‘factorized form’’:

H ¼ 1

2

Xr

j¼1

pj � i
@WðqÞ
@qj

� �
pj þ i

@WðqÞ
@qj

� �
½4�

The pre-potential is a sum over positive roots:

WðqÞ ¼
X
�2�þ

g� ln jwð� � qÞj þ �!
2

q2
� �

½5�

The real positive coupling constants g� are
defined on orbits of the corresponding Coxeter

group, that is, they are identical for roots in the
same orbit. That is, for the simple Lie algebra cases,
one coupling constant, g� = g, for all roots in simply
laced models and two independent coupling con-
stants, g� = gL for long roots and g� = gS for short
roots, in non-simply laced models. The function
w(u) and the other functions x(u) and y(u) appearing
in the Lax pair [10], [11] are listed in Table 1 for
each type of degenerate potentials. The dynamics of
the prepotentials W(q) (eqn [5]) has been discussed
by Dyson from a different point of view (random-
matrix model). The above factorized Hamiltonian
[4] consists of an operator part Ĥ, which is the
Hamiltonian in the usual definition (see the Hamil-
tonians in the previous section, e.g., [1]), and a
constant E0 which is the ground-state energy,
H= Ĥ � E0. The factorized Hamiltonian [4] also
arises within the context of supersymmetric quan-
tum mechanics.

The pre-potential and the Hamiltonian are
invariant under reflection of the phase space
variables in the hyperplane perpendicular to any
root W(s�(q)) = W(q),H(s�(p), s�(q)) =H(p, q), 8� 2
�, with s� defined by [12]. The above Coxeter
(Weyl) invariance is the only (discrete) symmetry of
the C–M systems. The main problem is, as in the Ar�1

case, to find all the eigenvalues {E} and eigenfunctions
{ (q)} of the above Hamiltonian H (q) = E (q).

For any root system and for any choice of
potential, the C–M system has a hard repulsive
potential �1=(� � q)2 near the reflection hyperplane
H� = {q 2 Rr,� � q = 0}. The C–M eigenvalue equa-
tion is a second-order Fuchsian differential equation
with regular singularities at each reflection hyper-
plane H� and those arising from the periodicity in
the case of the Sutherland potential. Near the
reflection hyperplane H�, the solution behaves as
follows:

 � ð� � qÞg�=�hð1þ regular termsÞ; or

 � ð� � qÞ1�g�=�hð1þ regular termsÞ

The former solution is chosen for the square
integrability. Because of the singularities, the con-
figuration space is restricted to the principal Weyl
chamber PW or the principal Weyl alcove PWT

for the trigonometric potential (see Figure 3): PW =
{q 2 Rr j� � q > 0,� 2 �}, PWT = {q 2 Rr j� � q > 0,

Table 1 Functions appearing in the prepotential and Lax pair

Potential w (u) x (u) y (u)

Rational u 1/u �1=u2

Hyperbolic sinh au a coth au �a2=sinh2 au

Trigonometric sin au a cot au �a2=sin2 au
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� 2 �,�h � q < �=a}, (�: set of simple roots, see the
appendix). Here �h is the highest root.

Ground-State Wave Function and Energy

One straightforward outcome of the factorized
Hamiltonian [4] is the universal ground-state wave
function, which is given by

�0ðqÞ ¼ eWðqÞ=�h

¼
Y
�2�þ

jwð� � qÞjg�=�h �e�ð!=2�hÞq2
� �

H�0ðqÞ ¼ 0

½6�

The exponential factor e�(!=2�h)q2
exists only for the

Calogero systems. The ground-state energy, that is,
the constant part of H= Ĥ � E0, has a universal
expression for each potential:

E0 ¼
0 rational

! �hr=2þ
P

�2�þ
g�

� �
Calogero

(

E0 ¼ 2a2�2 � �1 hyperbolic

1 Sutherland

� ½7�

where �= 1=2
P

�2�þ
g�� is called a ‘‘deformed

Weyl vector.’’ Obviously, �0(q) is square integrable
in the configuration spaces for the Calogero and
Sutherland systems and not square integrable for the
rational and hyperbolic potentials.

Excited States, Triangularity, and Spectrum

Excited states of the C–M systems can be easily
obtained as eigenfunctions of a differential operator
~H obtained from H by a similarity transformation:

~H ¼ e�W=�hHeW=�h

¼ �1

2

Xr

j¼1

ð�h2@2=@q2
j þ 2�h@W=@qj@=@qjÞ

The eigenvalue equation for ~H, ~H�E = E�E , is then
equivalent to that of the original Hamiltonian,
H�Ee

W = E�EeW . Since all the singularities of the
Fuchsian differential equation H (q) = E (q) are

contained in the ground-state wave function eW , �E
must be regular at finite q, including all the
reflection boundaries. As for the rational and
hyperbolic potentials, the energy eigenvalues are
only continuous. For the rational case, the eigen-
functions are multivariable generalization of Bessel
functions.

Calogero systems The similarity-transformed
Hamiltonian ~H reads

~H ¼ �h!q � @
@q
� �h2

2

Xr

j¼1

@2

@q2
j

� �h
X
�2�þ

g�
� � q� �

@

@q

½8�

which maps a Coxeter-invariant polynomial in q of
degree d to another of degree d. Thus, the
Hamiltonian ~H (8) is lower-triangular in the basis
of Coxeter-invariant polynomials and the diagonal
elements have values as �h!� degree, as given by the
first term. Independent Coxeter-invariant polyno-
mials exist at the degrees fj listed in Table 2: fj = 1þ
ej, j = 1, . . . , r, where {ej}, j = 1, . . . , r, are the
exponents of �.

The eigenvalues of the Hamiltonian H are �h!N
with N a non-negative integer. N can be
expressed as N =

Pr
j = 1 njfj, nj 2 Zþ, and the

degeneracy of the eigenvalue �h!N is the number
of partitions of N. It is remarkable that the
coupling constant dependence appears only in the
ground-state energy E0. This is a deformation of
the isotropic harmonic oscillator confined in the
principal Weyl chamber. The eigenpolynomials
are generalization of multivariable Laguerre
(Hermite) polynomials. One immediate consequence
of this spectrum is the periodicity of the quantum
motion. If a system has a wave function  (0) at
t = 0, then at t = T = 2�=! the system has physically
the same wave function as  (0), that is,
 (T) = e�iE0T=�h (0). The same assertion holds at the
classical level, too.

λ2

λ1

α2

α1

αh

Figure 3 Simple roots, the highest root, fundamental weights,

and the principal Weyl alcove (grey) and the principal Weyl

chamber (light grey, extending to infinity) in a two-dimensional

root system.

Table 2 The degrees fj in which independent Coxeter-invariant

polynomials exist

� fj = 1þ ej � fj = 1þ ej

Ar 2, 3, 4, . . . , r þ 1 E8 2, 8, 12, 14, 18, 20, 24, 30

Br 2, 4, 6, . . . , 2r F4 2, 6, 8, 12

Cr 2, 4, 6, . . . , 2r G2 2, 6

Dr 2, 4, . . . , 2r � 2, r I2(m) 2, m

E6 2, 5, 6, 8, 9, 12 H3 2, 6, 10

E7 2, 6, 8, 10, 12, 14, 18 H4 2, 12, 20, 30
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Sutherland Systems The periodicity of the trigono-
metric potential dictates that the wave function
should be a Bloch factor e2ia��q (where � is a weight)
multiplied by a Fourier series in terms of simple
roots. The basis of the Weyl invariant wave
functions is specified by a dominant weight
�=

Pr
j= 1 mj�j, mj 2 Zþ, ��(q)�

P
�2O�

e2ia��q, where
O� is the orbit of � by the action of the Weyl group:
O� = {g(�) jg 2G�}. The set of functions {��} has an
order � , j�j2 > j�0j2 ) �� � ��0 . The similarity-
transformed Hamiltonian ~H given by

~H ¼ � �h2

2

Xr

j¼1

@2

@q2
j

� a�h
X
�2�þ

g� cot ða� � qÞ� � @
@q
½9�

is lower-triangular in this basis: ~H�� = 2a2(�h2�2 þ
2�h� � �)�� þ

P
j�0 j<j�j c�0��0 . That is, the eigenvalue is

E= 2a2(�h2
�2 þ 2�h� � �) or E þ E0 = 2a2(�h�þ �)2.

Again, the coupling constant dependence comes
solely from the deformed Weyl vector �. This
spectrum is a deformation of the spectrum corre-
sponding to the free motion with momentum 2�ha�
in the principal Weyl alcove. The corresponding
eigenfunction is called a generalized Jack polynomial
or Heckman–Opdam’s Jacobi polynomial. For the
rank-2 (r = 2) root systems, A2, B2 ffi C2 and I2(m)
(the dihedral group), the complete set of eigenfunc-
tions are known explicitly.
Quantum Lax Pair and Quantum Conserved
Quantities

The universal Lax pair for C–M systems is given in
terms of the representations of the Coxeter (Weyl)
group in stead of the Lie algebra. The Lax operators
without spectral parameter for the rational, trigono-
metric, and hyperbolic potentials are

Lðp; qÞ ¼ p � Ĥ þXðqÞ

XðqÞ ¼ i
X
�2�þ

g�ð� � ĤÞxð� � qÞŝ�
½10�

MðqÞ ¼ i

2

X
�2�þ

g��
2yð� � qÞ ŝ� � Ið Þ ½11�

where I is the identity operator and {ŝ�j� 2 �} are
the reflection operators of the root system. They act
on a set of Rr vectors, R= {�(k) 2 Rr j k = 1, . . . , d},
permuting them under the action of the reflection
group. The vectors in R form a basis for the
representation space V of dimension d. The matrix
elements of the operators {ŝ� j� 2 �} and
{Ĥj j j = 1, . . . , r} are defined as follows:
(ŝ�)�	 = ��, s�(	) = �	, s�(�), (Ĥj)�	 = �j��	, � 2 �, �,
	 2 R. The form of the functions x, y depends on
the chosen potential as given in Table 1. Then the
equations of motion can be expressed in a matrix
form dL=dt = i=�h[H, L] = [L, M]. The operator M
satisfies the relation

P
�2R M�	 =

P
	2RM�	 = 0,

which is essential for deriving quantum conserved
quantities as the total sum (Ts) of all the matrix
elements of Ln: Kn = Ts(Ln) �

P
�, 	2R (Ln)�	 ,

[H, Kn] = 0, [Km,Kn] = 0, n, m = 1, . . . In particular,
the power 2 is universal to all the root systems, and
the quantum Hamiltonian is given by H / K2 þ
const. As in the affine Toda molecule systems, a Lax
pair with a spectral parameter can also be intro-
duced universally for all the above potentials. The
Dunkl operators, or the commuting differential–
difference operators are also used to construct
quantum conserved quantities for some root sys-
tems. This method is essentially equivalent to the
universal Lax operator formalism. As the Lax
operators do not contain the Planck’s constant, the
quantum Lax pair is essentially of the same form as
the classical Lax pair. The difference between the
trace (tr) and the total sum (Ts) vanishes as �h ! 0.

Lax pair for Calogero systems The quantum Lax
pair for the Calogero systems is obtained from the
universal Lax pair [10] by replacement L!
L
= L
 i!Q, Q � q � Ĥ, which correspond to the
creation and annihilation operators of a harmonic
oscillator. The equations of motion are rewritten as
dL
=dt = i=�h[H, L
] = [L
, M]
 i!L
. Then L
=
L
L� satisfy the Lax type equation dL
=dt =
i=�h[H,L
], giving rise to conserved quantities
Ts(L
)n, n = 1, 2, . . . The Calogero Hamiltonian is
given by H / Ts(L
).

All the eigenstates of the Calogero Hamiltonian H
with eigenvalues �h!N, N =

Pr
j = 1 njfj, nj 2 Zþ, are

simply constructed in terms of L
:
Qr

j = 1 (Bþfj
)nj eW .

Here the integers {fj}, j = 1, . . . , r, are listed in
Table 2. The creation operators Bþfj

and the
corresponding annihilation operators B�fj

are defined
by B
fj

= Ts(L
)fj , j = 1, . . . , r. They are Hermitian
conjugate to each other (B
fj

)y= B�fj
with respect to

the standard Hermitian inner product of the states
defined in PW. They satisfy commutation relations
[H, B
k ] = 
 �hk!B
k , [Bþk , Bþl ] = [B�k , B�l ] = 0, k, l 2
{fj j j = 1, . . . , r}. The ground state is annihilated by
all the annihilation operators B�fj

eW = 0, j = 1, . . . , r.
Further Developments

Rational Potentials: Superintegrability

The systems with the rational potential have a remark-
able property: superintegrability. A rational C–M
system based on a rank-r root system has 2r� 1
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independent conserved quantities. Roughly speaking,
they are of the form Kn = Ts(Ln), Jm = Ts(QLm), Q �
q � Ĥ, among which only r are involutive. At the
classical level, superintegrability can be characterized
as algebraic linearizability. Since a commutator of any
conserved quantities is again a conserved quantity, these
conserved quantities form a nonlinear algebra called a
quadratic algebra. It can be considered as a finite-
dimensional analog of the W-algebra appearing in
certain conformal field theory.

Quantum vs Classical Integrability

In C–M systems, the classical and quantum integr-
ability are very closely related. The quantum discrete
spectra of the Calogero and the Sutherland systems
are, as shown above, expressed in terms of the
coupling constant (!, g) and the exponents or the
weights of the corresponding root systems. Namely,
they are integral multiples of coupling constants. The
corresponding classical systems with the potential
V(q) = (1=2)

Pr
j = 1 (@W(q)=@qj)

2 share many remark-
able properties. As is clear from Figure 1, they always
have an equilibrium position. The equilibrium posi-
tions (q̄) are described by the zeros of a classical
orthogonal polynomial; the Hermite polynomial
(A-type Calogero), the Laguerre polynomial (B, C, D-
type Calogero), the Chebyshev polynomial (A-type
Sutherland) and the Jacobi polynomial (B, C, D-type
Sutherland). For the exceptional root systems, the
corresponding polynomials were not known for a long
time. The minimum energy of the classical potential
V(q) at the equilibrium is the quantum ground-state
energy lim�h!0 E0 itself. It is also an integral multiple of
coupling constants for both Calogero and Sutherland
cases. Near a classical equilibrium, a multiparticle
dynamical system is always reduced to a system of
coupled harmonic oscillators. For Calogero systems,
the eigenfrequencies of these small oscillations are, in
fact, exactly the same as the quantum eigenfrequen-
cies, !fj =!(1þ ej). For Sutherland systems, the
classical eigenfrequencies are the same as the o(�h)
part of the quantum spectra corresponding to all
the fundamental weights �j: 2a2�j � �. Moreover, the
eigenvalues of various Lax matrices L and M at the
equilibrium take many ‘‘interesting values.’’ These
results provide ample explicit examples of the general
theorem on the quantum–classical correspondence
formulated by Loris–Sasaki.

Spin Models

For any root system � and an irreducible represen-
tation R of the Coxeter (Weyl) group G�, a spin
C–M system can be defined for each of the
potentials: rational, Calogero, hyperbolic and
Sutherland. For each member � of R, to be called
a ‘‘site,’’ a vector space V� is associated whose
element is called a ‘‘spin.’’ The dynamical variables
are those of the particles {qj, pj} and the spin
exchange operators {P̂�} (� 2 �) which exchange
the spins at the sites � and s�(�). For each � and R
a spin exchange model can be defined by ‘‘freezing’’
the particle degrees of freedom at the equilibrium
point of the corresponding classical potential
{q, p}! {q̄, 0}. These are generalization of Hal-
dane–Shastry model for Sutherland potentials and
that of Polychronakos for the Calogero potentials.
Universal Lax pair operators for both spin C–M
systems and spin exchange models are known and
conserved quantities are constructed.
Integrable Deformations

C–M systems allow various integrable deformations at
the classical and/or quantum levels. One of the well-
known deformations is the so-called ‘‘relativistic’’ C–M
system or the Ruijsenaars–Schneider (R–S) system. For
degenerate potentials, they are integrable both at the
classical and quantum levels. The classical quantities of
the R–S systems at equilibrium exhibit many interesting
properties, too. The equilibrium positions are described
by the zeros of certain deformation of the above-
mentioned classical polynomials. The frequencies of
small oscillations are also related to the exact quantum
spectrum, and they can be expressed as coupling
constant times the (q-) integers.

Inozemtsev models are classically integrable mul-
tiparticle dynamical systems related to C–M systems
based on classical root systems (A, B, C, D) with
additional q6 (rational) or sin2 2q (trigonometric)
potentials. Their quantum versions are not exactly
solvable in contrast to the C–M or R–S systems,
although there is some evidence of their Liouville
integrability (without a proper Hilbert space).
Quantum Inozemtsev systems can be deformed to
be a widest class of quasi-exactly solvable multi-
particle dynamical systems. They possess a form of
higher-order supersymmetry for which the method
of prepotential is also useful.
Appendix: Root Systems

Some rudimentary facts of the root systems and
reflections are recapitulated here. The set of roots �
is invariant under reflections in the hyperplane
perpendicular to each vector in �. In other words,
s�(
) 2 �, 8�,
 2 �, where

s�ð
Þ ¼ 
 � ð�_ � 
Þ�; �_ � 2�=j�j2 ½12�
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The set of reflections {s� j� 2 �} generates a group
G�, known as a Coxeter group, or finite reflection
group. The orbit of 
 2 � is the set of root vectors
resulting from the action of the Coxeter group on
it. The set of positive roots �þ may be defined in
terms of a vector U 2 Rr, with � �U 6¼ 0, 8� 2 �,
as the roots � 2 � such that � �U > 0. Given �þ,
there is a unique set of r simple roots
� = {�j j j = 1, . . . , r} defined such that they span
the root space and the coefficients {aj} in

=

Pr
j = 1 aj�j for 
 2 �þ are all non-negative.

The highest root �h, for which
Pr

j = 1 aj is max-
imal, is then also determined uniquely. The subset
of reflections {s� j� 2 �} in fact generates the
Coxeter group G�. The products of s�, with � 2
�, are subject solely to the relations
(s�s
)

m(�,
) = 1, �,
 2 �. The interpretation is that
s�s
 is a rotation in some plane by 2�=m(�,
). The
set of positive integers m(�, 
) (with
m(�,�) = 1, 8� 2 �) uniquely specifies the Coxeter
group. The weight lattice P(�) is defined as the
Z-span of the fundamental weights {�j}, defined by
�_j � �k = �jk,8�j 2 �.

The root systems for finite reflection groups may
be divided into two types: crystallographic and
noncrystallographic. Crystallographic root systems
satisfy the additional condition �_ � 
 2 Z, 8�, 
 2 �.
The remaining noncrystallographic root systems are
H3, H4, whose Coxeter groups are the symmetry
groups of the icosahedron and four-dimensional
600-cell, respectively, and the dihedral group of
order 2m, {I2(m)jm � 4}.

The explicit examples of the classical root
systems, that is, A, B, C, and D are given below.
For the exceptional and noncrystallographic root
systems, the reader is referred to Humphrey’s book.
In all cases, {ej} denotes an orthonormal basis in Rr.

1. Ar�1: This root system is related with the Lie
algebra su(r).

�¼ [
1
j
k
r

f
ðej� ekÞg;Y
¼ [

r�1

j¼1
fej� ejþ1g

½13�

2. Br: This root system is associated with Lie
algebra so(2rþ1). The long roots have
(length)2 =2 and short roots have (length)2 =1:

� ¼ [
1
j
k
r

f
ej 
 ekg [r
j¼1 f
ejgY

¼ [
r�1

j¼1
fej � ejþ1g [ ferg

½14�
3. Cr: This root system is associated with Lie
algebra sp(2r). The long roots have (length)2 = 4
and short roots have (length)2 = 2:

� ¼ [
1
j
k
r

f
ej 
 ekg [r
j¼1 f
2ejgY

¼ [
r�1

j¼1
fej � ejþ1g [ f2erg

½15�

4. Dr: This root system is associated with Lie
algebra so(2r):

� ¼ [
1
j
k
r

f
ej 
 ekgY
¼ [

r�1

j¼1
fej � ejþ1g [ fer�1 þ erg

½16�

See also: Calogero–Moser–Sutherland Systems
of Nonrelativistic and Relativistic Type;
Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Functional Equations
and Integrable Systems; Integrable Discrete Systems;
Integrable Systems in Random Matrix Theory; Integrable
Systems: Overview; Isochronous Systems; Toda
Lattices.
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Introduction

Statistical physics deals with systems with many
degrees of freedom and the problems concern finding
procedures for the extraction of relevant physical
quantities for these extremely complex systems. The
idea is to find relevant reduction procedures which
map the complex systems onto simpler, tractable
models at the price of introducing elements of
uncertainty. Therefore, probability theory is a natural
mathematical tool in statistical physics. Since the early
days of statistical physics, in classical (Newtonian)
physical systems, it is natural to model the observables
by a collection of random variables acting on a
probability space. Kolmogorovian probability techni-
ques and results are the main tools in the development
of classical statistical physics. A random variable is
usually considered as a measurable function with
expectation given as its integral with respect to a
probability measure. Alternatively, a random variable
can also be viewed as a multiplication operator by the
associated function. Different random variables com-
mute as multiplication operators, and one speaks of a
commutative probabilistic model.

Now, looking at genuine quantum systems, in
many cases the procedure mentioned above leads to
commutative probabilistic models, but there exist
the realms of physics where quantum noncommuta-
tive probabilistic concepts are unavoidable. Typical
examples of such areas are quantum optics, low-
temperature solid-state physics and ground-state
physics such as quantum field theory. During the
last 50 years physicists have developed more or less
heuristic methods to deal with, for example,
manifestations of fluctuations of typical quantum
nature. In the last 30 years, mathematical founda-
tions of such theories were also formulated, and a
notion of quantum probability was launched as a
branch of mathematical physics and mathematics
(Cushen and Hudson 1971, Fannes and Quaegebeur
1983, Quaegebeur 1984, Hudson 1973, Giri and
von Waldenfels 1978).

The aim of this article is to review briefly a few
selected rigorous results concerning noncommuta-
tive limit theorems. This choice is made not only
because of the author’s interest but also for its close
relation to concrete problems in statistical physics
where one aims at understanding the macroscopic

phenomena on the basis of the microscopic struc-
ture. A precise definition or formulation of a
microscopic and a macroscopic system is of prime
importance. The so-called algebraic approach of
dynamical systems (Brattelli and Robinson 1979 and
2002) offers the necessary generality and mathema-
tical framework to deal with classical and quantum,
microscopic and macroscopic, finite and infinite
systems. The observables of any system are assumed
to be elements of an (C�- or von Neumann) algebra
A, and the physical states are given by positive
linear normalized functionals ! of A, mapping the
observables on their expectation values.

A common physicist’s belief is that the macro-
scopic behavior of an idealized infinite system is
described by a reduced set of macroscopic quantities
(Sewell 1986). Some examples of these are the
average densities of particles, energy, momentum,
magnetic moment, etc. Analogously as the micro-
scopic quantities, the macroscopic observables
should be elements of an algebra, and macroscopic
states of the system should be states on this algebra.
The main problem is to construct the precise
mathematical procedures to go from a given micro-
scopic system to its macroscopic systems.

A well-known macroscopic system is the one
given by the algebra of the observables at infinity
(Lanford and Ruelle 1969) containing the spacial
averages of local micro-observables, that is, for any
local observable A one considers the observable

A! ¼ !� lim
V!1

1

V

Z
V

dx �xA

where V is any finite volume in R� and �x the
translation over x 2 R�, and where ! lim is the
weak operator limit in the microstate !. The limits
A! obtained correspond to the law of large numbers
in probability. The algebra generated by these limit
observables A! = {A! jA2A} is an abelian algebra
of observables of a macroscopic system. This
algebra can be identified with an algebra with
pointwise product of measurable functions for
some measure or macroscopic state.

The content of this review is to describe an
analogous mapping from micro to macro but for a
different type of scaling, namely the scaling of
fluctuations. For any local observable A 2 A, one
considers the limit

lim
V

1

V1=2

Z
V

dx �xA� !ð�xAÞð Þ � FðAÞ

The problem consists in characterizing the F(A) as
an operator on a Hilbert space, called fluctuation
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operator, and to specify the algebraic character of
the set of all of these.

Based on this quantum central-limit theorem, one
notes that not all locally different microscopic
observables always yield different fluctuation opera-
tors. Hence the central-limit theorem realizes a well-
defined procedure of coarse graining or reduction
procedure which is handled by the mathematical
notion of an equivalence relation on the microscopic
observables yielding the same fluctuation operator.

In the following sections we discuss the prelimin-
aries, the basic results about normal and abnormal
fluctuations. Three model-independent applications
are also discussed. In this review, we omit the
properties of the so-called modulated fluctuations.

One should remark that we discuss only fluctua-
tions in space. One can also consider timelike
fluctuations. The theory of fluctuation operators
for these has not been explicitly worked out so far.
However, it is clear that for normal fluctuations the
clustering properties of the time correlation func-
tions will play a crucial role. On the other hand,
typical properties of the structure of this fluctuation
algebra may come up.

Another point which one has to stress is that all
systems, which are treated in this review, are quasilocal
systems. Other systems, for example, fermion systems,
are note treated. But, in particular, fermion systems
share many properties of quasilocality, and many of
the results mentioned hold true also for fermion
systems.

Preliminaries

Quantum Lattice Systems

Although all results we review can be extented to
continuous or more general systems, modulo some
technicalities, we limit ourself to quasilocal quantum
dynamical lattice systems.

We consider the quasilocal algebra built on a
�-dimensional lattice Z� . Let D(Z�) be the directed
set of finite subsets of Z� where the direction is the
inclusion. With each point x 2 Z� we associate an
algebra (C�- or von Neumann algebra) Ax, all copies
of an algebra A. For all � 2 D(Z�), the tensor
product �x2�Ax is denoted by A�. We take A to be
nuclear, then there exists a unique C�-norm on A�.
Every copy Ax is naturally embedded in A�.
The family {A�}�2D(Z� ) has the usual relations of
locality and isotony:

A�1
;A�2

½ � ¼ 0 if �1 \ �2 ¼ ; ½1�

A�1
� A�2

if �1 � �2 ½2�

Denote by AL all local observables, that is,

AL ¼
[
�

A�

This algebra is naturally equipped with a C�-norm
k � k and its closure

B ¼ AL

is called a quasilocal C�-algebra and considered as the
microscopic algebra of observables of the system.
Typical examples are spin systems whereA= Mn is the
n	 n complex matrix algebra. In this case, every state
! of B is then locally normal, that is, there exists a
family of density matrices {�� j� 2 D(Z�)} such that

!ðAÞ ¼ tr ��A for all A2A�

An important group of �-automorphisms of B is the
group of space translations {�x, x 2 Z�}:

�x : Ay 2Ay! �xAy ¼ Axþy 2Ayþx

for all A 2 A.
Note that the quasilocal algebra B is asymptoti-

cally abelian for space translations: that is, for all
A, B 2 B

lim
jxj!1

k½A; �xB�k ¼ 0

A state ! of B represents a physical state of the
system, assigning to every observable A its expecta-
tion value !(A). Therefore, this setting can be viewed
as the quantum analog of the classical probabilistic
setting. Sequences of random variables or observables
can be constructed by considering an observable and
its translates, that is, �x(A)x2Z� is a noncommutative
random field. If a state ! is translation invariant, that
is, ! 
 �x =! for all x, then all �x(A) are identically
distributed random variables. The mixing property of
the random field is then expressed by the spatial
correlations tending to zero:

! �xðAÞ�yðBÞ
� �

� ! �xðAÞð Þ! �yðBÞ
� �

! 0 ½3�

if jx� yj!1.
One of the basic limit theorems of probability theory

is the weak law of large numbers. In this noncommu-
tative setting the law of large numbers is translated into
the problem of the convergence of space averages of an
observable A 2 B. A first result was given by the mean
ergodic theorem of von Neumann (1929). In Brattelli
and Robinson (1979, 2002) one finds the following
theorem: if the state! is space translation invariant and
mixing (see [3]) then for all A, B, and C in B

lim
�!Z�

! A
1

j�j
X
x2�

�xðBÞ
 !

C

 !
¼ !ðACÞ!ðBÞ ½4�

Quantum Central-Limit Theorems 131



That is, in the GNS (Gelfand–Naimark–Segal) repre-
sentation of the state !, the sequence S�(B) =
1=j�j

P
x2� �xB converges weakly to a multiple of

the identity: S(B) � !(B)1. This theorem, called the
mean ergodic theorem, characterizes the class of
states yielding a weak law of large numbers. Clearly,
these limits {S(A)jA2B} form a trivial abelian algebra
of macroscopic observables.

Now we go a step further and consider space
fluctuations. Define the local fluctuation of an
observable A in a homogeneous (spatial invariant)
state ! by

F�ðAÞ ¼
1

j�j1=2
X
x2�

�xA� !ðAÞð Þ ½5�

The problem is to give a rigorous meaning to
lim F�(A) for � tending to Z� in the sense of
extending boxes. When does such a limit exist?
What are the properties of the fluctuations or the
limits F(A) = lim F�(A), etc.? Again, the F(A) are
macroscopic variables of the microsystem.

Already we remark the following: if A, B are
strictly local elements, A, B 2 AL, thenX

y2Z�

½A; �yB� 2AL

and an easy computation yields, by [4],

weak lim
�

F�ðAÞ; F�ðBÞ½ �

¼ weak lim
�

1

j�j
X
x2�

�x

X
y2�

½A; �y�xB�
 !

¼ weak lim
�

1

j�j
X
x2�

�x

X
y2Z�

½A; �yB�
 !

¼
X

y2Z�

! ½A; �yB�
� �

� i�ðA;BÞ1

that is, if the F(A) and F(B) limits do exist, then

FðAÞ; FðBÞ½ � ¼ i�ðA;BÞ1 ½6�

This property indicates that fluctuations should have
the same commutation relations as boson fields. If
fluctuations can be characterized as macroscopic
observables, they must satisfy the canonical com-
mutation relations (CCRs). Therefore, in the next
section we introduce the essentials on CCR
representations.

CCR Representations

We present the abstract Weyl CCR C�-algebra.
More details can be found in Brattelli and
Robinson (1979, 2002) and in particular in
Manuceau et al. (1973), where the case of a real

test function space (H, �) with a possibly degen-
erate symplectic form � is treated. Hence, H is a
real vector space and � a bilinear, antisymmetric
form on H.

Denote by W(H,�) the complex vector space
generated by the functions W(f ), f 2H, defined by

Wðf Þ : H!C : g!Wðf Þg

¼
0 if f 6¼ g

1 if f ¼ g

�
W(H, �) becomes an algebra with unit W(0) for the
product

Wðf ÞWðgÞ ¼Wðf þ gÞe�ði=2Þ�ðf ;gÞ; f ; g2H

and a �-algebra for the involution

Wðf Þ!Wðf Þ� ¼Wð�f Þ

It becomes a C�-algebra C�(H, �) following the
construction of Verbeure and Zagrebnov (1992).
A linear functional ! of a C�-algebra C�(H, �) is
called a state if !(I) = 1 and !(A�A) � 0 for all
A2C�(H, �) and I = W(0). Every state gives rise to a
representation through the GNS construction
(Brattelli and Robinson 1979, 2002). In particular,
! is a state if for any choice of A =

P
j cjW(fj) we

have X
jk

cj�ck! Wðfj � fjÞ
� �

e�i�ðfj;fkÞ � 0

! Wð0Þð Þ ¼ 1

A remark about the special case that � is degenerate
is in order. Denote by H0 the kernel of �:

H0 ¼ ff 2Hj�ðf ; gÞ ¼ 0 for all g2Hg

If H = H0 �H1 with �1 a nondegenerate symplectic
form on H1 and �1 equal to the restriction of � to
H1, we have that C�(H, �) is a tensor product:

C�ðH; �Þ ¼ C�ðH0; 0Þ � C�ðH1; �1Þ

Note that C�(H0, 0) is abelian and that each
positive-definite normalized functional ’,

’ : h2H0!’ðWðhÞÞ

defines a state !(W(h)) =’(W(h)) on C�(H0, 0).
Let � be any character of the abelian additive

group H, then the map ��,

��Wðf Þ ¼ �ðf ÞWðf Þ

extends to a �-automorphism of C�(H, �). Let s be a
positive symmetric bilinear form on H such that for
all f , g2H:

1
4 j�ðf ; gÞj

2 
 sðf ; f Þ sðg; gÞ ½7�

132 Quantum Central-Limit Theorems



and let !s, � be the linear functional on C�(H, �)
given by

!s;�ðWðhÞÞ ¼ �ðhÞe�ð1=2Þsðh;hÞ ½8�

then it is straightforward (Brattelli and Robinson
1979, 2002) to check that !s, � is a state on C�(H, �).
All states of the type [8] are called quasifree states
on the CCR algebra C�(H, �).

A state ! of C�(H, �) is called a regular state if, for
all f , g2H, the map � 2 R!!(W(�f þ g)) is con-
tinuous. The regularity property of a state yields the
existence of a Bose field as follows. Let (H, �, �) be
the GNS representation (Brattelli and Robinson
1979, 2002) of the state w, then the regularity of
w implies that there exists a real linear map
b : H!L(H) (linear operators on H) such that
8f 2H: b(f )�= b(f ) and

�ðWðf ÞÞ ¼ exp ibðxÞð Þ

The map b is called the Bose field satisfying the Bose
field commutation relations:

½bðf Þ; bðgÞ� ¼ i�ðf ; gÞ ½9�

Note that the Bose fields are state dependent. Note
also already that if � is a continuous character of H,
then any quasifree state [8] is a regular state
guaranteeing the existence of a Bose field.

Normal Fluctuations

In this section we develop the theory of normal
fluctuations for �-dimensional quantum lattice sys-
tems with a quasilocal structure (see the section
‘‘Quantum lattice systems’’) and for technical simpli-
city we assume that the local C�-algebra Ax, x 2 Z�,
are copies of the matrix algebra Mn(C) of n	 n
complex matrices. Most of the results stated can be
extended to the case where Ax is a general C�-algebra
(Goderis et al. 1989, 1990, Goderis and Vets 1989).

We consider a physical system (B,!) where ! is a
translation-invariant state of B, that is, ! 
 �x =! for
all x 2 Z�. Later on we extend the situation to a
C�-dynamical system (B,!,	t) and analyze the
properties of the dynamics 	t under the central limit.

For any local A we introduced its local fluctuation
in the state ! of the system:

F�ðAÞ ¼
1

j�j1=2
X
x2�

ð�xA� !ðAÞÞ ½10�

The main problem is to give a rigorous mathema-
tical meaning to the limits

lim
�!1

F�ðAÞ � FðAÞ

where the limit is taken for any increasing
Z�-absorbing sequence {�}� of finite volumes of
Z�. The limits F(A) are called the macroscopic
fluctuation operators of the system (B,!).

Already earlier work (Cushen and Hudson 1971,
Sewell 1986) suggested that the fluctuations behave
like bosons. We complete this idea by proving that
one gets a well-defined representation of a CCR C�-
algebra of fluctuations uniquely defined by the
original system (B,!).

Denote by AL, sa and Bsa the real vector space of
the self-adjoint elements of AL, respectively, B.

Definition 1 An observable A 2 Bsa satisfies the
central-limit theorem if

(i) lim
�
!(F�(A)2) � s!(A, A) exists and is finite, and

(ii) lim
�
!(eitF�(A)) = e(�t=2)2s!(A, A) for all t 2 R.

Clearly, our definition coincides with the notion in
terms of characteristic functions, for classical systems (A
abelian) equivalent with the notion of convergence in
distribution. For quantum systems, there does not exist
a standard notion of ‘‘convergence in distribution.’’
Only the concept of expectations is relevant. This does
not exclude the notion of central-limit theorem in terms
of the moments, which is the analog of the moment
problem (Giri and von Waldenfels 1978).

Definition 2 The system (B,!) is said to have
normal fluctuations if ! is translation invariant and if

(i) 8A, B 2 ALX
x2Z�

j!ðA�xBÞ � !ðAÞ!ðBÞj <1

(ii) the central-limit theorem holds for all A 2 AL, sa.

Note that (i) implies that the state ! is mixing for
space translations. Also by (i), one can define a
sesquilinear form on AL:

hA;Bi! ¼ lim
�
! F�ðA�ÞF�ðBÞð Þ

¼
X

!ðA��xBÞ � !ðA�Þ!ðBÞð Þ

and denote

s!ðA;BÞ ¼ RehA;Bi!
�!ðA;BÞ ¼ 2 ImhA;Bi!

For A, B 2 AL, sa one has

�!ðA;BÞ ¼ �i
X

x2Z�

!ð½A; �xB�Þ ½11�

s!ðA;AÞ ¼ hA;Ai! ½12�

Clearly, (AL, sa, �!) is a symplectic space and s! a
non-negative symmetric bilinear form on AL, sa.
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Follo wing the discu ssion in the section ‘‘CCR
repre sentati ons’’ we get a natural CCR C� -algebra
C�(AL, sa, �!) defined on this symplectic space. The
following theorem is an essential step in the
construction of a macroscopic physical system of
fluctuations of the microsystem (B,!).

Theorem 1 If the system (B,!) has normal
fluctuations, then the limits { lim

�
!(eiF�(A)) =

exp ((�1=2)s!(A, A)), A 2 AL} define a quasifree
state !̃ on the CCR C�-algebra C�(AL, sa,�!) by

~!ðWðAÞÞ ¼ exp � 1
2 s!ðA;AÞ

� �
Proof The proof is clear from the definition [8] if
one can prove that the positivity condition [7] holds.
But the latter follows readily from

1
4 j�!ðA;BÞj

2 ¼ lim
�
jIm!ðF�ðAÞF�ðBÞÞj2


 lim
�
!ðF�ðAÞ2Þ!ðF�ðBÞ2Þ

¼ s!ðA;AÞs!ðB;BÞ

by Schwarz inequality. &

This theorem indicates that the quantum-mechan-
ical alternative for (classical) Gaussian measures are
quasifree states on CCR algebras. However, the
following basic question arises: is it possible to take
the limits of products of the form

lim
�
! eiF�ðAÞeiF�ðBÞ � � �
� �

and, if they exist, do they preserve the CCR
structure? Clearly, this is a typical noncommutative
problem.

Using the following general bounds: for C�= C
and D�= D norm-bounded operators one has

eiðCþDÞ � eiC
�� �� 
 kDk
½eiC; eiD�
�� �� 
 k½C;D�k
eiðCþDÞ � eiCeiD
�� �� 
 1

2 k½C;D�k

and by the expansion of the exponential function
one proves easily that

lim
�

eiF�ðAÞeiF�ðBÞ � eiðF�ðAÞþF�ðBÞÞ
��
	 e�ð1=2Þ½F�ðAÞ;F�ðBÞ�

�� ¼ 0 ½13�

if A and B are one-point observables, that is, if A, B 2
A{0}. For general local elements the proof is some-
what more technical and can be based on a Bernstein-
like argument (for details see Goderis and Vets
(1989)). The property [13] can be seen as a
Baker–Campbell–Hausdorff formula for fluctuations.

From [13], the mean ergodic theorem, and Theorem
1 we get:

Theorem 2 If the system (B,!) has normal
fluctuations then for A, B 2 AL, sa:

lim
�
! eiF�ðAÞeiF�ðBÞ
� �

¼ exp � 1

2
s!ðAþ B;Aþ BÞ � i

2
�!ðA;BÞ

� �
¼ ~!ðWðAÞWðBÞÞ

with !̃ a quasifree state on the CCR algebra C�(A�!L, sa).

Theorems 1 and 2 describe completely the
topological and analytical aspects of the quantum
central-limit theorem under the condition of normal
fluctuations (Definition 2). In fact, the quantum
central limit yields, for every microphysical system
(B,!), a macrophysical system (C�(AL, sa, �!), !̃)
defined by the CCR C�-algebra of fluctuation
observables C�(AL, sa, �!) in the representation
defined by the quasifree state !̃. As the state !̃ is a
quasifree state, it is a regular state, that is, the map
� 2 R ! !̃( W ( � A þ B )) is contin uous. From in sec-
tion ‘‘C CR repre senta tions’’ we know that this
regularity property yields the existence of a Bose
field, that is, there exists a real linear map

F : A2AL;sa! FðAÞ

where F(A) is a self-adjoint operator on the GNS
representation space ~H of !̃, such that for all
A, B 2 AL, sa:

½FðAÞ; FðBÞ� ¼ i�!ðA;BÞ

Moreover, if one has a complex structure J on
(AL, sa, �!) such that J2 =�1 and for all A, B 2 AL, sa:

�!ðJA;BÞ ¼ ��!ðA; JBÞ
�!ðA; JBÞ > 0

then one defines the boson creation and annihilation
operators

F�ðAÞ ¼ 1ffiffiffi
2
p ðFðAÞ � iFðJAÞÞ

satisfying the usual boson commutation relations

½F�ðAÞ; FþðBÞ� ¼ �!ðA; JBÞ þ i�!ðA;BÞ

Finally, it is straightforward, nevertheless impor-
tant, to remark that Theorems 1 and 2 hold true if
the linear space of local observables AL, sa is replaced
by any of its subspaces. Some of them can have
greater physical importance than others. This means
that the quantum central-limit theorems can realize
several macrophysical systems of fluctuations. But
all of them are Bose field systems.
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It is also important to remark that these results
end up in giving a probabilistic canonical basis of
the canonical commutation relations.

Now we analyze the notion of coarse graining due
to the quantum central limit. Consider on AL the
sesquilinear form (see [11], [12]) again

hA;Bi! ¼
X

x2Z�

ð!ðA��xBÞ � !ðAÞ!ðBÞÞ

¼ s!ðA;BÞ þ i�!ðA;BÞ ½14�

This form defines a topology on AL which is not
comparable with the operator topologies induced by
!. In fact, this form is not closable in the weak,
strong, ultraweak, or ultrastrong operator topologies.

We call A and B in AL equivalent, denoted by
A � B if hA� B, A� Bi! = 0. Clearly, this defines
an equivalence relation on AL. The property of
coarse graining is mathematically characterized by
the following: for all A, B 2 AL, sa the relation A � B
is equivalent with F(A) = F(B). Suppose first that
F(A) = F(B), then

½WðAÞ;WðBÞ� ¼ 0

hence �!(A, B) = 0. Therefore, from Theorem 1:

1 ¼ ~!ðWðAÞWðBÞ�Þ ¼ ~!ðWðAÞWð�BÞÞ
¼ ~!ðWðA� BÞÞ ¼ exp � 1

2 s!ðA� B;A� BÞ
� �

and from [12] and [14]: hA� B, A� Bi! = 0. The
converse is equally straightforward.

From this property, it follows immediately that, for
example, the action of the translation group is trivial
or that F(�xA) = F(A) for all x 2 Z�. Therefore, the
map F :AL, sa!C�(AL, sa, �!) is not injective. This
expresses the physical phenomenon of coarse graining
and gives a mathematical signification of the fluctua-
tions being macroscopic observables.

In the above, we have constructed the new
macroscopic physical system of quantum fluctua-
tions for any microsystem with the property of
normal fluctuations (see Definition 2). The main
problem remains: when the microsystem does have
normal fluctuations. We end this section with the
formulation of a general sufficient clustering condi-
tion for the microstate ! in order that the micro-
system (B,!) has normal fluctuations.

Let �, �0 2 D(Z�) and ! a translation invariant
state, denote

	!ð�;�0Þ ¼ sup
A2A�;kAk¼1

B2A
�0 ;kBk¼1

j!ðABÞ � !ðAÞ!ðBÞj

The cluster function 	!N(d) is defined by

	!NðdÞ¼ sup 	!ð�;�0Þ : dð�;�0Þ � d andf
maxðj�j; j�0jÞ 
 Ng

where N, d 2 Rþ and d(�, �0) is the Euclidean
distance between � and �0. It is obvious that

	!NðdÞ 
 	!Nðd0Þ if d � d0

	!NðdÞ 
 	!N0 ðdÞ if N 
 N0

The clustering condition is expressed by the follow-
ing scaling law:

9
 > 0 : lim
N!1

N1=2	!N N1=2��

� �

¼ 0 ½15�

or, equivalently,

9
 > 0 : lim
N!1

N�þ
	!N2ð�þ
Þ ðNÞ ¼ 0 ½16�

Note that this condition implies thatX
x2Z�

	!NðjxjÞ <1

that is, that the function 	!N( � ) is an L1(Z�)-
function for all N. In fact, this condition corre-
sponds to the uniform mixing condition in the
commutative (classical) central-limit theorem (see,
e.g., Ibragimov and Linnick (1971)). This condition
can also be called the modulus of decoupling.
Product states, for example, equilibrium states of
mean-field systems are uniformly clustering with
	!(d) = 0 for d > 0.

The normality of the fluctuations of the micro-
system (B,!) for product states is proved and
extensively studied in Goderis et al. (1989), and for
states satisfying the condition [15] or [16] in Goderis
and Vets (1989). In the latter case, the proofs are
very technical and based on a generalization of the
well-known Bernstein argument (Ibragimov and
Linnick 1971) of the classical central-limit theorem
to the noncommutative situation. A refinement of
these arguments can be found in Goderis et al.
(1990). For the sake of formal self-consistency we
formulate the theorem:

Theorem 3 (Central-limit theorem) Take the micro-
system (B,!) such that ! is lattice translation invariant
and satisfies the clustering condition [15]; then the
system has normal fluctuations for all elements of the
vector space of local observables AL, sa. &

In Goldshtein (1982) a noncommutative central-
limit theorem is derived using similar techniques.
The main difference, however, is its strictly local
character, namely for one local operator separately.
The conditions depend on the spectral properties of
the operator. It excludes a global approach resulting
in a CCR algebra structure.

Even for quantum lattice systems, it is not
straightforward to check whether a state satisfies
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the degree of mixing as expressed in conditions
[15]–[16]. Clearly, one expects the condition to hold
for equilibrium states at high enough temperatures.
For quantum spin chains, a theorem analogous with
Theorem 3 under weaker conditions than [15] is
proved for example, in Matsui (2003).

So far we have reviewed the quantum central-limit
theorem for physical C�-spin systems (B,!) with
normal fluctuations.

Now we extend the physical system to a
C�-dynamical system (B,!,	t) (Brattelli and Robinson
1979, 2002) and we investigate the properties of the
dynamics 	t under the central limit. As usual, the
dynamics is supposed to be of the short-range type in
order to guarantee the norm limit:

	tð�Þ ¼ n� lim
�

eitH� � e�itH�

and space homogeneous 	t � �x = �x � 	t, 8t 2 R, 8x 2
Z�. We suppose that the state ! is both space as
time translation invariant. Moreover, we assume
that the state ! satisfies the mixing condition [15]
for normal fluctuations.

In [10] we defined, for every local A 2 AL, sa, the
local fluctuation F�(A) and obtained a clear meaning
of F(A) = lim� F�(A) from the central-limit theorem.
Now we are interested in the dynamics of the
fluctuations F(A). Clearly, for all A 2 AL, sa and all
finite �:

	tF�ðAÞ ¼ F�ð	tAÞ ½17�

and one is tempted to define the dynamics ~	t of the
fluctuations in the �-limit by the formula

~	tFðAÞ ¼ Fð	tAÞ ½18�

Note, however, that in general 	tA is not a local
element of AL, sa. It is unclear whether the central
limit of elements of the type 	tA, with A 2 AL, sa

exists or not and hence whether one can give a
meaning to F(	tA). Moreover, if F(	tA) exists, it
remains to prove that (~	t)t defines a weakly
continuous group of �-automorphisms on the fluc-
tuation CCR algebra ~M= C�(AL, sa, �!)00 (the von
Neumann algebra generated by the !̃-representation
of C�(AL, sa, �!)). All this needs a proof. In Goderis
et al. (1990), one finds the proof of the following
basic theorem about the dynamics.

Theorem 4 Under the conditions on the dynamics
	t and on the state ! expressed above, the limit
F(	tA) = lim� F�(	tA) exists as a central limit as in
Theorem 2, and the maps ~	t defined by [18] extend
to a weakly continuous one-parameter group of
�-automorphisms of the von Neumann algebra ~M.
The quasifree state !̃ is ~	t-invariant (time invariant).

This theorem yields the existence of a dynamics ~	t

on the fluctuations algebra and shows that it is of
the quasifree type

~	tFðAÞ ¼ Fð	tAÞ

where F(A) is a representation of a Bose field in a
quasifree state ~!, the noncommutative version of a
Gaussian distribution. In physical terms, it also
means that any microdynamics 	t induces a linear
process on the level of its fluctuations.

We can conclude that on the basis of the
Theorems 3 and 4 the quantum central-limit
theorem realized a map from the microdynamical
system (B,!,	t) to a macrodynamical system
(C�(AL, sa,�!), !̃, ~	t) of the quantum fluctuations.
The latter system is a quasifree Boson system.

Note that, contrary to the central-limit theorem,
the law of large numbers [4] maps local observables
to their averages forming a trivial commutative
algebra of macro-observables. The macrodynamics
is mapped to a trivial dynamics as well. Therefore,
the consideration of law of large numbers does not
allow one to observe genuine quantum phenomena.
On the other hand, on the level of the fluctuations,
macroscopic quantum phenomena are observable.

Abnormal Fluctuations

The results about normal fluctuations in the last
section contain two essential elements. On the one
hand, the central limit has to exist. The condition in
order that this occurs is the validity of the cluster
condition ([15] or [16]) guaranteeing the normality
of the fluctuations. On the other hand, there is the
reconstruction theorem, identifying the CCR algebra
representation of the fluctuation observables or
operators in the quasifree state, which is denoted
by !̃.

The cluster condition is in general not satisfied for
systems with long-range correlations, for example,
for equilibrium states at low temperatures with
phase transitions. It is a challenging question to also
study in this case the existence of fluctuations
operators and, if they exist, to study their mathe-
matical structure. Here we detect structures other
than the CCR structure, other states or distributions
different from quasifree states, etc.

Progress in the elucidation of all these questions
started with a detailed study of abnormal fluctua-
tions in the harmonic and anharmonic crystal
models (Verbeure and Zagrebnov 1992, Momont
et al. 1997). More general Lie algebras are obtained
than the Heisenberg Lie algebra of the CCR algebra,
and more general states !̃ or quantum distributions
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are computed beyond quasifree states, which is the
case for normal fluctuations.

Abnormal fluctuations turn up, if one has an
ergodic state ! with long-range correlations. We
have in mind continuous (second-order) phase
transitions, then typically, for example, the heat
capacity or some more general susceptibilities
diverge at critical points or lines. This means that
normally scaled (with the factor j�j�1=2) fluctuations
of some observables diverge. This is equivalent with
the divergence of sums of the typeX

x2Z�

ð!ðA�xAÞ � !ðAÞ2Þ

for some local observable A.
In order to deal with these situations, we rescale

the local fluctuations. One determines a scaling
index 
A 2 (�1=2, 1=2), depending on the observa-
ble A, such that the abnormally scaled local
fluctuations

F
A

� ¼ j�j
�
AF�ðAÞ

with F�(A) as in [10], yield a nontrivial character-
istic function: 8t 2 R,

lim
�
!�ðeitF


A
�
ðAÞÞ � �AðtÞ ½19�

where we limit our discussion to states !� local
Gibbs states. The index 
A is a measure for the
abnormality of the fluctuation of A. Note that

A =�1=2 yields a triviality and that 
A = 1=2
would lead to a law of large numbers (theory of
averages). Observe also that in general the char-
acteristic function �A or the corresponding state !̃
need not be Gaussian or quasifree.

In the physics literature, one describes the long-
range order by means of the asymptotic form of the
connected two-point function in terms of the critical
exponent �

!�ða�xAÞ � !�ðAÞ2 ’ 0
1

jxj��2þ�

 !
; jxj!1 ½20�

Our scaling index 
A is related to the critical
exponent � by the straightforward relation

� ¼ 2� 2�
A

As stated above, the index 
A is determined by the
existence of the central limit and explicitly com-
puted in several model calculations, for example,
Verbeure and Zagrebnov (1992), and for equili-
brium states. Apart from the strong model depen-
dence, the indices also depend strongly on the
chosen boundary conditions. This fact draws a new
light on the universality of the critical exponents.

Suppose now that the indices 
A are determined
by the existence of the central limit [19]. The next
problem is to find out whether also in these cases a
reconstruction theorem, comparable to, for exam-
ple, Theorem 2, can be proved giving again a
mathematical meaning to the limits

lim
�

F
A

� ðAÞ � F
AðAÞ ½21�

as operators, in general unbounded, on a Hilbert space.
Here we develop a proof of the Lie algebra

character of the abnormal fluctuations under the
conditions: (1) the 
-indices are determined by the
existence of the variances (second moments), and
(2) the existence of the third moments (for more
details see, e.g., Momont et al. (1997)).

Consider a local algebra, namely an n-dimensional
vector space G with basis {vi}i = 1,..., n and product

vj � vk � ½vj; vk� ¼
Xn

‘¼1

c‘jkv‘ ½22�

with structure constants c‘jk satisfying

c‘jk þ c‘kj ¼ 0X
r

ðcr
ijc

s
rk þ cr

jkcs
ri þ cr

kic
s
rjÞ ¼ 0

Consider the concrete Lie algebra basis of operators
in A{0}

fL0 ¼ i1;L1; . . . ;Lmg; m <1

such that L�j =�Lj, j = 0, 1, . . . , m and !(Lj) =
lim�!�(Lj) = 0 for j > 0. Clearly, !�(L0) = i for all
�, and the {Li} satisfy eqn [22]. Because of the
special choices of L0 one has c‘ok = c‘ko = 0 and
co

jk =�i lim�!�([Lj, Lk]). We consider now the
fluctuations of these generators and we are looking
for a characterization of the Lie algebra of the
fluctuations if any.

For a translation-invariant local state !�, � � Z�,
such that != lim� !� is mixing, define the local
fluctuations, for j = 1, . . . , m,

F

j

j ;� ¼
1

j�j1=2þ
j

X
x2�

�xLj � !�ðLjÞ
� �

½23�

and for notational convenience, take

F0;� ¼ i1

Now we formulate the conditions for our purposes.

Condition A We assume that the parameters 
j are
determined by the existence of the finite and
nontrivial variances: for all j = 1, . . . , m,

0 < lim
�
!� ðF
j

j;�Þ
2

� �
<1 ½24�
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After reordering, take 1=2 > 
1 � 
2 � � � � � 
m >
�1=2.

Condition B Assume that all third moments are
finite, that is,

lim
�
!� F


j

j;�F
k

k;�F
‘‘;�

� �


 


 <1
We have in mind, that the !�’s are Gibbs states

for some local Hamiltonians with some specific
boundary conditions. The limit �!Z� may depend
very strongly on these boundary conditions, in the
sense that they are visible in the values of the
indices 
j (see, e.g., Verbeure and Zagrebnov
(1992)). If for some j � 1, the corresponding 
j = 0
then the operator Lj has a normal fluctuation
operator

F

j

j ¼ lim
�

F

j

j;� ½25�

where the limit is understood in the sense of
Condition A, namely a finite nontrivial variance. If,
for some j � 1, the corresponding 
j 6¼ 0, then the
fluctuation [25] is called an abnormal fluctuation
operator. In order to satisfy Condition A, it happens
sometimes that 
j has to be chosen negative (see,
e.g., Verbeure and Zagrebnov (1992)). In this case,
it is reasonable to limit our discussion to the
situation that all 
j > �1=2.

On the basis of Condition A, the limit set
{F


j

j }j = 0,..., m of fluctuation operators generates a
Hilbert space H with scalar product

F

j

j ; F

k

k

� �
¼ lim

�
!� ðF
j

j;�Þ
�F
k

k;�

� �
½26�

On the basis of Condition B, the fluctuation
operators are defined as multiplication operators of
the Hilbert space H. Note that the Conditions A and
B are not sufficient to obtain a characteristic
function. However, they are sufficient to obtain the
notion of fluctuation operator. Now we proceed to
clarify the Lie algebra character of these fluctuation
operators on H.

Consider the Lie product of two local fluctuations
for a finite �, one gets

F

j

j;�; F

k

k;�

h i
¼
Xm
‘¼0

c‘jkð�ÞF

‘
‘;� ½27�

with

c‘jkð�Þ ¼
c‘jk

j�j1=2þ
jþ
k�
‘
; ‘ ¼ 1; . . . ; m

c0
jkð�Þ ¼ j�j

�
j�
k
Xm
‘¼0

c‘jk!�ðF
�

‘;�Þ

It is an easy exercise to check that the {c‘jk(�)} are the
structure coefficients of a Lie algebra G(�). Hence,
by considering local fluctuations, one constructs a
map from the Lie algebra G onto the Lie algebra
G(�) by a nontrivial change of the structure
constants. When the transformed structure constants
approach a well-defined limit, a new nonisomorphic
Lie algebra might appear. The limit algebra G(Z�),
called the contracted one of the original one G is
always nonsemisimple. This contraction is a typical
Inönü–Wigner contraction (Inönü and Wigner
1953). About the limit algebra G(Z�), the following
results are obtained (see Momont et al. (1997)):

lim
�

c‘jkð�Þ ¼
0 if 1

2þ 
j þ 
k � 
‘ > 0
c‘jk if . . . . . . . . . . . . . . . ¼ 0

0 if . . . . . . . . . . . . . . . < 0

8<: ½28�

It is interesting to distinguish a number of special
cases:

1. If all fluctuations are normal, one recovers the
Heisenberg algebra of the canonical commuta-
tion relations with the right symplectic form �!.

2. If 1=2þ 
j þ 
k � 
‘ > 0 for all j, k, ‘ one obtains
an abelian Lie algebra of fluctuations.

3. One gets the richest structure if 1=2þ 
j þ 
k �

‘ = 0 for all j, k, ‘ or for some of them. One
notes a phenomenon of scale invariance, the
c‘jk(�) are �-independent. Algebras different from
the CCR algebra are observed. A particularly
interesting case turns up if 
j =�
k 6¼ 0, that is,
one of the indices is negative, for example, 
j < 0,
the corresponding fluctuation F


j

j shows a prop-
erty of space squeezing, and then 
k > 0, the
fluctuation F
k

k expresses the property of space
dilation. These phenomena are observed and
computed in several models (see, e.g., Verbeure
and Zagrebnov (1992)). This yields in particular
a microscopic explanation of the phenomenon of
squeezing (squeezed states and all that) in
quantum optics. We refer also to the section
‘‘Spont aneous symm etry breaking’’ for this phe-
nomenon as being the basis of the construction of
the Goldstone normal modes of the Goldstone
particle appearing in systems showing sponta-
neous symmetry breakdown.

Some Applications

The notion of fluctuation operator as presented
above, and the mathematical structure of the algebra
of fluctuations have been tested in several soluble
models. Many applications of this theory of quan-
tum fluctuations can be found in the list of
references. Here we are not entering into the details
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of any model, but we limit ourselves to mention
three applications which are of a general nature and
totally model independent.

Conservation of the KMS Property under
the Transition from Micro to Macro

Suppose that we start with a micro-dynamical
system (B,!,	t) with normal fluctuations, that is,
we are in the situation as treated in the section
‘‘No rmal fluctuat ions.’’ Hence, we know that the
quantum central-limit theorem maps the system
(B,!,	t) onto the macrodynamical system
(C�(AL, sa,�!), !̃, ~	t) of quantum fluctuations.

If the microstate ! is 	t-time invariant (! � 	t =!
for all t 2 R), then it also follows readily that the
macrostate !̃ is ~	t-time invariant (see Theorem 4,
i.e., !̃ � ~	t = !̃ for all t 2 R).

A less trivial question to pose is: suppose that the
microstate ! is an equilibrium state for the micro-
dynamics 	t, is then the macrostate !̃ also an
equilibrium state for the macrodynamics ~	t of the
fluctuations? In Goderis et al. (1990) this question is
answered positively in the following more technical
sense: if ! is an 	t-KMS state of B at inverse
temperature 
, then !̃ is an ~	t-KMS state at the
same temperature.

This property proves that the notion of equili-
brium is preserved under the operation of coarse
graining induced by the central-limit theorem. This
statement constitutes a proof of one of the
basic assumptions of the phenomenological theory
of Onsager about small oscillations around
equilibrium.

This result also yields a contribution to the
discussion whether or not quantum systems should
be described at a macroscopic level by classical
observables. The result above states that the macro-
scopic fluctuation observables behave classically if
and only if they are time invariant. In other words, it
can only be expected a priori that conserved
quantities behave classically. In principle, other
observables follow a quantum dynamics.

Linear Response Theory

In particular, in the study of equilibrium states
(KMS states) a standard procedure is to perturb the
system and to study the response of the system as a
function of the perturbation. The response eluci-
dates many, if not all, of the properties of the
equilibrium state.

Technically, one considers a perturbation of the
dynamics by adding a term to the Hamiltonian. One
expands the perturbed dynamics in terms of the
perturbation and the unperturbed dynamics. It is

often argued that when the perturbation is small,
one can limit the study of the response to the first-
order term in the perturbation in the corresponding
Dyson expansion. This is the basis of what is called
the ‘‘linear response theory of Kubo.’’

A long-term debate is going on about the validity
of the linear response theory. The question is how to
understand from a microscopic point of view the
validity of the response theory being linear or not.
One must realize that the linear response theory
actually observed in macroscopic systems seems to
have a significant range of validity beyond the
criticism being expressed about it.

Here we discuss the main result of the paper
(Goderis et al. 1991) in which contours are sketched
for the exactness of the response being linear.

We assume:

1. that the microdynamics 	t is the norm-limit of
the local dynamics 	�

t = eitH� � e�itH� , where H�

contains only standard finite-range interactions
(as in the sect ion ‘‘No rmal fluc tuations’’);

2. that the !� are states such that != lim� !� is a
state which is time and space translation invar-
iant; and

3. that ! satisfies the cluster condition [15] or [16].

From the time invariance of the state, one has a
Hamiltonian GNS representation of the dynamics:
	t = eitH � e�itH. On the basis of Theorem 4, one has
the dynamics ~	t of the fluctuation algebra
C�(AL, sa, �!) in the state !̃. This GNS representation
yields a Hamiltonian representation for ~	t:

~	t ¼ eit ~H � e�it ~H

Now take any local perturbation P 2 AL, sa of 	t,
namely

	P
t;� ¼ eitðHþF�ðPÞÞ � e�itðHþF�ðPÞÞ

where F�(P) is the local fluctuation of P in !. Then
one proves the following central-limit theorem
(Goderis et al. 1991): for all A and B in AL, sa, one
has the perturbed dynamics

~	P
t ¼ eitð ~HþFðPÞÞ � e�itð ~HþFðPÞÞ

of the fluctuation algebra in the sense of [18]:

~	P
t FðAÞ ¼ lim

�
Fð	P

t;�ðAÞÞ

This proves the existence and the explicit form of
the perturbed dynamics lifted to the level of the
fluctuations. In particular, one has

lim
�
!� 	P

t;�ðF�ðAÞÞ
� �

¼ ~!ð~	P
t FðAÞÞ
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This is nothing but the existence of the relaxation
function of Kubo but lifted to the level of the
fluctuations and instead of dealing with strictly local
observables here one considers fluctuations.

Assume, furthermore, that the state ! is an (	t,
)-
KMS state; then one derives readily Kubo’s famous
formula of his linear response theory:

d

dt
~!ð~	P

t FðAÞÞ ¼ i~! ½FðPÞ; ~	tFðAÞ�ð Þ

which shows full linearity in the perturbation
observable P. Kubo’s formula arises as the central
limit of the microscopic response to the dynamics
perturbed by a fluctuation observable. We remark
that if ! is an equilibrium state, then the right-hand
side of the formula above can be expressed in terms
of the Duhamel two-point function, which is the
common way of doing in linear response theory.

Spontaneous Symmetry Breaking

SSB is one of the basic phenomena accompanying
collective phenomena, such as phase transitions in
statistical mechanics, or specific ground states in
field theory. SSB goes back to the Goldstone
theorem. There are many different situations to
consider, for example, in the case of short-range
interactions, it is typical that SSB yields a
dynamics which remains symmetric, whereas for
long-range interactions SSB also breaks the sym-
metry of the dynamics. However, in all cases the
physics literature predicts the appearance of a
particular particle, namely the Goldstone boson, to
appear as a result of SSB. The theory of fluctua-
tion operators allows the construction of the
canonical coordinates of this particle. The most
general result can be found in Michoel and
Verbeure (2001). We sketch the essentials in two
cases, namely for systems of long-range interac-
tions (mean fields) and for systems with short-
range interactions.

Long-range (mean-field) interactions Here we give
explicitly the example of the strong-coupling BCS
model in one dimension (�= 1). The microscopic
algebra of observables is B=�i (M2)i, where M2 is
the algebra of 2	 2 complex matrices. The local
Hamiltonian of the models is given by

HN ¼ �
XN

i¼�N

�z
i �

1

2N þ 1

XN
i;j¼�N

�þi �
�
j

0 < � < 1
2

where �z, �� are the usual 2	 2 Pauli matrices. In
the thermodynamic limit, the KMS equation has the

following product state solutions: !� = �i tr��,
where

��¼
e�
h�

tr e�
h�
; � ¼ tr ���

� ¼!�ð��Þ

h�¼ ��z � ��þ � ���

Note that �= tr���
� is a nonlinear equation for �

whose solutions determine the density matrix ��.
This equation always has the solution �= 0,
describing the so-called normal phase. For 
 > 
c,
with th
c�= 2�, one has a solution � 6¼ 0, describing
the superconducting phase. Remark that if � is a
solution, then also �ei� for all � is a solution as
well. It is clear that HN is invariant under the
continuous gauge transformation automorphism
group G= {�’ j’ 2 [0, 2�]} of B:

�’ð�þi Þ ¼ e�i’�þi

Hence G is a symmetry group. On the other hand:
!�(�’(�þi )) = e�i’!�(�

þ
i ) 6¼ !�(�þi ). The gauge group

G is spontaneously broken. Remark also that the
gauge transformations are implemented locally by
the charges

QN ¼
XN

j¼�N

�z
i ; i:e:; �’ð�þi Þ ¼ e�i’QN�þi ei’QN

and �z is the symmetry generator density. As the
states !� are product states, all fluctuations are
normal (see the section ‘‘N ormal fluc tuations’’). One
considers the local operators

Q ¼ j�j
2

�2
�z þ �

�2
ð��þ þ ���Þ

P ¼ i

�
ð��þ � ���Þ

where �= (�2 þ j�j2)1=2. Note that P is essentially
the order parameter operator, that is, the operator P
is breaking the symmetry:

d

d’
!�ð�’ðAÞÞ 6¼ 0; !�ðAÞ ¼ 0

On the other hand, Q is essentially the generator of
the symmetry �z normalized to zero, that is,
!�(Q) = 0.

Michoel and Verbeure (2001) proved in detail
that the fluctuations F(Q) and F(P) form a
canonical pair

½FðQÞ; FðPÞ� ¼ i
4j�j2

�

and that they behave, under the time evolution, as
harmonic oscillator coordinates oscillating with a
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frequency equal to 2�. This frequency is called a
plasmon frequency. Moreover, the variances are

~!�ðFðQÞ2Þ ¼
j�j2

�2
¼ ~!�ðFðPÞ2Þ

This means that these coordinates vanish or dis-
appear if �= 0. The coordinates F(Q) and F(P) are
the canonical coordinates of a particle appearing
only if there is spontaneous symmetry breakdown.
They are the canonical coordinates of the Goldstone
boson, which arise if SSB occurs.

Short-range interactions An analogous result, as
for long-range interactions, can be derived for
systems with short-range interactions. However, in
this case we have equilibrium states with poor
cluster properties. We are now in the situation as
descr ibed in the ‘‘Abno rmal Fluct uations’’ sect ion.
Also in this case we have the phenomenon of SSB,
which shows the appearance of a Goldstone particle.
Also in this case one is able to construct its
canonical coordinates. The details of this construc-
tion can be found in Michoel and Verbeure (2001).
Here we give a heuristic picture of this construction.

Consider again a microsystem (B,!,	t) and let �s

be a strongly continuous one-parameter symmetry
group of 	t which is locally generated by
Q� =

P
x2� qx. SSB amounts to find an equilibrium

(KMS) or ground state ! which breaks the symme-
try, that is, there exists a local observable A 2 AL, sa

such that for s 6¼ 0 holds: !(�s(A)) 6¼ !(A) and
	t�s = �s	t. This is equivalent to

d

ds
!ð�sðAÞÞ






s¼0

¼ lim
�
!ð½Q�;A�Þ ¼ c 6¼ 0

with c a constant.
Now we turn this equation into a relation for

fluctuations. Using space translation invariance of
the state, one gets

lim
�

1

j�j!
X
x2�

ðqx � !ðqÞÞ
X
y2�

ð�xA� !ðAÞÞ
" # !

¼ c

We now use another consequence of the Gold-
stone theorem, namely that SSB implies poor
clustering properties for the order parameter A,
that is, in the line of what is done in the last
section, we assume that the lack of clustering is
expressed by the existence of a positive index 

such that

lim
�
!

1

j�j1þ2


X
x2�

ð�xA� !ðAÞÞ
 !2

0@ 1A

is nontrivial and finite. This means that the fluctua-
tion F
(A) exists. Then we get

lim
�
!

1

j�j1=2�

X
x2�

ðqx � !ðqÞÞ;
" 

1

j�j1=2þ

X
y2�

ð�xA� !ðAÞÞ
#!
¼ c

Hence

~! F�
ðqÞ; F
ðAÞ
� �� �

¼ c

which for equilibrium states !, turns into the
operator equation for fluctuations

½F�
ðqÞ; F
ðAÞ�¼ c1

In other words, one obtains a canonical pair
(F�
(q), F
(A)) of normal coordinates of the collec-
tive Goldstone mode.

Note that the long-range correlation of the
order-parameter operator (positive 
) is exactly
compensated by a squeezing, described by the
negative index �
, for the fluctuation operator of
the local generator of the broken symmetry. This
result can also be expressed as typical for SSB,
namely that the symmetry is not completely
broken, but only partially. More detailed informa-
tion about all this is found in Michoel and
Verbeure (2001).

See also: Algebraic Approach to Quantum Field Theory;
Large Deviations in Equilibrium Statistical Mechanics;
Macroscopic Fluctuations and Thermodynamic
Functionals; Quantum Phase Transitions; Quantum
Spin Systems; Symmetry Breaking in Field Theory;
Tomita–Takesaki Modular Theory.

Further Reading

Brattelli O and Robinson DW (1979) Operator Algebras and
Quantum Statistical Mechanics, vol. I. New York–Heidelberg–

Berlin: Springer.

Brattelli O and Robinson D (2002) Operator Algebras and
Quantum Statistical Mechanics, vol. II. New York–Heidelberg–

Berlin: Springer.

Cushen CD and Hudson RL (1971) A quantum mechanical central

limit theorem. Journal of Applied Probability 8: 454–469.
Fannes M and Quaegebeur J (1983) Central limits of product

mappings between CAR-algebras. Publications of the Research
Institute for Mathematical Studies Kyoto 19: 469–491.

Giri N and von Waldenfels W (1978) An algebraic version of the
central limit theorem. Zeitschrift für Wahrscheinlichkeitstheorie
und Verwandte gebiete 42: 129–134.

Goderis D, Verbeure A, and Vets P (1989) Non-commutative
central limits. Probability and Related Fields 82: 527–544.

Goderis D, Verbeure A, and Vets P (1990) Dynamics of

fluctuations for quantum lattice systems. Communications in
Mathematical Physics 128: 533–549.

Quantum Central-Limit Theorems 141



Goderis D, Verbeure A, and Vets P (1991) About the exactness of

the linear response theory. Communications in Mathematical
Physics 136: 265–583.

Goderis D and Vets P (1989) Central limit theorem for mixing

quantum systems and the CCR-algebra of fluctuations.

Communications in Mathematical Physics 122: 249.
Goldshtein BG (1982) A central limit theorem of non-commutative

probability theory. Theory of Probability and its Applications
27: 703.

Hudson RL (1973) A quantum mechanical central limit theorem for

anti-commuting observables. Journal of Applied Probability 10:

502–509.

Ibragimov IA and Linnick YuV (1971) Independent and stationary
sequences of random variables. Groningen: Wolters-Noordhoff.
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The Definition

A numerical measure of the ability of a classical or
quantum information processing system (for definite-
ness, one speaks of a communication channel) to
transmit information expressible as a text message
(called ‘‘classical information’’ as distinct from quan-
tum information). It is equal to the least upper bound
for rates of the asymptotically perfect transmission of
classical information through the system, when the
transmission time tends to infinity, and arbitrary pre-
and post-processing (encoding and decoding) are
allowed at the input and the output of the system.
Typically, for rates exceeding the capacity, not only
the asymptotically perfect transmission is impossible,
but the error probability with arbitrary encoding–
decoding scheme tends to 1, so that the capacity has a
nature of a threshold parameter.

From Classical to Quantum
Information Theory

A central result of the classical information theory is
the Shannon coding theorem, giving an explicit
expression to the capacity in terms of the maximal
mutual information between the input and the
output of the channel. The issue of the information
capacity of quantum communication channels arose

soon after the publication of the pioneering papers
by Shannon and goes back to the classical works of
Gabor, Brillouin, and Gordon, asking for funda-
mental physical limits on the rate and quality of
information transmission. This work laid a physical
foundation and raised the question of consistent
quantum treatment of the problem. Important steps
in this direction were made in the early 1970s when
a quantum probabilistic framework for this type
of problem was created and the conjectured upper
bound for the classical capacity of quantum
channel was proved. A long journey to the quantum
coding theorem culminated in 1996 with the
proof of achievability of the upper bound
(the Holevo–Schumacher–Westmoreland theorem;
see Holevo (1998) for a detailed historical survey).
Moreover, it was realized that quantum channel is
characterized by the whole spectrum of capacities
depending on the nature of the information resources
and the specific protocols used for the transmission.
To a great extent, this progress was stimulated by an
interplay between the quantum communication theory
and quantum information ideas related to more recent
development in quantum computing. This new age of
quantum information science is characterized by
emphasis on the new possibilities (rather than restric-
tions) opened by the quantum nature of the informa-
tion processing agent. On the other hand, the question
of information capacity is important for the theory of
quantum computer, particularly in connection with
quantum error-correcting codes, communication and
algorithmic complexity, and a number of other
important issues.
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The Quantum Coding Theorem

In the simplest and most basic memoryless case, the
information processing system is described by the
sequence of block channels,

��n ¼ �� � � � � �|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
n

; n ¼ 1; . . .

of n parallel and independent uses of a channel �, n
playing the role of transmission time (Holevo 1998).
More generally, one can consider memory channels
given by open dynamical systems with a kind of
ergodic behavior and the limit where the transmission
time goes to infinity (Kretschmann and Werner 2005).

Restricting to the memoryless case, encoding is given
by a mapping of classical messages x from a given
codebook of size N into states (density operators) �(n)

x

in the input space H�n
1 of the block channel ��n, and

decoding – by an observable M(n) in the output space
H�n

2 , that is, a family {M(n)
y } of operators constituting a

resolution of the identity in H�n
2 :

MðnÞ
y � 0;

X
y

MðnÞy ¼ I

Here y plays the role of outcomes of the whole
decoding procedure involving both the quantum
measurement at the output and the possible classical
information post-processing. Then the diagram for
the classical information transmission is

x! �
ðnÞ
i|{z}

input
state

! ��n½�ðnÞx �|fflfflfflfflffl{zfflfflfflfflffl}
output
state

!M
ðnÞ

y

The such-described encoding and decoding consti-
tute a quantum block code of length n and size N
for the memoryless channel. The conditional prob-
ability of obtaining an outcome y provided the
message x was sent for a chosen block code is given
by the statistical formula

pðnÞðyjxÞ ¼ tr ��n½�ðnÞx �MðnÞ
y

and the error probability for the code is just
maxx (1� p(n)(x j x)).

Denoting by pe(n, N) the infimum of the error
probability over all codes of length n and size N, the
classical capacity C(�) of the memoryless channel is
defined as the least upper bound of the rates R for
which lim n!1 pe(n, 2nR) = 0.

Let � be a quantum channel from the input to the
output quantum systems, assumed to be finite
dimensional. The coding theorem for the classical
capacity says that

Cð�Þ ¼ lim
n!1

1

n
C�ð��nÞ ½1�

where

C�ð�Þ ¼ max H
X

x

px� �x½ �
 !(

�
X

x

pxH � �x½ �ð Þ
)

½2�

H(�) =�tr � log2 � is the binary von Neumann
entropy, and the maximum is taken over all
probability distributions {px} and collections of
density operators {�x} in H1.

The Variety of Capacities

This basic definition and the formulas [1], [2] generalize
the definition of the Shannon capacity and the coding
theorem for classical memoryless channels. For quantum
channel, there are several different capacities because
one may consider sending different kinds (classical or
quantum) of information, restrict the admissible coding
and decoding operations, and/or allow the use of
additional resources, such as shared entanglement,
forward or backward communication, leading to really
different quantities (Bennett et al. 2004). Few of these
resources (such as feedback) also exist for classical
channels but usually influence the capacity less drama-
tically (at least for memoryless channels). Restricting to
the transmission of classical information with no
additional resources, one can distinguish at least four
capacities (Bennett and Shor 1998), according to
whether, for each block length n, one is allowed to use
arbitrary entangled quantum operations on the full
block of input (resp. output) systems, or if, for each of the
parallel channels, one has to use a separate quantum
encoding (resp. decoding), and combine these only by
classical pre- (resp. post-) processing:

???

=

≥

≥

C1∞ = Cχ:
unentangled

coding, quantum
block decoding

C∞1: quantum
block

coding, separate
decoding

C∞∞: full
capacity, arbitary

(de)coding

C11: one-shot
capacity or accessible
information, separate

quantum (de)coding, block
(de)coding only classical

The full capacity C11 is just the classical capacity
C(�) given by [1]. That C11 coincides with the
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quantity C�(�) given by [2] is the essential content
of the HSW theorem, from which [1] is obtained
by additional blocking. Since C� is apparently
superadditive, C�(�1 � �2) � C�(�1)þ C�(�2), one
has C11 � C�. It is still not known whether the
quantity C�(�) is in fact additive for all channels,
which would imply the equalities here. Additivity of
C�(�) would have the important physical conse-
quence – it would mean that using entangled input
states does not increase the classical capacity of
quantum channel. While such a result would be very
much welcome, giving a single-letter expression for
the classical capacity, it would call for a physical
explanation of asymmetry between the effects of
entanglement in encoding and decoding procedures.
Indeed, the inequality in the lower left is known to be
strict sometimes (Holevo 1998), which means that
entangled decodings can increase the classical capa-
city. There is even an intermediate capacity between
C11 and C11 obtained by restricting the quantum
block decodings to adaptive ones (Shor 2002). The
additivity of the quantity C� for all channels is one of
the central open problems in quantum information
theory; it was shown to be equivalent to several other
important open problems, notably (super)additivity
of the entanglement of formation and additivity of
the minimal output entropy (Shor 2004).

For infinite-dimensional quantum processing sys-
tems, one needs to consider the input constraints
such as the power constraint for bosonic Gaussian
channels. The definition of the classical capacity and
the capacity formula are then modified by introduc-
ing the constraint in a way similar to the classical

theory (Holevo 1998, Holevo and Werner 2001).
Another important extension concerns multiuser
quantum information processing systems and their
capacity regions (Devetak and Shor 2003).

See also: Capacities Enhanced by Entanglement;
Capacity for Quantum Information; Channels in Quantum
Information Theory; Entanglement Measures.
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Introduction

Quantum chromodynamics, or QCD, as it is normally
called in high-energy physics, is the quantum field
theory that describes the strong interactions. It is the
SU(3) gauge theory of the current standard model for
elementary particles and forces, SU(3)�SU(2)L�U(1),
which encompasses the strong, electromagnetic, and
weak interactions. The symmetry group of QCD, with
its eight conserved charges, is referred to as color
SU(3). As is characteristic of quantum field theories,

each field may be described in terms of quantum waves
or particles.

Because it is a gauge field theory, the fields that
carry the forces of QCD transform as vectors under
the Lorentz group. Corresponding to these vector
fields are the particles called ‘‘gluons,’’ which carry
an intrinsic angular momentum, or spin, of 1 in
units of �h. The strong interactions are understood as
the cumulative effects of gluons, interacting among
themselves and with the quarks, the spin-1/2
particles of the Dirac quark fields.

There are six quark fields of varying masses in
QCD. Of these, three are called ‘‘light’’ quarks, in a
sense to be defined below, and three ‘‘heavy.’’ The
light quarks are the up (u), down (d), and strange (s),
while the heavy quarks are the charm (c), bottom (b),
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and top (t). Their well-known electric charges are
ef = 2e=3(u, c, t) and ef =�e=3(d, s, b), with e the
positron charge. The gluons interact with each quark
field in an identical fashion, and the relatively light
masses of three of the quarks provide the theory with
a number of approximate global symmetries that
profoundly influence the manner in which QCD
manifests itself in the standard model.

These quark and gluon fields and their correspond-
ing particles are enumerated with complete confidence
by the community of high-energy physicists. Yet, none
of these particles has ever been observed in isolation,
as one might observe a photon or an electron. Rather,
all known strongly interacting particles are colorless;
most are ‘‘mesons,’’ combinations with the quantum
numbers of a quark q and a antiquark �q0, or
‘‘baryons’’ with the quantum numbers of (possibly
distinct) combinations of three quarks qq0q00. This
feature of QCD, that its underlying fields never
appear as asymptotic states, is called ‘‘confinement.’’
The very existence of confinement required new ways
of thinking about field theory, and only with these
was the discovery and development of QCD possible.

The Background of QCD

The strong interactions have been recognized as a
separate force of nature since the discovery of the
neutron as a constituent of atomic nuclei, along with
the proton. Neutrons and protons (collectively,
nucleons) possess a force, attractive at intermediate
distances and so strong that it overcomes the electric
repulsion of the protons, each with charge e. A sense
of the relative strengths of the electromagnetic and
strong interactions may be inferred from the typical
distance between mutually repulsive electrons in an
atom, �10�8 cm, and the typical distance between
protons in a nucleus, of order 10�13 cm.

The history that led up to the discovery of QCD is a
fascinating one, beginning with Yukawa’s 1935 theory
of pion exchange as the source of the forces that bind
nuclei, still a useful tool for low-energy scattering.
Other turning points include the creation of nonabelian
gauge theories by Yang and Mills in 1954, the discovery
of the quantum number known as strangeness, the
consequent development of the quark model, and then
the proposal of color as a global symmetry. The role of
pointlike constituents in hadrons was foreshadowed by
the identification of electromagnetic and weak currents
and the analysis of their quantum-mechanical algebras.
Finally, the observation of ‘‘scaling’’ in deep-inelastic
scattering, which we will describe below, made QCD,
with color as a local symmetry, the unique explanation
of the strong interactions, through its property of
asymptotic freedom.

The Lagrangian and Its Symmetries

The QCD Lagrangian may be written as

L ¼
Xnf

f¼1

�qf i 6D½A� �mf

� �
qf �

1

2
tr F2

��ðAÞ
h i

� �
2

BaðAÞð Þ2þ�cb
�BbðAÞ
��a

� �
ca ½1�

with 6D[A] = � � @ þ igs� � A the covariant derivative in
QCD. The �� are the Dirac matrices, satisfying the
anticommutation relations, [��, ��]þ= 2g��. The SU(3)
gluon fields are A� =

P8
a = 1 A�

aTa, where Ta are the
generators of SU(3) in the fundamental representation.
The field strengths F��[A] = @�A� � @�A� þ igs[A�, A�]
specify the three- and four-point gluon couplings of
nonabelian gauge theory. In QCD, there are nf = 6
flavors of quark fields, qf , with conjugate �qf = qyf�

0.
The first two terms in the expression [1] make up

the classical Lagrangian, followed by the gauge-fixing
term, specified by a (usually, but not necessarily
linear) function Ba(A), and the ghost Lagrangian. The
ghost (anti-ghost) fields ca(�ca) carry the same adjoint
index as the gauge fields.

The classical QCD Lagrangian before gauge fixing
is invariant under the local gauge transformations

A0�ðxÞ¼
i

gs
@��ðxÞ��1ðxÞ þ �ðxÞA0�ðxÞ��1ðxÞ

¼A�ðxÞ � @���ðxÞ
þ igs ��ðxÞ;A�ðxÞ

� �
þ � � �

 0iðxÞ¼�ðxÞij jðxÞ ¼  iðxÞ
þ igs��ðxÞij jðxÞ þ � � �

��ðxÞ¼
X8

a¼1

��aðxÞTa

½2�

The full QCD action including gauge-fixing and
ghost terms is also invariant under the Bechi, Rouet,
Stora, Tyutin (BRST) transformations with �	 an
anticommuting variable.

�A�;a ¼ �ab@� þ gA�cfabc

� �
cb�	

�ca ¼�1
2 gCabc cb cc�	; ��c ¼ �Ba�	

� i ¼ ig Tb½ �ij cb j

½3�

with fabc the SU(3) structure constants. The Jacobian
of these transformations is unity.

In addition, neglecting masses of the light quarks,
u, d, and s, the QCD Lagranian has a class of global
flavor and chiral symmetries, the latter connecting
left- and right-handed components of the quark
fields,  L, R 	 (1=2)(1
 �5) ,

 0ðxÞ ¼ ei��P
5  ðxÞ; P ¼ 0; 1 ½4�
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Here, power P = 0 describes phase, and P = 1 chiral,
transformations. Both transformations can be
extended to transformations among the light flavors,
by letting  become a vector, and � an element in
the Lie algebra of SU(M), with M = 2 if we take only
the u and d quarks, and M = 3 if we include the
somewhat heavier strange quark. These symmetries,
not to be confused with the local symmetries of the
standard model, are strong isospin and its extension
to the ‘‘eightfold way,’’ which evolved into the
(3-)quark model of Gell–Mann and Zweig. The
many successes of these formalisms are automati-
cally incorporated into QCD.

Green Functions, Phases,
and Gauge Invariance

In large part, the business of quantum field theory is
to calculate Green functions,

Gn x1 . . . xnð Þ
¼ 0 T �1ðx1Þ . . . �iðxiÞ . . . �nðxnÞð Þj j0h i ½5�

where T denotes time ordering. The �i(x) are
elementary fields, such as A or qf , or composite
fields, such as currents like J� = �qf�

�qf . Such a
Green function generates amplitudes for the scatter-
ing of particles of definite momenta and spin, when
in the limit of large times the xi-dependence of the
Green function is that of a plane wave. For example,
we may have in the limit x0

i ! 1,

Gn x1 . . . xnð Þ ! 
iðp; �Þ eip�xi ðp; �Þ T �1ðx1Þ . . .ðjh
�i�1ðxi�1Þ�iþ1ðxiþ1Þ . . . �nðxnÞÞj0i ½6�

where 
i(p,�) is a solution to the free-field equation for
field �i, characterized by momentum p and spin �. (An
inegral over possible momenta p is understood.)
When this happens for field i, the vacuum state is
replaced by j(p,�)i, a particle state with precisely
this momentum and spin; when it occurs for all
fields, we derive a scattering (S)-matrix amplitude.
In essence, the statement of confinement is that
Green functions with fields qf (x) never behave as
plane waves at large times in the past or future.
Only Green functions of color singlet composite
fields, invariant under gauge transformations, are
associated with plane wave behavior at large times.

Green functions remain invariant under the BRST
transformations [3], and this invariance implies a set
of Ward identities

�

�	ðzÞ
Xn

i¼1

0 T �1ðx1Þ . . . �BRS�iðxiÞ . . .ðjh

�nðxnÞÞj0i ¼ 0 ½7�

The variation of the anti-ghost as in [3] is equivalent
to an infinitesimal change in the gauge-fixing term;
variations in the remaining fields all cancel single-
particle plane wave behavior in the corresponding
Green functions. These identities then ensure the
gauge invariance of the perturbative S-matrix, a result
that turns out to be useful despite confinement.

To go beyond a purely perturbative description of
QCD, it is useful to introduce a set of nonlocal
operators that are variously called nonabelian
phases, ordered exponentials, and Wilson lines,

UCðz; yÞ ¼ P exp �igs

Z z

y

dx�A�ðxÞ
" #

½8�

where C is some self-avoiding curve between y and z.
The U’s transform at each end linearly in nonabelian
gauge transformations �(x) at that point,

U0Cðz; yÞ ¼ �ðzÞUCðz; yÞ��1ðyÞ ½9�

Especially interesting are closed curves C, for which
z = y. The phases about such closed loops are, like
their abelian counterparts, sensitive to the magnetic
flux that they enclose, even when the field strengths
vanish on the curve.

QCD at the Shortest and Longest
Distances

Much of the fascination of QCD is its extraordinary
variation of behavior at differing distance scales. Its
discovery is linked to asymptotic freedom, which
characterizes the theory at the shortest scales.
Asymptotic freedom also suggests (and in part
provides) a bridge to longer distances.

Most analyses in QCD begin with a path-integral
formulation in terms of the elementary fields
�a = qf . . . ,

Gn xi;ðzj;yjÞ
� �

¼
Z Y

a¼q;�q;G;c;�c

D�a

" #Y
i

�iðxiÞ

�
Y

j

UCj
ðzj;yjÞeiSQCD ½10�

with SQCD the action. Perturbation theory keeps
only the kinetic Lagrangian, quadratic in fields, in
the exponent, and expands the potential terms in
the coupling. This procedure produces Feynman
diagrams, with vertices corresponding to the cubic
and quartic terms in the QCD Lagrangian [1].

Most nonperturbative analyses of QCD require
studying the theory on a Eucliean, rather than
Minkowski space, related by an analytic continuation
in the times x0, y0, z0 in Gn from real to imaginary
values. In Euclidean space, we find, for example,
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classical solutions to the equations of motion, known as
instantons, that provide nonperturbative contributions
to the path integral. Perhaps the most flexible non-
perturbative approach approximates the action and the
measure at a lattice of points in four-dimensional space.
For this purpose, integrals over the gauge fields are
replaced by averages over ‘‘gauge links,’’ of the form of
eqn [8] between neighboring points.

Perturbation theory is most useful for processes
that occur over short timescales and at high relative
energies. Lattice QCD, on the other hand, can
simulate processes that take much longer times, but
is less useful when large momentum transfers are
involved. The gap between the two methods remains
quite wide, but between the two they have covered
enormous ground, enough to more than confirm
QCD as the theory of strong interactions.

Asymptotic Freedom

QCD is a renormalizable field theory, which implies
that the coupling constant g must be defined by its
value at a ‘‘renormalization scale,’’ and is denoted
g(�). Usually, the magnitude of �s(�) 	 g2=4�, is
quoted at �= mZ, where it is �0.12. In effect, g(�)
controls the amplitude that connects any state to
another state with one more or one fewer gluon,
including quantum corrections that occur over time-
scales from zero up to �h=� (if we measure � in units of
energy). The QCD Ward identities mentioned above
ensure that the coupling is the same for both quarks
and gluons, and indeed remains the same in all terms
in the Lagrangian, ensuring that the symmetries of
QCD are not destroyed by renormalization.

Quantum corrections to gluon emission are not
generally computable directly in renormalizable
theories, but their dependence on � is computable,
and is a power series in �s(�) itself,

�2 d�sð�Þ
d�2

¼�b0
�2

s ð�Þ
4�
�b1

�3
s ð�Þ
ð4�Þ2

þ�� � 	 �ð�sÞ ½11�

where b0 =11�2nf=3 and b1 =2(31�19nf=3). The
celebrated minus signs on the right-hand side are
associated with both the spin and self-interactions of
the gluons.

The solution to this equation provides an expres-
sion for �s at any scale �1 in terms of its value at
any other scale �0. Keeping only the lowest-order,
b0, term, we have

�sð�1Þ ¼
�sð�0Þ

1þ ðb0=4�Þ ln �2
1=�

2
0

� �
¼ 4�

b0 ln �2
1=�2

QCD

� 	 ½12�

where in the second form, we have introduced �QCD,
the scale parameter of the theory, which embodies
the condition that we get the same coupling at scale
�1 no matter which scale �0 we start from.
Asymptotic freedom consists of the observation that
at larger renormalization masses �, or correspond-
ingly shorter timescales, the coupling weakens, and
indeed vanishes in the limit �!1. The other side of
the coin is that over longer times or lower momenta,
the coupling grows. Eventually, near the pole at
�1 = �QCD, the lowest-order approximation to the
running fails, and the theory becomes essentially
nonperturbative. Thus, the discovery of asymptotic
freedom suggested, although it certainly does not
prove, that QCD is capable of producing very strong
forces, and confinement at long distances. Current
estimates of �QCD are �200 MeV.

Spontaneous Breaking of Chiral Symmetry

The number of quarks and their masses is an external
input to QCD. In the standard model masses are
provided by the Higgs mechanism, but in QCD they
are simply parameters. Because the standard model
has chosen several of the quarks to be especially light,
QCD incorporates the chiral symmetries implied by
eqn [4] (with P = 1). In the limit of zero quark
masses, these symmetries becomes exact, respected to
all orders of perturbation theory, that is, for any
finite number of gluons emitted or absorbed.

At distances on the order to 1=�QCD, however,
QCD cannot respect chiral symmetry, which would
require each state to have a degenerate partner with
the opposite parity, something not seen in nature.
Rather, QCD produces, nonperturbatively, nonzero
values for matrix elements that mix right- and left-
handed fields, such as h0j�uLuRj0i, with u the up-quark
field. Pions are the Goldstone bosons of this symmetry,
and may be thought of as ripples in the chiral
condensate, rotating it locally as they pass along. The
observation that these Goldstone bosons are not
exactly massless is due to the ‘‘current’’ masses of the
quarks, their values in LQCD. The (chiral perturbation
theory) expansion in these light-quark masses
also enables us to estimate them quantitatively:
1.5�mu� 4MeV, 4�md� 8MeV, and 80�ms�
155MeV. These are the light quarks, with masses
smaller than �QCD. (Like �s, the masses are renorma-
lized; these are quoted from Eidelman (2004) with
�=2GeV.) For comparison, the heavy quarks
have masses mc� 1–1.5GeV, mb� 4–4.5GeV, and
mt� 180GeV (the giant among the known elementary
particles).

Although the mechanism of the chiral condensate
(and in general other nonperturbative aspects of
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QCD) has not yet been demonstrated from first
principles, a very satisfactory description of the origin
of the condensate, and indeed of much hadronic
structure, has been given in terms of the attractive
forces between quarks provided by instantons. The
actions of instanton solutions provide a dependence
exp[�8�2=g2

s ] in Euclidean path integrals, and so are
characteristically nonperturbative.

Mechanisms of Confinement

As described above, confinement is the absence of
asymptotic states that transform nontrivially under
color transformations. The full spectrum of QCD,
however, is a complex thing to study, and so the
problem has been approached somewhat indirectly. A
difficulty is the same light-quark masses associated
with approximate chiral symmetry. Because the masses
of the light quarks are far below the scale �QCD at
which the perturbative coupling blows up, light quarks
are created freely from the vacuum and the process of
‘‘hadronization,’’ by which quarks and gluons form
mesons and baryons, is both nonperturbative and
relativistic. It is therefore difficult to approach in both
perturbation theory and lattice simulations.

Tests and studies of confinement are thus normally
formulated in truncations of QCD, typically with no
light quarks. The question is then reformulated in a
way that is somewhat more tractable, without
relativistic light quarks popping in and out of the
vacuum all the time. In the limit that its mass becomes
infinite compared to the natural scale of fluctuations in
the QCD vacuum, the propagator of a quark becomes
identical to a phase operator, [8], with a path C
corresponding to a constant velocity. This observation
suggests a number of tests for confinement that can be
implemented in the lattice theory. The most intuitive is
the vacuum expectation value of a ‘‘Wilson loop,’’
consisting of a rectangular path, with sides along the
time direction, corresponding to a heavy quark and
antiquark at rest a distance R apart, and closed at some
starting and ending times with straight lines. The
vacuum expectation value of the loop then turns out to
be the exponential of the potential energy between the
quark pair, multiplied by the elapsed time,


0

����P exp �igs

I
C

A�ðxÞ dx�
� �����0�

¼ expð�VðRÞT=�hÞ ½13�

When V(R) / R (‘‘area law’’ behavior), there is a
linearly rising, confining potential. This behavior,
not yet proven analytically yet well confirmed on the
lattice, has an appealing interpretation as the energy
of a ‘‘string,’’ connecting the quark and antiquark,
whose energy is proportional to its length.

Motivation for such a string picture was also
found from the hadron spectrum itself, before any of
the heavy quarks were known, and even before the
discovery of QCD, from the observation that many
mesonic (�qq0) states lie along ‘‘Regge trajectories,’’
which consist of sets of states of spin J and mass m2

J

that obey a relation

J ¼ �0m2
J ½14�

for some constant �0. Such a relation can be modeled
by two light particles (‘‘quarks’’) revolving around each
other at some constant (for simplicity, fixed nonrela-
tivistic) velocity v0 and distance 2R, connected by a
‘‘string’’ whose energy per unit length is a constant 
.

Suppose the center of the string is stationary, so
the overall system is at rest. Then neglecting the
masses, the total energy of the system is M = 2R
.
Meanwhile, the momentum density per unit length
at distance r from the center is v(r) = (r=R)v0, and
the total angular momentum of the system is

J ¼ 2
v0

Z R

0

dr r2 ¼ 2
v0

3
R2¼ v0

6

M2 ½15�

and for such a system, [14] is indeed satisfied.
Quantized values of angular momentum J give
quantized masses mJ, and we might take this as a
sort of ‘‘Bohr model’’ for a meson. Indeed, string
theory has its origin in related consideration in the
strong interactions.

Lattice data are unequivocal on the linearly rising
potential, but it requires further analysis to take a
lattice result and determine what field configura-
tions, stringlike or not, gave that result. Probably the
most widely accepted explanation is in terms of an
analogy to the Meissner effect in superconductivity,
in which type II superconductors isolate magnetic
flux in quantized tubes, the result of the formation
of a condensate of Cooper pairs of electrons. If the
strings of QCD are to be made of the gauge field,
they must be electric (F�0) in nature to couple to
quarks, so the analogy postulates a ‘‘dual’’ Meissner
effect, in which electric flux is isolated as the result
of a condensate of objects with magnetic charge
(producing nonzero Fij). Although no proof of this
mechanism has been provided yet, the role of
magnetic fluctuations in confinement has been
widely investigated in lattice simulations, with
encouraging results. Of special interest are magnetic
field configurations, monopoles or vortices, in the
Z3 center of SU(3), exp [i�k=3]I3�3, k = 0, 1, 2. Such
configurations, even when localized, influence
closed gauge loops [13] through the nonabelian
Aharonov–Bohm effect. Eventually, of course, the
role of light quarks must be crucial for any complete

148 Quantum Chromodynamics



description of confinement in the real world, as
emphasized by Gribov.

Another related choice of closed loop is the
‘‘Polyakov loop,’’ implemented at finite temperature,
for which the path integral is taken over periodic
field configurations with period 1=T, where T is the
temperature. In this case, the curve C extends from
times t = 0 to t = 1=T at a fixed point in space. In
this formulation it is possible to observe a phase
transition from a confined phase, where the expec-
tation is zero, to a deconfined phase, where it is
nonzero. This phase transition is currently under
intense experimental study in nuclear collisions.

Using Asymptotic Freedom:
Perturbative QCD

It is not entirely obvious how to use asymptotic
freedom in a theory that should (must) have
confinement. Such applications of asymptotic free-
dom go by the term perturbative QCD, which has
many applications, not the least as a window to
extensions of the standard model.

Lepton Annihilation and Infrared Safety

The electromagnetic current, J� =
P

f ef �qf��qf , is a
gauge-invariant operator, and its correlation functions
are not limited by confinement. Perhaps, the simplest
application of asymptotic freedom, yet of great
physical relevance, is the scalar two-point function,

�ðQÞ¼ �i

3

Z
d4x e�iQ�x 0 T J�ð0ÞJ�ðxÞ

� ��� ��0
 �
½16�

The imaginary part of this function is related to the
total cross section for the annihilation process eþe� !
hadrons in the approximation that only one photon
takes part in the reaction. The specific relation is
�QCD = (e4=Q2) Im�(Q2), which follows from the
optical theorem, illustrated in Figure 1. The perturba-
tive expansion of the function �(Q) depends, in
general, on the mass scales Q and the quark masses
mf as well as on the strong coupling �s(�) and on the
renormalization scale �. We may also worry about the

influence of other, truly nonperturbative scales,
proportional to powers of �QCD. At large values of
Q2, however, the situation simplifies greatly, and
dependence on all scales below Q is suppressed by
powers of Q. This may be expressed in terms of the
operator product expansion,

0 T J�ð0ÞJ�ðxÞ
� ��� ��0
 �
¼
X
OI

ðx2Þ�3þdI=2CIðx2�2; �sð�ÞÞ

� 0 OIð0Þj j0h i ½17�

where dI is the mass dimension of operator OI, and
where the dimensionless coefficient functions CI

incorporate quantum corrections. The sum over
operators begins with the identity (dI = 0), whose
coefficient function is identified with the sum of
quantum corrections in the approximation of zero
masses. The sum continues with quark mass correc-
tions, which are suppressed by powers of at least
m2

f =Q
2, for those flavors with masses below Q. Any

QCD quantity that has this property, remaining
finite in perturbation theory when all particle masses
are set to zero, is said to be ‘‘infrared safe.’’

The effects of quarks whose masses are above Q
are included indirectly, through the couplings and
masses observed at the lower scales. In summary,
the leading power behavior of �(Q), and hence of
the cross section, is a function of Q, �, and �s(�)
only. Higher-order operators whose vacuum matrix
elements receive nonperturbative corrections include
the ‘‘gluon condensate,’’ identified as the product
�s(�)G��G�� / �4

QCD.
Once we have concluded that Q is the only

physical scale in �, we may expect that the right
choice of the renormalization scale is �= Q. Any
observable quantity is independent of the choice of
renormalization scale, �, and neglecting quark
masses, the chain rule gives

�
d�ðQ=�; �sð�ÞÞ

d�
¼ � @�

@�
þ 2�ð�sÞ

@�

@�s
¼ 0 ½18�

which shows that we can determine the beta
function directly from the perturbative expansion
of the cross section. Defining a 	 �s(�)=�, such a
perturbative calculation gives

Im�ðQ2Þ¼ 3

4�

X
f

e2
f

�
1þ aþ a2

�
1:986

� 0:115nf � ðb0=4�Þ ln
Q2

�2

��
½19�

with b0 as above. Now, choosing �= Q, we see that
asymptotic freedom implies that when Q is large,
the total cross section is given by the lowest order,

m
2

 = Im

= Im(

+ + . . . )

Π(Q) = 

σ(Q) = Σ 2
e–

e+

q

Σ
m

Π(Q)e 

2
q

Figure 1 First line: schematic relation of lowest order eþe�

annihilation to sum over quarks q, each with electric charge eq .

Second line: perturbative unitarity for the current correlation

function �(Q).
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plus small and calculable QCD corrections, a result
that is borne out in experiment. Comparing experi-
ment to an expression like [19], one can measure the
value of �s(Q), and hence, with eqn [12], �s(�) for
any �� �QCD. Figure 2 shows a recent compilation
of values of �s from this kind of analysis in different
experiments at different scales, clearly demonstrat-
ing asymptotic freedom.

Factorization, Scaling, and Parton distributions

One step beyond vacuum matrix elements of currents
are their expectation values in single-particle states,
and here we make contact with the discovery of
QCD, through scaling. Such expectations are relevant
to the class of experiments known as deep-inelastic
scattering, in which a high-energy electron exchanges
a photon with a nucleon target. All QCD information
is contained in the tensor matrix element

W��
N ðp; qÞ

	 1

8�

X
�

Z
d4x e�iq�x p; � J�ð0ÞJ�ðxÞj jp; �h i ½20�

with q the momentum transfer carried by the
photon, and p, � the momentum and spin of the
target nucleon, N. This matrix element is not
infrared safe, since it depends in principle on the
entire history of the nucleon state. Thus, it is not
accessible to direct perturbative calculation.

Nevertheless, when the scattering involves a large
momentum transfer compared to �QCD, we may

expect a quantum-mechanical incoherence between
the scattering reaction, which occurs (by the uncer-
tainty principle) at short distances, and the forces that
stabilize the nucleon. After all, we have seen that the
latter, strong forces, should be associated with long
distances. Such a separation of dynamics, called
factorization, can be implemented in perturbation
theory, and is assumed to be a property of full QCD.
Factorization is illustrated schematically in Figure 3.
Of course, short and long distances are relative
concepts, and the separation requires the introduction
of a so-called factorization scale, �F, not dissimilar to
the renormalization scale described above. For many
purposes, it is convenient to choose the two equal,
although this is not required.

The expression of factorization for deep-inelastic
scattering is

W��
N ðp; qÞ

¼
X

i¼qf ;�qf ;G

Z 1

x

d	C��
i ð	p; q; �F; �sð�FÞÞ

� fi=Nð	; �FÞ ½21�

where the functions C��
i (the coefficient functions)

can be computed as an expansion in �s(�F), and
describe the scattering of the ‘‘partons,’’ quarks, and
gluons, of which the target is made. The variable 	
ranges from unity down to x 	 �q2=2p � q > 0, and
has the interpretation of the fractional momentum
of the proton carried by parton i. (Here �q2 = Q2 is
positive.) The parton distributions fi=N can be
defined in terms of matrix elements in the nucleon,
in which the currents are replaced by quark (or
antiquark or gluon) fields, as

fq=Nðx;�Þ¼
1

4�

Z 1
�1

d�e�i�xpþ

� p;� �qð�nÞUnðn�;0Þn ��qð0Þj jp;�h i ½22�
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n� is a light-like vector, and Un a phase operator
whose path C is in the n-direction. The dependence
of the parton distribution on the factorization scale
is through the renormalization of the composite
operator consisting of the quark fields, separated
along the light cone, and the nonabelian phase
operator Un(n�, 0), which renders the matrix ele-
ment gauge invariant by eqn [9]. By combining the
calculations of the C’s and data for W��

N , we can
infer the parton distributions, fi=N. Important factor-
izations of a similar sort also apply to some
exclusive processes, including amplitudes for elastic
pion or nucelon scattering at large momentum
transfer.

Equation [21] has a number of extraordinary
consequences. First, because the coefficient function
is an expansion in �s, it is natural to choose �2

F �
Q2 � p � q (when x is of order unity). When Q is
large, we may approximate C��

i by its lowest order,
which is first order in the electromagnetic coupling
of quarks to photons, and zeroth order in �s. In this
approximation, dependence on Q is entirely in the
parton distributions. But such dependence is of
necessity weak (again for x not so small as to
produce another scale), because the �F dependence
of fi=N(	,�F) must be compensated by the �F

dependence of C��
i , which is order �s. This means

that the overall Q dependence of the tensor W��
N is

weak for Q large when x is moderate. This is the
scaling phenomenon that played such an important
role in the discovery of QCD.

Evolution: Beyond Scaling

Another consequence of the factorization [21], or
equivalently of the operator definition [22], is that
the �F-dependence of the coefficient functions and
the parton distributions are linked. As in the lepton
annihilation cross section, this may be thought of as
due to the independence of the physically observable
tensor W��

N from the choice of factorization and
renormalization scales. This implies that the
�F-dependence of fi=N may be calculated perturba-
tively since it must cancel the corresponding
dependence in Ci. The resulting relation is coven-
tionally expressed in terms of the ‘‘evolution
equations,’’

�
dfa=Nðx; �Þ

d�

¼
X

c

Z 1

x

d	 Pacðx=	; �sð�ÞÞfc=Nð	; �Þ ½23�

where Pac(	) are calculable as power series, now
known up to �3

s . This relation expands the applic-
ability of QCD from scales where parton

distributions can be inferred directly from experi-
ment, to arbitrarily high scales, reachable in accel-
erators under construction or in the imagination, or
even on the cosmic level.

At very high energy, however, the effective values
of the variable x can become very small and
introduce new scales, so that eventually the evolu-
tion of eqn [23] fails. The study of nuclear collisions
may provide a new high-density regime for QCD,
which blurs the distinction between perturbative and
nonperturbative dynamics.

Inclusive Production

Once we have evolution at our disposal, we can take
yet another step, and replace electroweak currents
with any operator from any extension of QCD, in
the standard model or beyond, that couples quarks
and gluons to the particles of as-yet unseen fields.
Factorization can be extended to these situations as
well, providing predictions for the production of
new particles, F of mass M, in the form of factorized
inclusive cross sections,

�AB!FðMÞðM; pA; pBÞ

¼
X

i;j¼qf �qf ;G

Z
d	a d	bfi=Að	a; �Þfj=Bð	b; �Þ

�Hij!FðMÞðxapA;xbpB;M; �; �sð�ÞÞ ½24�

where the functions Hij! F may be calculated
perturbatively, while the fi=A and fj=B parton
distributions are known from a combination of
lower-energy observation and evolution. In this
context, they are said to be ‘‘universal,’’ in that
they are the same functions in hadron–hadron
collisions as in the electron–hadron collisions of
deep-inelastic scattering. In general, the calculation
of hard-scattering functions Hij is quite nontrivial
beyond lowest order in �s. The exploration of
methods to compute higher orders, currently as far
as �2

s , has required extraordinary insight into the
properties of multidimensional integrals.

The factorization method helped predict the
observation of the W and Z bosons of electroweak
theory, and the discovery of the top quark. The
extension of factorization from deep-inelastic scat-
tering to hadron production is nontrivial; indeed, it
only holds in the limit that the velocities, �i, of the
colliding particles approach the speed of light in the
center-of-momentum frame of the produced particle.
Corrections to the relation [24] are then at the level
of powers of �i � 1, which translates into inverse
powers of the invariant mass(es) of the produced
particle(s) M. Factorizations of this sort do not
apply to low-velocity collisions. Arguments for this
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result rely on relativistic causality and the uncer-
tainty principle. The creation of the new state
happens over timescales of order 1/M. Before that
well-defined event, the colliding particles are
approaching at nearly the speed of light, and hence
cannot affect the distributions of each others’
partons. After the new particle is created, the
fragments of the hadrons recede from each other,
and the subsequent time development, when
summed over all possible final states that include
the heavy particle, is finite in perturbation theory as
a direct result of the unitarity of QCD.

Structure of Hadronic Final States

A wide range of semi-inclusive cross sections are
defined by measuring properties of final states that
depend only on the flow of energy, and which bring
QCD perturbation theory to the threshold of
nonperturbative dynamics. Schematically, for a
state N = jk1 . . . kNi, we define S(N) =

P
i s(�i)k

0
i ,

where s(�) is some smooth function of directions.
We generalize the eþe� annihilation case above, and
define a cross section in terms of a related, but
highly nonlocal, matrix element,

d�ðQÞ
dS 	�0

Z
d4x e�iQ�x



0

����J�ð0Þ
� �
�Z

d2�sð�ÞEð�Þ � S
�

J�ðxÞ
����0� ½25�

where �0 is a zeroth-order cross section, and where
E is an operator at spatial infinity, which measures
the energy flow of any state in direction �: E(�)
jk1 . . .kNi= (1=Q)

P
i k

0
i �

2(���i). This may seem a
little complicated, but like the total annihilation cross
section, the only dimensional scale on which it
depends is Q. The operator E can be defined in a
gauge-invariant manner, through the energy–momen-
tum tensor for example, and has a meaning indepen-
dent of partonic final states. At the same time, this
sort of cross section may be implemented easily in
perturbation theory, and like the total annihilation
cross section, it is infrared safe. To see why, notice
that when a massless (k2 =0) particle decays into two
particles of momenta xk and (1� x)k (0� x� 1), the
quantity S is unchanged, since the sum of the new
energies is the same as the old. This makes the
observable S(N) insensitive to processes at low
momentum transfer.

For the case of leptonic annihilation, the lowest-
order perturbative contribution to energy flow
requires no powers of �s, and consists of an
oppositely moving quark and antiquark pair. Any
measure of energy flow that includes these config-
urations will dominate over correlations that require

�s corrections. As a result, QCD predicts that in
most leptonic annihilation events, energy will flow
in two back-to-back collimated sets of particles,
known as ‘‘jets.’’ In this way, quarks and gluons are
observed clearly, albeit indirectly.

With varying choices of S, many properties of
jets, such as their distributions in invariant mass,
and the probabilities and angular distributions of
multijet events, and even the energy dependence of
their particle multiplicities, can be computed in
QCD. This is in part because hadronization is
dominated by the production of light quarks,
whose production from the vacuum requires very
little momentum transfer. Paradoxically, the very
lightness of quarks is a boon to the use of
perturbative methods. All these considerations can
be extended to hadronic scattering, and jet and other
semi-inclusive properties of final states also com-
puted and compared to experiment.

Conclusions

QCD is an extremely broad field, and this article has
hardly scratched the surface. The relation of QCD-
like theories to supersymmetric and string theories,
and implications of the latter for confinement and
the computation of higher-order perturbative ampli-
tudes, have been some of the most exciting devel-
opments of recent years. As another example, we
note that the reduction of the heavy-quark propa-
gator to a nonabelian phase, noted in our discussion
of confinement, is related to additional symmetries
of heavy quarks in QCD, with many consequences
for the analysis of their bound states. Of the
bibliography given below, one may mention the
four volumes of Shifman (2001, 2002), which
communicate in one place a sense of the sweep of
work in QCD.

Our confidence in QCD as the correct description of
the strong interactions is based on a wide variety of
experimental and observational results. At each stage in
the discovery, confirmation, and exploration of QCD,
the mathematical analysis of relativistic quantum field
theory entered new territory. As is the case for gravity or
electromagnetism, this period of exploration is far from
complete, and perhaps never will be.

See also: AdS/CFT Correspondence; Aharonov–Bohm
Effect; BRST Quantization; Current Algebra; Dirac
Operator and Dirac Field; Euclidean Field Theory;
Effective Field Theories; Electroweak Theory; Lattice
Gauge Theory; Operator Product Expansion in Quantum
Field Theory; Perturbation Theory and its Techniques;
Perturbative Renormalization Theory and BRST;
Quantum Field Theory: A Brief Introduction; Random

152 Quantum Chromodynamics



Matrix Theory in Physics; Renormalization: General
Theory; Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools; Scattering,
Asymptotic Completeness and Bound States;
Seiberg–Witten Theory; Standard Model of Particle
Physics.
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Introduction

Classical gravity, through its attractive nature, leads
to a high curvature in important situations. In
particular, this is realized in the very early universe
where in the backward evolution energy densities
are growing until the theory breaks down. Mathe-
matically, this point appears as a singularity where
curvature and physical quantities diverge and the
evolution breaks down. It is not possible to set up an
initial-value formulation at this place in order to
determine the further evolution.

In such a regime, quantum effects are expected to
play an important role and to modify the classical
behavior such as the attractive nature of gravity or the
underlying spacetime structure. Any candidate for
quantum gravity thus allows us to reanalyze the
singularity problem in a new light which implies the
tests of the characteristic properties of the respective
candidate. Moreover, close to the classical

singularity, in the very early universe, quantum
modifications will give rise to new equations of
motion which turn into Einstein’s equations only on
larger scales. The analysis of these equations of
motion leads to new classes of early universe
phenomenology.

The application of quantum theory to cosmology
presents a unique problem with not only mathema-
tical but also many conceptual and philosophical
ramifications. Since by definition there is only one
universe which contains everything accessible, there
is no place for an outside observer separate from the
quantum system. This eliminates the most straight-
forward interpretations of quantum mechanics and
requires more elaborate, and sometimes also more
realistic, constructions such as decoherence. From
the mathematical point of view, this situation is
often expected to be mirrored by a new type of
theory which does not allow one to choose initial or
boundary conditions separately from the dynamical
laws. Initial or boundary conditions, after all, are
meant to specify the physical system prepared for
observations which is impossible in cosmology.
Since we observe only one universe, the expectation
goes, our theories should finally present us with only
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one, unique solution without any freedom for
further conditions. This solution then contains all
the information about observations as well as
observers. Mathematically, this is an extremely
complicated problem which has received only scant
attention. Equations of motion for quantum cosmol-
ogy are usually of the type of partial differential or
difference equations such that new ingredients from
quantum gravity are needed to restrict the large
freedom of solutions.

Minisuperspace approximation

In most investigations, the problem of applying full
quantum gravity to cosmology is simplified by a
symmetry reduction to homogeneous or isotropic
geometries. Originally, the reduction was performed
at the classical level, leaving in the isotropic case
only one gravitational degree of freedom given by
the scale factor a. Together with homogeneous
matter fields, such as a scalar �, there are then
only finitely many degrees of freedom which one can
quantize using quantum mechanics. The classical
Friedmann equation for the evolution of the scale
factor, depending on the spatial curvature k = 0 or
�1, is then quantized to the Wheeler–DeWitt
equation, commonly written as

1

9
‘ 4

P a�x @

@a
a x @

@a
� ka 2

� �
 ða; �Þ

¼ � 8�G

3
aĤmatterðaÞ ða; �Þ ½1�

for the wave function  (a,�). The matter Hamilto-
nian Ĥmatter(a), such as

ĤmatterðaÞ ¼ �
1

2
�h2a�3 @2

@�2
þ a 3Vð�Þ ½2�

is left unspecified here, and x parametrizes factor
ordering ambiguities (but not completely). The
Planck length ‘P =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
8�G�h
p

is defined in terms of
the gravitational constant G and the Planck
constant �h.

The central conceptual issue then is the generality
of effects seen in such a symmetric model and its
relation to the full theory of quantum gravity. This
is completely open in the Wheeler–DeWitt form
since the full theory itself is not even known. On the
other hand, such relations are necessary to value any
potential physical statement about the origin and
early history of the universe. In this context,
symmetric situations thus present models, and the
degree to which they approximate full quantum
gravity remains mostly unknown. There are exam-
ples, for instance, of isotropic models in anisotropic

but still homogeneous models, where a minisuper-
space quantization does not agree at all with the
information obtained from the less symmetric
model. However, often those effects already have a
classical analog such as instability of the more
symmetric solutions. A wider investigation of the
reliability of models and when correction terms
from ignored degrees of freedom have to be included
has not been done yet.

With candidates for quantum gravity being
available, the current situation has changed to
some degree. It is then not only possible to reduce
classically and then simply use quantum
mechanics, but also perform at least some of the
reduction steps at the quantum level. The relation
to models is then much clearer, and consistency
conditions which arise in the full theory can be
made certain to be observed. Moreover, relations
between models and the full theory can be studied
to elucidate the degree of approximation. Even
though new techniques are now available, a
detailed investigation of the degree of approxima-
tion given by a minisuperspace model has not been
completed due to its complexity.

This program has mostly been developed in the
context of loop quantum gravity, where the specia-
lization to homogeneous models is known as loop
quantum cosmology. More specifically, symmetries
can be introduced at the level of states and basic
operators, where symmetric states of a model are
distributions in the full theory, and basic operators
are obtained by the dual action on those distribu-
tions. In such a way, the basic representation of
models is not assumed but derived from the full
theory where it is subject to much stronger
consistency conditions. This has implications even
in homogeneous models with finitely many degrees
of freedom, despite the fact that quantum mechanics
is usually based on a unique representation if the
Weyl operators eisq and eitp for the variables q and p
are represented weakly continuously in the real
parameters s and t.

The continuity condition, however, is not neces-
sary in general, and so inequivalent representations
are possible. In quantum cosmology this is indeed
realized, where the Wheeler–DeWitt representation
assumes that the conjugate to the scale factor,
corresponding to extrinsic curvature of an isotropic
slice, is represented through a continuous Weyl
operator, while the representation derived for loop
quantum cosmology shows that the resulting opera-
tor is not weakly continuous. Furthermore, the scale
factor has a continuous spectrum in the Wheeler–
DeWitt representation but a discrete spectrum in the
loop representation. Thus, the underlying geometry
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of space is very different, and also evolution takes
a new form, now given by a difference equation of
the type

ðV�þ5 � V�þ3Þe ik �þ4ð�Þ
� ð2þ k2ÞðV�þ1 � V��1Þ �ð�Þ
þ ðV��3 � V��5Þe�ik ��4ð�Þ
¼ �4

3�G‘ 2
PĤmatterð�Þ �ð�Þ ½3�

in terms of volume eigenvalues V� = (‘ 2
Pj�j=6) 3=2.

For large � and smooth wave functions, one can see
that the difference equation reduces to the
Wheeler–DeWitt equation with j�j / a2 to leading
order in derivatives of  . At small �, close to the
classical singularity, however, both equations have
very different properties and lead to different
conclusions. Moreover, the prominent role of
difference equations leads to new mathematical
problems.

This difference equation is not simply obtained
through a discretization of [1], but derived from a
constraint operator constructed with methods from
full loop quantum gravity. It is, thus, to be regarded
as more fundamental, with [1] emerging in a
continuum limit. The structure of [3] depends on
the properties of the full theory such that its
qualitative analysis allows conclusions for full
quantum gravity.

Applications

Traditionally, quantum cosmology has focused on
three main conceptual issues:

� the fate of classical singularities,
� initial conditions and the ‘‘prediction’’ of inflation

(or other early universe scenarios), and
� arrow of time and the emergence of a classical

world.

The first issue consists of several subproblems since
there are different aspects to a classical singularity.
Often, curvature or energy densities diverge and one
can expect quantum gravity to provide a natural
cutoff. More importantly, however, the classical
evolution breaks down at a singularity, and quan-
tum gravity, if it is to cure the singularity problem,
has to provide a well-defined evolution which does
not stop. Initial conditions are often seen in relation
to the singularity problem since early attempts tried
to replace the singularity by choosing appropriate
conditions for the wave function at a = 0. Different
proposals then lead to different solutions for the
wave function, whose dependence on the scalar �
can be used to determine its probability distribution

such as that for an inflaton. Since initial conditions
often provide special properties early on, the
combination of evolution and initial conditions has
been used to find a possible origin of an arrow
of time.

Singularities

While classical gravity is based on spacetime
geometry and thus metric tensors, this structure is
viewed as emergent only at large scales in canonical
quantum gravity. A gravitational system, such as a
whole universe, is instead described by a wave
function which, at best, yields expectation values for
a metric. The singularity problem thus takes a
different form since it is not metrics which need to
be continued as solutions to Einstein’s field equa-
tions but the wave function describing the quantum
system. In the strong curvature regime around a
classical singularity, one does not expect classical
geometry to be applicable, such that classical
singularities may just be a reflection of the break-
down of this picture, rather than a breakdown of
physical evolution. Nevertheless, the basic feature of
a singularity as presenting a boundary to the
evolution of a system equally applies to the quantum
equations. One can thus analyze this issue, using
new properties provided by the quantum evolution.

The singularity issue is not resolved in the
Wheeler–DeWitt formulation since energy densities,
with a being a multiplication operator, diverge and
the evolution does not continue anywhere beyond
the classical singularity at a = 0. In some cases one
can formally extend the evolution to negative a, but
this possibility is not generic and leaves open what
negative a means geometrically. This is different in
the loop quantization: here, the theory is based on
triad rather than metric variables. There is thus a
new sign factor corresponding to spatial orientation,
which implies the possibility of negative � in the
difference equation. The equation is then defined on
the full real line with the classical singularity �= 0
in the interior. Outside �= 0, we have positive
volume at both sides, and opposite orientations.
Using the difference equation, one can then see that
the evolution does not break down at �= 0,
showing that the quantum evolution is singularity
free.

For the example [3] shown here, one can follow
the evolution, for instance, backward in internal
time �, starting from initial values for  at large
positive �. By successively solving for  ��4, the wave
function at lower � is determined. This goes on in
this manner only until the coefficient V��3 � V��5 of
 ��4 vanishes, which is the case if and only if �= 4.
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The value  0 of the wave function exactly at the
classical singularity is thus not determined by initial
data, but one can easily see that it completely drops
out of the evolution. In fact, the wave function at all
negative � is uniquely determined by initial values at
positive �. Equation [3] corresponds to one parti-
cular ordering, which in the Wheeler–DeWitt case is
usually parametrized by the parameter x (although
the particular ordering obtained from the continuum
limit of [3] is not contained in the special family
[1]). Other nonsingular orderings exist, such as that
after symmetrizing the constraint operator, in which
case the coefficients never become 0.

In more complicated systems, this behavior is
highly nontrivial but still known to be realized in a
similar manner. It is not automatic that the internal
time evolution does not continue since even in
isotropic models one can easily write difference
equations for which the evolution breaks down.
That the most natural orderings imply nonsingular
evolution can be taken as a support of the general
framework of loop quantum gravity. It should also
be noted that the mechanism described here,
providing essentially a new region beyond a classical
singularity, presents one mechanism for quantum
gravity to remove classical singularities, and so far
the only known one. Nevertheless, there is no claim
that the ingredients have to be realized in any
nonsingular scenario in the same manner. Different
scenarios can be imagined, depending on how
quantum evolution is understood and what the
interpretation of nonsingular behavior is. It is also
not claimed that the new region is semiclassical in
any sense when one looks at it at large volume. If
the initial values for the wave function describe a
semiclassical wave packet, its evolution beyond the
classical singularity can be deformed and develop
many peaks. What this means for the re-emergence
of a semiclassical spacetime has to be investigated in
particular models, and also in the context of
decoherence.

Initial Conditions

Traditional initial conditions in quantum cosmology
have been introduced by physical intuition. The
main mathematical problem, once such a condition
is specified in sufficient detail, then is to study well-
posedness, for instance, for the Wheeler–DeWitt
equation. Even formulating initial conditions
generally, and not just for isotropic models, is
complicated, and systematic investigations of the
well-posedness have rarely been undertaken. An
exception is the historically first such condition,
due to DeWitt, that the wave function vanishes at

parts of minisuperspace, such as a = 0 in the
isotropic case, corresponding to classical singulari-
ties. This condition, unfortunately, can easily be
seen to be ill posed in anisotropic models where in
general the only solution vanishes identically. In
other models, lima! 0  (a) does not even exist.
Similar problems of the generality of conditions
arise in other scenarios. Most well known are the
no-boundary and tunneling proposal where initial
conditions are still imposed at a = 0, but with a
nonvanishing wave function there.

This issue is quite different for difference equa-
tions since at first the setup is less restrictive: there
are no continuity or differentiability conditions for a
solution. Moreover, oscillations that become arbi-
trarily rapid, which can be responsible for the
nonexistence of lim a! 0  (a), cannot be supported
on a discrete lattice. It can then easily happen that a
difference equation is well posed, while its con-
tinuum limit with an analogous initial condition is
ill posed. One example are the dynamical initial
conditions of loop quantum cosmology which arise
from the dynamical law in the following way: the
coefficients in [3] are not always nonzero but vanish
if and only if they are multiplied with the value of
the wave function at the classical singularity �= 0.
This value thus decouples and plays no role in the
evolution. The instance of the difference equation
that would determine  0, for example, the equation
for �= 4 in the backward evolution, instead implies
a condition on the previous two values,  4 and  8,
in the example. Since they have already been
determined in previous iteration steps, this translates
to a linear condition on the initial values chosen. We
thus have one example where indeed initial condi-
tions and the evolution follow from only one
dynamical law, which also extends to anisotropic
models. Without further conditions, the initial-value
problem is always well posed, but may not be
complete, in the sense that it results in a unique
solution up to norm. Most of the solutions,
however, will be rapidly oscillating. In order to
guarantee the existence of a continuum approxima-
tion, one has to add a condition that these
oscillations are suppressed in large volume regimes.
Such a condition can be very restrictive, such that
the issue of well-posedness appears in a new guise:
nonzero solutions do exist, but in some cases all of
them may be too strongly oscillating.

In simple cases, one can use generating function
techniques advantageously to study oscillating solu-
tions, at least if oscillations are of alternating nature
between two subsequent levels of the difference
equation. The idea is that a generating function
G(x) =

P
n  nx n has a stronger pole at x = �1 if  n
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is alternating compared to a solution of constant
sign. Choosing initial conditions which reduce the
pole order thus implies solutions with suppressed
oscillations. As an example, we can look at the
difference equation

 nþ1 þ
2

n
 n �  n�1 ¼ 0 ½4�

whose generating function is

GðxÞ¼  1xþ  0ð1þ 2xð1� logð1� xÞÞÞ
ð1þ xÞ2

½5�

The pole at x = �1 is removed for initial values
 1 = 0(2 log 2� 1) which corresponds to nonoscil-
lating solutions. In this way, analytical expressions
can be used instead of numerical attempts which
would be sensitive to rounding errors. Similarly, the
issue of finding bounded solutions can be studied by
continued fraction methods. This illustrates how an
underlying discrete structure leads to new questions
and the application of new techniques compared to
the analysis of partial differential equations which
appear more commonly.

More General Models

Most of the time, homogeneous models have been
studied in quantum cosmology since even formulat-
ing the Wheeler–DeWitt equation in inhomogeneous
cases, the so-called midisuperspace models, is
complicated. Of particular interest among homo-
geneous models is the Bianchi IX model since it has
a complicated classical dynamics of chaotic beha-
vior. Moreover, through the Belinskii–Khalatnikov–
Lifschitz (BKL) picture, the Bianchi IX mixmaster
behavior is expected to play an important role even
for general inhomogeneous singularities. The classi-
cal chaos then indicates a very complicated
approach to classical singularities, with structure
on arbitrarily small scales.

On the other hand, the classical chaos relies on a
curvature potential with infinitely high walls, which
can be mapped to a chaotic billiard motion. The
walls arise from the classical divergence of curva-
ture, and so quantum effects have been expected to
change the picture, and shown to do so in several
cases.

Inhomogeneous models (e.g., the polarized
Gowdy models) have mostly been studied in cases
where one can reformulate the problem as that of a
massless free scalar on flat Minkowski space. The
scalar can then be quantized with familiar techni-
ques in a Fock space representation, and is related to
metric components of the original model in rather

complicated ways. Quantization can thus be per-
formed, but transforming back to the metric at the
operator level and drawing conclusions is quite
involved. The main issue of interest in the recent
literature has been the investigation of field theory
aspects of quantum gravity in a tractable model. In
particular, it turns out that self-adjoint Hamilto-
nians, and thus unitary evolution, do not exist in
general.

Loop quantizations of inhomogeneous models are
available even in cases where a reformulation such
as a field theory on flat space does not exist, or is
not being made use of to avoid special gauges. This
is quite valuable in order to see if specific features
exploited in reformulations lead to artifacts in the
results. So far, the dynamics has not been investi-
gated in detail, even though conclusions for the
singularity issue can already be drawn.

From a physical perspective, it is most important
to introduce inhomogeneities at a perturbative level
in order to study implications for cosmological
structure formation. On a homogeneous back-
ground, one can perform a mode decomposition of
metric and matter fields and quantize the homo-
geneous modes as well as amplitudes of higher
modes. Alternatively, one can first quantize the
inhomogeneous system and then introduce the mode
decomposition at the quantum level. This gives rise
to a system of infinitely many coupled equations of
infinitely many variables, which needs to be trun-
cated, for example, for numerical investigations. At
this level, one can then study the question to which
degree a given minisuperspace model presents a
good approximation to the full theory, and where
additional correction terms should be introduced. It
also allows one to develop concrete models of
decoherence, which requires a ‘‘bath’’ of many
weakly interacting degrees of freedom usually
thought of as being provided by inhomogeneities in
cosmology, and an understanding of the semiclassi-
cal limit.

Interpretations

Due to the complexity of full gravity, investigations
without symmetry assumptions or perturbative
approximations usually focus on conceptual issues.
As already discussed, cosmology presents a unique
situation for physics since there cannot be any
outside observer. While this fact has already
implications on the interpretation of observations
at the classical level, its full force is noticed only in
quantum cosmology. Since some traditional inter-
pretations of quantum mechanics require the role of
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observers outside the quantum system, they do not
apply to quantum cosmology.

Sometimes, alternative interpretations such as
Bohm theory or many-world scenarios are cham-
pioned in this situation, but more conventional
relational pictures are most widely adopted. In
such an interpretation, the wave function yields
relational probabilities between degrees of free-
dom rather than absolute probabilities for mea-
surements done by an outside observer. This has
been used, for instance, to determine the prob-
ability of the right initial conditions for inflation,
but it is marred by unresolved interpretational
issues and still disputed. These problems can be
avoided by using effective equations, in analogy
to an effective action, which modify classical
equations on small scales. Since the new equa-
tions are still of classical type, that is, differential
equations in coordinate time, no interpretational
issues arise at least if one stays in semiclassical
regimes. In this manner, new inflationary scenar-
ios motivated from quantum cosmology have
been developed.

In general, a relational interpretation, though
preferable conceptually, leads to technical
complications since the situation is much more
involved and evolution is not easy to disentangle.
In cosmology, one often tries to single out one
degree of freedom as internal time with respect to
which evolution of other degrees of freedom is
measured. In homogeneous models, one can
simply take the volume as internal time, such as
a or � earlier, but in full no candidate is known.
Even in homogeneous models, the volume is not
suitable as internal time to describe a possible
recollapse. One can use extrinsic curvature
around such a point, but then one has to under-
stand what changing the internal time in quantum
cosmology implies, that is, whether evolution
pictures obtained in different internal time for-
mulations are equivalent to each other.

There are thus many open issues at different
levels, which, strictly speaking, do not apply only to
quantum cosmology but to all of physics. After all,
every physical system is part of the universe, and
thus a potential ingredient of quantum cosmology.
Obviously, physics works well in most situations
without taking into account its being part of one
universe. Similarly, much can be learned about a
quantum universe if only some degrees of freedom
of gravity are considered as in mini- or

midisuperspace models. In addition, complicated
interpretational issues, as important as they are for
a deep understanding of quantum physics, do not
prevent the development of physical applications in
quantum cosmology, just as they did not do so in
the early stages of quantum mechanics.

See also: Canonical General Relativity; Cosmology:
Mathematical Aspects; Loop Quantum Gravity; Quantum
Geometry and its Applications; Spacetime Topology,
Causal Structure and Singularities; Wheeler–De Witt
Theory.
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Kuchař KV (1992) Time and interpretations of quantum gravity.

In: Kunstatter G, Vincent DE, and Williams JG (eds.)
Proceedings of the 4th Canadian Conference on General
Relativity and Relativistic Astrophysics. Singapore: World

Scientific.

McCabe G (2005) The structure and interpretation of cosmology:
Part II. The concept of creation in inflation and quantum

cosmology. Studies in History and Philosophy of Modern
Physics 36: 67–102 (gr-qc/0503029).

Vilenkin A (1984) Quantum creation of universes. Physical
Review D 30: 509–511.

Wiltshire DL (1996) An introduction to quantum cosmology. In:

Robson B, Visvanathan N, and Woolcock WS (eds.)
Cosmology: The Physics of the Universe, pp. 473–531.

Singapore: World Scientific (gr-qc/0101003).

158 Quantum Cosmology



Quantum Dynamical Semigroups

R Alicki, University of Gdańsk, Gdańsk, Poland
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Introduction

With a given quantum system we associate a
Hilbert space H such that pure states of the system
are represented by normalized vectors  in H or
equivalently by one-dimensional projections j ih j,
whereas mixed states are given by density matrices
�=

P
j pjj jih jj, pj > 0,

P
j pj = 1, that is, positive

trace-1 operators and observables are identified
with self-adjoint operators A acting on H. The
mean value of an observable A at a state � is given
by the following expression:

<A>�¼ trð�AÞ ½1�

The time evolution of the isolated system is deter-
mined by the self-adjoint operator H (Hamiltonian)
corresponding to the energy of the system. The
infinitesimal change of state of the isolated system
can be written as

 ðt þ dtÞ ¼  ðtÞ � iHdt ðtÞ; or

�ðt þ dtÞ ¼ �ðtÞ � idt½H; ��
½2�

what leads to a reversible purity preserving unitary
dynamics  (t) = e�itH , �(t) = e�itH�eitH. We use the
notation [A, B] � AB� BA, {A, B} = ABþ BA and
put �h � 1. An interaction with environment leads
to irreversible changes of the density matrix trans-
forming, in general, pure states into mixed ones.
Such a process can be modeled phenomenologically
by a transition map V :H 7!H leading to

�ðt þ dtÞ ¼ �ðtÞ þ dtV�V� � dt
1

2
fV�V; �g ½3�

Combining Hamiltonian dynamics with several
irreversible processes governed by a family of
transition operators {Vj} we obtain the following
formal evolution equation in the Schrödinger picture
(quantum Markovian master equation)

d

dt
�ðtÞ ¼L�ðtÞ

¼�i½H;�ðtÞ�þ1

2

X
j2I

�
½Vj;�ðtÞV�j �þ ½Vj�ðtÞ;V�j �

�
¼D�ðtÞþ�ðtÞD� þ��ðtÞ ½4�

with the initial condition �(0)=�. Here D=�iH�
(1=2)

P
j V
�
j Vj, ��=

P
j2I Vj�V

�
j , and I is a certain

countable set of indices. Assume for the moment
that the Hilbert space H= Cn. Then the eqn [4] is

always meaningful and its solution is given in
terms of the exponential �(t)=�(t)�� etL�. The
linear map � is a general completely positive map
on matrices, which preserves the positivity of �
and �� Id preserves positivity of nd�nd matrices
for arbitrary d=1,2,3, . . . A useful Dyson-type
expansion

etL� ¼WðtÞ�þ
X1
k¼1

Z t

0

dtk

Z tk

0

dtk�1 � � �

�
Z t2

0

dt1Wðt � tkÞ�Wðtk � tk�1Þ

� � � � ��Wðt1Þ� ½5�

with W(t)� �W(t)�W(t)�, W(t) = etD shows that
�(t) is also completely positive. It is often conve-
nient to describe quantum evolution in terms of
observables (Heisenberg picture)

<A>�ðtÞ ¼ tr etL�
� �

A
� �

¼ tr � etL�A
� �

¼<AðtÞ>� ½6�

d

dt
AðtÞ ¼ L�AðtÞ

¼ i½H;AðtÞ� þ 1

2

X
j2I

�
V�j ½AðtÞ;Vj� þ ½V�j ;AðtÞ�Vj�

�
¼ D��ðtÞ þ �ðtÞDþ ���ðtÞ ½7�

with the initial condition A(0) = A, completely
positive ��A =

P
j2I V�j AVj and the corresponding

Dyson expansion.
The solutions of eqns [4] and [7] are given in

terms of dynamical semigroups. Their general
mathematical properties and particular examples
will be reviewed in this article. Various methods of
derivation of master equations for open quantum
systems from the underlying Hamiltonian dynamics
of composed systems will also be presented.

Semigroups and Their Generators

For standard quantum-mechanical models it is con-
venient to define quantum dynamical semigroup in
the Schrödinger picture as a one-parameter family
{�(t); t 	 0} of linear and bounded maps acting on the
Banach space of trace-class operators T (H) equipped
with the norm k�k1 = tr(���)1=2 and satisfying the
following conditions:

1. Composition (semigroup) law

�ðtÞ�ðsÞ ¼ �ðt þ sÞ; for all t; s 	 0 ½8�
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2. Complete positivity

�ðtÞ � Id is positive on T ðH �CdÞ
for all d ¼ 1; 2; 3; . . . and t 	 0 ½9�

3. Conservativity (trace preservation)

trð�ðtÞ�Þ ¼ trð�Þ; for all � 2 T ðHÞ ½10�

4. Continuity (in a weak sense)

lim
t!0

trðA�ðtÞ�Þ ¼ trðA�Þ

for all � 2 T ðHÞ; A 2 BðHÞ ½11�

From a general theory of one-parameter semigroups
on Banach spaces it follows that under the condi-
tions (1)–(4) �(t) is a one-parameter strongly
continuous semigroup of contractions on T (H)
uniquely characterized by a generally unbounded
but densely defined semigroup generator L with the
domain dom(L) 
 T (H) such that for any
� 2 dom(L)

d

dt
�ðtÞ ¼ L�ðtÞ; �ðtÞ ¼ �ðtÞ� ½12�

One can show that for �> 0 the resolvent
R(�) = (�I� L)�1 can be extended to a bounded
operator satisfying kR(�)k���1 and, therefore, the
following formula makes sense:

lim
n!1

I� t

n
L

� ��n

� ¼ �ðtÞ�; for all � 2 T ðHÞ ½13�

Under the additional assumption that the generator
L is bounded (and hence everywhere defined) Gorini,
et al. (1976) and Lindblad (1976) proved that eqns
[4] and [7] with bounded H, Vj and

P
j VjV

�
j provide

the most general form of L. The choice of H and Vj is
not unique and the sum over j can be replaced by an
integral. In the case of n-dimensional Hilbert space
we can always choose the form of eqn [4] with at
most n2 � 1 Vj’s. Sometimes the structure [4] is
hidden as for the following useful example of the
relaxation process to a fixed density matrix �0 with
the rate �> 0:

d

dt
�ðtÞ ¼ � �0 � �ðtÞð Þ ½14�

The general structure of an unbounded L is not
known. However, the formal expressions [4] and [7]
with possibly unbounded D and Vj are meaningful
under the following conditions:

� the operator D generates a strongly continuous
contracting semigroup {etD; t 	 0} on H;
� dom(Vj)
 dom(D), for all j;
� <�, D > þ <D�, > þ

P
j <Vj�, Vj > = 0, for

all �,  2 dom(D).

We can solve eqn [4] in terms of a minimal solution.
Defining by Z the generator of the contracting
semigroup � 7! etD�etD� and denoting by J the com-
pletely positive (unbounded) map � 7!

P
j2I Vj�V

�
j ,

one can show that for any �> 0, J(�I� Z)�1 possesses
a unique bounded completely positive extension
denoted by A� with kA�k� 1. Hence, for any
0� r < 1 there exists a strongly continuous, comple-
tely positive and contracting semigroup �(r)(t) with the
resolvent explicitly given by

RðrÞð�Þ ¼ ð�I� ZÞ�1
X1
k¼0

rkAk
� ½15�

As kR(r)(�)k� 1 the limit limr! 1 R(r)(�) = R(�),
where R(�) is the resolvent of the semigroup �(t)
satisfying (1), (2), and (4) and called the minimal
solution of the eqn [4]. The minimal solution need
not be a unique solution or conservative (generally
tr �(t)� tr �(0) and for any other solution
�0(t) 	 �(t)). There exist useful sufficient conditions
for conservativity, an example of a sufficient and
necessary condition is the following: An

�! 0 strongly
as n!1 for all �> 0 (Chebotarev and Fagnola
1988).

Examples

Bloch equation The simplest two-level system can
be described in terms of spin operators
Sk = (1=2)�k, k = 1, 2, 3, where �k are Pauli matrices.
The most general master equation of the form [4]
can be written as (Alicki and Fannes 2001, Ingarden
et al. 1997)

d�

dt
¼� i

X3

k¼1

hk½Sk; �� þ
1

2

X3

k;l¼1

akl ½Sk�; Sl�f

þ ½Sk; �Sl�g ½16�

where hk 2 R and [akl] is a 3� 3 complex,
positively defined matrix. Introducing the magneti-
zation vector Mk(t) = tr(�(t)Sk), we obtain the
following Bloch equation used in the magnetic
resonance theory:

d

dt
MðtÞ ¼ h� ðMðtÞ �M0Þ � FðMðtÞ �M0Þ ½17�

where the tensor F (real, symmetric, and positive
3� 3 matrix) and the vector M0 are functions of
[akl]. In particular, complete positivity implies the
following inequalities for the inverse relaxation
times �1, �2, �3 (eigenvalues of F):

�k 	 0; �1 þ �2 	 �3

�3 þ �1 	 �2; �2 þ �3 	 �1

½18�
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Damped and pumped harmonic oscillator The
quantum master equation for a linearly damped
and pumped harmonic oscillator with frequency !
and the damping (pumping) coefficient �#(�") has
form

d�

dt
¼� i!½a�a; �� þ �#

2
½a�; a�� þ ½a; �a��ð Þ

þ �"
2
½a��; a� þ ½a�; �a�ð Þ ½19�

where a�, a are creation and annihilation operators
satisfying [a, a�] = 1. Taking diagonal elements
pn = <n, �n> in the ‘‘particle number’’ basis
a�ajn>= njn>, n = 0, 1, 2, . . . , which evolve inde-
pendently of the off-diagonal elements, one obtains
the birth and death process,

dpn

dt
¼ �#ðnþ 1Þpnþ1 þ �"npn�1

� �#nþ �"ðnþ 1Þ
� �

pn ½20�

It is convenient to use the Heisenberg picture and
find an explicit solution in terms of Weyl unitary
operators W(z) = exp[(i=

ffiffiffi
2
p

)(zaþ �za�)],

��ðtÞWðzÞ

¼ exp �jzj
2

4

�#
�# ��"

1� e�ð�#��"Þt
� �( )

WðzðtÞÞ ½21�

where z(t)= exp{�(i!þ 1
2(�# ��"))t}, t	 0. For �#>�"

the solution of eqn [19] always tends to the stationary
Gibbs state

�� ¼ Z�1e��!a�a; Z ¼ tre��!a�a

� ¼ 1

!
lnð�#=�"Þ

½22�

Quasifree semigroups The previous example is the
simplest instance of the dynamical semigroups for
noninteracting bosons and fermions which are
completely determined on the single-particle level.
Such systems are defined by a single-particle Hilbert
space H1 and a linear map H1 3 � 7! a�(�) into
creation operators satisfying canonical commutation
or anticommutation relations (CCRs or CARs,
respectively) for bosons and fermions, respectively

½að Þ; a�ð�Þ��¼< ; �>
½A;B�� � AB� ð�1ÞBA

½23�

In all expressions containing (�), sign (þ) refers to
bosons and (�) to fermions.

Consider a nonhomogeneous evolution equation
on the trace-class operators � 2 T (H1):

d�

dt
¼ �i½H1 ; �� �

1

2
fð�# � ð�Þ�"Þ; �g þ �" ½24�

with a single-particle Hamiltonian H1 and a damp-
ing (pumping) positive operator �#(�") 	 0. The
operators H1, �#, and �" need not be bounded
provided �iH1 � (1=2){(�# � (�)�") generates a
(contracting in the fermionic case) semigroup
{T(t); t 	 0} on H1 and the formal solution of
eqn [24]

�ðtÞ ¼ TðtÞ�ð0ÞT�ðtÞ þQðtÞ

where QðtÞ ¼
Z t

0

TðsÞ�"T�ðsÞds ½25�

is meaningful. We can now define the quasifree
dynamical semigroup for the many-particle system
described by the Fock space F�(H1) (Alicki and
Lendi 1987, Alicki and Fannes 2001). The simplest
definition involves Heisenberg evolution of the
ordered monomials in a�( j) and a(�j):

��ðtÞa�ð 1Þ � � � a�ð mÞað�1Þ � � � að�nÞ

¼
X

P

	�Det� < jk ;QðtÞ�il >
� �

k;l¼1;2;...;r

� a� T�ðtÞ 
1
ð Þ � � � a� T�ðtÞ 
m�r

ð Þ
� a T�ðtÞ��1

� �
� � � a T�ðtÞ��n�r

� �
½26�

The sum is taken over all partitions {(j1, . . . , jr)
(
1, . . . ,
m�r)}, {(i1, . . . , ir)(�1, . . . ,�n�r} such that
j1< j2< � � � < jr, 
1<
2, � � � < � � � <
m�r, i1< i2< � � �
< rr, �1 <�2 � � � <
n�r; 	

þ � 1, 	� is a product of
signatures of the permutations {1, 2, . . . , m} 7!
{j1, . . . , jr,
1, . . . ,
m�r}, {1,2, . . . ,n} 7! {i1, . . . , ir,�1, . . . ,
�n�r}; a permanent Detþ is taken for bosons, a
determinant Det� for fermions.

Introducing an orthonormal basis {ek} in H1 and
using the notation a�(ek) � a�k, we can write a
formal master equation for density matrices on the
Fock space corresponding to eqn [26]:

d�

dt
¼� i½HF; �� þ

1

2

X
k;l

�kl
# ½ak�; a

�
l �

��
þ ½ak; �a

�
l �
�
þ �kl

" ½a�k�; al� þ ½a�k; �al�
� ��

½27�

Again, formally,

HF ¼
X
k;l

<ek;H1el> a�kal

�kl
# ¼<ek;�#el>; �kl

" ¼<ek;�"el>

½28�

Often the formulas [27], [28] are not well-
defined, but replacing the (infinite) matrices by
(distribution-valued) integral kernels, sums by inte-
grals, and a�k, al by quantum fields, we can obtain
meaningful objects.

Quasifree dynamical semigroups find applications
in the theory of unstable particles, quantum linear
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optics, solid-state physics, quantum information
theory, etc. (Alicki and Lendi 1987, Sewell 2002).

Ergodic Properties

Dynamical semigroups which possess stationary
states satisfying L�0 = 0 are of particular interest,
for example, in the description of relaxation
processes toward equilibrium states (Frigerio 1977,
Spohn 1980, Alicki and Lendi 1987). The dynamical
semigroup {�(t)} with a stationary state �0 is called
ergodic if

lim
t!1

�ðtÞ� ¼ �0; for any initial � ½29�

For the case of finite-dimensional H at least one
stationary state always exists. If, moreover, it is
strictly positive, �0 > 0, then we have the following
sufficient condition of ergodicity:

fVj; j 2 Ig0 � fA; A 2 BðHÞ; ½A;Vj� ¼ 0; j 2 Ig
¼ C1 ½30�

Open systems interacting with heat baths at the
temperature T are described by the semigroups with
generators [4] of the special form

d

dt
�ðtÞ ¼ � i½H; �ðtÞ� þ 1

2

X
!j	0

½Vj; �ðtÞV�j �
�n

þ ½Vj�ðtÞ;V�j �
�
þ e��!j ½V�j ; �ðtÞVj�

�
þ ½V�j �ðtÞ;Vj�

�o
½31�

where

� ¼ 1

kBT
; ½H;Vj� ¼ �!jVj ½32�

The Gibbs state �� = Z�1 e��H is a stationary state
for eqn [31] and the condition {Vj, V�j ; j 2 I}0= C1
implies ergodicity (return to equilibrium). Moreover,
the matrix elements of � diagonal in H-eigenbasis
transform independently of the off-diagonal ones
and satisfy the Pauli master equation

dpk

dt
¼
X

l

ðaklpl � alkpkÞ ½33�

with the detailed balance condition akl e��El =
alk e��Ek , where Ek are eigenvalues of H.

Define the new Hilbert space L2(H, ��) as a
completion of B(H) with respect to the scalar
product (A, B)�� � tr(��A�B). The semigroup’s gen-
erators in the Heisenberg picture corresponding to
eqn [31] are normal operators in L2(H, ��) with the
Hamiltonian part i[H, � ] being the anti-Hermitian
one (automatically for bounded L�, and for

unbounded one under technical conditions concern-
ing domains). This allows spectral decomposition of
L� and a proper definition of damping rates for the
obtained eigenvectors. The normality condition is
one of the possible definitions of quantum detailed
balance. The other, based on the time-reversal
operation, often coincides with the previous one
for important examples.

Interesting examples of nonergodic dynamical
semigroups are given for open systems consisting of
N identical particles with Hamiltonians H(N) and

operators V(N)
j invariant with respect to particles

permutations. Then the commutant {H(N), V(N)
j ,

j 2 I}0 contains an abelian algebra generated by
projections on irreducible tensors corresponding to
Young tables.

From Hamiltonian Dynamics to
Semigroups

One of the main tasks in the quantum theory of open
systems is to derive master equations [4] from the
model of a ‘‘small’’ open system S interacting with a
‘‘large’’ reservoir R at a certain reference state !R

(Davies 1976, Spohn 1980, Alicki and Lendi 1987,
Breurer and Petruccione 2002, Garbaczewski and
Olkiewicz 2002). Starting with the total Hamiltonian
H� = HS � 1Rþ1S �HRþ�

P

 S
 �R
, where S
 =

S�
, R
 = R�
, tr(!RR
) = 0, and � is a coupling con-
stant, we define the reduced dynamics of S by

�ðtÞ ¼ �ð�ÞðtÞ� ¼ trR U�ðtÞ�� !RU��ðtÞ
� �

½34�

with U�(t) = exp (�itH�). Here trR denotes a partial
trace over R defined in terms of an arbitrary basis
{ek} of R by the formula <�, (trRA)�>=

P
k<��

ek, A�� ek>. Generally, �(�)(t þ s) 6¼ �(�)(t)�(�)(s),
but dynamical semigroups can provide good approx-
imations in important cases.

Weak-Coupling Limit

Under the conditions of sufficiently fast decay of
multitime correlation functions constructed from the
observables R
 at the state !R, one can prove that
for small coupling constant � the exact dynamical
map �(�)(t) can be approximated by the dynamical
semigroup corresponding to the following master
equation:

d

dt
�ðtÞ ¼ �i½H; �ðtÞ� þ �

2

2

X

�

X
!2Sp

C
�ð!Þ

� ½V

! ; �ðtÞV�

!

�� þ ½V

!�ðtÞ;V�

!

��
� �

½35�
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where H = HS þ �2
P


�

P
!2Sp K
�(!)V


!
�V�

! is a
renormalized Hamiltonian,

P
!2Sp denotes the sum

over eigenfrequencies of �[H, � ], eitHS
 e�itH =
P

!2Sp

V

!e�i!t andZ 1

0

ei!ttr !ReitHRR
e�itHRR�

� �
dt

¼ 1
2 C
�ð!Þ þ iK
�ð!Þ ½36�

The rigorous derivation involves van Hove or weak
coupling limit, �! 0, with � =�2t kept fixed.

It follows from the Bochner theorem that the
matrix [C
�(!)] is positively defined and therefore
by its diagonalization we can convert eqn [35]
into the standard form [4]. If the reservoir’s state
!R is an equilibrium state (Kubo–Martin–Schwinger
state) then C
�(�!) = e�!=kBT C�
(!) and therefore
eqn [35] can be written in a form [31]. Moreover,
transition probabilities akl from eqn [33] coincide
with those obtained using the ‘‘Fermi golden
rule.’’

Low-Density Limit

If the reservoir can be modeled by a gas of
noninteracting particles (bosons or fermions) at
low density �, we can derive the following master
equation which approximates an exact dynamics
[34] in the low-density limit (�! 0, with � = �t kept
fixed)

d

dt
�ðtÞ ¼ �i½H; �ðtÞ� þ �


X
!2S

Z
R6

d3pd3p0GðpÞ

� � Ep0 � Ep þ !
� �

½T!ðp;p0Þ; �ðtÞT!ðp; p0Þ��ð
þ ½T!ðp; p0Þ�ðtÞ;T!ðp; p0Þ��Þ ½37�

Here H is a renormalized Hamiltonian of the system
S, eitHTe�itH =

P
!2S T! e�i!t, T is a T-matrix

describing the scattering process involving S and a
single particle, T = V�þ, where V is a particle-
system potential and �þ is a Møller operator.
T!(p, p0) denotes the integral kernel corresponding
to T! expressed in terms of momenta of the bath
particle, Ep the kinetic energy of a particle, and G(p)
its probability distribution in the momentum space.
If G(p)� exp(�Ep=kBT) and microreversibility con-
ditions, Ep = E�p and T!(�p,�p0) = T!(p0, p), hold,
then eqn [37] satisfies the quantum detailed-balance
condition with the stationary Gibbs state
��, �= 1=kBT.

Entropy and Purity

The relative entropy S(� j�) = tr(� ln �� � ln �) is
monotone with respect to any trace-preserving

completely positive map �, that is, S(��j��)� S(�j�).
Hence, for the quantum dynamical semigroup �(t) with
the stationary state �0 we obtain the following relation
for the von Neumann entropy S(�) =�tr(� ln �):

d

dt
Sð�ðtÞÞ ¼ � d

dt
Sð�ðtÞj�0Þ �

d

dt
trð�ðtÞ ln �0Þ ½38�

where �(d=dt)S(�(t) j �0) 	 0 is an entropy produc-
tion and the second term describes entropy exchange
with environment (Spohn 1980, Alicki and Lendi
1987).

Bistochastic dynamical semigroups preserve the
maximally mixed state, that is, L(1) = 0. For them,
the von Neumann entropy does not decrease and the
purity tr �2 never increases (Streater 1995). Two
important classes of master equations, used to
describe decoherence, yield bistochastic dynamical
semigroups:

d

dt
�ðtÞ ¼ �i½H; �ðtÞ�

�
X

j

½Aj; ½Aj; �ðtÞ��; Aj ¼ A�j ½39�

d

dt
�ðtÞ ¼ �i½H; �ðtÞ�

þ
Z

M

�ðd
Þ Uð
Þ�ðtÞU�ð
Þ� �ðtÞð Þ ½40�

where U(
) are unitary and �(�) is a (positive)
measure on M.

Itô–Schrödinger Equations

Up to technical problems in the case of unbounded
operators, the master equation [4] is completely
equivalent to the following stochastic differential
equation (in Itô form):

d ðtÞ ¼ � iH ðtÞ dt � 1

2

X
j2I

V�j Vj ðtÞ dt

� i
X
j2I

Vj ðtÞdXjðtÞ ½41�

where Xj(t) are arbitrary statistically independent
stochastic processes with independent increments
(continuous or jump processes) such that the
expectation E(dXj(t) dXk(t)) = �jk dt. Equation [41]
should be understood as an integral equation
involving stochastic Itô integrals with respect to
{Xj(t)} computed according to the Itô rule:
dXj(t) dXk(t) = �jk dt. Taking the average �(t) =
E(j (t)>< (t)j) one can show, using the Itô rule,
that �(t) satisfies eqn [4]. For numerical
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applications, it is convenient to use the nonlinear
version of eqn [41] for the normalized stochastic
vector �(t) = (t)=k (t)k, which can be easily
derived from eqn [41] (Breurer and Petruccione
2002).

Introducing quantum noises, for example, quan-
tum Brownian motions defined in terms of bosonic
or fermionic fields and satisfying suitable quantum
Itô rules one can develop the theory of noncommu-
tative stochastic differential equations (NSDE)
(Hudson and Parthasarathy 1984). Both, eqn [41]
and NSDE, provide examples of unitary dilations –
(physically singular) mathematical constructions of
the environment R and the R–S coupling which
exactly reproduce dynamical semigroups as reduced
dynamics [34].

Algebraic Formalism

In order to describe open systems in thermodyna-
mical limit (e.g., infinite spin systems) or systems
in the quantum field theory one needs the
formalism based on C� or von Neumann algebras.
In the C�-algebraic language, by dynamical semi-
group (in the Heisenberg picture) we mean a
family {T(t); t 	 0} of linear maps on the unital
C�-algebra A satisfying the following conditions:
(1) complete positivity, (2) T(t)T(s) = T(t þ s),
(3) weak (or strong) continuity, and (4) T(t)1 = 1.
Assuming the existence of a faithful stationary
state !=! � T(t) on A, one can use a Gelfand–
Naimark–Segal (GNS) representation 
!(A) of A
in terms of bounded operators on the suitable
Hilbert space H! with the cyclic and separating
vector � satisfying !(A) = <�, 
!(A)�> for all
A 2 A. Then the dynamical semigroup can be
defined on the von Neumann algebra M (obtained
by a weak closure of 
!(A)) as T̂(t)
!(A) �

!(T(t)A). The Kadison inequality valid even for
2-positive bounded maps � on A

�ðAA�Þ 	 �ðAÞ�ð1Þ�ðA�Þ ½42�

implies that !([T(t)A]�T(t)A)�!(A�A), which
allows one to extend the dynamical semigroup
to the contracting semigroup ~T(t)[
!(A)�] �
[
!(T(t)A)]� on the GNS Hilbert space H!. Typi-
cally, one tries to define the semigroup in terms of
the proper limiting procedures T(t) = limn!1 Tn(t),
where Tn(t) is well defined on A. However, the limit
may not exist as an operator on A but can be well
defined on the von Neumann algebra M. If not, the
contracting semigroup on H! may still be a useful
object.

Although there exists a rich ergodic theory
of dynamical semigroups for the special types of

von Neumann algebras, the most difficult problem
of constructing physically relevant semigroups
for generic infinite systems remains unsolved
(Majewski and Zegarliński 1996, Garbaczewski
and Olkiewicz 2002).

Nonlinear Dynamical Semigroups

The reduced description of many-body classical or
quantum systems in terms of single-particle states
(probability distributions, wave functions, or density
matrices) leads to nonlinear dynamics (e.g., Boltz-
mann, Vlasov, Hartree, or Hartree–Fock equations)
(Spohn 1980, Garbaczewski and Olkiewicz 2002). A
large class of nonlinear evolution equations for
single-particle density matrices � can be written as
Alicki and Lendi (1987)

d�

dt
¼ L½��� ½43�

where � 7!L[�] is a map from density matrices to
semigroup generators of the type [4]. Under
certain technical conditions the solution of eqn
[43] exists and defines a nonlinear dynamical
semigroup – a family {�(t); t 	 0} of maps on the
set of density matrices satisfying the composition
law �(t þ s) = �(t)�(s).

A simple example is provided by an open N-
particle system with the total Hamiltonian invariant
with respect to particle permutations. The Marko-
vian approximation combined with the mean-field
method leads to a nonlinear dynamical semigroup
which preserves purity and for initial pure states is
governed by the nonlinear Schrödinger equation
with the following structure:

d 

dt
¼�i hþNUð Þð Þ 

þN

2

X
j

< ;V�j  >Vj 
�

�< ;Vj >V�j  
�

½44�

Here h is a single-particle Hamiltonian, U( ) a
Hartree potential, and Vj are single-particle opera-
tors describing collective dissipation.

See also: Boltzmann Equation (Classical and Quantum);
Channels in Quantum Information Theory; Evolution
Equations: Linear and Nonlinear; Kinetic Equations;
Nonequilibrium Statistical Mechanics (Stationary):
Overview; Positive Maps on C*-Algebras; Quantum
Error Correction and Fault Tolerance; Quantum
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Mechanical Scattering Theory; Stochastic Differential
Equations.
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Introduction

In general relativity, the metric is a dynamic entity,
there is no preferred notion of time, and the theory
is invariant under diffeomorphisms. Therefore, one
expects the concept of dynamics to be very different
from that in mechanical or special relativistic
systems. Indeed, in a canonical formulation, the
diffeomorphism symmetry manifests itself through
the appearance of constraints (see Constrained
Systems). In particular, in the absence of boundaries,
the Hamiltonian turns out to be a linear combina-
tion of them. Thus, the dynamics is completely
encoded in the constraints.

To quantize such a system following Dirac, one
has to define operators corresponding to the
constraints on an auxiliary Hilbert space. Solutions
to the quantum dynamics are then vectors that are
annihilated by all the constraint operators. Techni-
cal complications can arise, and the solutions might
not lie in the auxiliary Hilbert space but in an
appropriately chosen dual.

Physical observables on the other hand are
associated with operators on the auxiliary space
that commute with the constraints or, equivalently,
operators that act within the space of solutions.

Since the solutions of the quantum dynamics will
not depend on any sort of time parameter in an
explicit way, they cannot be readily interpreted as a
(quantum) spacetime history. The conceptual ques-
tions related to this are known as the ‘‘problem of
time’’ in quantum gravity.

We should mention that there is a proposal –
consistent discretizations – that allows us to elimi-
nate constraints, at the expense of a discretization
of the classical theory and dynamical specification of
Lagrange multipliers. Application of this technique
to gravity is currently under study.

Loop quantum gravity (LQG) (see Loop Quantum
Gravity) is based on the choice of a canonical pair
(Aa, Eb) of an SU(2) connection and an su(2)-valued
vector density. The constraints come in three classes:

Gi½A;E�ðxÞ ¼ 0; Va½A;E�ðxÞ ¼ 0;
C½A;E�ðxÞ ¼ 0

the Gauss, vector, and scalar constraints, respectively.
Before giving some detail about the quantization

of the constraints and their solutions, we should
mention that there exists an analogous classical
formulation in terms of complex (self-dual) vari-
ables. The quantization in that formulation faces
serious technical obstacles, but in the case of
positive cosmological constant an elegant formal
solution to all the constraints – the Kodama state –
is known. It is related to the Chern–Simons action
on the spatial slice.
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As said before, strictly speaking, implementing the
dynamics comprises quantizing and satisfying all the
constraints. Here we will however focus on C since
it is the most challenging, and most closely related
to standard dynamics in that it generates changes
under timelike deformations of the Cauchy surface
� on which the canonical formulation is based.

The quantum solutions of the other constraints,
linear combinations of s-knots, lie in a Hilbert space
Kdiff which is part of the dual of the kinematical
Hilbert space K of the theory. For details on these
solutions as well as some basic definitions that will
be used without comment below (see Loop Quan-
tum Gravity). Since s-knots are labeled, among other
things, by a diffeomorphism equivalence class of a
graph, relations to knot theory are emerging at this
level (see Knot Invariants and Quantum Gravity).

It is important to note that C does not Poisson-
commute with the diffeomorphism constraints.
Therefore, in the quantum theory it does matter in
which order the constraints are solved. It turns out
that on the quantum solutions to the other con-
straints, the scalar constraint can be defined by
introducing a regulator, and stays well defined even
when the regulator is removed. This ultraviolet
finiteness on Kdiff can be intuitively understood
from the diffeomorphism invariance of its elements:
There is no problematic short-distance regime since
the states do not contain any scale at all.

In the following we will briefly review the imple-
mentation of the scalar constraint in LQG and
comment on some ramifications and open questions.

The Scalar Constraint Operator

In the Lorentzian theory the scalar constraint C is
the sum of the scalar constraint CE of the Euclidean
theory:

CE ¼ ðdet qÞ�1=2 trðFab½Ea;Eb�Þ

a second term of a similar form, but with the
curvature F of the connection A replaced by the
curvature associated to a certain triad e, and
possibly matter terms. In the following we will just
discuss CE, the other terms can be handled in a
similar fashion.

There appear to be a number of obstacles to the
quantization of CE: for one, the inverse of
the determinant would likely be ill defined, as
the volume operator – essentially a quantization ofR

(det q)1=2 – has a large kernel. In addition, there
are no well-defined operators corresponding to F
and E evaluated at points. Rather, only holonomies
he[A] of A along curves e and certain functionals of

E are well defined as operators. These issues can
however be dealt with in an elegant way as follows.

The first step is to absorb the determinant factor
into a Poisson bracket,

CE ¼ 2

�
�abc trðFabfAc;VgÞ

where V is the volume of the spatial slice �. Then
one approximates the curvature by (identity minus)
the holonomy around a small loop. In the present
case one finds that for a small tetrahedron � with
base point v, one can approximate

CE
�ðNÞ :¼ 2��1

Z
�

N trðF ^ fA;VgÞ

� � 2

3�
NðvÞ�ijk trðh�ij

hsk
fh�1

sk
;VgÞ ½1�

where (see Figure 1a)) the si are edges of � incident
at v and the �ij loops around the faces of � incident
at v.

This suggests how to define an operator bCE
� that

acts on cylindrical functions on a given graph �: one
chooses a triangulation adapted to the graph and
quantizes the CE

�(N) (where � is a tetrahedron of
this triangulation) using the right-hand side of [1] –
holonomies are quantized by the holonomy opera-
tors of the quantum theory, V by the volume
operator bV, and the Poisson bracket by the
corresponding commutator divided by i�h. To be
more precise, the triangulation is chosen such that
the sk in [1] are part of �, and the operators
corresponding to the h� are creating new edges that
connect the endpoints of the sk (see Figure 1b).

Still this is not sufficient, since the definition of bCE
�

depends quite heavily on the choice of the triangula-
tion, and there is no natural way to choose one.
Furthermore, there is no choice that would guarantee

s3

s2

s1

α12

v

(a) (b)

Figure 1 (a) A tetrahedron � and its labeling of edges and

loops. (b) A tetrahedron � adapted to the edges (dashed lines)

of a graph �.

166 Quantum Dynamics in Loop Quantum Gravity



that the bCE
� for different � are consistent in the sense

that they correspond to the action of the same
operator bCE on two different cylindrical subspaces.
Here, the diffeomorphism invariance of the theory
comes to the rescue: a well-defined operator largely
free of ambiguities can be obtained by letting the
operators above act (by duality) on Kdiff to give
elements in K�. When acting on diffeomorphism-
invariant states, the ambiguities in the definition of
the triangulations can be eliminated, and the opera-
tors bCE

� for different � are consistent and together
define an operator bCE(N). Roughly speaking, for a
diffeomorphism-invariant state, it does not matter
anymore where on the graph the endpoints of the sk

lie and how they are connected to form the loops �.
The final picture looks as follows: for each s-knot s,
the operator gives a sum of contributions, one for
each vertex of s, that is, bCE(N)s =

P
v
cCv(N)s. The

terms in this sum are not diffeomorphism invariant.
Their evaluation on a spin network S is of the form

ðcCvsÞ½S� ¼
X

s0
cðs0ÞNðxðvÞÞs0½S� ½2�

where the s0 are s-knots that differ from s by the
addition or deletion of certain edges, and correspond-
ing changes in coloring (by�1=2) and intertwiners. As
an example, Figure 2 schematically depicts the action
on a trivalent vertex. The point x(v) on which N is
evaluated in the above formula gets determined as
follows: the evaluation s0[S] is zero unless the graph �
on which S is based is an element in the diffeomorph-
ism equivalence class on which s0 is based. x(v) is the
position of the vertex v in this element of the
equivalence class. Because of this x(v), the action ofbCE(N) is not diffeomorphism invariant.

Similar techniques give a quantization bC of the
full constraint. The solutions to the constraint can
be determined as the vectors  2 Kdiff that are
annihilated by bC in the sense that (bC(N) )[f ] = 0
for all functions N and elements f of K. The
solutions are more or less explicitly known; how-
ever, the task of interpreting them is a hard one and
remains an object of current research.

It should be mentioned that, strictly speaking, one
can arrive at several slightly different versions of the

constraint operator along the lines sketched above.
The quantization ambiguities include changes in the
power of the volume operator and the spin quantum
number that the constraint creates or annihilates. An
interesting check on these quantizations would be to
inspect the algebra of constraint operators for anoma-
lies. In the present situation, this can only be carried
out to a certain extent, because bC is defined on
diffeomorphism-invariant states. The Poisson bracket
between two scalar constraints is proportional to a
diffeomorphism constraint, and indeed it turns out
that in the quantum theory the commutator of two
scalar constraint operators vanishes for quantizations
as described above. In that sense they are ambiguity
free; however, this criterion is not strong enough to
distinguish between the candidates.

Recently, a slightly different strategy has been
proposed, which, if successfully implemented, would
eliminate some of the questions regarding the
constraint algebra. The idea is to combine the
constraints C(N) for different lapse functions N
into one master constraint

M ¼
Z

�

ðdet qÞ�1=2C2 d3x

M is manifestly diffeomorphism invariant and could
replace all the noncommuting constraints C(N),
hence simplifying the constraint algebra considerably.

The interpretation of the solutions of all the
constraints hinges on the construction of observables
for the theory. This is already a difficult task in the
classical theory, and thus even more so after quantiza-
tion. Though there is no general solution to this problem
available, interesting proposals are being studied.

Finally, it should be said that the quantization of
the scalar constraint can be used to obtain a picture
that resembles more the standard time evolution in
quantum field theory. The (formal) power series
expansion of the projector

P ¼
Y
x2�

�ðbCðxÞÞ ¼ Z D½N� exp i

Z
�

NðxÞbCðxÞ� �
onto the kernel of bC can be described by a spin foam
model (see Spin Foams).

For further information on the subject of this article
see the references: Thiemann (to appear), Rovelli
(2004), and Ashtekar and Lewandowski (2004) for
general reviews on LQG (with a systematic exposition
of a large class of quantizations of the scalar constraint
and their solutions in Ashtekar and Lewandowski
(2004)); Thiemann (1998) for a seminal work on the
quantization of the scalar constraint; Rovelli (1999)
and Reisenberger and Rovelli (1997) on the connec-
tion to spin foam models; Di Bartolo et al. (2002) on

k

j

∑ 1
2

j, k

Figure 2 A schematic rendering of the action of the operatorbCv for a trivalent vertex.
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consistent discretizations; Kodama (1990) and Freidel
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Introduction

Quantum electrodynamics (QED) describes the
interaction of the electromagnetic field (EMF)
with charged particles. Any physical particle
interacts, directly or indirectly, with any other
particle (including itself); in the case of the
electron, however, at low and medium energy
(say, up to a few GeV) the interaction with the
EMF is by and far the most important, so that
QED describes with great precision the dynamics
of the electron, and at the same time the electron
provides with the most stringent tests of QED
currently available.

In the various sections of this article we will
discuss, in the following order, the origin of QED,
the structure of the radiative corrections, the
application of QED to various bound states pro-
blems (the hydrogen-like atoms, the muonium, and
positronium) and the anomalous magnetic moments
of the leptons (the muon and the electron).

Origin of QED

The origin of QED can ideally be traced back to the
very beginning of quantum mechanics, the black-
body formula by M Planck (1900), which was soon
understood as pointing to a discretization of the

energy and momentum associated to the EMF into
quanta of light or photons (Einstein 1905).

The quantization of the EMF was first worked out
by P Jordan, within the article (1926) by M Born,
W Heisenberg, and P Jordan (usually referred to as
the Dreimännerarbeit) and then in the paper ‘‘The
quantum theory of emission and absorption of
radiation’’ by PAM Dirac, commonly considered
the beginning of the so-called second quantization
formalism.

In the subsequent year (1928) Dirac published the
famous equation for the relativistic electron, from
which it was immediately deduced, on a firmer
basis, that the electron has spin 1/2, that its spin
gyromagnetic ratio (the ratio between spin and
associated magnetic moment in suitable dimension-
less units; see below for more details) is twice the
value predicted by classical physics (a result
expressed as ge = 2) and that the levels of atomic
hydrogen with the same principal quantum number
n are not fully degenerate, as in the nonrelativistic
limit, but do possess the so-called fine structure
splitting. In particular, the energy of the n = 2 levels
splits into two values, one value for 2P3=2 states
with total angular momentum J = 3=2 and another
value for the states 2S1=2 and 2P1=2, which have
J = 1=2; note that the 2S1=2 and 2P1=2 states are still
degenerate.

Very soon it was realized that Dirac’s equation
also requires that each particle must be accompanied
by its antiparticle, with exactly the same mass and
opposite charge. The antiparticle of the electron, the
positron, was indeed discovered by C Anderson
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(1932), establishing Dirac’s equation as one of the
cornerstones of theoretical physics.

All the ingredients needed for the evaluation of
the perturbative corrections to the QED theory
(usually called radiative corrections) were already
present at that moment, but radiative corrections
were not systematically investigated for several
years, due perhaps to the length and difficulty of
the calculations and the absence of important
disagreements between theoretical predictions and
experimental results.

The situation changed in 1947, when two experi-
ments were carried out, measuring the energy
difference between the 22S1=2 and 22P1=2 levels of
the hydrogen atom and the gyromagnetic ratios of
the electron.

Lamb and Retherford (1947), by using the ‘‘great
wartime advances in microwaves techniques,’’ suc-
ceeded in establishing that in the hydrogen atom
‘‘the 22S1=2 state is higher than the 22P1=2 by about
1000 Mc/sec.,’’ while (as observed above) according
to the Dirac theory the two states are expected to
have exactly the same energy. Subsequent refine-
ments of the experiment (Triebwasser et al. 1953)
gave for the difference (now referred to as Lamb
shift) the value 1057.77� 0.10 MHz, with a relative
error 1� 10�4.

The authors of the second 1947 experiment
(Kusch and Foley 1947) measured the frequencies
associated with the Zeeman splitting of two differ-
ent states of gallium, finding an inconsistency with
the theoretical values of the gyromagnetic ratios of
the electron. More exactly, write the magnetic
moments mL, mS associated to the (dimensionless)
orbital and spin angular momenta L, S of the
electron as

mL ¼ �gL
e�h

2mec
L; mS ¼ �gS

e�h

2mec
S ½1�

where (�e) is the charge of the electron (e > 0), me

its mass, c the speed of light and gL, gS, respectively,
the orbital and spin gyromagnetic ratios; the Dirac
theory then predicts gL = 1 and gS = 2, while the
results of Kusch and Foley (1947) gave a discre-
pancy which could be accounted for by taking
gS = 2.00229 � 0.00008 and gL = 1, or alternatively
gS = 2 and gL = 0.99886� 0.00004. In modern
notation the first conjecture can be rewritten as

gS ¼ ge ¼ 2ð1þ aeÞ; ae ¼ 0:001145� 0:00004 ½2�

where ae is the anomalous magnetic moment (or
magnetic anomaly) of the electron.

The need of explaining the two experimental
results gave rise to a rapid development of covariant
perturbation theory (which replaced the previous
noncovariant ‘‘old fashioned’’ perturbation theory)
and of the renormalization theory, which liberated
the perturbative expansion from the divergences
plaguing the older approach, opening the path to the
evaluation of radiative corrections and to the great
success of precision predictions of QED.

The formalism improved quickly, evolving in
the more general quantum field theory (QFT)
approach; three of the main contributors were
Sin-Itiro Tomonaga, Julian Schwinger, and Richard
P Feynman, awarded a few years later (1965) the
Nobel price ‘‘for their fundamental work in quantum
electrodynamics, with deep-ploughing consequences
for the physics of elementary particles.’’ QFT was then
successfully used for describing the weak interactions
in the electroweak model and later on also for the
strong interactions theory, dubbed quantum chromo-
dynamics (or QCD, in analogy with the popular QED
acronym). For more details and references to original
works, the reader is invited to look at any treatise on
QED or QFT, such as, for instance, Weinberg (1995).

Initially, the Lamb shift was perhaps more
important than the electron magnetic anomaly both
for the establishment of renormalization theory and
as a test of QED, but in the following years it was
supplanted by the latter as a precision test of QED.

In 1947 the ‘‘best values’’ for some fundamental
constants were indeed

c ¼ ð2:99776� 0:00004Þ� 1010 cm s�1

R1 ¼
mec

2�2

2hc
¼ 109737:303� 0:017 cm�1

1=� ¼ 137:030� 0:016

½3�

where R1 is the Rydberg constant for infinite mass,
h the Planck constant, and � the fine structure
constant (let us observe here in passing that R1 was
and is still known much better than the separate
values of me,�, and h entering in its definition); for
comparison, the current (2005) values for c and R1
are

c ¼ 299792458 m s�1

R1 ¼ 109737:31568525ð73Þ cm�1
½4�

where the value of c is exact (it is in fact the
definition of the meter), and the relative error in R1
is 6.6� 10�12 (the value of � will be discussed later).
The measurement of the Lamb shift, repeated
several times, gave results in nice agreement with
the original value, and for several years it was
providing either a test of QED or a precise value for
�. But the Lamb shift is the energy difference
between the metastable level 2S1=2 (whose lifetime
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is about 1/7 s) and the 2P1=2 level, which has a
lifetime of about 1.596 ns or a natural linewidth of
99.7 MHz. Such a large linewidth poses a strong
intrinsic limitation to the precision attainable in the
measure of the Lamb shift, which is just ten times
larger; as a matter of fact, that precision could never
reach the 1� 10�6 relative error level, while in the
meantime the relative precision in ae reached the
10�9 range, replacing the Lamb shift in the role of
the leading quantity in high-precision QED.
The Structure of Radiative Corrections

For obvious space problems we can only super-
ficially sketch here the lines along which the
perturbative expansion of QED leading to the
evaluation of radiative corrections can be built,
considering for simplicity only the photon and the
electron. One can start from a QED Lagrangian,
formally similar to the classical Lagrangian, invol-
ving the electron field and the vector potentials of
the electromagnetic (or photon) field. The theory is
a gauge theory (its physical content should not
change if a gradient is added to the vector
potentials); it is further an abelian gauge theory as
the EMF does not interact directly with itself.

The QED Lagrangian is separated into a free part
and an interaction part. From the free part, one
derives the wave functions of the free-particle states
and the corresponding time-evolution operators
(free Green’s functions or propagators; let us just
recall here that to obtain a convenient photon
propagator one has to break the gauge invariance
by adding to the Lagrangian a suitable gauge-
breaking term), while the interaction part of the
Lagrangian gives the ‘‘interaction vertices’’ of the
theory.

Aim of the theory is to build the Green’s function
for the various processes in the presence of the
interaction; from these Green’s functions, one then
derives all the physical quantities of interest.

With the free propagators and the interaction
vertices, one generates the perturbative expansion of
the Green’s functions. The result, namely the
contributions to the perturbative expansion (or
radiative corrections), can be depicted in terms of
Feynman graphs: they consist of various particle
lines joined in the interaction vertices, with external
lines corresponding to the initial and final particles
and internal lines corresponding to intermediate or
virtual particle states. Each graph stands for an
integral on the momenta of all the intermediate
states, each vertex implying among other things an
interaction constant, which is (�e) in the case of
electron QED, and a �-function imposing the
conservation of the momenta at that vertex. For
each process, the Feynman graphs are naturally
classified by the total number of the interaction
vertices they contain. In the simplest graphs for a
given process (the so-called tree graphs) the
�-functions at the vertices make the integrations
trivial; but when the number of vertices increases,
closed loops of virtual particle states appear, whose
evaluation quickly becomes extremely demanding.
In QED, each loop gives an extra factor (�e)2 with
respect to the tree graph; it is customary to express it
in terms of (�=�) = (e=2�)2, so that the resulting
power of (�=�) corresponds to the number of
internal loops. The typical QED prediction for a
physical quantity is then expressed as a series of
powers of the fine structure constant � (and of its
logarithm in bound-state problems). As � is small
(� ’ 1=137), and the first coefficients of the expan-
sions are usually of the order of 1, a small number
of terms in the expansion is in general sufficient to
match the precision of the available experimental
data.

But the number of different graphs for a given
number of loops grows quickly with the number of
the loops; in turn, each graph consists in general of a
great number of terms and the loop integrations
become prohibitively difficult when the number of
loops increases, so that the evaluation of radiative
corrections proved to be one of the major computa-
tional challenges of theoretical physics. As a matter
of fact, it prompted the development of computer
programs (Veltman 1999) for processing the huge
algebraic expressions usually encountered, and of
many sophisticated numerical and analytical techni-
ques for performing the loop integrations.

It should be further mentioned here that Feynman
graphs written by naively following the above
sketched rules are often mathematically ill-defined,
taking the form of nonconvergent integrals on the
loop momenta. A regularization procedure is needed
to give an unambiguous meaning to all the integrals;
currently the most powerful regularization is the
continuous dimensional regularization scheme, in
which the loop integrations are carried out in d
continuous dimensions, with d unspecified; renor-
malization counter-terms are also evaluated in the
same scheme, and the physical quantities are
recovered in the d! 4 limit (unrenormalized loop
integrals and renormalization counterterms are
usually singular as powers of 1=(d � 4) in the
d! 4 limit, but all those divergences cancel out in
the physical combinations of interest).

QED describes the main interaction of the
charged leptons (e, �, and �) which have, however,
weak interactions as well. Strictly speaking, pure
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QED processes do not exist; it is an essential feature
of QFT that any existing particle can contribute to
the Feynman graphs for any process, when the
approximation is pushed to a sufficiently high
degree. In particular the photon, which is the main
carrier of the QED interaction, is directly coupled
also to the strongly interacting particles (the result-
ing contributions are referred to as ‘‘hadronic
vacuum polarization’’ effects).

The precision tests of QED are then to be
necessarily searched for in those phenomena where
non-QED contributions are presumably small and
which involve quantities already well known inde-
pendently of QED itself. But such high-precision
quantities are not always available, and as QED is
known better than the rest of physics, very often it is
taken to be correct by assumption, and used as a
tool for extracting or measuring some of the non-
QED quantities relevant to various physical
processes.

In any case, as QED predictions are expressed in
terms of the fine structure constant �, a determina-
tion of � independent of QED is needed; without it,
the most precise predictions of QED would simply
become measures of � and not tests of the theory.

Finally, it is to be recalled that, ironically, the
problem of the convergence of the expansion in
powers of � is still open, even if it is commonly
accepted that convergence problems will matter only
for precisions and corresponding perturbative orders
(say at order 1=� ’ 137) absolutely out of reach of
present experimental and computational possibili-
ties, involving further extremely high energies,
where the other fundamental interactions are
expected to be as important as QED, so that it
would be meaningless to consider only QED.

In the following we will discuss only the QED
predictions for bound states and the anomalous
magnetic moments of � and e.
The Bound States

A very good review of the current status of the theory
of hydrogen-like atoms can be found in Eides et al.
(2001), to which we refer for more details and
citation of the original papers. The starting point for
studying the bound-state problem in QED is the
scattering amplitude of two charged particles, pre-
dicted by perturbative QED (pQED) as a (formal)
series expansion in powers of �. In the static limit
v! 0, where v is the relative velocity of the two
particles, some of the pQED terms behave as �=v, so
that the naive expansion in � becomes meaningless.
Fortunately, it is relatively easy to identify the origin
of those terms (which are essentially due to the
Coulomb interaction between the two charges) and
to devise techniques for their resummation. Among
them, one can quote the Bethe–Salpeter equation,
formally very elegant and complete but difficult to
use in practice. A great progress has been achieved by
the NRQED (nonrelativistic QED) approach, which
is a nonrelativistic theory designed to reproduce the
full QED scattering amplitude in the nonrelativistic
limit by the ad hoc definition, a posteriori, of a
suitable effective Hamiltonian. The Hamiltonian is
then divided into a part containing the Coulomb
interaction, which is treated exactly and which gives
rise to the bound states, and all the rest, to be treated
perturbatively. The power of the NRQED approach
was further boosted by the continuous dimensional
regularization technique of Feynman graph integrals.

Traditionally, the results are expressed in terms of
the energies of the bound states, but as in practice
the precise measurements concern the transition
frequencies between various levels, it is customary
to express any energy contribution to some level, say
�E, also in terms of the associated frequency
�= (�E)=h, where h is the Planck constant.
The Hydrogen-Like Atoms

Quite in general, a hydrogen-like atom consists of a
single electron bound to a positively charge particle,
which is a proton for the hydrogen atom, a deuteron
nucleus for deuterium, a Helium nucleus for an Heþ

ion, a �þ meson for muonium, or a positron for
positronium. Even if QED alone is not sufficient to
treat the dynamical properties of the nuclei, their
strong interactions can be described by introducing
suitable form factors and a few phenomenological
parameters; weak interactions could be treated
perturbatively, but are not yet required at the
precision levels achieved so far.

The QED results for the hydrogen-like atoms can
be expressed in terms of the mass M of the positive
particle and of its charge Ze (of course Z = 1 for
hydrogen). When the electron mass me is smaller
then M (which is always the case, except the
positronium case) one can take as a starting point
the QED electron moving in the external field of the
positive particle, and treat all the other aspects of
the relativistic two-body problem (the so-called
recoil effects) perturbatively in me=M.

Neglecting the spin of the positive particle, the
energy levels of the hydrogen-like atom are identi-
fied by the usual principal quantum number n, the
orbital angular momentum l (with the convention of
writing S, P, D, . . . instead of l = 0, l = 1, l = 2, . . .)
and j, the total angular momentum including the
spin of the electron. It turns out that the bound



172 Quantum Electrodynamics and Its Precision Tests
levels consist of very many contributions of different
kinds; dropping quantum number indices for sim-
plicity, the energy levels can be written as an
expression of the form

E ¼�mec
2ðZ�Þ2

2

mr

me

� �
� 1

n2
þ ðZ�Þ2f4 þ ðZ�Þ4f6 þ � � �

� �
þ�Erad þ�Erec þ�Enucl þ � � � ½5�

Let us observe that it is convenient to write
explicitly the Z factors even when Z = 1 for a better
bookkeeping of the various corrections. As usual, mr

is the reduced mass of the electron, mr = meM=
(me þM) the mass of the nucleus being M; the first
term in the square bracket, 1=n2, the familiar
Balmer term, is by and far the dominant one, giving
for the n = 1 level in the Z = 1 case an energy of
about 13.6 eV or a corresponding frequency of
3.3� 1015 Hz. The other terms in the square
bracket, f4 and f6, are known coefficients (depend-
ing also on the small parameter me=M; f4 is
essentially the fine structure).

The term �Erad, is the bulk of the radiative QED
corrections; it can be written as a multiple expan-
sion on (Z�),� and L = ln [1=(Z�)2], which turns
out to have the following explicit form:

�Erad ¼mec
2ðZ�Þ4 1

n3

���
�

�h
A41LþA40þðZ�ÞA50

þðZ�Þ2 A62L2þA61LþA60

	 

þ � � �

i
þ
��
�

�2h
B40þðZ�ÞB50

þðZ�Þ2 B63L3þB62L2þB61LþB60

	 

þ � � �

i
þ
��
�

�3

C40þðZ�ÞC50þ � � �½ � þ � � �
�

½6�

The first index of the coefficients refers to the power
of (Z�), the second to the power of L; as a rule,
there are three powers of (Z�) due to the normal-
ization of the wave function and one power of (Z�)
for each interaction with the nucleus (in the leading
term of eqn [5] one must subtract two powers of
(Z�) due to the long-range nature of the Coulomb
interaction), while the terms in L= ln [1=(Z�)2] are
related to the infrared divergences of the scattering
amplitude, with the binding energy acting as infra-
red cutoff. The A-coefficients refers to order (�=�)
or one-loop virtual correction (we do not distinguish
here between one-loop self-mass and vacuum-
polarization contribution, as usually done in the
literature), the B-coefficients to two loops, etc. The
coefficients are pure numbers, entirely determined
within QED, even if their actual calculation is an
extremely demanding task. One of the first results
obtained in 1947 was A41 = (4=3)�l0, contributing to
the 2S but not to the 2P states (quite in general,
most corrections are much bigger for l =0 states
than for higher-angular-momentum states), which is
sufficient to give the right order of magnitude of the
(2S1=2–2P1=2) Lamb shift (about 1000 MHz). The
other coefficients are now known, thanks to the
strenuous and continued efforts (Eides et al. 2001)
since then, which is impossible to refer properly here
in any detail. The current frontier of the theoretical
calculation (around the dots in the previous for-
mula) corresponds to 8–9 total powers of (�=�) and
(Z�) or some kHz for the 1S state.

The next term in eqn [5], �Erec contains
contributions of order mec

2(Z�)5(me=M) or smaller
(some care must be done for classifying the
contributions of order me=M, which can be
accounted for by proper use of mr rather than me

and genuine me=M contributions), and are suffi-
ciently known for practical purposes; the same is
true for many other contributions discussed in Eides
et al. (2001) and skipped in eqn [5]. A troublesome
contribution comes however from �Enucl; at leading
order, one has

�Enucl ¼
2ðZ�Þ4mc2

3n3

mcRp

�h

� �2

�l0

where Rp is the so-called root-mean-square charge
radius of the proton, which is not well known
experimentally (in the literature, there are indeed
two direct measurements, Rp = 0.805(11) fm and
Rp = 0.862(12) fm, in poor agreement with each
other; a new independent measurement is strongly
needed).
The hyperfine splitting The effect of the interac-
tion of the electron with the spin of the positive
particle introduces the so-called hyperfine splitting
of all the levels. The order of magnitude of the
hyperfine splitting of the 1S state is given by the
Fermi energy

EF ¼
4

3
mec

2ðZ�Þ4gp
me

mp

where gp ’ 5.586 is the g-factor of the proton,
which gives ’1.42 GHz. It was dubbed hyperfine
because it is smaller than the fine structure terms by
the factor me=mp. Many classes of corrections can
be worked out, with patterns similar to those of the
previous subsection, and also in this case the nuclear
contributions (this time mainly due to the theoreti-
cally unknown magnetic form factor and the
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so-called polarizability of the proton) prevent from
obtaining predictions with an error less than 1 kHz
(or a relative precision better than 1� 10�6).
The comparison with the experiments Experimen-
Experimentally, one measures transition frequencies
among the various levels. For many years the
precision record was given by the hyperfine splitting
of the ground states of hydrogen �hfs(1S) was
measured long ago (see Hellwig et al. (1970) and
Essen et al. (1971)),

�hfsð1SÞ ¼ 1 420 405:751 766 7ð9Þ kHz ½7�

with a relative error 6� 10�13. The current record in
the optical range is the value of the (1S–2S)
hydrogen transition frequency, obtained by means
of two-photon Doppler-free spectroscopy Niering
et al. (2000),

�ð1S–2SÞ ¼ 2 466 061 413 187:103ð46Þ kHz ½8�

with a relative precision 1.9� 10�14; other optical
transitions, such as (2S–8D), (2S–12D) are measured
with precision of about 1� 10�11.

The measurement of the Lamb shift was repeated
several times, with results in nice agreement with the
original value, such as Lundeen and Pipkin (1986),
1057.845(9) MHz. The most precise value,
1057.8514� 0.0019 MHz was given in Palchikov
et al. (1985) (the result depends, however, on the
theoretical value of the lifetime, and should be
changed into 1057.8576� 0.0021 according to
subsequent analysis (see Karshenboim (1996)). The
experimental (2S1=2–2P1=2) Lamb shift was also
obtained as the difference between the measured
fine structure separation (2P3=2–2S1=2) and the
theoretical value of the (2P3=2–2P1=2) frequency,
and the radiative corrections �Erad to any level are
now referred to as the Lamb shift of that level.

As a somewhat deceiving conclusion, the wonder-
ful experimental results of eqns [7] and [8] cannot
be used as a high-precision test of the theory or to
obtain precise values of many fundamental con-
stants, as the theoretical calculations depend, unfor-
tunately, on hadronic quantities which are not
known accurately. Combining theoretical predic-
tions, the above transitions and Lamb shift data, and
the available values of � and me=mp, one can indeed
obtain a measure of Rp (Rp = 0.883� 0.014,
according to Melnikov and van Ritbergen (2000))
and the value of R1 already quoted above.

Muonium

The muonium is the bound state of a positive mþ

meson and an electron. At variance with the proton,
the mþ lepton has no strong interactions, the mþe�

system can be studied theoretically within pure
QED, with the weak interactions giving a known
and small perturbation. Further, the ratio of the
masses me=mm ’ 4.8� 10�3 is small, so that the
external field approximation holds. However, the m
is unstable (lifetime ’2.2 m s), which makes experi-
ments more difficult to carry out. The best measured
quantity is the hyperfine splitting of the 1S ground
state (see Liu et al. (1999))

�hfsðme; 1SÞ ¼ 4 463 302 765ð53ÞHz

with a relative precision of 12� 10�9. The theore-
tical treatment is similar to the case of hydrogen,
with the important advantage that nuclear interac-
tions are absent and everything can be evaluated
within QED, so that the bulk of the contribution is
given by a formula with the structure of eqn [6]. But
the prediction depends, in any case, on the me=mm

mass, which is not known with the required
precision. Indeed, a recent theoretical calculation
(Czarnecki et al. 2002) (which includes also a
contribution of 0.233(3) kHz from hadronic
vacuum polarization) gives 4 463 302 680(510)
(30)(220) Hz, where the first (and biggest) error
comes from me=mm, the second from �, and the third
is the theoretical error (an estimation of higher-
order contributions not yet evaluated).
Positronium

The positronium is the bound state of an electron
and a positron. Theoretically, it is an ideal system to
study, as it can be described entirely within QED,
without any unknown parameter of non-QED
origin. As the masses of the two constituents,
positron and electron, are strictly equal, the reduced
mass of the system is exactly equal to half of the
electron mass, mr = me=2, and the energy scale of
the bound states is half of R1.

At variance with the muonium case, the external
field approximation is not valid, so that positronium
must be treated with the full two-body bound-state
machinery of QFT, of which it provides an excellent
test (Karshenboim 2004).

Experimentally, radioactive positron sources are
available, so that positronium is easier to produce
than muonium. It is, however, unstable; states with
total spin S equal 0 (also called parapositronium
states) annihilate into an even number (mainly two)
of gammas, and states with S = 1 (orthopositronium)
into an odd number (mainly three) of gammas, with
short lifetimes (which make precise measurements
difficult). Further, as positronium is the lightest
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atom, Doppler-broadening effects are very impor-
tant, reducing the precision of spectroscopical
measurements.

Positronium decay rates There has been a long-
time discrepancy between theory and experiment in
decay rate of ground-state orthopositronium, which
prompted thorough theoretical investigations look-
ing for errors in the calculations or flaws in the
formalism, but it turned out that the flaw was on the
experimental side. The current theoretical prediction
for the ground state S = 1 decay is (Adkins et al.
2002)

�ð1S;orthoÞ ¼�0 1þA
�

�

� �
þ 1

3
�2 ln�

�
þB

�

�

� �2
�3�3

2�
ln2

�þC
�3

�
ln�þ � � �

�
¼ 7:039979ð11Þms�1

where �0 = 2(�2 � 9)me�
6=(9�) = 7.2111670(1),

A= �10.286606(10),B=45.06(26),C=�5.517, in
nice agreement with the less precise experimental
result of Karshenboim (2004, ref. 38) 7.0404
(10)(8)ms�1. As a curiosity, the coefficients A, B
above are among the greatest coefficients so far
appeared in QED radiative corrections.

The agreement between theory and experiment for
the ground-state parapositronium decay rate has
always been good; the current status of Karshenboim
(2004, ref. 41) is 7990.9(1.7) ms�1 for the experimental
result and of Karshenboim (2004, ref. 43)
7989.64(2) ms�1 for the theoretical prediction.

Positronium levels The quantum number structure
of the levels is similar to muonium, with the
important difference, however, that the hyperfine
splitting (which in hydrogen or muonium is small
because it is proportional to the ratio of the masses of
the two components) is in fact of the same order as
the fine structure. The theoretical evaluation of the
energy levels provides a very stringent check of QED
and of the overall treatment of the bound-state
problem. Corrections have been evaluated, typically,
up to order mc2�7. The best-known quantities are
the ground state (hyper)fine splitting, experimental
value (Ritter et al. 1984) 203.38910(74) GHz
(3.6� 10�6 relative error), theoretical (Karshenboim
2004) 203.3917(6), and the 1S–2S transition for
orthopositronium, experiment (Fee et al. 1993) 1 233
607 216.4 (3.2) MHz, theory 1 233 607 222.2(6).
The general agreement is good; the precisions
achieved are, however, not yet sufficient to allow a
determination of R1 or � competitive with other
measurements.
The Anomalous Magnetic Moments
of Leptons

The precision of the measurements requires, for both
the e and � leptons, to also take into account graphs
with contributions from the other leptons as virtual
intermediate states and those of hadronic and weak
origin. Quite in general, if the mass of the virtual
particle, say mv, is smaller than the mass of the
external lepton, say ml, one can have an ln (ml=mv)
behavior of the contributions; that is the case of the
virtual electron contributions to the muon magnetic
anomaly am, which can be enhanced by powers of
ln (mm=me). In the opposite case, mv > ml, the
contribution has the behavior (ml=mv)

2; that is the
case of the (mm=m� )

2 contributions to am from �
loops and of the (me=mm)

2 contributions from �
loops to th electron magnetic anomaly, ae. As strong
and weak interactions are in general associated with
heavy-mass particles, they are expected to be more
important for am than ae; further, a given heavy
particle contribution to ae is smaller by a factor
(me=mm)

2 than the corresponding contribution to am.
The Magnetic Anomaly am of the m

The am has been reviewed in Passera (2005). The
present (2005) world average experimental value is

amðexpÞ ¼ 116 592 080ð60Þ� 10�11

with a relative error 0.5� 10�6.
Theoretically, one can write

am ¼ amðQEDÞ þ amðhadÞ þ amðEWÞ ½9�

where the three terms stand for the contributions
from pure QED, strong interacting hadrons and
electroweak interactions. In turn, one can expand
am(QED) in powers of � as

amðQEDÞ ¼
X

l

Cl
�

�

� �l

¼
X

l

A
ðlÞ
1 þ A

ðlÞ
2

mm

me

� �
þ A

ðlÞ
2

mm

mt

� ��
þA

ðlÞ
3

mm

me
;
mm

mt

� ��
�

�

� �l
½10�

The coefficients A(l)
1 involve only the photon and

the external lepton as virtual states, are identically
the same as in ae; they are known up to l = 4
included (but, strictly speaking, the contribution of
A(4)

1 is smaller than the experimental error of am)
and will be discussed later for the electron. The
A(l)

2 (mm=me) are very large, being enhanced by
powers of ln (mm=me), and are required and known
up to l = 5; A(l)

2 (mm=mt) starts with A(2)
2 (mm=mt) ’
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1=45(mm=mt)
2, contributing 4.2� 10�11 to am, so

that the A(l)
2 (mm=mt) with higher values of l are not

needed. A(l)
3 (mm=me, mm=mt), finally, starts from

l = 3, and gives a negligible contribution
0.7� 10�11. Summing up, one finds C1 = 1=2,
C2 = 0.765 857 410(27) (the error is from the experi-
mental errors in the lepton masses) C3 = 24.050
509 64(43), C4 = 131.011(8), and C5 = 677(40). As
already observed, the coefficients are large due to the
presence of ln (mm=me) factors. The last term C5

contributes 4.6(0.3)� 10�11 to am, and the total QED
contribution is

amðQEDÞ ¼ 116 584 718:8ð0:3Þð0:4Þ� 10�11

where the first error is due to the uncertainties in the
coefficients C2, C3, and C5 and the second from the
value of � coming from atom interferometry
measurements (see below).

The hadronic contributions are of two kinds,
those due to vacuum polarization, am(vac.pol),
which can be evaluated by sound theoretical
methods by using existing experimental data, and
those due to light-by-light hadronic scattering,
am(lbl), whose evaluation relies on much less firmer
grounds and are entirely model-dependent. The
value of am(vac.pol) varies slightly among the
various authors (see Passera (2005) for reference to
original work), let us take as a typical value
am(vac.pol) = 6834(92)� 10�11 (based on eþe� scat-
tering data and including also first-order radiative
corrections). The model-dependent value of the
light-by-light contribution changed several times in
the years (also in sign!) but now there is a general
consensus that it should be positive; let us take,
somewhat arbitrarily, am(lbl) = 136(25)� 10�11, so
that the total hadronic contribution becomes

amðhadÞ ¼ 6970ð92Þ� 10�11

The electroweak contribution, finally, is

amðEWÞ ¼ 154ð2Þ� 10�11

which accounts for a one-loop purely weak
contribution and a two-loop electromagnetic and
weak contribution, which turns out to be very large
(�42� 10�11) for the presence of logarithms in the
masses (the error is due to the uncertainty in the
Higgs boson mass).

Summing up, eqn [9] gives am = 116 591 842
(92)� 10�11, so that

amðexpÞ � am ¼ 138ð60Þð90Þ� 10�11

The substantial agreement can be considered to be a
good overall check of QED and electroweak inter-
actions. But another attitude is often adopted in
the scientific community: the validity of QED and
electroweak models is taken for granted, and a
disagreement, if any, is considered to be an indica-
tion of new physics. To obtain significant informa-
tion in that direction, however, the experimental
and the theoretical errors (dominated in turn by the
experimental error in eþe� scattering data) should
be significantly reduced.
The Magnetic Anomaly ae of the Electron

Experimentally, one has the 1987 value (Kinoshita
2005, ref. 1).

aeðexpÞ ¼ 1 159 652 188:4ð4:3Þ� 10�12 ½11�

with a relative error 3.7� 10�9 and the preliminary
Harvard (2004) measurement (Kinoshita 2005, ref. 3).

aeðHarvardÞ ¼ 1159652180:86ð0:57Þ�10�12 ½12�

with 0.5�10�9 relative error, that is, an increase in
precision by a factor 7.

Theoretically, eqns [9] and [10] apply also to the
electron; given the smallness of the electron mass,
the relevant terms up to the precision of the
experimental data are

ae ¼A
ð1Þ
1

�

�
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þ A

ð2Þ
1

�

�

� �2
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ð3Þ
1

�

�

� �3

þ A
ð4Þ
1

�

�

� �4
þ � � � þ A

ð2Þ
2

me

mm

� �
�

�

� �2

þ aeðhadÞ þ aeðEWÞ ½13�

The explicit calculation gives

A
ð1Þ
1 ¼

1

2
Passera 2005; ref: 1ð Þ
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þ 1
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�2�1

2
�2 ln2þ3

4
�ð3Þ

¼ �0:328478965579 . . .

Passera 2005; ref: 17ð Þ

A
ð3Þ
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83

72
�2�ð3Þ�215

24
�ð5Þ

þ100

3
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1

24
ln4 2� 1

24
�2 ln2 2

� �
� 239
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�4þ139

18
�ð3Þ�298

9
�2 ln2

þ17101

810
�2þ28259

5184

¼1:181241456 . . . Laporta and Remiddi 1996ð Þ

A
ð4Þ
1 ¼ �1:7283ð35Þ Kinoshita 2005ð Þ
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and

A
ð2Þ
2

me

mm

� �
�

�

� �2
’ 1

45

me

mm

� �2 �

�

� �2
’ 2:72� 10�12

aeðhadÞ ¼ 1:67ð0:02Þ� 10�12

aeðEWÞ ¼ 0:03� 10�12 ½14�

For obtaining a meaningful prediction, one needs
now a precise value of �. The most precise value
available at present is that of Passera (2005, ref. 49)

��1ðaifÞ ¼ 137:036 000 3ð10Þ

with relative error 7� 10�9, obtained by the atom
interferometry method (which is independent of
QED, depending only on the kinematics of the
Doppler effect). With that value of �, the theoretical
prediction for ae becomes

ae ¼ 1 159 652 175:9ð8:5Þð0:1Þ10�12

where the first error comes from � and the second
from C4; conversely, one can use the QED predic-
tion for ae and ae(Harvard) for obtaining �; one
obtains in that way

��1ðQED; aeÞ ¼ 137:035 999 708ð12Þð67Þ

where the first uncertainty is from C4 and the
second from the experiment. We see that theory and
experiment are in good agreement.

As a concluding remark, another independent and
more precise (or analytic!) evaluation of C4 contribu-
tion would be welcome. The five-loop term is not
known; but as (�=�)5 � 0.07� 10�12, if C5 is, say,
not greater than 2, its contribution to ae becomes
equal to the contribution of the error �C4 of C4 and
is not yet required to match the current precision of
ae( exp ). The ultimate theoretical limit, the error of
the hadronic contribution, �ae(had) = 0.02� 10�12,
is still smaller, corresponding to a change
�C4 = 0.0007 of C4 or �C5 = 0.3 of C5.

See also: Abelian and Nonabelian Gauge Theories Using
Differential Forms; Anomalies; Effective Field Theories;
Electroweak Theory; Quantum Field Theory: A Brief
Introduction; Standard Model of Particle Physics.
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In the past 50 years, entropy has broken out of
thermodynamics and statistical mechanics and
invaded communication theory, ergodic theory
mathematical statistics, and even the social and
life sciences. The favorite subjects of entropy
concern macroscopic phenomena, irreversibility,
and incomplete knowledge. In the strictly mathe-
matical sense entropy is related to the asymptotics
of probabilities or concerns the asymptotic beha-
vior of probabilities.

This review is organized as follows. First the
history of entropy is discussed generally and then we
concentrate on the von Neumann entropy again
somewhat historically following the work of von
Neumann. Umegaki’s quantum relative entropy is
discussed both in case of finite systems and in the
setting of C�-algebras. An axiomatization is pre-
sented. To show physical applications of the concept
of entropy, the statistical thermodynamics is
reviewed in the setting of spin chains. The relative
entropy shows up in the asymptotic theory of
hypothesis testing and data compression.

General Introduction to Entropy: From
Clausius to von Neumann

The word ‘‘entropy’’ was created by Rudolf Clausius
and it appeared in his work Abhandlungen über die
mechanische Wärmetheorie published in 1864. The
word has a Greek origin, its first part reminds us of
‘‘energy’’ and the second part is from ‘‘tropos,’’
which means ‘‘turning point.’’ Clausius’ work is the
foundation stone of classical thermodynamics.
According to Clausius, the change of entropy of a
system is obtained by adding the small portions of
heat quantity received by the system divided by the
absolute temperature during the heat absorption.
This definition is satisfactory from a mathematical
point of view and gives nothing other than an
integral in precise mathematical terms. Clausius
postulated that the entropy of a closed system
cannot decrease, which is generally referred to as
the second law of thermodynamics.

The concept of entropy was really clarified by
Ludwig Boltzmann. His scientific program was to
deal with the mechanical theory of heat in connec-
tion with probabilities. Assume that a macroscopic
system consists of a large number of microscopic

ones, we simply call them particles. Since we have
ideas of quantum mechanics in mind, we assume
that each of the particles is in one of the energy
levels E1 < E2 < � � � < Em. The number of particles
in the level Ei is Ni, so

P
i Ni = N is the total

number of particles. A macrostate of our system is
given by the occupation numbers N1, N2, . . . , Nm.
The energy of a macrostate is E =

P
i NiEi. A given

macrostate can be realized by many configurations
of the N particles, each of them at a certain energy
level Ei. These configurations are called microstates.
Many microstates realize the same macrostate. We
count the number of ways of arranging N particles
in m boxes (i.e., energy levels) such that each box
has N1, N2, . . . , Nm particles. There are

N
N1;N2; . . . ;Nm

� �
:¼ N!

N1!N2! . . . Nm!
½1�

such ways. This multinomial coefficient is the
number of microstates realizing the macrostate
(N1, N2, . . . , Nm) and it is proportional to the
probability of the macrostate if all configurations
are assumed to be equally likely. Boltzmann called [1]
the thermodynamical probability of the macrostate,
in German ‘‘thermodynamische Wahrscheinlichkeit,’’
hence the letter W was used. Of course, Boltzmann
argued in the framework of classical mechanics and
the discrete values of energy came from an approxi-
mation procedure with ‘‘energy cells.’’

If we are interested in the thermodynamic limit N
increasing to infinity, we use the relative numbers
pi := Ni=N to label a macrostate and, instead of the
total energy E =

P
i NiEi, we consider the average

energy pro particle E=N =
P

i piEi. To find the most
probable macrostate, we wish to maximize [1] under
a certain constraint. The Stirling approximation of
the factorials gives

1

N
log

N

N1;N2; . . . ;Nm

� �
¼ Hðp1;p2; . . . ; pmÞ þOðN�1 log NÞ ½2�

where

Hðp1; p2; . . . ; pmÞ :¼
X

i

�pi log pi ½3�

If N is large then the approximation [2] yields that
instead of maximizing the quantity [1] we can
maximize [3]. For example, maximizing [3] under
the constraint

P
i piEi = e, we get

pi ¼
e��EiP
j e��Ej

½4�
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where the constant � is the solution of the equationX
i

Ei
e��EiP
j e��Ej

¼ e

Note that the last equation has a unique solution if
E1 < e < Em, and the distribution [4] is now known
as the discrete Maxwell–Boltzmann law.

Let p1, p2, . . . , pn be the probabilities of different
outcomes of a random experiment. According to
Shannon, the expression [1] is a measure of our
ignorance prior to the experiment. Hence it is also
the amount of information gained by performing the
experiment. The quantity [1] is maximum when all
the pi’s are equal. In information theory, logarithms
with base 2 are used and the unit of information is
called bit (from binary digit). As will be seen below,
an extra factor equal to Boltzmann’s constant is
included in the physical definition of entropy.

The comprehensive mathematical formalism of
quantum mechanics was first presented in the famous
book Mathematische Grundlagen der Quantenme-
chanik published in 1932 by Johann von Neumann.
In the traditional approach to quantum mechanics, a
physical system is described in a Hilbert space:
observables correspond to self-adjoint operators and
statistical operators are associated with the states. In
fact, a statistical operator describes a mixture of pure
states. Pure states are really the physical states and
they are given by rank-1 statistical operators, or
equivalently by rays of the Hilbert space.

von Neumann associated an entropy quantity to a
statistical operator in 1927 and the discussion was
extended in his book (von Neumann 1932). His
argument was a gedanken experiment on the
grounds of phenomenological thermodynamics. Let
us consider a gas of N(�1) molecules in a box.
Suppose that the gas behaves like a quantum system
and is described by a statistical operator ! which is a
mixture

P
i �ij’iih’ij, where j’ii� ’i are orthogonal

state vectors. We may take �iN molecules in the pure
state ’i for every i. The gedanken experiment gave

S

�X
i

�ij’iih’ij
�

¼
X

i

�iSðj’iih’ijÞ � �
X

i

�i log�i ½5�

where � is Boltzmann’s constant and S is certain
thermodynamical entropy quantity (relative to the
fixed temperature and molecule density).

After this, von Neumann showed that S(j’ih’j) is
independent of the state vector j’i, so that

S

�X
i

�ij’iih’ij
�
¼ � �

X
i

�i log�i ½6�

up to an additive constant, which could be chosen to
be 0 as a matter of normalization. Equation [6] is
von Neumann’s celebrated entropy formula; it has a
more elegant form

Sð!Þ ¼ � tr �ð!Þ ½7�

where the state ! is identified with the correspond-
ing statistical operator, and � : Rþ!R is the
continuous function �(t) =�t log t.

von Neumann solved the maximization problem
for S(!) under the constraint tr!H = e. This means
the determination of the ensemble of maximal
entropy when the expectation of the energy operator
H is a prescribed value e. It is convenient to rephrase
his argument in terms of conditional expectations.
H = H� is assumed to have a discrete spectrum and
we have a conditional expectation E determined by
the eigenbasis of H. If we pass from an arbitrary
statistical operator ! with tr!H = e to E(!), then the
entropy is increasing, on the one hand, and the
expectation of the energy does not change, on the
other, so the maximizer should be searched among
the operators commuting with H. In this way we are
(and von Neumann was) back to the classical
problem of statistical mechanics treated at the
beginning of this article. In terms of operators, the
solution is in the form

expð��HÞ
tr expð��HÞ ½8�

which is called Gibbs state today.

The von Neumann Entropy

von Neumann was aware of the fact that statistical
operators form a convex set whose extreme points
are exactly the pure states. He also knew that
entropy is a concave functional, so

S
X

i
�i!i

� �
�
X

i
�Sð!iÞ ½9�

for any convex combination. To determine the
entropy of a statistical operator, he used the
Schatten decomposition, which is an orthogonal
extremal decomposition in our present language.
For a statistical operator ! there are many ways to
write it in the form

! ¼
X

i

�ij iih ij

if we do not require the state vectors to be
orthogonal. The geometry of the statistical opera-
tors, that is, the state space, allows many extremal
decompositions and among them there is a unique
orthogonal one if the spectrum of ! is not
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degenerate. Nonorthogonal pure states are essen-
tially nonclassical. They are between identical and
completely different. Jaynes recognized in 1956 that
from the point of view of information the Schatten
decomposition is optimal. He proved that

S ð!Þ ¼ sup �
X

i
�i log�i: ! ¼

X
i
�i!i

n o
½10�

where the supremum is over all convex combina-
tions !=

P
i �i!i statistical operators. This is Jaynes

contribution to the von Neumann entropy. By the
way, formula [10] may be used to define von
Neumann entropy for states of an arbitrary
C�-algebra whose states cannot be described by
statistical operators.

Certainly the highlight of quantum entropy theory
in the 1970s was the discovery of subadditivity. This
property is formulated in a tripartite system whose
Hilbert space H is a tensor product HA 	HB 	HC.
A statistical operator !ABC admits several reduced
densities, !AB, !B, !BC, and others. The strong
subadditivity is the inequality due to Lieb and
Ruskai in 1973:

Theorem 1

Sð!ABCÞ þ Sð!BÞ 
 Sð!ABÞ þ Sð!BCÞ ½11�

The strong subadditivity inequality [11] is con-
veniently rewritten in terms of the relative entropy.
For statistical operators � and !,

Sð�k!Þ ¼ tr �ðlog �� log!Þ ½12�

if supp � 
 supp!, otherwise S(�k!) =þ1. The
relative entropy expresses statistical distinguishabil-
ity and therefore it decreases under stochastic
mappings:

Sð�k!Þ � SðEð�ÞkEð!ÞÞ ½13�

for a completely positive trace-preserving mapping E.
The strong subadditivity is equivalent to

Sð!AB; ’	 !BÞ 
 Sð!ABC; ’	 !BCÞ ½14�

where ’ is any state on B(HA) of finite entropy. This
inequality is a consequence of monotonicity of the
relative entropy, since !AB = E(!ABC) and ’	 !B =
E(’	 !BC), where E is the partial trace over HC.
Clearly, the equality in [11] is equivalent to equality
in [14].

Theorem 2 The equality holds in [11] if and only
if there is an orthogonal decomposition pBHB =L

nHL
nB 	HR

nB, pB = supp!B, such that the density
operator of !ABC satisfies

!ABC ¼
X

n

!BðpnÞ!L
n 	 !R

n ½15�

where !L
n 2 B(HA)	 B(HL

nB) and !R
n 2 B(HR

nB)	
B(HC) are density operators and pn 2 B(HB) are
the orthogonal projections HB!HL

nB 	HR
nB.

Quantum Relative Entropy

The quantum relative entropy is an information
measure representing the uncertainty of a state with
respect to another state. Hence it indicates a kind of
distance between the two states. The formal defini-
tion [12] is due to Umegaki.

Now we approach quantum relative entropy
axiomatically. Our crucial postulate includes the
notion of conditional expectation. Let us recall that
in the setting of operator algebras conditional
expectation (or projection of norm 1) is defined as
a positive unital idempotent linear mapping onto a
subalgebra.

Now we list the properties of the relative entropy
functional which will be used in an axiomatic
characterization:

1. Conditional expectation property. Assume that A
is a subalgebra of B and there exists a projection of
norm 1 E of B onto A, such that ’ � E =’. Then
for every state ! of B S(!,’) = S(!jA,’jA)þ
S(!,! � E) holds.

2. Invariance property. For every automorphism �
of B we have S(!,’) = S(! � �,’ � �).

3. Direct sum property. Assume that B=B1 � B2. Let
’12(a�b)=�’1(a)þ (1��)’2(b) and !12(a�b)=
�!1(a)þ (1��)!2(b) for every a2 B1, b2 B2 and
some 0<�< 1. Then S(!12,’12)=�S (!1,’1)þ
(1��)S(!2,’2).

4. Nilpotence property. S(’,’) = 0.
5. Measurability property. The function (!,’) 7!

S(!,’) is measurable on the state space of the
finite dimensional C�-algebra B (when ’ is
assumed to be faithful).

Theorem 3 If a real valued functional R(!,’)
defined for faithful states ’ and arbitrary states !
of finite quantum systems shares the properties
[1]–[5], then there exists a constant c 2 R such
that

Rð!; ’Þ ¼ c Tr D!ðlog D! � log D’Þ

The relative entropy may be defined for linear
functionals of an arbitrary C�-algebra. The general
definition may go through von Neumann algebras,
normal states and the relative modular operator.
Another possibility is based on the monotonicity.
Let ! and ’ be states of a C�-algebra A. Consider
finite-dimensional algebras B and completely posi-
tive unital mappings � :B!A. Then the supremum
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of the relative entropies S(! � �k’ � �) (over all �)
can be defined as S(!k’).

Theorem 4 The relative entropy of states of
C�-algebras shares the following properties.

(i) (!,’) 7! S(!k’) is convex and weakly lower-
semicontinuous.

(ii) k’� !k2 
 2S(!,’).
(iii) For a unital Schwarz map � :A0!A1 the

relation S(! � �k’ � �) 
 S(!k’) holds.

Property (iii) is Uhlmann’s monotonicity theorem,
which we have already applied above.

The relative entropy appears in many concepts
and problems in the area of quantum information
theory (Nielsen and Chuang 2000, Schumacher and
Westmoreland 2002).

Statistical Thermodynamics

Let an infinitely extended system of quantum spins
be considered in the simple cubic lattice L = Z�,
where � is a positive integer. The observables
confined to a lattice site x 2 Z� form the self-adjoint
part of a finite-dimensional C�-algebra Ax which is a
copy of the matrix algebra Md(C). It is assumed that
the local observables in any bounded region � 
 Z�

are those of the finite quantum system

A� ¼
O
x2�

Ax

It follows from the definition that for � 
 �0 we
have A�0 =A� 	A�0n�, where �0 n� is the comple-
ment of � in �0. The algebra A� and the subalgebra
A� 	CI�0n� of A�0 have identical structure and we
identify the element A2A� with A	 I�0n� in A�0 .
If � 
 �0 then A� 
 A�0 and it is said that A� is
isotonic with respect to �. The definition also
implies that if �1 and �2 are disjoint then elements
of A�1

commute with those of A�2
. The quasilocal

C�-algebra A is the norm completion of the normed
algebra A1= [� A�, the union of all local algebras
A� associated with bounded (finite) regions � 
 Z�.

We denote by ax the element of Ax corresponding
to a 2 A0(x 2 Z�). It follows from the definition
that the algebra A1 consists of linear combinations
of terms a(1)

x1
� � � a(k)

xk
where x1, . . . , xk and a(1), . . . , a(k)

run through Z� and A0, respectively. We define 	x

to be the linear transformation

að1Þx1
� � � aðkÞxk

7�! a
ð1Þ
x1þx � � � a

ðkÞ
xkþx

	x corresponds to the space translation by x 2 Z�

and it extends to an automorphism of A. Hence 	 is
a representation of the abelian group Z� by

automorphisms of the quasilocal algebra A. Clearly,
the covariance condition

	xðA�Þ ¼ A�þx

holds, where �þ x is the space-translate of the
region � by the displacement x.

Having described the kinematical structure of
lattice systems, we turn to the dynamics. The local
Hamiltonian H(�) is taken to be the total potential
energy between the particles confined to �. This
energy may come from many-body interactions of
various orders. Most generally, we assume that there
exists a global function � such that for any finite
subsystem � the local Hamiltonian takes the form

Hð�Þ ¼
X
X
�

�ðXÞ ½16�

Each �(X) represents the interaction energy of the
particles in X. Mathematically, �(X) is a self-adjoint
element of AX and H(�) will be a self-adjoint
operator in A�. We restrict our discussion to
translation-invariant interactions, which satisfy the
additional requirement

	xð�ðXÞÞ ¼ �ðXþ xÞ

for every x 2 Z� and every region X 
 Z�. An
interaction � is said to be of finite range if �(�) = 0
when the cardinality (or diameter) of � is large
enough, d(�) � d�. The infimum of such numbers is
called the range of �.

If ’ is a state of the quasilocal algebra A then it
will induce a state ’� on A(�), the finite system
comprising the spin in the bounded region � of Z�.
The (local) energy, entropy, and free energy of this
finite system are given by the following formulas:

E�ð’Þ :¼ tr �!�Hð�Þ
S�ð’Þ :¼ �tr �!� log!� ½17�

F��ð’Þ :¼ E�ð’Þ �
1

�
S�ð’Þ

Here !� denotes the density of ’� with respect to the
trace tr� ofA�, and � denotes the inverse temperature.
The functionals E�, S�, and F�� are termed local. It is
rather obvious that all three local functionals are
continuous if the weak� topology is considered on the
state space of the quasilocal algebra. The energy is
affine, the entropy is concave and consequently, the
free energy is a convex functional.

The free energy functional F�� is minimized by the
Gibbs state (see [8] with H = H(�)), and the
minimum value is given by

� 1

�
log tr �e��Hð�Þ ½18�
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Our aim is to explain this variational principle after
the thermodynamic limit is performed.

The thermodynamic limit ‘‘� tends to infinity’’
may be taken along lattice parallelepipeds. Let a 2 Z�

with positive coordinates and define

�ðaÞ ¼ fx 2 Z�: 0 
 xi < ai; i ¼ 1; 2; . . . ; �g ½19�

When a!1, �(a) tends to infinity in a manner
suitable for the study of thermodynamic limit: the
boundary of the parallelepipeds is getting more and
more negligible compared with the volume. The
notion of limit in the sense of van Hove makes this
idea more precise and physically more satisfactory.
For the sake of simplicity, we restrict ourselves to
thermodynamic limit along parallelepipeds.

Denoting by j�j the volume of � (or the number
of points in �), we may define the global energy,
entropy, and free energy functionals of translation-
ally invariant states to be

eð’Þ :¼ lim
�!1

E�ð’Þ=j�j ½20�

sð’Þ :¼ lim
�!1

S�ð’Þ=j�j ½21�

f �ð’Þ :¼ lim
�!1

F��ð’Þ=j�j ½22�

The existence of the limit in [21] is guaranteed by
the strong subadditivity of entropy, while that of the
limits in [20] and [22] is assumed if the interaction
is suitably tempered, as it certainly does if the
interaction is of finite range.

Theorem 5 If ’ is a translationally invariant state of
the quasilocal algebraA, then the limit [21] exists and

sð’Þ ¼ inffS�ðaÞð’Þ=j�ðaÞj : a 2 Z�
þg ½23�

Moreover, the von Neumann entropy density functional
’ 7! s(’) is affine and upper-semicontinuous when the
state space is endowed with the weak� topology.

Let � be an interaction of finite range. Then the
thermodynamic limit [20] exists and the energy
density is given by

eð’Þ ¼ ’ðE�Þ and E� ¼
X
02�

�ð�Þ
j�j

Furthermore, e(’) is an affine weak� continuous
functional of ’.

It follows that the free energy density f (’) exists
and it is an affine lower-semicontinuous function of
the translation-invariant state ’.

For 0 < � <1 the thermodynamic limit

lim
�!1

1

j�j log tr�e��Hð�Þ � pð�;�Þ

exists.

In accordance with the lattice-gas interpretation
of our model, the global quantity p is termed
pressure.

In the treatment of quantum spin systems, the set
S 	 of all translation-invariant states is essential. The
global entropy functional s is a continuous affine
function on S 	 and physically it is a macroscopic
quantity which does not have microscopic (i.e.,
local) counterpart. Indeed, the local entropy func-
tional is not an observable because it is not affine on
the (local) state space. The local internal energy
E�(’) is microscopic observable and the energy
density functional e of S 	 is the corresponding
global extensive quantity.

As an analog of the variational principle for finite
quantum systems, the global free-energy functional f�
attains an absolute minimum at a translationally
invariant state, and the minimum value of f � is equal
to the thermodynamic limit of the canonical free-
energy densities of the local finite systems. In the next
theorem, this global variational principle will be
formulated in a slightly different but equivalent way.

Theorem 6 When � is an interaction of finite
range, then

pð�;�Þ ¼ supfsð!Þ � �eð!Þg

holds, when the supremum is over all translationally
invariant states ! on A.

The minimizers of the right-hand side are called
equilibrium states and they have several different
characterizations.

Asymptotical Properties

We keep the notation of the previous section but we
consider one-dimensional chains, �= 1. Let ! be
translation-invariant state on A and we fix a positive
number " < 1. We have in our mind that " is small and
say that a sequence of projection Qn 2 A[1, n] is of high
probability if !(Qn) � 1� ". The size of Qn, the
cardinality of a maximal pairwise orthogonal family of
projections contained in Qn, is given by trnQn. (The
subscript n in trn indicates that the algebraic trace
functional on An is meant here.) The theorem below
says that the entropy density of ! governs asymptoti-
cally the rank of the high-probability projections.

Theorem 7 Assume that ! is an ergodic translation-
invariant state of A. Then the limit relation

lim
n!1

1

n
infflog trnQng ¼ sð!Þ

holds, when the infimum is over all projections
Qn 2 A[1, n] such that !n(Qn) � 1� ".
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This result is strongly related to data compression.
When ! is interpreted as a stationary quantum source
(with possible memory), then efficient and reliable
data compression needs a subspace of small dimension
and the range of Qn can play this role. The entropy
density is the maximal rate of reliable compression.

It is interesting that one can impose further
requirements on the high-probability projections
and the statement of the theorem remains true.

1. The partial trace of Qnþ1 over Anþ1 is Qn;
2. en(s�") 
 tr Qn 
 en(sþ") if n is large enough; and
3. if q 
 Qn is a minimal projection (in A[1, n]), then

!(q) 
 e�n(s�") if n is large enough.

In (2) and (3) s stands for s(!). Let Dn be the density
matrix of the restriction of ! to A[1, n]. It follows
that for an eigenvalue � of QnDnQn the inequality

s� " 
 � log�

n

holds.
From the point of view of data compression, it is

important if the sequence Qn 2 A[1, n] works uni-
versally for many states. Indeed, in this case the
compression algorithm can be universal for several
quantum sources.

Theorem 8 Let R > 0. There is a projection
Qn 2 A[1, n] such that

lim sup
n

1

n
log trQn 
 R ½24�

and for any ergodic state ! on A such that s(!) < R
the relation

lim
n
!ðQnÞ ¼ 1 ½25�

holds.

In the simplest quantum hypothesis testing prob-
lem, one has to decide between two states of a
system. The state �0 is the null hypothesis and �1 is
the alternative hypothesis. The problem is to decide
which hypothesis is true. The decision is performed
by a two-valued measurement {T, I � T}, where
0 
 T 
 I is an observable. T corresponds to
the acceptance of �0 and I � T corresponds to the
acceptance of �1. T is called a test. When the
measurement value is 0, the hypothesis �0 is
accepted, otherwise the alternative hypothesis �1 is
accepted. The quantity �[T] = tr�0(I � T) is inter-
preted as the probability that the null hypothesis is
true but the alternative hypothesis is accepted. This
is the error of the first kind. Similarly, �[T] = tr�1T
is the probability that the alternative hypothesis is
true but the null hypothesis is accepted. It is called
the error of the second kind.
Now we fix a formalism for an asymptotic theory
of the hypothesis testing. Suppose that a sequence
(Hn) of Hilbert spaces is given, (�(n)

0 ) and (�(n)
1 ) are

density matrices on Hn. The typical example we have
in mind is �(n)

0 = �0 	 �0 	 � � � 	 �0 and �(n)
1 = �1	

�1 	 � � � 	 �1. A positive contraction Tn 2 B(Hn) is
considered as a test on a composite system. Now the
errors of the first and second kind depend on n:
�n[Tn] = tr�(n)

0 (I � Tn) and �n[Tn] = tr�(n)
1 Tn.

Set

��ðn; "Þ ¼ infftr�ðnÞ1 Ang ½26�

where the infimum is over all An 2 B(Hn) such that
0 
 An 
 I and tr�(n)

0 (I � An) 
 ". In other words,
this is the infimum of the error of the second kind
when the error of the first kind is at most ". The
importance of this quantity is in the customary
approach to hypothesis testing.

The following result is the quantum Stein lemma.

Theorem 9 In the above setting, the relation

lim
n!1

1

n
log ��ðn; "Þ ¼ �Sð�0k�1Þ

holds for every 0 < " < 1.
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Bjelaković and Siegmund-Schultze (2004).

Other surveys about quantum entropy are Petz
(1992) and Schumacher and Westmoreland (2002).

See also: Asymptotic Structure and Conformal Infinity;
Capacities Enhanced by Entanglement; Channels in
Quantum Information Theory; Entropy and Qualitative
Transversality; Positive Maps on C�-Algebras; von
Neumann Algebras: Introduction, Modular Theory and
Classification Theory; von Neumann Algebras: Subfactor
Theory.
Further Reading
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Quantum ergodicity and mixing belong to the field
of quantum chaos, which studies quantizations of
‘‘chaotic’’ classical Hamiltonian systems. The basic
question is: how does the chaos of the classical
dynamics impact on the eigenvalues/eigenfunctions
of the quantum Hamiltonian Ĥ and on long-time
dynamics generated by Ĥ?

These problems lie at the foundations of the
semiclassical limit, that is, the limit as the Planck
constant �h! 0 or the energy E!1. More generally,
one could ask what impact any dynamical feature of a
classical mechanical system (e.g., complete integrabil-
ity, KAM, and ergodicity) has on the eigenfunctions
and eigenvalues of the quantization.

Over the last 30 years or so, these questions have
been studied rather systematically by both mathe-
maticians and physicists. There is an extensive
literature comparing classical and quantum
dynamics of model systems, such as comparing the
geodesic flow and wave group on a compact (or
finite-volume) hyperbolic surface, or comparing
classical and quantum billiards on the Sinai billiard
or the Bunimovich stadium, or comparing the



discrete dynamical system generated by a hyperbolic
torus automorphism and its quantization by the
metaplectic representation. As these models indicate,
the basic problems and phenomena are richly
embodied in simple, low-dimensional examples in
much the same way that two-dimensional toy
statistical mechanical models already illustrate com-
plex problems on phase transitions. The principles
established for simple models should apply to far
more complex systems such as atoms and molecules
in strong magnetic fields.

The conjectural picture which has emerged from
many computer experiments and heuristic argu-
ments on these simple model systems is roughly
that there exists a length scale in which quantum
chaotic systems exhibit universal behavior. At this
length scale, the eigenvalues resemble eigenvalues of
random matrices of large size and the eigenfunctions
resemble random waves. A small sample of the
original physics articles suggesting this picture is
Berry (1977), Bohigas et al. (1984), Feingold and
Peres (1986), and Heller (1984).

This article reviews some of the rigorous mathe-
matical results in quantum chaos, particularly those
on eigenfunctions of quantizations of classically
ergodic or mixing systems. They support the
conjectural picture of random waves up to two
moments, that is, on the level of means and
variances. A few results also exist on higher
moments in very special cases. But from the
mathematical point of view, the conjectural links
to random matrices or random waves remain very
much open at this time. A key difficulty is that the
length scale on which universal behavior should
occur is far below the resolving power of any known
mathematical techniques, even in the simplest model
problems. The main evidence for the random
matrix and random wave connections comes from
numerous computer experiments of model cases in
the physics literature. We will not review numerical
results here, but to get a well-rounded view of the
field, it is important to understand the computer
experiments (see, e.g., Bäcker et al. (1998a, b) and
Barnett (2005)).

The model quantum systems that have been most
intensively studied in mathematical quantum chaos
are Laplacians or Schrödinger operators on com-
pact (or finite-volume) Riemannian manifolds, with
or without boundary, and quantizations of sym-
plectic maps on compact Kähler manifolds. Similar
techniques and results apply in both settings, so for
the sake of coherence we concentrate on the
Laplacian on a compact Riemannian manifold
with ‘‘chaotic’’ geodesic flow and only briefly
allude to the setting of ‘‘quantum maps.’’

Additionally, two main kinds of methods are in
use: (1) methods of semiclassical (or microlocal)
analysis, which apply to general Laplacians (and
more general Schrödinger operators), and (2)
methods of number theory and automorphic
forms, which apply to arithmetic models such as
arithmetic hyperbolic manifolds or quantum cat maps.
Arithmetic models are far more ‘‘explicitly solvable’’
than general chaotic systems, and the results obtained
for them are far sharper than the results of semiclassi-
cal analysis. This article is primarily devoted to the
general results on Laplacians obtained by semiclassical
analysis; see Arithmetic Quantum Chaos for results by
J Marklov. For background on semiclassical analysis,
see Heller (1984).

Wave Group and Geodesic Flow

The model quantum Hamiltonians we will discuss
are Laplacians � on compact Riemannian mani-
folds (M, g) (with or without boundary). The
classical phase space in this setting is the cotangent
bundle T�M of M, equipped with its canonical
symplectic form

P
i dxi ^ d�i. The metric defines

the Hamiltonian

Hðx; �Þ ¼ j�jg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

ij¼1

gijðxÞ�i�j

vuut
on T�M, where

gij ¼ g
@

@xi
;
@

@xj

� �
[gij] is the inverse matrix to [gij]. We denote the
volume density of (M, g) by dVol and the corre-
sponding inner product on L2(M) by hf , gi. The unit
(co-) ball bundle is denoted B�M = {(x, �) : j�j � 1}.

The Hamiltonian flow �t of H is the geodesic
flow. By definition, �t(x, �) = (xt, �t), where (xt, �t) is
the terminal tangent vector at time t of the unit
speed geodesic starting at x in the direction �. Here
and below, we often identify T�M with the tangent
bundle TM using the metric to simplify the
geometric description. The geodesic flow preserves
the energy surfaces {H = E} which are the co-sphere
bundles S�EM. Due to the homogeneity of H,
the flow on any energy surface {H = E} is equivalent
to that on the co-sphere bundle S�M = {H = 1}.
(This homogeneity could be broken by adding a
potential V 2 C1(M) to form a semiclassical
Schrödinger operator ��h2�þ V, whose underlying
Hamiltonian flow is generated by j�j2g þ V(x).) See
h-Pseudodifferential Operators and Applications.
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The quantization of the Hamiltonian H is the
square root

ffiffiffiffi
�
p

of the positive Laplacian

� ¼ � 1ffiffiffi
g
p
Xn

i;j¼1

@

@xi
gijg

@

@xj

of (M, g). Here, g = det [gij]. We choose to work
with

ffiffiffiffi
�
p

rather than � since the former generates
the wave

Ut ¼ eit
ffiffiffi
�
p

which is the quantization of the geodesic flow �t.
By the last statement we mean that Ut is related to

�t in several essentially equivalent ways:

1. singularities of waves, that is, solutions Ut of
the wave equation, propagate along geodesics;

2. Ut is a Fourier integral operator (= quantum
map) associated to the canonical relation defined
by the graph of �t in T�M� T�M; and

3. Egorov’s theorem holds.

We only define the latter since it plays an important
role in studying eigenfunctions. As with any quantum
theory, there is an algebra of observables on the
Hilbert space L2(M, dvolg) which quantizes T�M.
Here, dvolg is the volume form of the metric. The
algebra is that ��(M) of pseudodifferential operators
 DO’s of all orders, though we often restrict to the
subalgebra �0 of  DO’s of order zero. We denote by
�m(M) the subspace of pseudodifferential operators of
order m. The algebra is defined by constructing a
quantization Op from an algebra of symbols a 2
Sm(T�M) of order m (polyhomogeneous functions on
T�Mn0) to �m. The map Op is not unique. In the
reverse direction is the symbol map �A: �m!
Sm(T�M) which takes an operator Op(a) to the
homogeneous term am of order m in a.

Egorov’s theorem for the wave group concerns the
conjugations

�tðAÞ :¼UtAU�t ; A2�mðMÞ ½1�

Such a conjugation defines the quantum evolution of
observables in the Heisenberg picture, and, since the
early days of quantum mechanics, it was known to
correspond to the classical evolution

VtðaÞ :¼ a � �t ½2�

of observables a 2 C1(S�M). Egorov’s theorem is
the rigorous version of this correspondence: it states
that �t defines an order-preserving automorphism of
��(M), that is, �t(A)2�m(M) if A2�m(M), and
that

�UtAU�t ðx; �Þ ¼ �Að�tðx; �ÞÞ :¼Vtð�AÞ;
ðx; �Þ 2T�Mn0 ½3�

This formula is almost universally taken to be the
definition of quantization of a flow or map in the
physics literature.

The key difficulty in quantum chaos is that it
involves a comparison between long-time dynamical
properties of �t and Ut through the symbol map and
similar classical limits. The classical dynamics
defines the ‘‘principal symbol’’ behavior of Ut and
the ‘‘error’’ UtAU�t �Op(�A � �t) typically grows
exponentially in time. This is just the first example
of a ubiquitous ‘‘exponential barrier’’ in the subject.

Eigenvalues and Eigenfunctions of �

The eigenvalue problem on a compact Riemannian
manifold

�’j ¼ �2
j ’j; h’j; ’ki¼ �jk

is dual under the Fourier transform to the wave
equation. Here, {’j} is a choice of orthonormal basis
of eigenfunctions, which is not unique if the
eigenvalues have multiplicities >1. The individual
eigenfunctions are difficult to study directly, and so
one generally forms the spectral projections kernel,

Eð�; x; yÞ¼
X

j :�j ��
’jðxÞ’jðyÞ ½4�

Semiclassical asymptotics is the study of the �!1
limit of the spectral data {’j,�j} or of E(�, x, y). The
(Schwartz) kernel of the wave group can be
represented in terms of the spectral data by

Utðx; yÞ¼
X

j

eit�j’jðxÞ’jðyÞ

or equivalently as the Fourier transformR
R eit� dE(�, x, y) of the spectral projections. Hence,

spectral asymptotics is often studied through the
large-time behavior of the wave group.

The link between spectral theory and geometry,
and the source of Egorov’s theorem for the wave
group, is the construction of a parametrix (or WKB
formula) for the wave kernel. For small times t, the
simplest is the Hadamard parametrix,

Utðx; yÞ �
Z 1

0

ei�ðr2ðx;yÞ�t2Þ
X1
k¼0

Ukðx; yÞ�ððd�3Þ=2Þ�k d�

ðt < injðM; gÞÞ ½5�

where r(x, y) is the distance between points,
U0(x, y) = ��1=2(x, y) is the volume 1/2-density,
inj(M, g) is the injectivity radius, and the higher
Hadamard coefficients are obtained by solving
transport equations along geodesics. The parametrix
is asymptotic to the wave kernel in the sense of
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smoothness, that is, the difference of the two sides of
[5] is smooth. The relation [5] may be iterated using
Utm = Um

t to obtain a parametrix for long times.
This is obviously complicated and not necessarily
the best long-time parametrix construction, but it
illustrates again the difficulty of a long-time
analysis.

Weyl Law and Local Weyl Law

A fundamental and classical result in spectral
asymptotics is Weyl’s law on counting eigenvalues:

Nð�Þ ¼ #fj : �j � �g

¼ jBnj
ð2	Þn VolðM; gÞ�n þOð�n�1Þ ½6�

Here, jBnj is the Euclidean volume of the unit ball
and Vol(M, g) is the volume of M with respect to the
metric g. An equivalent formula which emphasizes
the correspondence between classical and quantum
mechanics is

trE� ¼
Volðj�jg � �Þ
ð2	Þn ½7�

where Vol is the symplectic volume measure relative
to the natural symplectic form

Pn
j = 1dxj ^ d�j on

T�M. Thus, the dimension of the space where
H =

ffiffiffiffi
�
p

is � � is asymptotically the volume where
its symbol j�jg � �.

The remainder term in Weyl’s law is sharp on the
standard sphere, where all geodesics are periodic, but
is not sharp on (M, g) for which the set of periodic
geodesics has measure zero (Duistermaat–Guillemin,
Ivrii) (see Semiclassical Spectra and Closed Orbits).
When the set of periodic geodesics has measure zero
(as is the case for ergodic systems), one has

Nð�Þ ¼ #fj : �j � �g

¼ jBnj
ð2	Þn VolðM; gÞ�n þ oð�n�1Þ ½8�

The remainder is then of smaller order than the
derivative of the principal term, and one then has
asymptotics in shorter intervals:

Nð½�; �þ 1�Þ ¼ #fj : �j 2 ½�; �þ 1�g

¼ n
jBnj
ð2	Þn VolðM; gÞ�n�1 þ oð�n�1Þ ½9�

Physicists tend to write � � h�1 and to average over
intervals of this width. Then mean spacing between
the eigenvalues in this interval is � CnVol(M, g)�1�
��(n�1), where Cn is a constant depending on the
dimension.

An important generalization is the ‘‘local Weyl law’’
concerning the traces trAE(�), where A 2 �m(M).
It asserts thatX

�j��
hA’j; ’ji

¼ 1

ð2	Þn
Z

B�M
�Adx d� �n þOð�n�1Þ ½10�

There is also a pointwise local Weyl law:X
�j��
j’jðxÞj2 ¼

1

ð2	Þn jB
nj�n þ Rð�; xÞ ½11�

where R(�, x) = O(�n�1) uniformly in x. Again,
when the periodic geodesics form a set of measure
zero in S�M, one could average over the shorter
interval [�,�þ 1]. Combining the Weyl and local
Weyl law, we find the surface average of �A is a
limit of traces:

!ðAÞ :¼ 1


ðS�MÞ

Z
S�M

�A d


¼ lim
�!1

1

Nð�Þ
X
�j��
hA’j; ’ji ½12�

Here, 
 is the ‘‘Liouville measure’’ on S�M, that is,
the surface measure d
= dx d�=dH induced by the
Hamiltonian H = j�jg and by the symplectic volume
measure dx d� on T�M.

Problems on Asymptotics Eigenfunctions

Eigenfunctions arise in quantum mechanics as
stationary states, that is, states  for which the
probability measure j (t, x)j2dvol is constant in time
where  (t, x) = Ut (x) is the evolving state. This
follows from the fact that

Ut’k ¼ eit�k’k ½13�

and that jeit�k j= 1. They are the basic modes of the
quantum system. One would like to know the
behavior as �j!1 (or �h! 0 in the semiclassical
setting) of invariants such as:

1. matrix elements hA’j,’ji of observables in this
state;

2. transition elements hA’i,’ji between states;
3. size properties as measured by Lp norms k’jkLp ;
4. value distribution as measured by the distribution

function Vol{x 2M : j’j(x)j2 > t}; and
5. shape properties, for example, distribution of

zeros and critical points of ’j.

Let us introduce some problems which have
motivated much of the work in this area.
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Problem 1 Let Q denote the set of ‘‘quantum
limits,’’ that is, weak� limit points of the sequence
{�k} of distributions on the classical phase space
S�M, defined byZ

X

a d�k :¼ hOpðaÞ’k; ’ki

where a 2 C1(S�M).

The set Q is independent of the definition of Op.
It follows almost immediately from Egorov’s theo-
rem that Q 	MI, where MI is the convex set of
invariant probability measures for the geodesic flow.
Furthermore, they are time-reversal invariant, that
is, invariant under (x, �)! (x,��) since the eigen-
functions are real valued.

To see this, it is helpful to introduce the linear
functionals on �0:

�kðAÞ ¼ hOpðaÞ’k; ’ki ½14�

We observe that �k(I) = 1, �k(A) 
 0 if A 
 0,
and that

�k UtAU�t
� �

¼ �kðAÞ ½15�

Indeed, if A 
 0 then A = B�B for some B 2 �0

and we can move B� to the right-hand side.
Similarly, [15] is proved by moving Ut to the right-
hand side and using [13]. These properties mean
that �j is an ‘‘invariant state’’ on the algebra �0.
More precisely, one should take the closure of �0 in
the operator norm. An invariant state is the analog
in quantum statistical mechanics of an invariant
probability measure.

The next important fact about the states �k is that
any weak limit of the sequence {�k} on �0 is an
invariant probability measure on C(S�M), that is,
a positive linear functional on C(S�M) rather than
just a state on �0. This follows from the fact that
hK’j,’ji! 0 for any compact operator K, and so any
limit of hA’k,’ki is equally a limit of h(Aþ K)’k,’ki.
Hence, any limit is bounded by infK kAþ Kk (the
infimum taken over compact operators), and for any
A 2 �0, k�AkL1 = infK kAþ Kk. Hence, any weak
limit is bounded by a constant times k�AkL1 and is
therefore continuous on C(S�M). It is a positive
functional since each �j, and hence any limit, is a
probability measure. By Egorov’s theorem and the
invariance of the �k, any limit of �k(A) is a limit of
�k(Op(�A � �t)) and hence the limit measure is
invariant.

Problem 1 is thus to identify which invariant
measures in MI show up as weak limits of the
functionals �k or equivalently the distributions d�k.
The weak limits reflect the concentration and

oscillation properties of eigenfunctions. Here are
some possibilities:

1. Normalized Liouville measure. In fact, the func-
tional ! of [12] is also a state on �0 for the
reason explained above. A subsequence {’kj

} of
eigenfunctions is considered diffuse if �kj

!!.
2. A periodic orbit measure 
� defined by


�ðAÞ ¼
1

L�

Z
�

�A ds

where L� is the length of �. A sequence of
eigenfunctions for which �kj

!
� obviously con-
centrates (or strongly ‘‘scars’’) on the closed
geodesic.

3. A finite sum of periodic orbit measures.
4. A delta-function along an invariant Lagrangian

manifold � 	 S�M. The associated eigenfunctions
are viewed as ‘‘localizing’’ along �.

5. A more general invariant measure which is
singular with respect to d
.

All of these possibilities can and do happen in
different examples. If d�kj

!!, then in particular
we have

1

VolðMÞ

Z
E

j’kj
ðxÞj2dVol! VolðEÞ

VolðMÞ

for any measurable set E whose boundary has
measure zero. Interpreting j’kj

(x)j2dVol as the
probability density of finding a particle of energy
�2

k at x, this result means that the sequence of
probabilities tends to uniform measure.

However, d�kj
!! is much stronger since it says

that the eigenfunctions become diffuse on the energy
surface S�M and not just on the configuration space
M. As an example, consider the flat torus Rn=Zn.
An orthonormal basis of eigenfunctions is furnished
by the standard exponentials e2	ihk, xi with k 2 Zn.
Obviously, je2	ihk, xij2 = 1, so the eigenfunctions are
already diffuse in configuration space. On the other
hand, they are far from diffuse in phase space, and
localize on invariant Lagrangian tori in S�M. Indeed,
by definition of pseudodifferential operator,
Ae2	ihk, xi= a(x, k) e2	ihk, xi, where a(x, k) is the com-
plete symbol. Thus,

hAe2	ihk;xi; e2	ihk;xii ¼
Z

Rn=Zn
aðx; kÞ dx

�
Z

Rn=Zn
�A x;

k

jkj

� �
dx

A subsequence e2	ihkj, xi of eigenfunctions has a weak
limit if and only if kj=jkjj tends to a limit vector �0 in
the unit sphere in Rn. In this case, the associated
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weak� limit is
R

Rn=Zn �A(x, �0)dx, that is, the delta-
function on the invariant torus T�0

	 S�M defined
by the constant momentum condition �= �0. The
eigenfunctions are said to localize on this invariant
torus for �t.

The flat torus is a model of a completely
integrable system on both the classical and quantum
levels. Another example is that of the standard
round sphere Sn. In this case, the author and
D Jakobson showed that absolutely any invariant
measure � 2 MI can arise as a weak limit of a
sequence of eigenfunctions. This reflects the huge
degeneracy (multiplicities) of the eigenvalues.

On the other hand, if the geodesic flow is ergodic,
one would expect the eigenfunctions to be diffuse in
phase space. In the next section, we will discuss the
rigorous results on this problem.

Off-diagonal matrix elements

�jkðAÞ ¼ hA’i; ’ji ½16�

are also important as transition amplitudes between
states. They no longer define states since �jk(I) = 0,
are positive, or invariant. Indeed, �jk(UtAU�t ) =
eit(�j��k)�jk(A), so they are eigenvectors of the
automorphism �t of [1]. A sequence of such matrix
elements cannot have a weak limit unless the
spectral gap �j � �k tends to a limit 
 2 R. In this
case, by the same discussion as above, any weak
limit of the functionals �jk will be an eigenmeasure
of the geodesic flow which transforms by ei
t under
the action of �t. Examples of such eigenmeasures
are orbital Fourier coefficients

1

L�

Z L�

0

e�i
t�Að�tðx; �ÞÞ dt

along a periodic orbit. Here, 
 2 (2	=L�)Z. We
denote by Q
 such eigenmeasures of the geodesic
flow. Problem 1 has the following extension to off-
diagonal elements:

Problem 2 Determine the set Q
 of ‘‘quantum
limits,’’ that is, weak� limit points of the sequence
{�kj} of distributions on the classical phase space
S�M, defined byZ

X

ad�kj :¼ hOpðaÞ’k; ’ji

where �j � �k = 
 þ o(1) and where a 2 C1(S�M), or
equivalently of the functionals �jk.

As will be disc ussed in the section ‘‘Quantum
weak mixing, ’’ the asymp totics of off-diag onal
elements depends on the weak mixing properties of
the geodesic flow and not just its ergodicity.

Matrix elements of eigenfunctions are quadratic
forms. More ‘‘nonlinear’’ problems involve the
Lp-norms or the distribution functions of eigenfunc-
tions. Estimates of the L1-norms can be obtained
from the local Weyl law [10]. Since the jump in
the left-hand side at � is

P
j : �j = � j’j(x)j2 and the

jump in the right-hand side is the jump of R(�, x),
this impliesX

j:�j¼�
j’jðxÞj2 ¼ Oð�n�1Þ¼) jj’jjjL1 ¼ Oð�n�1

2 Þ ½17�

For general Lp-norms, the following bounds were
proved by C Sogge for any compact Riemannian
manifold:

k’jkp

k’k2

¼Oð��ðpÞÞ; 2 � p � 1 ½18�

where

�ðpÞ ¼
n

1

2
� 1

p

� �
� 1

2
;

2ðnþ 1Þ
n� 1

� p � 1

n� 1

2

1

2
� 1

p

� �
; 2 � p � 2ðnþ 1Þ

n� 1

8>><>>: ½19�

These estimates are sharp on the unit sphere Sn 	
Rnþ1. The extremal eigenfunctions are the zonal
spherical harmonics, which are the L2-normalized
spectral projection kernels �N(x, x0)=k�N( � , x0)k
centered at any x0. However, they are not sharp
for generic (M, g), and it is natural to ask how
‘‘chaotic dynamics’’ might influence Lp-norms.

Problem 3 Improve the estimates k’jkp=k’k2 =
O(��(p)) for (M, g) with ergodic or mixing geodesic
flow.

C Sogge and the author have proved that if a
sequence of eigenfunctions attains the bounds in
[17], then there must exist a point x0 so that a
positive measure of geodesics starting at x0 in S�x0

M
returns to x0 at a fixed time T. In the real analytic
case, all return so x0 is a perfect recurrent point. In
dimension 2, such a perfect recurrent point cannot
occur if the geodesic flow is ergodic; hence
k’jkL1 = o(�(n�1)=2) on any real analytic surface
with ergodic geodesic flow. This shows that none
of the Lp-estimates above the critical index are sharp
for real analytic surfaces with ergodic geodesic flow,
and the problem is the extent to which they can be
improved.

The random wave model (see the section ‘‘Random
waves and or thonormal bases’’) p redicts that e igen-
functions of Riemannian manifolds with chaotic
geodesic flow should have the bounds k’�kLp = O(1)
for p <1 and that k’�kL1 <

ffiffiffiffiffiffiffiffiffiffi
log�

p
. But there are
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no rigorous estimates at this time close to such
predictions. The best general estimate to date on
negatively curved compact manifolds (which are
models of chaotic geodesic flow) is just the logarithmic
improvement

jj’jjjL1 ¼ O
�n�1

log �

� �
on the standard remainder term in the local Weyl
law. This was known for compact hyperbolic
manifolds from the Selberg trace formula, and
similar estimates hold manifolds without conjugate
points (P Bérard). The exponential growth of the
geodesic flow again causes a barrier in improving
the estimate beyond the logarithm. In the analogous
setting of quantum ‘‘cat maps,’’ which are models of
chaotic classical dynamics, there exist arbitrarily
large eigenvalues with multiplicities of the order
O(�n�1=log�); the L1-norm of the L2-normalized
projection kernel onto an eigenspace of this multi-
plicity is of order of the square root of the
multiplicity (Faure et al. 2003). This raises doubt
that the logarithmic estimate can be improved by
general dynamical arguments. Further discussion of
L1-norms, as well as zeros, will be given at the end
of the next section for ergodic systems.

Quantum Ergodicity

In this section, we discuss results on the problems
stated above when the geodesic flow of (M, g) is
assumed to be ergodic. Let us recall that this means
that Liouville measure is an ergodic measure for �t.
This is a spectral property of the operator Vt of [2]
on L2(S�M, d
), namely that Vt has 1 as an
eigenvalue of multiplicity 1. That is, the only
invariant L2-functions (with respect to Liouville
measure) are the constant functions. This implies
that the only invariant sets have Liouville measure 0
or 1 and (Birkhoff’s ergodic theorem) that time
averages of functions are constant almost every-
where (equal to the space average).

In this case, there is a general result which
originated in the work of Schnirelman and was
developed into the following theorem by Zelditch,
Colin de Verdière, and Sunada (manifolds without
boundary), and Gérard–Leichtnam and Zelditch–
Zworski (manifolds with boundary). The following
discussion is based on the articles (Zelditch
1996b, c, Zelditch and Zworski 1996), which
contain further references to the literature.

Theorem 1 Let (M, g) be a compact Riemannian
manifold (possibly with boundary), and let {�j,’j}
be the spectral data of its Laplacian �. Then the

geodesic flow Gt is ergodic on (S�M, d
) if and only
if, for every A 2 �o(M), we have:

(i) lim�!1
1

N(�)

P
�j�� j(A’j,’j)� !(A)j2 = 0.

(ii) (8�)(9�) lim sup�!1
1

N(�)

P
j6¼k :�j,�k��j�j��kj<�

j(A’j,’k)j2 < �.

This implies that there exists a subsequence {’jk}
of eigenfunctions whose indices jk have counting
density 1 for which hA’jk ,’jki!!(A). We will call
the eigenfunctions in such a sequence ‘‘ergodic
eigenfunctions.’’ One can sharpen the results by
averaging over eigenvalues in the shorter interval
[�,�þ 1] rather than in [0,�].

There is also an ergodicity result for boundary values
of eigenfunctions on domains with boundary and with
Dirichlet, Neumann, or Robin boundary conditions
(Gérard–Leichtnam, Hassell–Zelditch, Burq). This cor-
responds to the fact that the billiard map on B�@M
is ergodic.

The first statement (i) is essentially a convexity
result. It remains true if one replaces the square by
any convex function ’ on the spectrum of A,

1

NðEÞ
X
�j �E

’ðhA’k; ’ki � !ðAÞÞ! 0 ½20�

Before sketching a proof, we point out a some-
what heuristic ‘‘picture proof’’ of the theorem.
Namely, ergodicity of the geodesic flow is equivalent
to the statement that Liouville measure is an
extreme point of the compact convex set MI. In
fact, it further implies that ! is an extreme point of
the compact convex set ER of invariant states for �t

of eqn [1]; see Ruelle (1969) for background. But
the local Weyl law says that ! is also the limit of the
convex combination

1

NðEÞ
X
�j�E

�j

An extreme point cannot be written as a convex
combination of other states unless all the states in the
combination are equal to it. In our case, ! is only a
limit of convex combinations so it need not (and does
not) equal each term. However, almost all terms in the
sequence must tend to !, and that is equivalent to [1].

Sketch of Proof of Theorem 1(i) As mentioned
above, this is a convexity result and with no
additional effort we can consider more general
sums of the form. We then haveX

�j�E

’ðhA’k; ’ki � !ðAÞÞ

¼
X
�j�E

’ðhhAiT � !ðAÞ’k; ’kiÞ ½21�

Quantum Ergodicity and Mixing of Eigenfunctions 189



where

hAiT ¼
1

2T

Z T

�T

UtAU�t dt

We then apply the Peierls–Bogoliubov inequalityXn

j¼1

’ððB’j; ’jÞÞ � tr’ðBÞ

with B = �E[hAiT � !(A)]�E to getX
�j�E

’ðhhAiT � !ðAÞ’k; ’kiÞ

� tr’ð�E½hAiT � !ðAÞ��EÞ ½22�

Here, �E is the spectral projection for Ĥ corre-
sponding to the interval [0, E]. From the Berezin
inequality we then have (if ’(0) = 0):

1

NðEÞ tr’ð�E½hAiT � !ðAÞ��EÞ

� 1

NðEÞ tr �E’ð½hAiT � !ðAÞ�Þ�E

! !Eð’ðhAiT � !ðAÞÞÞ; as E!1

As long as ’ is smooth, ’(hAiT � !(A)) is a
pseudodifferential operator of order zero with
principal symbol ’(h�AiT � !(A)). By the assump-
tion that !E!! we get

lim
E!1

1

NðEÞ
X
�j�E

’ðhA’k; ’ki � !ðAÞÞ

�
Z
fH¼1g

’ðh�AiT � !ðAÞÞ d


where

h�AiT ¼
1

2T

Z T

�T

�A � �t dt

As T!1 the right-hand side approaches ’(0) = 0
by the dominated convergence theorem and by
Birkhoff’s ergodic theorem. Since the left-hand side
is independent of T, this implies that

lim
E!1

1

NðEÞ
X
�j �E

’ðhA’k; ’ki � !ðAÞÞ ¼ 0

for any smooth convex ’ on Spec(A) with ’(0) = 0.
&

As mentioned above, the statement of Theorem 1(i)
is equivalent to saying that there is a subsequence
{’jk} of counting density 1 for which �jk!!. The
above proof does not and cannot settle the question
whether there exist exceptional sparse subsequences
of eigenfunctions of density zero tending to other
invariant measures. To see this, we observe that

the proof is so general that it applies to seemingly very
different situations. In place of the distributions
{�j} we may consider the set 
� of periodic orbit
measures for a hyperbolic flow on a compact manifold
X. That is,


�ðf Þ ¼
1

T�

Z
�

f for f 2 CðXÞ

where � is a closed orbit and T� is its period.
According to the Bowen–Margulis equidistribution
theorem for closed orbits of hyperbolic flows, we
have

1

�ðTÞ
X

�:T��T

1

jdetðI � P�Þj

�!


where as above 
 is the Liouville measure, where P�
is the linear Poincaré map and where �(T) is the
normalizing factor which makes the left side a
probability measure, that is, defined by the integral
of 1 against the sum. An exact repetition of the
previous argument shows that up to a sparse
subsequence of �’s, 
�!
 individually. Yet clearly,
the whole sequence does not tend to d
: for
instance, one could choose the sequence of iterates
�k of a fixed closed orbit.

Quantum Ergodicity in Terms of Operator Time
and Space Averages

The first part of the result above may be reformu-
lated as a relation between operator time and space
averages.

Definition Let A 2 �0 be an observable and define
its time average to be:

hAi :¼ lim
T!1

1

2T

Z T

�T

U�t AUt dt

and its space average to be scalar operator

!ðAÞ � I

Here, the limit is taken in the weak operator
topology (i.e., one matrix element at a time). To see
what is involved, we consider matrix elements with
respect to the eigenfunctions. We have

1

2T

Z T

�T

U�t AUt dt’i; ’j

� �
¼ sin Tð�i � �jÞ

Tð�i � �jÞ
ðA’i; ’jÞ

from which it is clear that the matrix element tends
to zero as T!1 unless �i =�j. However, there is
no uniformity in the rate at which it goes to zero
since the spacing �i � �j could be uncontrollably
small.
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In these terms, Theorem 1(i) states that

hAi ¼ !ðAÞI þ K; where lim
�!1

!�ðK�KÞ! 0 ½23�

where !�(A) = tr E(�)A. Thus, the time average
equals the space average plus a term K which
is semiclassically small in the sense that its
Hilbert–Schmidt norm square kE�Kk2

HS in the span
of the eigenfunctions of eigenvalue �� is o(N(�)).

This is not exactly equivalent to Theorem 1(i)
since it is independent of the choice of orthonormal
basis, while the previous result depends on the
choice of basis. However, when all eigenvalues have
multiplicity 1, then the two are equivalent. To see
the equivalence, note that hAi commutes with

ffiffiffiffi
�
p

and hence is diagonal in the basis {’j} of joint
eigenfunctions of hAi and of Ut. Hence, K is the
diagonal matrix with entries hA’k,’ki � !(A). The
condition is therefore equivalent to

lim
E!1

1

NðEÞ
X
�j�E

jhA’k; ’ki � !ðAÞj2 ¼ 0

Since all the terms are positive, no cancellation is
possible and this condition is equivalent to the
existence of a subset S 	 N of density 1 such that
QS := {d�k : k 2 S} has only ! as a weak� limit
point. As above, one says that the sequence of
eigenfunctions is ergodic.

One could take this restatement of Theorem 1(i)
as a semiclassical definition of quantum ergodicity.
Two natural questions arise. First:

Problem 4 Suppose the geodesic flow �t of (M, g)
is ergodic on S�M. Is the operator K in

hAi ¼ !ðAÞ þ K

a compact operator? In this case,
ffiffiffiffi
�
p

is said to be
quantum uniquely ergodic (QUE). If ergodicity is
not sufficient for the QUE property, what extra
conditions need to be added?

Compactness would imply that hK’k,’ki! 0,
hence hA’k,’ki!!(A) along the entire sequence.
Quite a lot of attention has been focused on this
problem in the last decade. It is probable that
ergodicity is not by itself sufficient for the QUE
property of general Riemann manifold. For instance,
it is believed that there exist modes of asymptotic
bouncing ball type which concentrate on the
invariant Lagrangian cylinder (with boundary)
formed by bouncing ball orbits of the Bunimovich
stadium (see e.g., Heller (1984) for more on such
‘‘scarring’’). Further, Faure et al. (2003) have shown
that QUE does not hold for the hyperbolic system
defined by a quantum cat map on the torus. Since
the methods applicable to eigenfunctions of

quantum maps and of Laplacians have much in
common, this negative result shows that there
cannot exist a universal structural proof of QUE.

The principal positive result available at this time
is the recent proof by Lindenstrauss of the QUE
property for the orthonormal basis of Laplace–
Hecke eigenfunctions on arithmetic hyperbolic sur-
faces. It is generally believed that the spectrum of
the Laplace eigenvalues is of multiplicity 1 for such
surfaces, so this should imply QUE completely for
these surfaces. Earlier partial results on Hecke
eigenfunctions are due to Rudnick–Sarnak, Wolpert,
and others. For references and further discussion onf
Hecke eigenfunctions, see Rudnick and Sarnak
(1994) (see Arithmetic Quantum Chaos).

So far we have not mentioned Theorem 1(ii). In
the next section, we will describe a similar but more
general result for mixing systems and the relevance
of (ii) will become clear. An interesting open
problem is the extent to which (ii) is actually
necessary for the equivalence to classical ergodicity.

Problem 5 Converse QE: What can be said of the
classical limit of a quantum ergodic system, that is, a
system for which hAi=!(A)þ K, where K is
compact? Is it necessarily ergodic?

Very little is known on this converse problem at
present. It is known that if there exists an open set in
S�M filled by periodic orbits, then the Laplacian
cannot be quantum ergodic (see Marklof and
O’Keefe (2005) for recent results and references).
But no proof exists at this time that KAM systems,
which have Cantor-like positive measure invariant
sets, are not quantum ergodic. It is known that there
exists a positive proportion of approximate eigen-
functions (quasimodes) which localize on the invari-
ant tori, but it has not been proved that a positive
proportion of actual eigenfunctions has this localiza-
tion property.

Further Problems and Results on Ergodic
Eigenfunctions

Ergodicity is also known to have an impact on
the distribution of zeros. The complex zeros in
Kähler phase spaces of ergodic eigenfunctions of
quantum ergodic maps become uniformly distrib-
uted with respect to the Kähler volume form
(Nonnenmacher–Voros, Shiffman–Zelditch). An inter-
esting problem is whether the real analog is true:

Problem 6 Ergodicity and equidistribution of
nodal sets. Let N ’j

	M denote the nodal set (zero
set) of ’j, and equip it with its hypersurface volume
form dHn�1 induced by g. Let (M, g) have ergodic
geodesic flow, and suppose that {’j} is an ergodic
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sequence of eigenfunctions. Are the following
asymptotics valid?Z

N ’j

f dHn�1 � �j
1

VolðM; gÞ

Z
M

f dVol

This is predicted by the random wave model of
the section ‘‘Rand om wave s and orthon ormal
bases.’’ An equidist ribution law for the compl ex
zeros is known which gives some evidence for the
validity of this limit formula. Let (M, g) be a
compact real analytic Riemannian manifold and let
’C

j be the holomorphic extension of the real analytic
eigenfunction ’j to the complexification MC of M
(its Grauert tube). Then, if the geodesic flow is
ergodic and if ’j is an ergodic sequence of
eigenfunctions, the normalized current of integration
(1=�j)Z’C

j
over the complex zero set of ’C

j tends
weakly to (i=	) �@@j�gj. This current is singular along
the zero section.

Finally, we mention some results on L1-norms of
eigenfunctions on arithmetic hyperbolic manifolds
of dimensions 2 and 3. It was proved by Iwaniec–
Sarnak that the joint eigenfunctions of � and the
Hecke operators on arithmetic hyperbolic surfaces
have the upper bound k’jk1= O�(�

5=48þ�
j ) for all

j and � > 0, and the lower bound k’jk1 

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log log �j

p
for some constant c > 0 and infinitely

many j. Rudnick and Sarnak (1994) proved that
there exists an arithmetic hyperbolic manifold and a
subsequence ’jk of eigenfunctions with k’jkkL1 �
�

1=4
jk

, contradicting the random wave model
predictions.

Quantum Weak Mixing

There are parallel results on quantizations of weak-
mixing geodesic flows which are the subject of this
section. First we recall the classical definition:
the geodesic flow of (M, g) is weak mixing if the
operator Vt has purely continuous spectrum on the
orthogonal complement of the constant functions in
L2(S�M, d
). Hence, like ergodicity, it is a spectral
property of the geodesic flow.

We have:

Theorem 2 (Zelditch 1996c). The geodesic flow �t

of (M, g) is weak mixing if and only if the conditions
(i) and (ii) of Theorem 1 hold and additionally, for
any A 2 �o(M),

ð8�Þð9�Þ lim sup
�!1

1

Nð�Þ
X

j 6¼k : �j ;�k � �
j�j��k�
 j<�

jðA’j; ’kÞj2 < �

ð8
 2 RÞ

The restriction j 6¼ k is of course redundant unless

 = 0, in which case the statement coincides with
quantum ergodicity. This result follows from the
general asymptotic formula, valid for any compact
Riemannian manifold (M, g), that

1

Nð�Þ
X

i 6¼j;�i;�j��
jhA’i; ’jij2

sin Tð�i � �j � 
Þ
Tð�i � �j � 
Þ

���� ����2

� 1

2T

Z T

�T

eit
Vtð�AÞ
���� ����2

2

� sin T


T


���� ����2!ðAÞ2 ½24�

In the case of weak-mixing geodesic flows, the right-
hand side tends to 0 as T ! 1. As with diagonal
sums, the sharper result is true where one averages
over the short intervals [�,�þ 1].

Spectral Measures and Matrix Elements

Theorem 2 is based on expressing the spectral
measures of the geodesic flow in terms of matrix
elements. The main limit formula isZ 
þ"


�"
d
�A

:¼ lim
�!1

1

Nð�Þ
X

i; j: �j��;
j�i��j�
 j<"

jhA’i; ’jij2 ½25�

where d
�A
is the spectral measure for the geodesic

flow corresponding to the principal symbol of
A, �A 2 C1(S�M, d
). Recall that the spectral mea-
sure of Vt corresponding to f 2 L2 is the measure
d
f defined by

hVtf ; f iL2ðS�MÞ ¼
Z

R

eit
 d
f ð
Þ

The limit formula [25] is equivalent to the dual
formula (under the Fourier transform):

lim
�!1

1

Nð�Þ
X

i;j:�j��
eitð�i��jÞjhA’i; ’jij2

¼ hVt�A; �AiL2ðS�MÞ ½26�

The proof of [26] is to consider, for A 2 ��, the
operator A�t A 2 �� with At = U�t AUt. By the local
Weyl law,

lim
�!1

1

Nð�Þ tr Eð�ÞA�t A ¼ hVt�A; �AiL2ðS�MÞ

The right-hand-side of [25] defines a measure dmA

on R and [26] saysZ
R

eit
 dmAð
Þ ¼ hVt�A; �AiL2ðS�MÞ ¼
Z

R

eit
 d
�A
ð
Þ
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Since weak-mixing systems are ergodic, it is not
necessary to average in both indices along an
ergodic subsequence:

lim
�j!1

hA�t A’j; ’ji ¼
X

j

eitð�i��jÞjhA’i; ’jij2

¼ hVt�A; �AiL2ðS�MÞ ½27�

Dually, one has

lim
�j!1

X
i : j�i��j�
 j<"

jhA’i; ’jij2 ¼
Z 
þ"


�"
d
�A

½28�

For QUE systems, these limit formulas are valid for
the full sequence of eigenfunctions.

Rate of Quantum Ergodicity and Mixing

A quantitative refinement of quantum ergodicity is
to ask at what rate the sums in Theorem 1(i) tend to
zero, that is, to establish a rate of quantum
ergodicity. More generally, we consider ‘‘variances’’
of matrix elements. For diagonal matrix elements,
we define

VAð�Þ :¼ 1

Nð�Þ
X

j:�j��
jhA’j; ’ji � !ðAÞj2 ½29�

In the off-diagonal case, one may view jhA’i,’jij2 as
analogous to jhA’j,’j)� !(A)j2. However, the sums
in [25] are double sums while those of [29] are
single. One may also average over the shorter
intervals [�,�þ 1].

Quantum Chaos Conjectures

First, consider off-diagonal matrix elements. One
conjecture is that it is not necessary to sum in j in
[28]: each individual term has the asymptotics
consistent with [28]. This is implicitly conjectured
by Feingold–Peres (1986) (see [11]) in the form

jhA’i; ’jij2 ’
CA

Ei � Ej

�h

� �
2	�ðEÞ ½30�

where

CAð
Þ ¼
Z 1
�1

e�i
thVt�A; �Ai dt

In our notation, �j = �h�1Ej and �(E) dE � dN(�).
There are �C�n�1 eigenvalues �i in the interval
[�j � 
 � �,�j � 
 þ �], so [30] states that individual
terms have the asymptotics of [28].

On the basis of the analogy between jhA’i,’jij2
and jhA’j,’ji � !(A)j2, it is conjectured in Feingold
and Peres (1986) that

VAð�Þ �
CA�!ðAÞIð0Þ
�n�1 volð	Þ

The idea is that ’
= (1=
ffiffiffi
2
p

)(’i 
 ’j) have the same
matrix element asymptotics as eigenfunctions when
�i � �j is sufficiently small. But then 2hA’þ,’�i=
hA’i,’ii � hA’j,’ji when A�= A. Since we are
taking a difference, we may replace each matrix
element hA’i,’ii by hA’i,’ii � !(A) (and also for ’j).
The conjecture then assumes that hA’i,’ii � !(A) has
the same order of magnitude as hA’i,’ii � hA’j,’ji.
Dynamical grounds for this conjecture are given in
Eckhardt et al. (1995). The order of magnitude is
predicted by some natural random wave models, as
discussed in the next section.

Rigorous results

At this time, the strongest variance result is an
asymptotic formula for the diagonal variance proved
by Luo and Sarnak (2004) for special Hecke
eigenfunctions on the quotient H2=SL(2, Z) of the
upper half plane by the modular group. Their result
pertains to holomorphic Hecke eigenforms, but the
analogous statement for smooth Maass–Hecke
eigenfunctions is expected to hold by similar
methods, so we state the result as a theorem/
conjecture. Note that H2=SL(2, Z) is a noncompact
finite-area surface whose Laplacian � has both a
discrete and a continuous spectrum. The discrete
Hecke eigenfunctions are joint eigenfunctions of �
and the Hecke operators Tp.

Theorem/Conjecture 1 (Luo and Sarnak 2004).
Let {’k} denote the orthonormal basis of Hecke
eigenfunctions for H2=SL(2, Z). Then there exists a
quadratic form B(f ) on C10 (H2=SL(2, Z)) such that

1

Nð�Þ
X
�j��

Z
X

f ’j

�� ��2dvol� 1

VolðXÞ

Z
X

fdVol

���� ����2
¼ Bðf ; f Þ

�
þ o

1

�

� �
When the multiplier f =’� is itself an eigenfunc-

tion, Luo–Sarnak have shown that

Bð’�; ’�Þ ¼ C’�ð0ÞLð12 ; ’�Þ

where L( 1
2 ,’�) is a certain L-function. Thus, the

conjectured classical variance is multiplied by an
arithmetic factor depending on the multiplier. A
crucial fact in the proof is that the quadratic form B
is diagonalized by the ’�.
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The only rigorous result to date which is valid on
general Riemannian manifolds with hyperbolic
geodesic flow is the logarithmic decay:

Theorem 3 (Zelditch). For any (M, g) with hyper-
bolic geodesic flow,

1

Nð�Þ
X
�j��
jðA’j; ’jÞ � !ðAÞj2p ¼ 1

ðlog�Þp

The logarithm reflects the exponential blow-up in
time of remainder estimates for traces involving the
wave group associated to hyperbolic flows. It would
be surprising if the logarithmic decay is sharp for
Laplacians. However, a recent result of R Schubert
shows that the estimate is sharp in the case of two-
dimensional hyperbolic quantum cat maps. Hence,
the estimate cannot be improved by semiclassical
arguments that hold in both settings.

Random Waves and Orthonormal Bases

We have mentioned that the random wave model
provides a kind of guideline for what to conjecture
about eigenfunctions of quantum chaotic system. In
this final section, we briefly discuss random wave
models and what they predict.

By a random wave model, one means a prob-
ability measure on a space of functions. To deal
with orthonormal bases rather than individual
functions, one sets a probability measure on a
space of orthonormal bases, that is, on a unitary
group. We denote expected values relative to a given
probability measure by E. We now consider some
specific Gaussian models and what they predict
about variances.

As a model for quantum chaotic eigenfunctions
in plane domains, Berry (1977) suggested using
the Euclidean random wave model at fixed
energy. A rigorous version of such a model is as
follows: let E� denote the space of (tempered)
eigenfunctions of eigenvalue �2 of the Euclidean
Laplacian � on Rn. It is spanned by exponentials
eihk, xi with k 2 Rn, jkj=�. The infinite-dimensional
space E� is a unitary representation of the Euclidean
motion group and carries an invariant inner
product. The inner product defines an associated
Gaussian measure whose covariance kernel
C�(x, y) = Ef (x)�f (y) is the derivative at � of the
spectral function

Eð�;x; yÞ ¼ ð2	Þ�n
Z
j�j��

eihx�y;�i d�; � 2 Rn ½31�

Thus,

C�ðx; yÞ ¼
d

d�
Eð�; x; yÞ

¼ ð2	Þ�n
Z
j�j¼�

eihx�y;�idS

¼ ð2	Þ�n�n�1

Z
j�j¼1

ei�hx�y;�i dS ½32�

where dS is the usual surface measure. With this
definition, C�(x, x) � �n�1. In order to make
E(f (x)2) = 1 consistent with normalized eigenfunc-
tions, we divide by �n�1 to define

Ĉ�ðx; yÞ ¼ ð2	Þ�n
Z
j�j¼1

ei�hx�y;�idS

One could express the integral as a Bessel function
to rewrite this as



n� 1

2

� �
j�jx� yjj�ðn�2Þ=2Jðn�2Þ=2ð�jx� yjÞ

Wick’s formula in this ensemble gives

E’ðxÞ2’ðyÞ2 ¼ 1

Volð	Þ2
½1þ 2C�ðx; yÞ2�

Thus, in dimension n we have

E

"Z Z
VðxÞVðyÞ’ðxÞ2’ðyÞ2dxdy� �V2

#

¼ 2

Volð	Þ2
Z

	

Z
	

Ĉ�ðx; yÞ2VðxÞVðyÞdx dy

� 1

�n�1Volð	Þ2
Z

	

Z
	

VðxÞVðyÞ
jx� yjn�1

cosðjx� yj�Þ2dx dy

In the last line, we used the stationary-phase
asymptotics

ð2	Þ�n�n�1

Z
j�j¼1

ei�hx�y;�idS

� Cnð�jx� yjÞ�ðn�1Þ=2 cosðjx� yj�Þ ½33�

Thus, the variances have order ��(n�1) in dimension n,
consistent with the conjectures in Feingold and
Peres (1986) and Eckhardt et al. (1995).

This model is often used to obtain predictions on
eigenfunctions of chaotic systems. By construction,
it is tied to Euclidean geometry and only pertains
directly to individual eigenfunctions of a fixed
eigenvalue. It is based on the infinite-dimensional
multiplicity of eigenfunctions of fixed eigenvalue of
the Euclidean Laplacian on Rn. There also exist
random wave models on a curved Riemannian
manifold (M, g), which model individual eigen-
functions and also random orthonormal bases
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(Zelditch 1996a). Thus, one can compare the
behavior of sums over eigenvalues of the orthonor-
mal basis of eigenfunctions of � with that of a
random orthonormal basis. Instead of taking
Gaussian random combinations of Euclidean plane
waves of a fixed eigenvalue, one takes Gaussian
random combinations

P
j : �j2[�,�þ1] cj’j of the eigen-

functions of (M, g) with eigenvalues in a short
interval in the sense above. Equivalently, one takes
random combinations with

P
j jcjj2 = 1. These

random waves are globally adapted to (M, g). The
statistical results depend on the measure of the set of
periodic geodesics of (M, g); thus, as discussed in
Kaplan and Heller (1998), different random wave
models make different predictions about off-
diagonal variances.

Fix a compact Riemannian manifold (M, g) and
partition the spectrum of

ffiffiffiffi
�
p

into the intervals
Ik = [k, kþ 1]. Let �k = E(kþ 1)� E(k) be the
kernel of the spectral projections for

ffiffiffiffi
�
p

corre-
sponding to the interval Ik. Its kernel �k(x, y) is
the covariance kernel of Gaussian random combi-
nations

P
j : �j2Ik

cj’j and is analogous to C�(x, y) in
the Euclidean case; it is of course not
the derivative dE(�, x, y) but the difference of the
spectral projector over Ik. We denote by N(k) the
number of eigenvalues in Ik and put Hk = ran�k

(the range of �k). We define a ‘‘random’’ ortho-
normal basis of Hk by changing the basis of
eigenfunctions {’j} of � in Hk by a random
element of the unitary group U(Hk) of the finite-
dimensional Hilbert space Hk. We then define a
random orthonormal basis of L2(M) by taking the
product over all the spectral intervals in our
partition. More precisely, we define the infinite-
dimensional unitary group

Uð1Þ ¼
Y1
k¼1

UðHkÞ

of sequences (U1, U2, . . . ), with Uk 2 U(Hk). We
equip U(1) with the product

d�1 ¼
Y1
k¼1

d�k

of the unit mass Haar measures d�k on U(Hk): we
then define a random orthonormal basis of L2(M) to
be obtained by applying a random element
U 2 U(1) to the orthonormal basis � = {’j} of
eigenfunctions of

ffiffiffiffi
�
p

.
Assuming the set of periodic geodesics of (M, g)

has measure zero, the Weyl remainder results [8]
and strong Szegö limit asymptotics of Guillemin–
Okikiolu and Laptev–Robert–Safarov give two term

asymptotics for the traces �kA�k, (�kA�k)2 for any
pseudodifferential operator A. Combining the strong
Szegö asymptotics with the arguments of Zelditch
(1996a), random orthonormal bases can be proved
to satisfy the following variance asymptotics:

1. Eð
P

j:�j2Ik
jðAU’j;U’jÞ � !ðAÞj2

� ð!ðA�AÞ � !ðAÞ2Þ;

2. Eð
P

i 6¼j:�j;�i2Ik

sinTð�i��j�
Þ
Tð�i��j�
Þ

��� ���2jðAU’j;U’iÞj2

� 2 sin
T

T

�� ��2þ 1
NðkÞ

P
i6¼j

sinTð�i��j�
Þ
Tð�i��j�
Þ

��� ���2	 

�ð!ðA�AÞ � !ðAÞ2Þ

See also: Arithmetic Quantum Chaos; Determinantal
Random Fields; Eigenfunctions of Quantum Completely
Integrable Systems; Fractal Dimensions in Dynamics;
h-Pseudodifferential Operators and Applications; Number
Theory in Physics; Regularization for Dynamical Zeta
Functions; Semiclassical Spectra and Closed Orbits.
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eigenstates for quantum cat maps of minimal periods.

Communications in Mathematical Physics 239(3): 449–492.

Feingold M and Peres A (1986) Distribution of matrix elements of
chaotic systems. Physical Review A (3) 34(1): 591–595.

Heller EJ (1984) Bound-state eigenfunctions of classically chaotic

Hamiltonian systems: Scars of periodic orbits. Physical Review
Letters 53(16): 1515–1518.

Kaplan L and Heller EJ (1998) Weak quantum ergodicity. Physica
D 121(1–2): 1–18 (Appendix by S. Zelditch.).

Luo W and Sarnak P (2004) Quantum variance for Hecke
eigenforms. Annales Scientifiques de l’Ecole Normale Super-
ieure 37: 769–799.

Marklof J and O’Keefe S (2005) Weyl’s law and quantum

ergodicity for maps with divided phase space (with an
appendix ‘Converse quantum ergodicity’ by Steve Zelditch).

Nonlinearity 18(1): 277–304.

Rudnick Z and Sarnak P (1994) The behaviour of eigenstates of
arithmetic hyperbolic manifolds. Communications in Mathe-
matical Physics 161: 195–213.

Ruelle D (1969) Statistical Mechanics: Rigorous Results. New

York: W. A. Benjamin.

Quantum Ergodicity and Mixing of Eigenfunctions 195



Sarnak P (1995) Arithmetic quantum chaos. In: The Schur
Lectures (Tel Aviv, 1992), Israel Mathematical Conference
Proc, vol. 8 (1995), pp. 183–236.

Zelditch S (1996a) A random matrix model for quantum mixing.

International Mathematics Research Notices 3: 115–137.

Zelditch S (1996b) Quantum ergodicity of C� dynamical systems.
Communications in Mathematical Physics 177: 507–528.

Zelditch S (1996c) Quantum Mixing. Journal of Functional
Analysis 140: 68–86.

Zelditch S and Zworski M (1996) Ergodicity of eigenfunctions for

ergodic billiards. Communications in Mathematical Physics
175: 673–682.

Quantum Error Correction and Fault Tolerance
D Gottesman, Perimeter Institute, Waterloo, ON,
Canada

ª 2006 Elsevier Ltd. All rights reserved.

Quantum Error Correction

Building a quantum computer or a quantum com-
munications device in the real world means having
to deal with errors. Any qubit stored unprotected or
one transmitted through a communications channel
will inevitably come out at least slightly changed.
The theory of quantum error-correcting codes
(QECCs) has been developed to counteract noise
introduced in this way. By adding extra qubits and
carefully encoding the quantum state we wish to
protect, a quantum system can be insulated to a
great extent against errors.

To build a quantum computer, we face an even
more daunting task: if our quantum gates are
imperfect, everything we do will add to the error.
The theory of fault-tolerant quantum computation
tells us how to perform operations on states encoded
in a QECC without compromising the code’s ability
to protect against errors.

In general, a QECC is a subspace of a Hilbert
space designed so that any of a set of possible errors
can be corrected by an appropriate quantum
operation. Specifically:

Definition 1 Let Hn be a 2n-dimensional Hilbert
space (n qubits), and let C be a K-dimensional
subspace of Hn. Then C is an ((n, K)) (binary) QECC
correcting the set of errors E= {Ea} iff 9R s.t. R is a
quantum operation and (R � Ea)(j i) = j i for all
Ea 2 E, j i 2 C.

R is called the ‘‘recovery’’ or ‘‘decoding’’ opera-
tion and serves to actually perform the correction
of the state. The decoder is sometimes also taken to
map Hn into an unencoded Hilbert space Hlog K

isomorphic to C. This should be distinguished from
the ‘‘encoding’’ operation which maps Hlog K into
Hn, determining the imbedding of C. The computa-
tional complexity of the encoder is frequently

a great deal lower than that of the decoder.
In particular, the task of determining what error
has occurred can be computationally difficult
(NP-hard, in fact), and designing codes with
efficient decoding algorithms is an important task
in quantum error correction, as in classical error
correction.

This article will cover only binary quantum codes,
built with qubits as registers, but all of the
techniques discussed here can be generalized to
higher-dimensional registers, or ‘‘qudits.’’

To determine whether a given subspace is able to
correct a given set of errors, we can apply the
quantum error-correction conditions (Bennett et al.
1996, Knill and Laflamme 1997):

Theorem 1 A QECC C corrects the set of errors E iff

h ijEyaEbj ji ¼ Cab�ij ½1�

where Ea, Eb 2 E and {j ii} form an orthonormal
basis for C.

The salient point in these error-correction condi-
tions is that the matrix element Cab does not depend
on the encoded basis states i and j, which, roughly
speaking, indicates that neither the environment nor
the decoding operation learns any information about
the encoded state. We can imagine the various
possible errors taking the subspace C into other
subspaces of Hn, and we want those subspaces to be
isomorphic to C, and to be distinguishable from
each other by an appropriate measurement. For
instance, if Cab = �ab, then the various erroneous
subspaces are orthogonal to each other.

Because of the linearity of quantum mechanics,
we can always take the set of errors E to be a linear
space: if a QECC corrects Ea and Eb, it will also
correct �Ea þ �Eb using the same recovery opera-
tion. In addition, if we write any superoperator S in
terms of its operator-sum representation S(�) 7!P

Ak�A
y
k, a QECC that corrects the set of errors

{Ak} automatically corrects S as well. Thus, it is
sufficient in general to check that the error-correc-
tion conditions hold for a basis of errors.
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Frequently, we are interested in codes that correct
any error affecting t or fewer physical qubits. In that
case, let us consider tensor products of the Pauli
matrices

I ¼
1 0

0 1

� �
; X ¼

0 1

1 0

� �
Y ¼

0 �i

i 0

� �
; Z ¼

1 0

0 �1

� � ½2�

Define the Pauli group Pn as the group consisting of
tensor products of I, X, Y, and Z on n qubits, with
an overall phase of �1 or �i. The weight wt(P) of a
Pauli operator P 2 Pn is the number of qubits on
which it acts as X, Y, or Z (i.e., not as the identity).
Then the Pauli operators of weight t or less form a
basis for the set of all errors acting on t or fewer
qubits, so a QECC which corrects these Pauli
operators corrects all errors acting on up to t
qubits. If we have a channel which causes errors
independently with probability O(�) on each qubit
in the QECC, then the code will allow us to
decode a correct state except with probability
O(�tþ1), which is the probability of having more
than t errors. We get a similar result in the case
where the noise is a general quantum operation on
each qubit which differs from the identity by
something of size O(�).

Definition 2 The distance d of an ((n, K)) QECC is
the smallest weight of a nontrivial Pauli operator
E 2 Pn s.t. the equation

h ijEj ji ¼ CðEÞ�ij ½3�

fails.

We use the notation ((n, K, d)) to refer to an
((n, K)) QECC with distance d. Note that for P, Q 2
Pn, wt(PQ) � wt(P)þwt(Q). Then by comparing
the definition of distance with the quantum error-
correction conditions, we immediately see that a
QECC corrects t general errors iff its distance d > 2t.
If we are instead interested in ‘‘erasure’’ errors, when
the location of the error is known but not its precise
nature, a distance d code corrects d � 1 erasure
errors. If we only wish to detect errors, a distance d
code can detect errors on up to d � 1 qubits.

One of the central problems in the theory of
quantum error correction is to find codes which
maximize the ratios ( log K)=n and d=n, so they can
encode as many qubits as possible and correct as
many errors as possible. Conversely, we are also
interested in the problem of setting upper bounds on
achievable values of ( log K)=n and d=n. The
quantum Singleton bound (or Knill–Laflamme

(1997) bound) states that any ((n, K, d)) QECC
must satisfy

n� log K � 2d � 2 ½4�

We can set a lower bound on the existence of
QECCs using the quantum Gilbert–Varshamov
bound, which states that, for large n, an ((n, 2k, d))
QECC exists provided that

k=n � 1� ðd=nÞ log 3� hðd=nÞ ½5�

where h(x) =�x log x� (1� x) log (1� x) is the
binary Hamming entropy. Note that the Gilbert–
Varshamov bound simply states that codes at least
this good exist; it does not suggest that better codes
cannot exist.

Stabilizer Codes

In order to better manipulate and discover QECCs,
it is helpful to have a more detailed mathematical
structure to work with. The most widely used
structure gives a class of codes known as ‘‘stabilizer
codes’’ (Calderbank et al. 1998, Gottesman
1996). They are less general than arbitrary quantum
codes, but have a number of useful properties that
make them easier to work with than the general
QECC.

Definition 3 Let S 	 Pn be an abelian subgroup of
the Pauli group that does not contain �1 or �i, and
let C(S) = {j i s.t. Pj i= j i8P 2 S}. Then C(S) is a
stabilizer code and S is its stabilizer.

Because of the simple structure of the Pauli group,
any abelian subgroup has order 2n�k for some k and
can easily be specified by giving a set of n� k
commuting generators.

The code words of the QECC are by definition in
the þ1-eigenspace of all elements of the stabilizer,
but an error E acting on a code word will move the
state into the �1-eigenspace of any stabilizer element
M which anticommutes with E:

M Ej ið Þ ¼ �EMj i ¼ �Ej i ½6�

Thus, measuring the eigenvalues of the generators of
S tells us information about the error that has
occurred. The set of such eigenvalues can be
represented as an (n� k)-dimensional binary vector
known as the ‘‘error syndrome.’’ Note that the error
syndrome does not tell us anything about the encoded
state, only about the error that has occurred.

Theorem 2 Let S be a stabilizer with n� k gener-
ators, and let S?= {E 2 Pn s.t. [E, M] = 0 8M 2 S}.
Then S encodes k qubits and has distance d, where d
is the smallest weight of an operator in S?nS.
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We use the notation [[n, k, d]] to a refer to such a
stabilizer code. Note that the square brackets specify
that the code is a stabilizer code, and that the middle
term k refers to the number of encoded qubits, and
not the dimension 2k of the encoded subspace, as for
the general QECC (whose dimension might not be a
power of 2).

S? is the set of Pauli operators that commute with
all elements of the stabilizer. They would therefore
appear to be those errors which cannot be detected
by the code. However, the theorem specifies the
distance of the code by considering S?nS. A Pauli
operator P 2 S cannot be detected by the code, but
there is in fact no need to detect it, since all code
words remain fixed under P, making it equivalent to
the identity operation. A distance d stabilizer code
which has nontrivial P 2 S with wt(P) < d is called
degenerate, whereas one which does not is non-
degenerate. The phenomenon of degeneracy has no
analog for classical error-correcting codes, and
makes the study of quantum codes substantially
more difficult than the study of classical error
correction. For instance, a standard bound on
classical error correction is the Hamming bound
(or sphere-packing bound), but the analogous
quantum Hamming bound

k=n � 1� ðt=nÞ log 3� hðt=nÞ ½7�

for [[n, k, 2t þ 1]] codes (when n is large) is only
known to apply to nondegenerate quantum codes
(though in fact we do not know of any degenerate
QECCs that violate the quantum Hamming bound).

An example of a stabilizer code is the 5-qubit
code, a [[5,1,3]] code whose stabilizer can be
generated by

X
Z
Z
X
 I
I
X
Z
Z
X
X
 I
X
Z
Z
Z
X
 I
X
Z

The 5-qubit code is a nondegenerate code, and is the
smallest possible QECC which corrects 1 error (as
one can see from the quantum Singleton bound).

It is frequently useful to consider other represen-
tations of stabilizer codes. For instance, P 2 Pn can
be represented by a pair of n-bit binary vectors
(pX j pZ), where pX is 1 for any location where P has
an X or Y tensor factor and is 0 elsewhere, and pZ

is 1 for any location where P has a Y or Z tensor
factor. Two Pauli operators P = (pXjpZ) and
Q = (qXjqZ) commute iff pX � qZ þ pZ � qX = 0.
Then the stabilizer for a code becomes a pair of
(n�k)� n binary matrices, and most interesting
properties can be determined by an appropriate

linear algebra exercise. Another useful representa-
tion is to map the single-qubit Pauli operators I, X,
Y, Z to the finite field GF(4), which sets up a
connection between stabilizer codes and a subset of
classical codes on four-dimensional registers.

CSS Codes

CSS codes are a very useful class of stabilizer codes
invented by Calderbank and Shor (1996), and by
Steane (1996). The construction takes two binary
classical linear codes and produces a quantum code,
and can therefore take advantage of much existing
knowledge from classical coding theory. In addition,
CSS codes have some very useful properties which
make them excellent choices for fault-tolerant
quantum computation.

A classical [n, k, d] linear code (n physical bits, k
logical bits, classical distance d) can be defined in
terms of an (n� k)� n binary ‘‘parity check’’ matrix
H – every classical code word v must satisfy Hv = 0.
Each row of the parity check matrix can be
converted into a Pauli operator by replacing each 0
with an I operator and each 1 with a Z operator.
Then the stabilizer code generated by these opera-
tors is precisely a quantum version of the classical
error-correcting code given by H. If the classical
distance d = 2t þ 1, the quantum code can correct t
bit flip (X) errors, just as could the classical code.

If we want to make a QECC that can also correct
phase (Z) errors, we should choose two classical
codes C1 and C2, with parity check matrices H1 and
H2. Let C1 be an [n, k1, d1] code and let C2 be an
[n, k2, d2] code. We convert H1 into stabilizer
generators as above, replacing each 0 with I and
each 1 with Z. For H2, we perform the same
procedure, but each 1 is instead replaced by X. The
code will be able to correct bit flip (X) errors as if it
had a distance d1 and to correct phase (Z) errors as
if it had a distance d2. Since these two operations are
completely separate, it can also correct Y errors as
both a bit flip and a phase error. Thus, the distance
of the quantum code is at least min (d1, d2), but
might be higher because of the possibility of
degeneracy.

However, in order to have a stabilizer code at all,
the generators produced by the above procedure
must commute. Define the dual C? of a classical
code C as the set of vectors w s.t. w � v = 0 for all
v 2 C. Then the Z generators from H1 will all
commute with the X generators from H2 iff C?2 

C1 (or equivalently, C?1 
 C2). When this is true, C1

and C2 define an [[n, k1 þ k2 � n, d]] stabilizer code,
where d � min (d1, d2).
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The smallest distance-3 CSS code is the 7-qubit
code, a [[7, 1, 3]] QECC created from the classical
Hamming code (consisting of all sums of classical
strings 1111000, 1100110, 1010101, and 1111111).
The encoded j�0i for this code consists of the
superposition of all even-weight classical code
words and the encoded j�1i is the superposition of
all odd-weight classical code words. The 7-qubit
code is much studied because its properties make it
particularly well suited to fault-tolerant quantum
computation.

Fault Tolerance

Given a QECC, we can attempt to supplement it
with protocols for performing fault-tolerant opera-
tions. The basic design principle of a fault-tolerant
protocol is that an error in a single location – either
a faulty gate or noise on a quiescent qubit – should
not be able to alter more than a single qubit in each
block of the QECC. If this condition is satisfied, t
separate single-qubit or single-gate failures are
required for a distance 2t þ 1 code to fail.

Particular caution is necessary, as computational
gates can cause errors to propagate from their
original location onto qubits that were previously
correct. In general, a gate coupling pairs of qubits
allows errors to spread in both directions across the
coupling.

The solution is to use transversal gates whenever
possible (Shor 1996). A transversal operation is one
in which the ith qubit in each block of a QECC
interacts only with the ith qubit of other blocks of
the code or of special ancilla states. An operation
consisting only of single-qubit gates is automatically
transversal. A transversal operation has the virtue
that an error occurring on the third qubit in a block,
say, can only ever propagate to the third qubit of
other blocks of the code, no matter what other
sequence of gates we perform before a complete
error-correction procedure.

In the case of certain codes, such as the 7-qubit
code, a number of different gates can be performed
transversally. Unfortunately, it does not appear to
be possible to perform universal quantum compu-
tations using just transversal gates. We therefore
have to resort to more complicated techniques.
First we create special encoded ancilla states in a
non-fault-tolerant way, but perform some sort of
check on them (in addition to error correction) to
make sure they are not too far off from the goal.
Then we interact the ancilla with the encoded data
qubits using gates from our stock of transversal
gates and perform a fault-tolerant measurement.
Then we complete the operation with a further

transversal gate which depends on the outcome of
the measurement.

Fault-Tolerant Gates

We will focus on stabilizer codes. Universal fault
tolerance is known to be possible for any stabilizer
code, but in most cases the more complicated type
of construction is needed for all but a few gates. The
Pauli group Pk, however, can be performed trans-
versally on any stabilizer code. Indeed, the set S?nS
of undetectable errors is a boon in this case, as it
allows us to perform these gates. In particular, each
coset S?=S corresponds to a different logical Pauli
operator (with S itself corresponding to the identity).
On a stabilizer code, therefore, logical Pauli opera-
tions can be performed via a transversal Pauli
operation on the physical qubits.

Stabilizer codes have a special relationship to a
finite subgroup Cn of the unitary group U(2n)
frequently called the ‘‘Clifford group.’’ The Clifford
group on n qubits is defined as the set of unitary
operations which conjugate the Pauli group Pn into
itself; Cn can be generated by the Hadamard trans-
form, the controlled-NOT (CNOT), and the single-
qubit �=4 phase rotation diag(1, i). The set of
stabilizer codes is exactly the set of codes which can
be created by a Clifford group encoder circuit using
j0i ancilla states.

Some stabilizer codes have interesting symmetries
under the action of certain Clifford group elements,
and these symmetries result in transversal gate
operations. A particularly useful fact is that a
transversal CNOT gate (i.e., CNOT acting between
the ith qubit of one block of the QECC and the ith
qubit of a second block for all i) acts as a logical
CNOT gate on the encoded qubits for any CSS code.
Furthermore, for the 7-qubit code, transversal
Hadamard performs a logical Hadamard, and the
transversal �=4 rotation performs a logical ��=4
rotation. Thus, for the 7-qubit code, the full logical
Clifford group is accessible via transversal
operations.

Unfortunately, the Clifford group by itself does
not have much computational power: it can be
efficiently simulated on a classical computer.
We need to add some additional gate outside
the Clifford group to allow universal quantum
computation; a single gate will suffice, such as the
single-qubit �=8 phase rotation diag(1, exp (i�=4)).
Note that this gives us a finite generating set of
gates. However, by taking appropriate products, we
get an infinite set of gates, one that is dense in the
unitary group U(2n), allowing universal quantum
computation.
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The following circuit performs a �=8 rotation,
given an ancilla state j �=8i= j0i þ exp (i�=4)j1i:

PX⏐ψπ/8〉

Here P is the �=4 phase rotation diag(1, i), and X
is the bit flip. The product is in the Clifford group,
and is only performed if the measurement outcome
is 1. Therefore, given the ability to perform fault-
tolerant Clifford group operations, fault-tolerant
measurements, and to prepare the encoded j �=8i
state, we have universal fault-tolerant quantum
computation. A slight generalization of the fault-
tolerant measurement procedure below can be used
to fault-tolerantly verify the j �=8i state, which is a
þ1 eigenstate of PX. Using this or another verifica-
tion procedure, we can check a non-fault-tolerant
construction.

Fault-Tolerant Measurement
and Error Correction

Since all our gates are unreliable, including those
used to correct errors, we will need some sort of
fault-tolerant quantum error-correction procedure.
A number of different techniques have been devel-
oped. All of them share some basic features: they
involve creation and verification of specialized
ancilla states, and use transversal gates which
interact the data block with the ancilla state.

The simplest method, due to Shor, is very general
but also requires the most overhead and is
frequently the most susceptible to noise. Note that
the following procedure can be used to measure
(non-fault-tolerantly) the eigenvalue of any (possibly
multiqubit) Pauli operator M: produce an ancilla
qubit in the state jþi= j0i þ j1i. Perform a con-
trolled-M operation from the ancilla to the state
being measured. In the case where M is a multiqubit
Pauli operator, this can be broken down into a
sequence of controlled-X, controlled-Y, and con-
trolled-Z operations. Then measure the ancilla in the
basis of jþi and j�i= j0i � j1i. If the state is a þ1
eigenvector of M, the ancilla will be jþi, and if the
state is a �1 eigenvector, the ancilla will be j�i.

The advantage of this procedure is that it
measures just M and nothing more. The disadvan-
tage is that it is not transversal, and thus not fault
tolerant. Instead of the unencoded jþi state, we
must use a more complex ancilla state j00 . . . 0i þ
j11 . . . 1i known as a ‘‘cat’’ state. The cat state
contains as many qubits as the operator M to

be measured, and we perform the controlled-X, -Y,
or -Z operations transversally from the appropriate
qubits of the cat state to the appropriate qubits in
the data block. Since, assuming the cat state is
correct, all of its qubits are either j0i or j1i, the
procedure either leaves the data state alone or
performs M on it uniformly. A þ1 eigenstate in the
data therefore leaves us with j00 . . . 0i þ j11 . . . 1i in
the ancilla and a �1 eigenstate leaves us with
j00 . . . 0i � j11 . . . 1i. In either case, the final state
still tells us nothing about the data beyond the
eigenvalue of M. If we perform a Hadamard
transform and then measure each qubit in the
ancilla, we get either a random even-weight string
(for eigenvalue þ1) or an odd-weight string (for
eigenvalue �1).

The procedure is transversal, so an error on a
single qubit in the initial cat state or in a single gate
during the interaction will only produce one error in
the data. However, the initial construction of the cat
state is not fault tolerant, so a single-gate error then
could eventually produce two errors in the data
block. Therefore, we must be careful and use some
sort of technique to verify the cat state, for instance,
by checking if random pairs of qubits are the same.
Also, note that a single phase error in the cat state
will cause the final measurement outcome to be
wrong (even and odd switch places), so we should
repeat the measurement procedure multiple times
for greater reliability.

We can then make a full fault-tolerant error-
correction procedure by performing the above
measurement technique for each generator of the
stabilizer. Each measurement gives us one bit of the
error syndrome, which we then decipher classically
to determine the actual error.

More sophisticated techniques for fault-tolerant
error correction involve less interaction with the
data but at the cost of more complicated ancilla
states. A procedure due to Steane uses (for CSS
codes) one ancilla in a logical j�0i state of the same
code and one ancilla in a logical j�0i þ j�1i state. A
procedure due to Knill (for any stabilizer code)
teleports the data qubit through an ancilla consisting
of two blocks of the QECC containing an encoded
Bell state j00i þ j11i. Because the ancillas in Steane
and Knill error correction are more complicated
than the cat state, it is especially important to verify
the ancillas before using them.

The Threshold for Fault Tolerance

In an unencoded protocol, even one error can
destroy the computation, but a fully fault-tolerant
protocol will give the right answer unless multiple
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errors occur before they can be corrected. On the
other hand, the fault-tolerant protocol is larger,
requiring more qubits and more time to do each
operation, and therefore providing more opportu-
nities for errors. If errors occur on the physical
qubits independently at random with probability p
per gate or time step, the fault-tolerant protocol has
probability of logical error for a single logical gate
or time step at most Cp2, where C is a constant that
depends on the design of the fault-tolerant circuitry
(assume the QECC has distance 3, as for the 7-qubit
code). When p < pt = 1=C, the fault tolerance helps,
decreasing the logical error rate. pt is the ‘‘thresh-
old’’ for fault-tolerant quantum computation. If the
error rate is higher than the threshold, the extra
overhead means that errors will occur faster than
they can be reliably corrected, and we are better off
with an unencoded system.

To further lower the logical error rate, we turn to
a family of codes known as ‘‘concatenated codes’’
(Aharonov and Ben-Or, Kitaev 1997, Knill et al.
1998). Given a code word of a particular [[n, 1]]
QECC, we can take each physical qubit and again
encode it using the same code, producing an [[n2, 1]]
QECC. We could repeat this procedure to get an n3-
qubit code, and so forth. The fault-tolerant proce-
dures concatenate as well, and after L levels of
concatenation, the effective logical error rate is
pt(p=pt)

2L

(for a base code correcting 1 error).
Therefore, if p is below the threshold pt, we can
achieve an arbitrarily good error rate � per logical
gate or time step using only poly( log �) resources,
which is excellent theoretical scaling.

Unfortunately, the practical requirements for this
result are not nearly so good. The best rigorous
proofs of the threshold to date show that the
threshold is at least 2� 10�5 (meaning one error
per 50,000 operations). Optimized simulations of
fault-tolerant protocols suggest that the true thresh-
old may be as high as 5%, but to tolerate this much
error, existing protocols require enormous overhead,
perhaps increasing the number of gates and qubits
by a factor of a million or more for typical
computations. For lower physical error rates, over-
head requirements are more modest, particularly if
we only attempt to optimize for calculations of a
given size, but are still larger than one would like.
Furthermore, these calculations make a number of
assumptions about the physical properties of the
computer. The errors are assumed to be independent
and uncorrelated between qubits except when a gate
connects them. It is assumed that measurements and
classical computations can be performed quickly
and reliably, and that quantum gates can be
performed between arbitrary pairs of qubits in the
computer, irrespective of their physical proximity.
Of these, only the assumption of independent errors
is at all necessary, and that can be considerably
relaxed to allow short-range correlations and certain
kinds of non-Markovian environments. However,
the effects of relaxing these assumptions on the
threshold value and overhead requirements have not
been well studied.
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Introduction and Preliminaries

Quantum Field Theory (QFT) in curved spacetime
is a hybrid approximate theory in which quantum
matter fields are assumed to propagate in a fixed
classical background gravitational field. Its basic
physical prediction is that strong gravitational
fields can polarize the vacuum and, when time
dependent, lead to pair creation just as a strong
and/or time-dependent electromagnetic field can
polarize the vacuum and/or give rise to pair
creation of charged particles. One expects it to
be a good approximation to full quantum gravity
provided the typical frequencies of the gravita-
tional background are very much less than
the Planck frequency (c5=G�h)1=2 � 1043 s�1) and
provided, with a suitable measure for energy, the
energy of created particles is very much less than
the energy of the background gravitational field or
of its matter sources. Undoubtedly, the most
important prediction of the theory is the Hawking
effect, according to which a, say spherically
symmetric, classical black hole of mass M will
emit thermal radiation at the Hawking tempera-
ture T = (8�M)�1 (here and from now on, we use
Planck units where G, c, �h and, k (Boltzmann’s
constant) are all taken to be 1).

On the mathematical side, the need to formulate the
laws and derive the general properties of QFT on
nonflat spacetimes forces one to state and prove results
in local terms and, as a byproduct, thereby leads to an
improved perspective on flat-spacetime QFT too. It is
also interesting to formulate QFT on idealized space-
times with particular global geometrical features.
Thus, QFT on spacetimes with bifurcate Killing
horizons is intimately related to the Hawking effect;
QFT on spacetimes with closed timelike curves is
intimately related to the question whether the laws of
physics permit the manufacture of a time machine.

As is standard in general relativity, a curved
spacetime is modeled mathematically as a
(paracompact, Hausdorff) manifold M equipped
with a pseudo-Riemannian metric g of signature
(� , þþþ) (we follow the conventions of the
standard text by Misner et al. (1973)). We shall
also assume, except where otherwise stated, our
spacetime to be globally hyperbolic, that is, that
M admits a global time coordinate, by which we

mean a global coordinate t such that each constant-t
surface is a smooth Cauchy surface, that is, a
smooth spacelike 3-surface cut exactly once by each
inextendible causal curve. (Without this default
assumption, extra problems arise for QFT which
we shall briefly mention in connection with the
‘‘time machine’’ question discussed later.) In view
of this definition, globally hyperbolic spacetimes
are clearly time-orientable and we shall assume a
choice of time-orientation has been made so we can
talk about the ‘‘future’’ and ‘‘past’’ directions.
Modern formulations of the subject take, as the
fundamental mathematical structure modeling the
quantum field, a �-algebra A (with identity I)
together with a family of local sub �-algebras
A(O) labeled by bounded open regions O of the
spacetime (M, g) and satisfying the isotony or net
condition that O1 � O2 implies A(O1) is a subalge-
bra of A(O2) as well as the condition that whenever
two bounded open regions O1 and O2 are spacelike
separated, then A(O1) and A(O2) commute.

Standard concepts and techniques from algebraic
quantum theory are then applicable: In particular,
states are defined to be positive (this means
!(A�A) � 0 8A 2 A) normalized (this means !(I) = 1)
linear functionals onA. One distinguishes between pure
states and mixed states, only the latter being writable
as nontrivial convex combinations of other states. To
each state, !, the GNS construction associates a
representation, �!, of A on a Hilbert space H!

together with a cyclic vector � 2 H! such that

!ðAÞ ¼ h�j�!ðAÞ�i

(and the GNS triple (�!,H, �) is unique up to
equivalence). There are often technical advantages
in formulating things so that the �-algebra is a
C�-algebra. Then the GNS representation is as every-
where-defined bounded operators and is irreducible if
and only if the state is pure. A useful concept, due to
Haag, is the folium of a given state ! which may be
defined to be the set of all states !� which arise in the
form tr(��!(�)), where � ranges over the density
operators (trace-class operators with unit trace) onH!.

Given a state, !, and an automorphism, �, which
preserves the state (i.e., ! � �=!) then there will be
a unitary operator, U, on H! which implements � in
the sense that �!(�(A)) = U�1�!(A)U and U is
chosen uniquely by the condition U� = �.

On a stationary spacetime, that is, one which
admits a one-parameter group of isometries
whose integral curves are everywhere timelike,
the algebra will inherit a one-parameter group (i.e.,
satisfying�(t1) � �(t2) =�(t1 þ t2)) of time-translation
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automorphisms, �(t), and, given any stationary
state (i.e., one which satisfies ! � �(t) =! 8t 2 R),
these will be implemented by a one-parameter
group of unitaries, U(t), on its GNS Hilbert space
satisfying U(t)� = �. If U(t) is strongly continuous
so that it takes the form e�iHt and if the
Hamiltonian, H, is positive, then ! is said to be
a ‘‘ground state.’’ Typically one expects ground
states to exist and often be unique.

Another important class of stationary states for
the algebra of a stationary spacetime is the class of
KMS states, !�, at inverse temperature �; these have
the physical interpretation of thermal equilibrium
states. In the GNS representation of one of these, the
automorphisms are also implemented by a strongly
continuous unitary group, e�iHt, which preserves �
but (in place of H positive) there is a complex
conjugation, J, on H! such that

e��H=2�!ðAÞ� ¼ J�!ðA�Þ� ½1	

for all A 2 A. An attractive feature of the subject is
that its main qualitative features are already present
for linear field theories and, unusually in compar-
ison with other questions in QFT, these are
susceptible of a straightforward explicit and rigor-
ous mathematical formulation. In fact, as our
principal example, we give, in the next section a
construction for the field algebra for the quantized
real linear Klein–Gordon equation

ð&g �m2 � VÞ� ¼ 0 ½2	

of mass m on a globally hyperbolic spacetime (M, g).
Here, &g denotes the Laplace–Beltrami operator
gabra@b (= (j det (g)j)�1=2@a((j det (g)j1=2gab@b)). We
include a scalar external background classical field,
V, in addition to the external gravitational field
represented by g. In case m is zero, taking V to equal
R=6, where R denotes the Riemann scalar, makes the
equation conformally invariant.

The main new feature of QFT in curved spacetime
(present already for linear field theories) is that, in a
general (neither flat nor stationary) spacetime there
will not be any single preferred state but rather a
family of preferred states, members of which are best
regarded as on an equal footing with one another. It
is this feature which makes the above algebraic
framework particularly suitable, indeed essential, to
a clear formulation of the subject. Conceptually, it is
this feature which takes the most getting used to. In
particular, one must realize that, as we shall explain
later, the interpretation of a state as having a
particular ‘‘particle content’’ is in general problematic
because it can only be relative to a particular choice
of ‘‘vacuum’’ state and, depending on the spacetime

of interest, there may be one state or several states or,
frequently, no states at all which deserve the name
‘‘vacuum’’ and even when there are states which
deserve this name, they will often only be defined in
some approximate or asymptotic or transient sense or
only on some subregion of the spacetime.

Concomitantly, one does not expect global obser-
vables such as the ‘‘particle number’’ or the quantum
Hamiltonian of flat-spacetime free-field theory to
generalize to a curved spacetime context, and for
this reason local observables play a central role in
the theory. The quantized stress–energy tensor is a
particularly natural and important such local obser-
vable and the theory of this is central to the whole
subject. A brief introduction to it is given in a later
section.

This is followed by a further section on the
Hawk ing and Unruh effects and then a brief section
on the problems of extending the theory beyond the
‘‘default’’ setting, to nonglobally hyperbolic space-
times. Finally, we briefly mention a number of other
interesting and active areas of the subject as well as
issuing a few warnings to be borne in mind when
reading the literature.

Construction of �-Algebra(s) for a Real
Linear Scalar Field on Globally
Hyperbolic Spacetimes and Some
General Theorems

On a globally hyperbolic spacetime, the classical
equation [2] admits well-defined advanced and
retarded Green functions (strictly bidistributions)
�A and �R and the standard covariant quantum
free real (or ‘‘Hermitian’’) scalar field commutation
relations familiar from Minkowski spacetime free-
field theory naturally generalize to the (heuristic)
equation

½�̂ðxÞ; �̂ðyÞ	 ¼ i�ðx; yÞI

where � is the Lichnérowicz commutator function
� = �A ��R. Here, the ‘‘^ ’’ on the quantum field �̂
serves to distinguish it from a classical solution �. In
mathematical work, one does not assign a meaning
to the field at a point itself, but rather aims to assign
meaning to smeared fields �̂(F) for all real-valued
test functions F 2 C10 (M) which are then to be
interpreted as standing for

R
M �̂(x)f (x)j det (g)j1=2 d4x.

In fact, it is straightforward to define a minimal
field algebra (see below) Amin generated by such
�̂(F) which satisfy the suitably smeared version

½�̂ðFÞ; �̂ðGÞ	 ¼ i�ðF;GÞI
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of the above commutation relations together with
Hermiticity (i.e., �̂(F)�= �̂(F)), the property of being a
weak solution of eqn [2] (i.e., �̂((&g �m2 � V)F) =
0 8F 2 C10 (M)) and linearity in test functions. There
is a technically different alternative formulation of this
minimal algebra, which is known as the Weyl algebra,
which is constructed to be the C�-algebra generated by
operators W(F) (to be interpreted as standing for
exp (i

R
M �̂(x)f (x)j det (g)j1=2 d4x) satisfying

WðF1ÞWðF2Þ¼ expð�i�ðF1; F2Þ=2ÞWðF1 þ F2Þ

together with W(F)�= W(�F) and W((&g �m2 �
V)F) = I. With either the minimal algebra or the
Weyl algebra one can define, for each bounded open
region O, subalgebras A(O) as generated by the �̂(�)
(or the W(�)) smeared with test functions supported
in O and verify that they satisfy the above ‘‘net’’
condition and commutativity at spacelike separation.

Specifying a state, !, on Amin is tantamount to
specifying its collection of n-point distributions (i.e.,
smeared n-point functions) !(�̂(F1) . . . �̂(Fn)). (In the
case of the Weyl algebra, one restricts attention to
‘‘regular’’ states for which the map F!!(W(F)) is
sufficiently often differentiable on finite-dimensional
subspaces of C10 (M) and defines the n-point
distributions in terms of derivatives with respect to
suitable parameters of expectation values of suitable
Weyl algebra elements.) A particular role is played
in the theory by the quasifree states for which all the
truncated n-point distributions except for n = 2
vanish. Thus, all the n-point distributions for odd n
vanish while the four-point distribution is made out
of the two-point distribution according to

!ð�̂ðF1Þ�̂ðF2Þ�̂ðF3Þ�̂ðF4ÞÞ
¼ !ð�̂ðF1Þ�̂ðF2ÞÞ!ð�̂ðF3Þ�̂ðF4ÞÞ
þ !ð�̂ðF1Þ�̂ðF3ÞÞ!ð�̂ðF2Þ�̂ðF4ÞÞ
þ !ð�̂ðF1Þ�̂ðF4ÞÞ!ð�̂ðF2Þ�̂ðF3ÞÞ

etc. The anticommutator distribution

GðF1; F2Þ ¼ !ð�̂ðF1Þ�̂ðF2ÞÞ þ !ð�̂ðF2Þ�̂ðF1ÞÞ ½3	

of a quasifree state (or indeed of any state) will
satisfy the following conditions (for all test functions
F, F1, F2, etc.):

C1. Symmetry

GðF1; F2Þ ¼ GðF2; F1Þ

C2. Weak bisolution property

Gðð&g �m2 � VÞF1; F2Þ ¼ 0

¼ GðF1; ð&g �m2 � VÞF2Þ

C3. Positivity

GðF; FÞ � 0 and GðF1; F1Þ1=2GðF2;F2Þ1=2
� j�ðF1; F2Þj

and it can be shown that, to every bilinear
functional G on C10 (M) satisfying (C1)–(C3),
there is a quasifree state with two-point distri-
bution (1=2)(Gþ i�). One further declares a
quasifree state to be physically admissible only if
(for pairs of points in sufficiently small convex
neighborhoods)

C4. Hadamard condition

‘‘Gðx1; x2Þ ¼
1

2�2
uðx1; x2ÞP

1

�

�
þ vðx1; x2Þ log j�j þwðx1; x2Þ

�
’’

This last condition expresses the requirement that
(locally) the two-point distribution actually ‘‘is’’
(in the usual sense in which one says that a
distribution ‘‘is’’ a function) a smooth function for
pairs of non-null-separated points. At the same
time, it requires that the two-point distribution be
singular at pairs of null-separated points and
locally specifies the nature of the singularity for
such pairs of points with a leading ‘‘principal part
of 1=�’’ type singularity and a subleading ‘‘log j�j’’
singularity, where � denotes the square of the
geodesic distance between x1 and x2. u (which
satisfies u(x1, x2) = 1 when x1 = x2) and v are certain
smooth two-point functions determined in terms of
the local geometry and the local values of V by
something called the Hadamard procedure while the
smooth two-point function w depends on the state.
We shall omit the details. The important point is
that this Hadamard condition on the two-point
distribution is believed to be the correct general-
ization to a curved spacetime of the well-known
universal short-distance behavior shared by the
truncated two-point distributions of all physically
relevant states for the special case of our theory
when the spacetime is flat (and V vanishes). In the
latter case, u reduces to 1, and v to a simple power
series

P1
n = 0 vn�

n with v0 = m2=4, etc.
Actually, it is known (this is the content of ‘‘Kay’s

conjecture’’ which was proved by M Radzikowski in
1992) that (C1)–(C4) together imply that the two-
point distribution is nonsingular at all pairs of (not
necessarily close together) spacelike separated
points. More important than this result itself is a
reformulation of the Hadamard condition in terms
of the concepts of microlocal analysis which
Radzikowski originally introduced as a tool towards
its proof.
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C40. Wave front set (or microlocal) spectrum condition

WFðGþ i�Þ
¼ fðx1;p1;x2;p2Þ 2 T�ðM
MÞ n 0jx1 and x2

lie on a single null geodesic, p1 is tangent to
that null geodesic and future pointing, and
p2 when parallel transported along that null
geodesic from x2 to x1 equals �p1g

For the gist of what this means, it suffices to know that
to say that an element (x, p) of the cotangent bundle of
a manifold (excluding the zero section 0) is in the wave
front set, WF, of a given distribution on that manifold
may be expressed informally by saying that that
distribution is singular at the point x in the direction
p. (And here the notion is applied to Gþ i�, thought
of as a distribution on the manifoldM
M.)

We remark that generically (and, e.g., always if the
spatial sections are compact and m2 þ V(x) is every-
where positive) the Weyl algebra for eqn [2] on a given
stationary spacetime will have a unique ground state
and unique KMS states at each temperature and these
will be quasifree and Hadamard.

Quasifree states are important also because of a
theorem of R Verch (1994, in verification of another
conjecture of Kay) that (in the Weyl algebra frame-
work) on the algebra of any bounded open region,
the folia of the quasifree Hadamard states coincide.
With this result one can extend the notion of
physical admissibility to not-necessarily-quasifree
states by demanding that, to be admissible, a state
belong to the resulting common folium when
restricted to the algebra of each bounded open
region; equivalently, that it be a locally normal state
on the resulting natural extension of the net of local
Weyl algebras to a net of local W�-algebras.

Particle Creation and the Limitations
of the Particle Concept

Global hyperbolicity also entails that the Cauchy
problem is well posed for the classical field equation
[2] in the sense that for every Cauchy surface, C, and
every pair (f , p) of Cauchy data in C10 (C), there
exists a unique solution � in C10 (M) such that
f =�jC and p = j det (g)j1=2gab@b�jC. Moreover, � has
compact support on all other Cauchy surfaces.
Given a global time coordinate t, increasing towards
the future, foliating M into a family of constant-t
Cauchy surfaces, Ct, and given a choice of global
timelike vector field �a (e.g., �a = gab@bt) enabling
one to identify all the Ct, say with C0, by identifying
points cut by the same integral curve of �a, a single
such classical solution � may be pictured as a family
{(ft, pt): t 2 R} of time-evolving Cauchy data on C0.

Moreover, since [2] implies, for each pair of classical
solutions, �1,�2, the conservation (i.e., @aja = 0) of
the current ja = j det (g)j1=2gab(�1@b�2 � �2@b�1), the
symplectic form (on C10 (C)
 C10 (C))

�ððf 1
t ; p

1
t Þ; ðf 2

t ; p
2
t ÞÞ ¼

Z
C0

ðf 1
t p2

t � p1
t f 2

t Þd
3x

will be conserved in time.
Corresponding to this picture of classical

dynamics, one expects there to be a description of
quantum dynamics in terms of a family of sharp-
time quantum fields (’t,�t) on C0, satisfying
heuristic canonical commutation relations

½’tðxÞ; ’tðyÞ	 ¼ 0

½�tðxÞ; �tðyÞ	 ¼ 0

½’tðxÞ; �tðyÞ	 ¼ i	3ðx; yÞI

and evolving in time according to the same
dynamics as the Cauchy data of a classical solution.
(Both these expectations are correct because the field
equation is linear.) An elegant way to make rigorous
mathematical sense of these expectations is in terms
of a �-algebra with identity generated by Hermitian
objects ‘‘�((’0, �0); (f , p))’’ (‘‘symplectically smeared
sharp-time fields at t = 0’’) satisfying linearity in f
and p together with the commutation relations

½�ðð’0; �0Þ; ðf 1; p1ÞÞ; �ðð’0; �0Þ; ðf 2; p2ÞÞ	
¼ i�ððf 1; p1Þ; ðf 2; p2ÞÞI

and to define (symplectically smeared) time-t sharp-
time fields by demanding

�ðð’t; �tÞ; ðft; ptÞÞ ¼ �ðð’0; �0Þ; ðf0;p0ÞÞ

where (ft, pt) is the classical time-evolute of (f0, p0).
This �-algebra of sharp-time fields may be identified
with the (minimal) field �-algebra of the previous
section, the �̂(F) of the previous section being
identified with �((’0, �0); (f , p)), where (f , p) are
the Cauchy data at t = 0 of � � F. (This identifica-
tion is of course many–one since �̂(F) = 0 whenever
F arises as (&g �m2 � V)G for some test function
G 2 C10 (M).)

Specializing momentarily to the case of the free
scalar field (&�m2)�= 0 (m 6¼ 0) in Minkowski
space with a flat t = 0 Cauchy surface, the ‘‘sym-
plectically smeared’’ two-point function of the usual
ground state (‘‘Minkowski vacuum state’’), !0, is
given, in this formalism, by

!0ð�ðð’; �Þ; ðf 1; p1ÞÞ�ðð’; �Þ; ðf 2; p2ÞÞÞ
¼ 1

2 ðhf
1j
f 2i þ hp1j
�1p2i

þ i�ððf 1; p1Þ; ðf 2; p2ÞÞÞ ½4	
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where the inner products are in the one-particle
Hilbert space H= L2

C(R3) and 
= (m2 �r2)1=2. The
GNS representation of this state may be concretely
realized on the familiar Fock space F (H) over H by

�0ð�ðð’; �Þ; ðf ; pÞÞÞ ¼ �iðâyðaÞ � ðâyðaÞÞ�Þ

where a denotes the element of H:

a ¼ ð

1=2f þ i
�1=2pÞffiffiffi

2
p

(we note in passing that, if we equip H with the
symplectic form 2 Imh�j�i, then K : (f , p) 7! a is a
symplectic map) and ây(a) is the usual smeared creation
operator (= ‘‘

R
ây(x)a(x)d3x”) on F (H) satisfying

½ðâyða1ÞÞ�; âyða2Þ	 ¼ ha1ja2iHI

The usual (smeared) annihilation operator, â(a), is
(ây(Ca))�, where C is the natural complex conjuga-
tion, a 7! a� on H. Both of these operators annihilate
the Fock vacuum vector �F . In this representation,
the one-parameter group of time-translation
automorphisms

�ðtÞ : �ðð’0; �0Þ; ðf ; pÞÞ 7!�ðð’t; �tÞ; ðf ; pÞÞ ½5	

is implemented by exp (�iHt) where H is the second
quantization of 
 (i.e., the operator otherwise
known as

R

(k)ây(k)â(k)d3k) on F (H).

The most straightforward (albeit physically artifi-
cial) situation involving ‘‘particle creation’’ in a curved
spacetime concerns a globally hyperbolic spacetime
which, outside of a compact region, is isometric to
Minkowski space with a compact region removed –
that is, to a globally hyperbolic spacetime which is flat
except inside a localized ‘‘bump’’ of curvature (see
Figure 1). (One could also allow the function V in [2]
to be nonzero inside the bump.) On the field algebra
(defined as in the previous section) of such a spacetime,
there will be an ‘‘in’’ vacuum state (which may be
identified with the Minkowski vacuum to the past of
the bump) and an ‘‘out’’ vacuum state (which may be
identified with the Minkowski vacuum to the future of
the bump) and one expects, for example, the ‘‘in
vacuum’’ to arise as a many-particle state in the GNS
representation of the ‘‘out vacuum’’ corresponding to
the creation of particles out of the vacuum by the
bump of curvature.

In the formalism of this section, if we choose our
global time coordinate on such a spacetime so that,
say, the t = 0 surface is to the past of the bump and
the t = T surface to its future, then the single
automorphism �(T) (defined as in [5]) encodes the
overall effect of the bump of curvature on the
quantum field and one can ask whether it is
implemented by a unitary operator in the GNS
representation of the Minkowski vacuum state [4].

This question may be answered by referring to the
real linear map T :H!H which sends aT = 2�1=2

(
1=2fT þ i
�1=2pT) to a0 = 2�1=2(
1=2f0 þ i
�1=2p0).
By the conservation in time of � and the symplec-
ticity, noted in passing above, of the map
K : (f , p) 7! a, this satisfies the defining relation

ImhT a1jT a2i ¼ Imha1ja2i

of a classical Bogoliubov transformation. Splitting T
into its complex-linear and complex-antilinear parts
by writing

T ¼ �þ �C

where � and � are complex-linear operators, this
relation may alternatively be expressed in terms of
the pair of relations

���� ��� �� ¼ I; ��� �� ¼ ���

where ��= C�C, ��= C�C.
We remark that there is an easy-to-visualize

equivalent way of defining � and � in terms of
the analysis, to the past of the bump, into
positive- and negative-frequency parts of complex
solutions to [2] which are purely positive fre-
quency to the future of the bump. In fact, if, for
any element a 2 H, we identify the positive-
frequency solution to the Minkowski-space
Klein–Gordon equation

�
pos
outðt; xÞ ¼ ðð2
Þ�1=2 expð�i
tÞaÞðxÞ

with a complex solution to [2] to the future of the
bump, then (it may easily be seen) to the past of the
bump, this same solution will be identifiable with

t = T

t = 0

Figure 1 A spacetime which is flat outside of a compact bump

of curvature.
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the (partly positive-frequency, partly negative-
frequency) Minkowski-space Klein–Gordon solution

�inðt; xÞ¼ ð2
Þ�1=2 expð�i
tÞ�a
� �

ðxÞ

þ ð2
Þ�1=2 expði
tÞ ��a
� �

ðxÞ

and this could be taken to be the defining equation
for the operators � and �.

It is then known (by a 1962 theorem of Shale)
that the automorphism [5] (strictly, its Weyl algebra
counterpart) will be unitarily implemented if and
only if � is a Hilbert–Schmidt operator on H. Wald
(1979, in case m � 0) and Dimock (1979, in case
m 6¼ 0) have verified that this condition is satisfied
in the case of our bump-of-curvature situation. In
that case, if we denote the unitary implementor by
U, we have the following results:

R1. The expectation value hU�jN(a)U�iF (H) of the
number operator, N(a) = ây(a)â(a), where a is a
normalized element of H, is equal to h�a j�aiH.

R2. First note that there exists an orthonormal basis
of vectors, ei, (i = 1 . . .1), in H such that the
(Hilbert–Schmidt) operator ��� ����1 has the
canonical form

P
i �ihCeij�ijeii. We then have

(up to an undetermined phase)

U� ¼ N exp � 1

2

X
i

�iâ
yðeiÞâyðeiÞ

 !
�

where the normalization constant N is chosen
so that kU�k= 1. This formula makes manifest
that the particles are created in pairs.

We remark that, identifying elements, a, of H with
positive-frequency solutions (below, we shall call
them ‘‘modes’’) as explained above, result (R1) may
alternatively be expressed by saying that the
expectation value, !in(N(a)), in the in-vacuum state
of the occupation number, N(a), of a normalized
mode, a, to the future of the bump, is given by
h�aj�aiH.

This formalism and the results, (R1) and (R2)
above, will generalize (at least heuristically, and
sometimes rigorously – see especially the rigorous
scattering-theoretic work in the 1980s by Dimock
and Kay and more recently by A Bachelot and others)
to more realistic spacetimes which are only asympto-
tically flat or asymptotically stationary. In favorable
cases, one will still have notions of classical solutions
which are positive frequency asymptotically towards
the future/past, and, in consequence, one will have
well-defined asymptotic notions of ‘‘vacuum’’ and
‘‘particles.’’ Also, in, for example, cosmological,
models where the background spacetime is slowly

varying in time, one can define approximate adia-
batic notions of classical positive-frequency solutions,
and hence also of quantum ‘‘vacuum’’ and ‘‘particles’’
at each finite value of the cosmological time. But, at
times where the gravitational field is rapidly varying,
one does not expect there to be any sensible notion of
‘‘particles.’’ And, in a rapidly time-varying back-
ground gravitational field which never settles down,
one does not expect there to be any sensible particle
interpretation of the theory at all. To understand
these statements, it suffices to consider the (1þ 0)-
dimensional Klein–Gordon equation with an external
potential V:

� d2

dt2
�m2 � VðtÞ

 !
� ¼ 0

which is of course a system of one degree of
freedom, mathematically equivalent to the harmonic
oscillator with a time-varying angular frequency
$(t) = (m2 þ V(t))1=2. One could of course express
its quantum theory in terms of a time-evolving
Schrödinger wave function �(’, t) and attempt to
give this a particle interpretation at each time, s, by
expanding �(’, s) in terms of the harmonic oscilla-
tor wave functions for a harmonic oscillator with
some particular choice of angular frequency. But the
problem is, as is easy to convince oneself, that there
is no such good choice. For example, one might
think that a good choice would be to take, at time s,
the set of harmonic oscillator wave functions with
angular frequency $(s). (This is sometimes known
as the method of ‘‘instantaneous diagonalization of
the Hamiltonian.’’) But suppose we were to apply
this prescription to the case of a smooth V(�) which
is constant in time until time 0 and assume the
initial state is the usual vacuum state. Then at some
positive time s, the number of particles predicted to
be present is the same as the number of particles
predicted to be present on the same prescription at
all times after s for a V̂(�) which is equal to V(�) up
to time s and then takes the constant value V(s) for
all later times (see Figure 2). But V̂(�) will
generically have a sharp corner in its graph (i.e., a

s0 t

Figure 2 Plots of$ against t for the two potentials V (continuous

line) and V̂ (continuous line upto s and then dashed line) which play

a role in our critique of ‘‘instantaneous diagonalization.’’
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discontinuity in its time derivative) at time s, and
one would expect a large part of the particle
production in the latter situation to be accounted
for by the presence of this sharp corner – and
therefore a large part of the predicted particle
production in the case of V(�) to be spurious.

Back in 1þ 3 dimensions, even where a good
notion of particles is possible, it depends on the
choice of time evolution, as is dramatically illu-
strated by the Unruh effect discussed in the relevant
section.

Theory of the Stress–Energy Tensor

To orient ideas, consider first the free (minimally
coupled) scalar field, (&�m2)�= 0, in Minkowski
space. If one quantizes this system in the usual
Minkowski-vacuum representation, then the expec-
tation value of the renormalized stress-energy tensor
(which in this case is the same thing as the normal
ordered stress–energy tensor) in a vector state � in
the Fock space will be given by the formal point-
splitting expression

h�jTabðxÞ�i

¼ lim
ðx1;x2Þ! ðx;xÞ

@1
a@

2
b � 1

2 �abð�cd@1
c @

2
d þm2Þ

� �

 h�j�0ð�ðx1Þ�ðx2ÞÞ�ið
� h�F j�0ð�ðx1Þ�ðx2ÞÞ�F iÞ ½6	

where �ab is the usual Minkowski metric. A
sufficient condition for the limit here to be finite
and well defined would, for example, be for � to
consist of a (normalized) finite superposition of
n-particle vectors of form ây(a1), . . . , ây(an)�F

where the smearing functions a1, . . . , an are all
C1 elements of H (i.e., of L2

C(R3). The reason this
works is that the two-point function in such states
shares the same short-distance singularity as the
Minkowski-vacuum two-point function. For exactly
the same reason, one obtains a well-defined finite
limit if one defines the expectation value of
the stress–energy tensor in any physically admissible
quasifree state by the expression

!ðTabðxÞÞ

¼ lim
ðx1;x2Þ!ðx;xÞ

@1
a@

2
b � 1

2 �abð�cd@1
c @

2
d þm2Þ

� �

 !ð�ðx1Þ�ðx2ÞÞ � !0ð�ðx1Þ�ðx2ÞÞð Þ ½7	

This latter point-splitting formula generalizes to a
definition for the expectation value of the
renormalized stress–energy tensor for an arbitrary
physically admissible quasifree state (or indeed

for an arbitrary state whose two-point function
has Hadamard form – i.e., whose anticommutator
function satisfies condition (C4)) on the minimal
field algebra and to other linear field theories
(including the stress tensor for a conformally
coupled linear scalar field) on a general globally
hyperbolic spacetime (and the result obtained
agrees with that obtained by other methods,
including dimensional regularization and zeta-
function regularization). However, the general-
ization to a curved spacetime involves a number
of important new features which we now briefly
list (see Wald (1978) for details).

First, the subtraction term which replaces
!0(�(x1)�(x2)) is, in general, not the expectation
value of �(x1)�(x2) in any particular state, but
rather a particular locally constructed Hadamard
two-point function whose physical interpretation is
more subtle; the renormalization is thus in general
not to be regarded as a normal ordering. Second, the
immediate result of the resulting limiting process
will not be covariantly conserved and, in order to
obtain a covariantly conserved quantity, one needs
to add a particular local geometrical correction
term. The upshot of this is that the resulting
expected stress–energy tensor is covariantly con-
served but possesses a (state-independent) anoma-
lous trace. In particular, for a massless conformally
coupled linear scalar field, one has (for all physically
admissible quasifree states, !) the trace anomaly
formula

!ðTa
a ðxÞÞ ¼ ð2880�2Þ�1 CabcdCabcd þRabRab� 1

3 R2
� �

plus an arbitrary multiple of &R. In fact, in general,
the thus-defined renormalized stress–energy tensor
operator (see below) is only defined up to a finite
renormalization ambiguity which consists of the
addition of arbitrary multiples of the functional
derivatives with respect to gab of the quantities

In ¼
Z
M

FnðxÞjdetðgÞj1=2d4x

where n ranges from 1 to 4 with F1 = 1, F2 = R,
F3 = R2, and F4 = RabRab. In the Minkowski-space
case, only the first of these ambiguities arises and it
is implicitly resolved in the formulas [6], [7]
inasmuch as these effectively incorporate the
renormalization condition that !0(Tab) = 0. (For the
same reason, the locally flat example we give below
has no ambiguity.)

One expects, in both flat and curved cases, that,
for test functions, F 2 C10 (M), there will exist
operators Tab(F) which are affiliated to the net of
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local W�-algebras referred to earlier and that it is
meaningful to writeZ

M
!ðTabðxÞÞFðxÞj detðgÞj1=2d4x ¼ !ðTabðFÞÞ

provided that, by ! on the right-hand side, we
understand the extension of ! from the Weyl algebra
to this net. (Tab(F) is however not expected to
belong to the minimal algebra or be affiliated to the
Weyl algebra.)

An interesting simple example of a renormalized
stress–energy tensor calculation is the so-called
Casimir effect calculation for a linear scalar field
on a (for further simplicity, (1þ 1)-dimensional)
timelike cylinder spacetime of radius R (see
Figure 3). This spacetime is globally hyperbolic
and stationary and, while locally flat, globally
distinct from Minkowski space. As a result, while –
provided the regions O are sufficiently small
(such as the diamond region in Figure 3) – elements
A(O) of the minimal net of local algebras on this
spacetime will be identifiable, in an obvious way,
with elements of the minimal net of local algebras
on Minkowski space, the stationary ground state
!cylinder will, when restricted to such thus-identified
regions, be distinct from the Minkowski vacuum
state !0. The resulting renormalized stress–energy
tensor (as first pointed out in Kay (1979)),
definable, once the above identification has been
made, exactly as in [7]) turns out, in the massless
case, to be nonzero and, interestingly, to have a (in
the natural coordinates, constant) negative energy-
density T00. In fact, in this massless case,

!cylinderðTabÞ ¼
1

24�R2
�ab

Hawking and Unruh Effects

The original calculation by Hawking (1975) con-
cerned a model spacetime for a star which collapses
to a black hole. For simplicity, we shall only discuss
the spherically symmetric case (see Figure 4). Adopt-
ing a similar ‘‘mode’’ viewpoint to that mentioned
after results (R1) and (R2) discussed earlier, the
result of the calculation may be stated as follows:
For a real linear scalar field satisfying [2] with m = 0
(and V = 0) on this spacetime, the expectation value
!in(N(a$, ‘)) of the occupation number of a one-
particle outgoing mode a$, ‘) localized (as far as a
normalized mode can be) around $ in angular-
frequency space and about retarded time v, and with
angular momentum ‘‘quantum number’’ ‘, in the in-
vacuum state (i.e., on the minimal algebra for a real
scalar field on this model spacetime) !in is, at late
retarded times, given by the formula

!inðNða$;‘ÞÞ ¼
�ð$; ‘Þ

expð8�M$Þ � 1

where M is the mass of the black hole and the
absorption factor (alternatively known as gray-body
factor) �($, ‘) is equal to the norm-squared of that
part of the one-particle mode a$, ‘ which, viewed as
a complex positive-frequency classical solution
propagating backwards in time from late retarded
times, would be absorbed by the black hole. (Note
the independence of the right-hand side of this
formula from the retarded time, v.) This calculation
can be understood as an application of result (R1)

Figure 3 The timelike cylinder spacetime of radius R with a

diamond region isometric to a piece of Minkowski space. See

Kay (1979). Casimir effect in quantum field theory. (Original title:

The Casimir effect without magic.) Physical Review D 20:

3052–3062. Reprinted with permission ª 1979 by the American

Physical Society.

Interior of
star

Singularity

Horizon

Figure 4 The spacetime of a star collapsing to a spherical

black hole.
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(even though the spacetime is more complicated than
one with a localized ‘‘bump of curvature’’ and even
though the relevant overall time evolution will not be
unitarily implemented, the result still applies when
suitably interpreted) and the heart of the calculation
is an asymptotic estimate of the relevant ‘‘�’’
Bogoliubov coefficient which turns out to be depen-
dent on the geometrical optics of rays which pass
through the star just before the formation of the
horizon. This result suggests that the in-vacuum state
is indistinguishable at late retarded times from a state
of blackbody radiation at the Hawking temperature,
THawking = 1=8�M, in Minkowski space from a
blackbody (gray body) with the same absorption
factor. This was confirmed by further work by many
authors. Much of that work, as well as the original
result of Hawking was partially heuristic but later
work by Dimock and Kay (1987), by Fredenhagen
and Haag (1990), and by Bachelot (1999) and others
has put different aspects of it on a rigorous
mathematical footing. The result generalizes to
nonzero mass and higher spin fields to interacting
fields as well as to other types of black hole and the
formula for the Hawking temperature generalizes to

THawking ¼ 
=2�

where 
 is the surface gravity of the black hole.
This result suggests that there is something funda-

mentally ‘‘thermal’’ about quantum fields on black-
hole backgrounds and this is confirmed by a number of
mathematical results. In particular, the theorems in the
two papers Kay and Wald (1991) and Kay (1993),
combined together, tell us that there is a unique state
on the Weyl algebra for the maximally extended
Schwarzschild spacetime (a.k.a. Kruskal–Szekeres
spacetime) (see Figure 5) which is invariant under the
Schwarzschild isometry group and whose two-point
function has Hadamard form. Moreover, they tell us
that this state, when restricted to a single wedge (i.e.,
the exterior Schwarzschild spacetime) is necessarily a
KMS state at the Hawking temperature. This unique
state is known as the Hartle–Hawking–Israel state.
These results in fact apply more generally to a wide
class of globally hyperbolic spacetimes with bifurcate
Killing horizons including de Sitter space – where the
unique state is sometimes called the Euclidean and
sometimes the Bunch–Davies vacuum state – as well as
to Minkowski space, in which case the unique state is
the usual Minkowski vacuum state, the analog of the
exterior Schwarzschild wedge is a so-called Rindler
wedge, and the relevant isometry group is a one-
parameter family of wedge-preserving Lorentz boosts.
In the latter situation, the fact that the Minkowski
vacuum state is a KMS state (at ‘‘temperature’’ 1=2�)

when restricted to a Rindler wedge and regarded with
respect to the time evolution consisting of the wedge-
preserving one-parameter family of Lorentz boosts is
known as the Unruh effect (1975). This latter property
of the Minkowski vacuum in fact generalizes to
general Wightman QFTs and is in fact an immediate
consequence of a combination of the Reeh–Schlieder
theorem (applied to a Rindler wedge) and the
Bisognano–Wichmann theorem (1975). The latter
theorem says that the defining relation [1] of a KMS
state holds if, in [1], we identify the operator J with the
complex conjugation which implements wedge reflec-
tion and H with the self-adjoint generator of the
unitary implementor of Lorentz boosts. We remark
that the Unruh effect illustrates how the concept of
‘‘vacuum’’ (when meaningful at all) is dependent on
the choice of time evolution under consideration.
Thus, the usual Minkowski vacuum is a ground state
with respect to the usual Minkowski time evolution
but not (when restricted to a Rindler wedge) with
respect to a one-parameter family of Lorentz boosts;
with respect to these, it is, instead, a KMS state.

Nonglobally Hyperbolic Spacetimes
and the ‘‘Time Machine’’ Question

Hawking (1992) argued that a spacetime in which a
time machine gets manufactured should be modeled
(see Figure 6) by a spacetime with an initial globally

Future singularity
(Schwarzschild case)

Past singularity
(Schwarzschild case)

Exterior
Schwarzschild

wedge/
Rindler wedge

Figure 5 The geometry of maximally extended Schwarzschild

(/or Minkowski) spacetime. In the Schwarzschild case, every

point represents a 2-sphere (/in the Minkowski case, a 2-plane).

The curves with arrows on them indicate the Schwarzschild time

evolution (/one-parameter family of Lorentz boosts). These

curves include the (straight lines at right angles) event horizons

(/Killing horizons).
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hyperbolic region with a region containing closed
timelike curves to its future and such that the future
boundary of the globally hyperbolic region is a
compactly generated Cauchy horizon. On such a
spacetime, Kay et al. (1997) proved that it is
impossible for any distributional bisolution which
satisfies (even a certain weakened version of) the
Hadamard condition on the initial globally hyper-
bolic region to continue to satisfy that condition on
the full spacetime – the (weakened) Hadamard
condition being necessarily violated at at least one
point on the Cauchy horizon. This result implies
that, however one extends a state, satisfying our
conditions (C1)–(C4), on the minimal algebra for [2]
on the initial globally hyperbolic region, the expec-
tation value of its stress–energy tensor must neces-
sarily become singular on the Cauchy horizon. This
result, together with many heuristic results and
specific examples considered by many other authors
appears to support the validity of the (Hawking
1992) chronology protection conjecture to the effect
that it is impossible in principle to manufacture a time
machine. However, there are potential loopholes in the
physical interpretation of this result as pointed out by
Visser (1997), as well as other claims by various authors
that one can nevertheless violate the chronology
protection conjecture. For a recent discussion on this
question, we refer to Visser (2003).

Other Related Topics and Some
Warnings

There is a vast computational literature, calculating
the expectation values of stress–energy tensors in
states of interest for scalar and higher spin linear
fields (and also some work for interacting fields) on
interesting cosmological and black-hole backgrounds.
QFT on de Sitter and anti-de Sitter space is a big
subject area in its own right with recent renewed
interest because of its relevance to string theory and
holography. Also important on black-hole back-
grounds is the calculation of gray-body factors,
again with renewed interest because of relevance to
string theory and to brane-world scenarios.

There are many further mathematically rigorous
results on algebraic and axiomatic QFT in a curved
spacetime setting, including versions of PCT, spin-
statistics and Reeh–Schlieder theorems and also
rigorous energy inequalities bounding the extent to
which expected energy densities can be negative, etc.

There is much mathematical work controlling
scattering theory on black holes, partly with a view
to further elucidating the Hawking effect.

Perturbative renormalization theory of interacting
quantum fields in curved spacetime is also now a
highly developed subject.

Beyond QFT in a fixed curved spacetime is
semiclassical gravity which takes into account the
back-reaction of the expectation value of the stress–
energy tensor on the classical gravitational back-
ground. There are also interesting condensed matter
analogs of the Hawking effect such as dumb holes.

Readers exploring the wider literature, or doing
further research on the subject should be aware that
the word ‘‘vacuum’’ is sometimes used to mean
‘‘ground state’’ and sometimes just to mean ‘‘quasifree
state.’’ They should be cautious of attempts to define
particles on Cauchy surfaces in instantaneous diag-
onalization schemes (cf. the remarks at the end of the
section ‘‘Particle creation and the limitations of the
pa rti cle c onc ept’’ ). W he n s tudy ing ( or pe rfor ming )
calculations of the ‘‘expectation value of the stress–
energy tensor’’ it is always important to ask oneself
with respect to which state the expectation value is
being taken. It is also important to remember to check
that candidate two-point (anticommutator) functions
satisfy the positivity condition (C3) discussed earlier.
Typically, two-point distributions obtained via mode
sums automatically satisfy condition (C3) (and condi-
tion (C4)), but those obtained via image methods do
not always satisfy it. (When they do not, the presence
of nonlocal spacelike singularities is often a tell-tale
sign as can be inferred from Kay’s conjecture/Radzi-
kowski’s theorem discussed earlier.) There are a
number of apparent implicit assertions in the literature
that some such two-point functions arise from ‘‘states’’
when of course they cannot. Some of these concern
proposed analogs to the Hartle–Hawking–Israel state
for the (appropriate maximal globally hyperbolic
portion of the maximally extended) Kerr spacetime.
That they cannot belong to states is clear from a
theorem in Kay and Wald (1991) which states that
there is no stationary Hadamard state on this space-
time at all. Others of them concern claimed ‘‘states’’ on
spacetimes such as those discussed in the previous
section which, if they really were states would seem to
be in conflict with the chronology protection con-
jecture. Finally, beware states (such as the so-called �-
vacua of de Sitter spacetime) whose two-point

Region with closed
timelike curves

Initial globally hyperbolic region

Cauchy
horizon

Figure 6 The schematic geometry of a spacetime in which a

time machine gets manufactured.
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distributions violate the ‘‘Hadamard’’ condition (C4)
and which therefore do not have a well-defined finite
expectation value for the renormalized stress–energy
tensor.

See also: AdS/CFT Correspondence; Algebraic
Approach to Quantum Field Theory; Axiomatic Quantum
Field Theory; Black Hole Mechanics; Bosons and
Fermions in External Fields; Integrability and Quantum
Field Theory; Quantum Fields with Indefinite Metric:
Non-Trivial Models; Quantum Fields with Topological
Defects; Quantum Geometry and Its Applications;
Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools; Thermal Quantum
Field Theory.
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By any account quantum field theory occupies a
prominent place in the history of mathematical
physics. This article is, however, not intended to
serve as an overview of this subject, but has the
more modest aim of identifying a few areas which
seem to me interesting and significant.

Historical Remarks; Second Quantization

At the time when quantum field theory was at the
forefront of theoretical physics its raison d’être was
to complete the quantum description of the sub-
atomic world. Quantum mechanics had been amaz-
ingly successful in solving almost the whole of
atomic physics by making explicit the quantum

(wave) nature of the electron, according to the
formulations of Heisenberg and Schrödinger. The
introduction of the quantum idea into physics,
however, by Planck in 1900 closely followed by
Einstein in 1905 was the proposal of a quantum
(particular) aspect of the electromagnetic field – the
photon. In the mid-1920s the only force in nature to
be considered was the electromagnetic interaction;
this was before the theories of Yukawa and Fermi,
concerning the strong and weak nuclear forces.
Dirac, Heisenberg, Jordan, and others then
addressed themselves to finding a formulation of
quantum electrodynamics (QED) comparable in
mathematical sophistication to the Heisenberg–
Schrödinger formulation of quantum mechanics –
which Planck’s and Einstein’s theories were not.

The idea that was pursued, at least in the early
stages, was that the Schrödinger wave function  ,
taken as a wave field, should be ‘‘quantized’’; Dirac
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seems to have taken this as a model for photons.
Jordan further proposed that electrons should be
treated as the quanta of an electron field, but
recognized that their fermionic nature would modify
the quantization procedure. This generic idea
involved what was called ‘‘second quantization’’ –
of a field into a particle.

One of the earliest quantization rules was Bohr’s
condition relating to the periodic orbits of electrons in
atoms, J =

R
p dq = nh. At the hands of Heisenberg and

Dirac this became upgraded to the commutation
relation

½q; p� ¼ i�h

where the operators p and q are ‘‘observables.’’ In
their papers on quantum field theory, Dirac, Jordan
and Wigner, and Heisenberg introduced creation and
annihilation operators which had the function, as
their name implied, of creating and destroying single
particles – quanta of the field. These operators obeyed
the commutation rules (with [A, B] = AB� BA)

½br; b
�
s � ¼ �rs; ½br; bs� ¼ ½b�r ; b�s � ¼ 0

when the field quanta were bosons, and the anti-
commutation rules

fbr; b
�
sg ¼ �rs; fbr; bsg ¼ fb�r ; b�sg ¼ 0

(with {A, B} = ABþ BA) when the field quanta were
fermions (e.g., electrons). These steps constitute
second quantization, but it may be noted that
the creation and annihilation operators are not
observables, as p and q are in the Heisenberg
commutation relation. In addition, the second
quantization conditions do not involve Planck’s
constant. ‘‘First’’ and ‘‘second’’ quantization are
therefore not so similar as one might like to think.

The question of what exactly is being quantized
was in fact the source of some confusion. In his
paper of 1927, Dirac’s attention is focussed on
electromagnetic radiation, but he nevertheless dis-
cusses the difference between ‘‘a light-wave and the
de Broglie or Schrödinger wave associated with the
light-quanta.’’ As Dirac points out, ‘‘their intensities
are to be interpreted in different ways. The number
of light quanta per unit volume associated with a
monochromatic light-wave equals the energy per
unit volume of the wave divided by the energy
(2�h)� of a single light quantum. On the other hand
a monochromatic de Broglie wave of amplitude a
(multiplied into the imaginary exponential factor)
must be interpreted as representing a2 light quanta
per unit volume for all frequencies.’’ There are at
least two problematic issues here. First, is the

Schrödinger wave function  to be considered as a
‘‘real’’ field, whose quanta result in ‘‘real’’ particles,
or is it a probability field, whose significance lies in
Born’s probabilistic interpretation of quantum
mechanics? Born wrote in 1926, ‘‘[Einstein said
that] the waves are present only to show the
corpuscular light quanta the way, and he spoke in
the sense of a ‘‘ghost field’’. This determines the
probability that a light quantum, the bearer of
energy and momentum, takes a certain path;
however, the field itself has no energy and no
momentum.’’ This is the first problem. The second
one concerns the nature of the quantization itself. Is
this a quantization of field energy, or a quantization
of the field itself, as a substantial entity? If the field
is real, the second of these does not imply the first.

Ambiguities surrounding the idea of second
quantization survived into the 1960s. Wigner is
recorded as saying, in an interview in 1963, ‘‘just as
we get photons by quantising the electromagnetic
fields, so we should be able to get material particles
by quantising the Schrödinger field.’’ And Rosenfeld,
also in an interview in 1963, said, ‘‘in some sense or
other, Jordan himself took the wave function, the
probability amplitude, physically more seriously
than most people [did].’’

It would seem we are justified in concluding that the
idea of second quantization contains flaws, but an even
clearer indication of the need for rethinking is provided
by the story of the Dirac equation. This is a wave
equation for the electron, compatible with special
relativity, and taking explicit account of its spin being
(1/2)�h. The equation famously had both positive- and
negative-energy solutions. This potential disaster was
converted by Dirac into a triumph by reinterpreting the
(absence of) negative-energy solutions as (positive-
energy) antiparticles – positrons, particles with positive
charge but the same mass and spin as the electron.
Positrons were eventually discovered by Anderson. It
was later shown that the existence of antiparticles is a
general feature of quantum field theory, not just a
peculiarity of spin-1/2 particles. The significance of this
discovery, however, is that the twin requirements of
relativity and quantum theory are not compatible with
a single-particle state; rather, these requirements result
in a two-particle state. Thus, in some sense the
requirements of relativity and quantum mechanics
already start to take us down the road to a quantum
theory of fields.

Quantum field theory is then constructed on the
following sort of framework: ‘‘classical’’ theories for
fields with any spin may be written down and these
are quantized by reinterpreting the field variables as
operators and imposing Heisenberg-type commuta-
tion relations on the field and its corresponding
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‘‘momentum’’ variable. So, for example, for spinless
fields we have the equal-time commutation relation

½�ðx; tÞ; �ðy; tÞ� ¼ i�h�ð3Þðx� yÞ

where �= @L=@(@0�) and L is the Lagrange density.
The mass and spin of particles are defined with
reference to the Poincaré group (thereby incorporat-
ing special relativity) and the quantum requirement
is the familiar one that physical states are repre-
sented by vectors in Hilbert space. The rest follows:
as Weinberg says, ‘‘quantum field theory is the way
it is because (with certain qualifications) this is the
only way to reconcile quantum mechanics with
special relativity.’’

Renormalization

A notorious problem in quantum field theory is the
occurrence of infinities. In QED, for example, the
electron acquires a self-energy – and therefore a
contribution to its mass – by virtue of the emission
and reabsorption of virtual photons. It turns out
that this self-energy is infinite – it is given by a
divergent integral – even in the lowest order of
perturbation theory. In the early days, this was
recognized as being a serious problem, and in fact it
turns out to be a generic problem in quantum field
theory. It was realized by Dyson, however, that in
some field theories these divergences may be dealt
with by redefining a small number of parameters
(e.g., in QED, the electron mass, charge, and field
amplitude) so that thereafter the theory is finite to
all orders of perturbation theory. Such theories are
called renormalizable, and QED is a renormalizable
field theory.

Some important field theories, however, are not
renormalizable; an example is Fermi’s theory of
weak interactions. To lowest order in perturbation
theory, Fermi’s theory works well (e.g., in account-
ing for the electron spectrum in neutron beta decay),
but to higher orders divergent results are obtained,
which cannot be waved away by redefining a finite
number of parameters; that is to say, as the order of
perturbation increases, so also does the number of
parameters to be redefined. Nonrenormalizable
theories of this type have traditionally been regarded
as highly undesirable, not to say rather nasty.

The modern view of renormalization is, however,
somewhat different. The problem with nonrenormal-
izable theories is that, in order to calculate a physical
process to all orders in perturbation theory, an
infinite number of parameters must be renormalized,
so the theory has no predictive power. In practice,
however, we do not need to calculate to all orders in

perturbation theory, since any physical process (say a
scattering process or a particle decay) will only be
observed at a finite energy and comparison of theory
and experiment therefore only requires calculation up
to a finite order of perturbation theory. So even
nonrenormalizable theories are perfectly acceptable
as low-energy theories. This amounts to a philosophy
of effective field theories; an effective field theory is a
model which holds good up to a particular energy
scale, or equivalently down to a particular length
scale.

An important addition to the theoretical armoury
is the renormalization group. Renormalization is
implemented first of all by a scheme of regulariza-
tion, which enables the divergences to be exhibited
explicitly. The simplest type of regularization is the
introduction of a cutoff in the momentum integrals,
but in modern particle physics the favored scheme is
dimensional regularization. The dimensionality of
the integrals in momentum space is taken to be
d = 4� " and the divergent quantities have an
explicit dependence on " (which, of course, as the
‘‘real’’ world is approached, approaches zero). At
the same time, a mass parameter � is introduced in
order to define dimensionless quantities, for exam-
ple, a dimensionless coupling constant. The renor-
malized quantities then depend on the ‘‘bare’’
(unrenormalized) quantities and on � and ". The
arbitrariness of � enables a differential equation, for
scattering amplitudes, for example, to be written
down. While at first sight this renormalization
group equation might seem to have no physical
importance, in fact it gives a powerful way of
studying scattering behavior at large momenta.

Most interestingly, the concept of the renormali-
zation group also arises in condensed matter physics.
Here, rather than, for example, a cutoff in momen-
tum space, the relevant parameter is a distance scale.
In the Ising model in statistical mechanics, for
example, in which spins are located on a lattice,
the parameter is the lattice spacing. To construct a
theory that describes the physics on the macroscopic
scale involves integrating out the details on the
microscopic scale and one way to do this is via the
‘‘block spin’’ transformation originally introduced
by Kadanoff. In this way the renormalization group
has had a large impact in condensed matter physics,
for example, in the study of critical phenomena.

Particle Physics and Cosmology

Probably the most spectacular success of quantum
field theory in the twentieth century has been in
particle physics. The ‘‘standard model’’ accounts for
the strong, electromagnetic, and weak interactions
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between elementary particles with outstanding
success. The interactions are generalizations of Max-
well’s electrodynamics, which is invariant under a
symmetry group U(1) of gauge transformations. An
enlargement of this group to SU(2)� U(1) accounts
for the unified electroweak interaction (the unifica-
tion resulting from the fact that the two U(1)’s above
are not exactly the same; there is some on-diagonal
mixing), and the strong interactions between quarks,
which binds them into hadrons, are invariant under an
SU(3) group of gauge transformations. The gauge
fields are the photon �, the W and Z bosons (both
heavy; of the order of 100 times the proton mass), and
the (massless) gluons mediating the force between
quarks (quantum chromodynamics, QCD). An
important feature of the standard model is sponta-
neous symmetry breaking, which is the mechanism by
which the W and Z particles acquire a mass (but the
photon does not, and neither do the gluons). This goes
by the name of the Higgs mechanism.

The quantization of the standard model is most
successfully carried out using the path-integral
formalism, rather than canonical quantization, and
the proof of the renormalizability of the model (of
nonabelian gauge theories with spontaneous sym-
metry breaking) was given by ’t Hooft. Details of
these topics are now available in many textbooks.

Confidence that this is a realistic model of elemen-
tary particles – that is to say, of quarks and leptons –
depends, of course, on particular experiments and
their interpretation and an important milestone on this
journey was Feynman’s quark–parton model of deep
inelastic electron–proton scattering. The interpretation
of the data required a picture of an electron scattering
from an individual quark in the proton, and this in
turn required a negligible interaction between quarks;
in other words, that at small distances (inside the
proton) the quarks are (almost) free – despite the fact
that at large distances they most certainly are not! The
proof, by Gross, Politzer, and Wilczek, that nonabe-
lian gauge are indeed asymptotically free (asymptotic
in momentum space, that is) was therefore an
important event in helping to establish the credibility
of the standard model.

A characteristic contribution of quantum field theory
to our view of the physical world is its picture of the
vacuum, as being populated with virtual particle–
antiparticle pairs. A consequence of this is the phenom-
enon of vacuum polarization – that the presence of an
electric charge in free space polarizes these virtual pairs.
This in turns leads to the phenomenon of screening in
QED, and antiscreening in QCD, SU(3) having a more
complicated structure than U(1). It also leads to a
nonzero (in fact, quadratically divergent!) value for the
energy of the vacuum. This is in effect the contribution

of the zero-point energies of all the oscillators in the
Fourier expansion of the scalar field operator. In any
other interaction than gravity, this zero-point energy
may be ignored, but in gravity it may be expected to
have observable consequences, and indeed it turns out
that it plays the same role as a cosmological constant �,
and therefore acts as an agent of acceleration, rather
than deceleration, of the universe.

A final topic worth noting is one whose existence
would have been inconceivable in the early days of this
subject. The nonlinearity of the (nonabelian) gauge
field equations and the existence of a nontrivial group
space allows new types of topologically nontrivial
solutions to these equations: solitons, bounces, instan-
tons, sphalerons, and so on. Effects such as fractional
spin and nonconservation of fermion number also
appear, and, on the cosmological scale, domain walls
and cosmic strings. There is something here for
theoretical physicists of many differing interests.
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Introduction

The nonperturbative construction of quantum field
models with nontrivial scattering in arbitrary dimen-
sion d of the underlying Minkowski spacetime is
much simpler in the framework of quantum field
theory with indefinite metric than in the positive-
metric case. In particular, there exist a number of
solutions in the physical dimension d = 4, where up
to now no positive-metric solutions are known. The
reasons why this is so are reviewed in this article,
and some examples obtained by analytic continua-
tion from the solutions of Euclidean covariant
stochastic partial differential equations (SPDEs)
driven by non-Gaussian white noise are discussed.

The Hilbert Space Structure Condition

It has been proved by F Strocchi that a quantum
gauge field in a local, covariant gauge cannot act on
a Hilbert space with a positive-definite inner
product. But it is possible to overcome this obstacle
by passing from a Hilbert space representation of
the algebra of the quantum field to Krein space
representations in order to preserve locality and
covariance under the Poincaré group.

A Krein space K is an inner-product space which
also is a Hilbert space with respect to some auxiliary
scalar product. The relation between the inner
product h. , .i and the auxiliary scalar product (. , .)
is given by a self-adjoint linear operator J :K ! K
with J2 = 1K and h. , .i = (. , J.). J is called the metric
operator. A quantum field acting on such a space is
called a quantum field with indefinite metric. The
formal definition is as follows.

Let D � K be a dense linear space and � 2 D a
distinguished vector (henceforth called the vacuum).
Let S = S(Rd, CN) be the space of Schwartz test
functions with values in CN. A quantum field � by
definition is a linear mapping from S to the linear
operators on D. One usually assumes that D is

generated as the linear span of vectors generated by
repeated application of field operators to the
vacuum. The following properties should hold for
the quantum field �:

1. Temperedness: fn ! f in S )h�, �(fn)�i !
h�, �(f )�i 8�, � 2 S.

2. Covariance: There exists a weakly continuous
representation U of the covering of the
orthochronous, proper Poincaré group ~P

"
þ by

linear operators on D which is J-unitary, that is,
U[�] = U�1 with U[�] = JU�JjD and leaves �
invariant. � is said to be covariant with respect
to U and a representation � of the covering of the
orthochronous, proper Lorentz group ~L

"
þ if

U(g)�(f )U(g)�1 = �(fg), where fg(x) = �(�)f (��1

(x� a)), g = f�, ag, � 2 ~L
"
þ, a 2 Rd.

3. Spectrality: Let U(a), a 2 Rd, be the representa-
tion of the translation group and let
	 = [�,�2D suppF (h�, U(.)�i) with F the Fourier
transform (in the sense of tempered distribu-
tions). Formally, 	 is the joint spectrum of the
generators of spacetime translations U(a). The
spectral condition then demands that 	 � �V

þ
0 ,

the closed forward light cone in energy–momentum
space.

4. Locality: There is a decomposition CN =�
V


such that for each f , h 2 S taking values in a V


and having spacelike separated supports one has
either [�(f ),�(h)]=0 or f�(f ),�(h)g=0, where
[.,.] is the commutator and f.,.g the
anticommutator.

5. Hermiticity: There is an involution � on S such
that �(f )[�] = �(f �).

The quantum-mechanical interpretation of the
inner product of two vectors in K as a probability
amplitude, however, gets lost. It has to be restored
by the construction of a physical subspace of K
where the restriction of the inner product is non-
negative. This is called the Gupter–Bleuler gauge
procedure. Typically, one first considers the problem
of constructing quantum fields with indefinite
metric, that is, the dynamical problem is addressed.
This is often followed by the construction of the
physical states, which involves implementation of
quantum constraints.

216 Quantum Fields with Indefinite Metric: Non-Trivial Models



The vacuum expectation values (VEVs), also called
Wightman functions, of the quantum field theory
with indefinite metric (IMQFT) are defined as

Wnðf1 � � � � � fnÞ = h�; �ðf1Þ � � ��ðfnÞ�i
f1; . . . ; fn 2 S ½1�

An axiomatic framework for (unconstrained)
IMQFT has been suggested by G Morchio and
F Strocchi in terms of the Wightman functions
Wn 2 S0, n 2 N0. Previous work on the topic had
been done by J Yngvason. These generalized Wight-
man axioms of Morchio and Strocchi replace the
positivity condition on the Wightman functions by a
so-called Hilbert space structure condition (HSSC):
for n 2 N0 there exist pn a Hilbert seminorm on S�n

such that

jWnþmðf � hÞj 	 pnðf ÞpmðhÞ 8n;m 2 N0

f 2 S�n; h 2 S�m ½2�

This condition makes sure that a field algebra on a
Krein space with VEVs equal to the given set of
Wightman functions can be constructed. The
remaining axioms of the Wightman framework –
temperedness, covariance, spectral condition, local-
ity, and Hermiticity – remain the same. Clustering of
Wightman functions is assumed at least for massive
theories:

lim
t!1

Wnþmðf � htaÞ = Wnðf ÞWmðhÞ 8n;m 2 N0

f 2 S�n; h 2 S�m ½3�

for spacelike a 2 Rd. It fails to hold in certain
physical contexts where multiple vacua (also called
�-vacua) accompanied with massless Goldstone
bosons occur due to spontaneous symmetry
breaking.

In the original Wightman axioms, there are
essentially two nonlinear axioms: positivity and
clustering. Here nonlinear means that checking that
condition involves more than one VEV with a given
number of field operators. The cluster condition can
be linearized by an operation on the Wightman
functions called ‘‘truncation.’’ The equations

Wnðf1 � � � � � fnÞ
¼
X

I2PðnÞ

Y
fj1;...;jlg2I

j1<j2<���<jl

WT
n ðfj1 � � � � � fjlÞ ½4�

recursively define the truncated Wightman functions
WT

n for n 2 N. Here P(n) stands for the set of all
partitions of f1, . . . , ng into disjoint, nonempty sets.
Unfortunately, the positivity condition (at least

when combined with nontrivial scattering) becomes
highly nonlinear for truncated Wightman functions.
This can be seen as one explanation why it is so
difficult to find nontrivial (i.e., corresponding to
nontrivial interactions) solutions to the Wightman
axioms.

But it turns out that, in contrast to positivity, the
HSSC is essentially linear for truncated Wightman
functions.

Theorem 1 If there exists a Schwartz norm jj � jj on
S such that WT

n is continuous with respect to jj � jj�n

for n 2 N then the associated sequence of Wightman
functions fWng fulfills the HSSC [2].

Note that jj � jj�n is well defined as S is a nuclear
space. This theorem makes it much easier to
construct IMQFTs. In particular, all known solu-
tions of the linear program for truncated
Wightman functions lead to an abundance of
mathematical solutions to the axioms of IMQFT,
as long as the singularities of truncated Wightman
functions in position and energy–momentum space
do not become increasingly stronger with growing n.
For example, the perturbative solutions to Wight-
man functions of Ostendorf and Steinmann provide
solutions when the perturbation series is truncated at
a given order.

Relativistic Fields from Euclidean
Stochastic Equations

In the classical work on constructive quantum field
theory, relativistic fields in spacetime dimensions
d = 2 and 3 have been constructed by analytic
continuation from Euclidean random fields. This, in
particular, has led to firm connections between
quantum field theory and equilibrium statistical
mechanics. Let us discuss one specific class of
solutions of the axioms of IMQFT for arbitrary d
which also stem from random fields related to an
ensemble of statistical mechanics of classical, con-
tinuous particles. Mathematically, this is connected
with using random fields with Poisson distribution.
As in constructive QFT, the moments, also called
Schwinger functions, of the random field can be
analytically continued from Euclidean imaginary
time to relativistic real time. That this is possible
results from an explicit calculation. Axiomatic results
cannot be used, as they depend on positivity or
reflection positivity in the Euclidean spacetime,
respectively.

By definition, a mixing Euclidean covariant
random field ’ is an almost surely linear mapping
from SR = S(Rd, RN) to the space of real-valued
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measurable functions (random variables) on some
probability space that fulfills the following
properties:

1. Temperedness: fn ! f in SR )’(fn)!L ’(f ).
2. Covariance: ’(f )¼L ’(fg) 8f 2SR, g = f�, ag,

� 2SO(d), a2Rd, fg(x) = �(�)f (��1(x� a)) for
some continuous representation � : SO(d)!GL(N).

3. Mixing: limt!1E[ABta] = E[A]E[B] for all
square-integrable random variables A = A(’),
B = B(’), and Bta = B(’ta), ’ta(f ) =’(fta) 8f 2SR,
a2Rd nf0g.

The mixing condition in the Euclidean spacetime
plays the same role as the cluster property in the
generalized Wightman axioms.

In particular, we consider random fields ’
obtained as solutions of the SPDE D’ = �. In this
equation, � is a noise field, that is, � is �-covariant
for some representation of SO(d), �(f ) has infinitely
divisible probability law and �(f ), �(h) are indepen-
dent 8f , h 2 SR with supp f \ supp h = ;. D is a
�-covariant (i.e., �(�)D�(�)�1 = D 8� 2 SO(d))
partial differential operator with constant coeffi-
cients (also pseudodifferential operators D could be
considered). From the classification of infinitely
divisible probability laws, it is known that �
essentially consists of Gaussian white noise and
Poisson fields and derivatives thereof. Such a Gauss–
Poisson noise field by the Bochner–Minlos theorem
is characterized by its Fourier transform. Direct
relations with QFT arise if one chooses

E½ei�ðf Þ� = exp

Z
Rd
 ðf Þ � f � ��2pð��Þf dx

� �
f 2 SR ½5�

where  : RN ! C is a Lévy function,

 ðtÞ = ia � t � t � �2t

2
þ z

Z
RNnf0g

ðeit�s � 1Þ drðsÞ

t 2 RN ½6�

Here the centered dot represents a �-invariant scalar
product on RN, � a positive-semidefinite �-invariant
N 
N matrix, z � 0 a real number and r is a
�-invariant probability measure on Rn nf0g with all
moments. Further, ��2

�,� = (@2 (t)=@t�@t�)jt = 0,
and p : [0,1)! [0,1) is a polynomial depending
on D. If D̂

�1
, the Fourier-transformed inverse of D,

exists, it can be represented by

D̂
�1ðkÞ =

QEðkÞQP
l = 1 ðjkj

2 þm2
l Þ
	l

½7�

Here QE(k) is a complex N 
N matrix with
polynomial entries being �-covariant, �(�)QE

(��1k)�(�)�1 = QE(k) 8� 2 SO(d), k 2 Rd. 	l 2
N and m1 2 Cn(�1, 0) are parameters with the
interpretation of the mass spectrum (m1, . . . , mP)
and (	1, . . . , 	P) the dipole degrees of the related
masses. We restrict ourselves to the case of positive
mass spectrum where ml > 0, and in this case

pðtÞ = pðt;DÞ =

QP
l = 1 ðt þm2

l Þ
	lQP

l = 1 m2	l

l

; t > 0 ½8�

One can show that ’ obtained as the unique
solution of the SPDE D’ = � is a Euclidean covariant,
mixing random field. The Schwinger functions
(moments) of ’ are given by

Snðf1 � � � � � fnÞ
= E½’ðf1Þ � � �’ðfnÞ�; f1; . . . ; fn 2 SR ½9�

Now the Schwinger functions can be calculated
explicitly. They are determined by the truncated
Schwinger functions, cf. [4], as follows: for n = 2,

ST
2;�1;�2

ðx1; x2Þ

¼
QE

2;�1;�2
ð�ir2ÞQN

l¼ 1 m2	l

l

YN
l¼1

ð��þm2
l Þ
�	l

" #
ðx1 � x2Þ ½10�

and for n � 3

ST
n;�1����n

ðx1; . . . ;xnÞ
¼ QE

n;�1����n
ð�irnÞ



Z

Rd

Yn
j¼ 1

YN
l¼1

ð��þm2
l Þ
�	l

" #
ðxj � xÞ dx ½11�

where

QE
n;�1����n

ð�irnÞ ¼ C�1����n

Yn

l¼1

QE;�l ;�l

�
� i

@

@xl

�
½12�

with

C�1����n
= ð�iÞn @n ðtÞ

@t�1
� � � @t�n

����
t = 0

½13�

and the Einstein convention of summation and raising/
lowering of indices on RN with respect to the invariant
inner product � is applied. The Schwinger functions
fulfill the requirements of �-covariance, symmetry,
clustering, and Hermiticity from the Osterwalder–
Schrader axioms of Euclidean QFT.

While there is no known general reason why a
relativistic QFT should exist for a given set of
Schwinger functions, one can take advantage of the
explicit formulas [10]–[13] in order to calculate the
analytic continuation from Euclidean to relativistic
times explicitly.
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It simplifies the considerations to exclude dipole
fields, that is, one assumes that 	l = 1 for
l = 1, . . . , n. In physical terms, the no-dipole condi-
tion guarantees that the asymptotic fields in Min-
kowski spacetime fulfill the Klein–Gordon equation
and thus generate particles in the usual sense if
applied to the vacuum. If this condition is not
imposed, asymptotic fields might only fulfill a dipole
equation (&þm2)2�in=out = 0 or a related hyper-
bolic equation of even higher order, and the particle
states generated by application of such fields to the
vacuum require a gauge fixing (constraints) in order
to obtain a physical interpretation. Given the no-
dipole condition, one obtains by expansion into
partial fractions

1QP
l = 1 ðjkj

2 þm2
l Þ

=
XN
l = 1

bl

ðjkj2 þm2
l Þ

½14�

with bl 2 (0,1) uniquely determined and bl 6¼ 0.
For the truncated Schwinger functions, this implies
(n � 3) that

ST
n;�1����n

ðx1; . . . ; xnÞ

¼ QE
n;�1����n

ð�irnÞ
XP

l1;...; ln ¼1



Yn

r¼ 1

blr

Z
Rd

Yn

j¼1

ð��þm2
lj
Þ�1ðx� xjÞ dx ½15�

At this point, a lengthy calculation yields a repres-
entation of the functions

R
Rd

Qn
j = 1 (��þm2

j )�1

(x� xj) dx as the Fourier–Laplace transform of a
distribution ŴT

n,m1,...,mn
that fulfills the spectral

condition. This is equivalent to the statement that
the analytic continuation of such functions to
relativistic times yields WT

n,m1,...,mn
, where the latter

distribution is the inverse Fourier transform of
ŴT

n , m1,..., mn
. This distribution up to a constant that

can be integrated into QE is given by

Xn

j = 1

Yj�1

l = 1


�ml
ðklÞ

ð�1Þ
k2 �m2

j

Yn
l = jþ1


þml
ðklÞ

8<:
9=;

�Xn

l = 1

kl

�
½16�

Here 
�m(k) = �(� k0)
(k2 �m2), where � is the
Heaviside step function and k2 = k02� jkj2. On the
other hand, the partial differential operator QE

n can
be analytically continued in momentum space:

QM
n ððk0

1; k1Þ; . . . ; ðk0
n; knÞÞ

= QE
nððik0

1; k1Þ; . . . ; ðik0
n; knÞÞ

½17�

k1, . . . , kn 2 Rd. With the definition

ŴT
2;�1�2

ðk1; k2Þ ¼ ð2�Þðdþ1ÞQ
M
2;�1�2

ðk1; k2ÞQN
l¼1 m2

l



XN
l¼1

bl 

�
ml
ðk1Þ
ðk1 þ k2Þ ½18�

and

ŴT
n;�1����n

ðk1; . . . ; knÞ

¼ QM
n;�1����n

ðk1; . . . ; knÞ



XN

l1;...; ln ¼ 1

Yn

j¼1

blj Ŵ
T

n;ml1
;...;mln

ðk1; . . . ; knÞ ½19�

the analytic continuation of Schwinger functions can
be summarized as follows:

Theorem 2 The truncated Schwinger functions
ST

n have a Fourier–Laplace representation with ŴT
n

defined in eqns [18] and [19]. Equivalently, ST
n is the

analytic continuation of WT
n from purely real

relativistic time to purely imaginary Euclidean
time. The truncated Wightman functions WT

n fulfill
the requirements of temperedness, relativistic covar-
iance with respect to the representation of the
orthochronous, proper Lorentz group �̃ : L"þ(d)!
Gl(L), locality, spectral property, and cluster prop-
erty. Here �̃ is obtained by analytic continuation of �
to a representation of the proper complex Lorentz
group over Cd (which contains SO(d) as a real
submanifold) and restriction of this representation
to the real orthochronous proper Lorentz group.

Again making use of the explicit formula in
Theorem 2, the condition of Theorem 1 can be verified.
This proves the existence of IMQFT models associated
with the class of random fields under discussion.

Theorem 3 The Wightman functions defined in
Theorem 2 fulfill the HSSC [2]. In particular, there
exists a QFT with indefinite metric such that the
Wightman functions are given as the VEVs of that
IMQFT.

Nontrivial Scattering

Theories as described in Theorem 2 obviously have
trivial scattering behavior if the noise field � is
Gaussian, that is, if, in [7], z = 0. In the case where
there is also a Poisson component in �, that is, z > 0,
higher-order truncated Wightman functions do not
vanish and such relativistic theories have nontrivial
scattering.

Before the scattering of the models can be
discussed, some comments about scattering in
IMQFT in general are in order. The scattering
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theory in axiomatic QFT, Haag–Ruelle theory, relies
on positivity. In fact, one can show that in the class
of models under discussion, the LSZ asymptotic
condition is violated if dipole degrees of freedom are
admitted. In that case more complicated asymptotic
conditions have to be used. In any case, the Haag–
Ruelle theory cannot be adapted to IMQFT.

Nevertheless, asymptotic fields and states can be
constructed in IMQFT if one imposes a no-dipole
condition in a mathematically precise way. Then the
LSZ asymptotic condition leads to the construction of
mixed VEVs of asymptotic in- and out-fields with local
fields. The collection of such VEVs is called the form-
factor functional. After constructing this collection of
mixed VEVs, one can try to check the HSSC for this
functional and obtains a Krein space representation for
the algebra generated by in- local and out-fields.

Following this line, asymptotic in- and out-particle
states can be constructed for the given mass spectrum
(m1, . . . , mP). If a

in=outy
�, l (k), l = 1, . . . , P, denotes the

creation operator for an incoming/outgoing particle
with mass ml, spin component �, and energy–momen-
tum k, the following scattering amplitude can be derived
for r incoming particles with masses ml1 , . . . , mlr and
n� r outgoing particles with masses mlrþ1

, . . . , mln :

a
iny
�1;l1
ðk1Þ � � � ainy

�r;lr
ðkrÞ�; aouty

�rþ1;lrþ1
ðkrþ1Þ � � � aouty

�n;ln
ðknÞ�

D ET

¼ �ð2�ÞiQM
�1;...;�n

ð�k1; . . . ;�kr; krþ1; . . . ; knÞ



Yn

j¼ 1


þmlj
ðkjÞ 
ðKin � KoutÞ ½20�

Kin=out stand for the total energy–momentum of
in- and out-particles, that is, Kin =

Pr
j = 1 kj and

Kout =
Pn

j = rþ1 kj.
Two immediate consequences can be drawn from

[20]. First, choosing a model with nonvanishing
Poisson part such that C�1�2�3

6¼ 0 and a differential
operator D containing in its mass spectrum the
masses m and 
 with m > 2
, one gets a nonvanish-
ing scattering amplitude for the process

m

µ

µ
½21�

even though in- and out-particle states consist of
particles with well-defined sharp masses. Thus, for the
incoming particle, the energy uncertainty, which for a
particle at rest is proportional to the mass uncertainty,
vanishes but still the particle undergoes a nontrivial
decay and must have a finite decay time. This appears
to be a contradiction to the energy–time uncertainty
relation, which therefore seems to have an unclear
status in IMQFT (i.e., in QFT including gauge fields).
The origin of this inequality, which of course is

experimentally very well tested, apparently has to be
located in the constraints, that is, in the procedure of
implementing a gauge, of the theory and not in the
unconstrained IMQFT.

Second, one can replace somewhat artificially the
polynomials QM

n in [17] by any other symmetric and
relativistically covariant polynomial. If the sequence of
the ‘‘new’’ QM

n is of uniformly bounded degree in any
of the arguments k1, . . . , kn, the redefined Wightman
functions in [17] still fulfill the requirements of
Theorem 1 and thus define a new relativistic, local
IMQFT. The scattering amplitudes of such a theory
are again well defined and given by [20]. For example,
in the case of only one scalar particle with mass m, one
can show that arbitrary Lorentz-invariant scattering
behavior of bosonic particles can be reproduced by
such theories for energies below an arbitrary maximal
energy up to arbitrary precision. This kind of
interpolation theorem shows that the outcome of an
arbitrary scattering experiment can be reproduced
within the formalism of (unconstrained) IMQFT as
long as it is in agreement with the general requirements
of Poincaré invariance and statistics.
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! converges to

!L convergence in law
N set of natural numbers
N0 set of natural numbers and zero
R set of real numbers
C set of complex numbers
1 identity mapping
jD restricted to D
x0 and x time and spatial part of

x = (x0, x) 2 R 
 Rd�1

rn gradient operator on Rdn
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Introduction

The ordered patterns we observe in condensed
matter and in high-energy physics are created by
the quantum dynamics. Macroscopic systems exhi-
biting some kind of ordering, such as superconduc-
tors, ferromagnets, and crystals, are described by the
underlying quantum dynamics. Even the large-scale
structures in the universe, as well as the ordering in
the biological systems appear to be the manifesta-
tion of the microscopic dynamics governing the
elementary components of these systems. Thus, we
talk of macroscopic quantum systems: these are
quantum systems in the sense that, although they
behave classically, some of their macroscopic fea-
tures nevertheless cannot be understood without
recourse to quantum theory.

The question then arises how the quantum
dynamics generates the observed macroscopic prop-
erties. In other words, how it happens that the
macroscopic scale characterizing those systems is
dynamically generated out of the microscopic scale
of the quantum elementary components (Umezawa
1993, Umezawa et al. 1982).

Moreover, we also observe a variety of phenom-
ena where quantum particles coexist and interact
with extended macroscopic objects which show a
classical behavior, for example, vortices in super-
conductors and superfluids, magnetic domains in
ferromagnets, dislocations and other topological
defects (grain boundaries, point defects, etc.) in
crystals, and so on.

We are thus also faced with the question of the
quantum origin of topological defects and their
interaction with quanta (Umezawa 1993, Umezawa
et al. 1982): this is a crucial issue for the under-
standing of symmetry-breaking phase transitions
and structure formation in a wide range of systems

from condensed matter to cosmology (Kibble 1976,
Zurek 1997, Volovik 2003).

Here, we will review how the generation of
ordered structures and extended objects is explained
in quantum field theory (QFT). We follow Umezawa
(1993) and Umezawa et al. (1982) in our presenta-
tion. We will consider systems in which spontaneous
symmetry breaking (SSB) occurs and show that
topological defects originate by inhomogeneous
(localized) condensation of quanta. The approach
followed here is alternative to the usual one
(Rajaraman 1982), in which one starts from the
classical soliton solutions and then ‘‘quantizes’’
them, as well as to the QFT method based on dual
(disorder) fields (Kleinert 1989).

In the next section we introduce some general
features of QFT useful for our discussion and treat
some aspects of SSB and the rearrangement of
symmetry. Next we discuss the boson transforma-
tion theorem and the topological singularities of the
boson condensate. We then present, as an example,
a model with U(1) gauge invariance in which SSB,
rearrangement of symmetry, and topological defects
are present (Matsumoto et al. 1975a, b). There we
show how macroscopic fields and currents are
obtained from the microscopic quantum dynamics.
The Nielsen–Olesen vortex solution is explicitly
obtained as an example. The final section is devoted
to conclusions.

Symmetry and Order in QFT:
A Dynamical Problem

QFT deals with systems with infinitely many degrees
of freedom. The fields used for their description are
operator fields whose mathematical significance is
fully specified only when the state space where they
operate is also assigned. This is the space of the
states, or physical phase, of the system under given
boundary conditions. A change in the boundary
conditions may result in the transition of the system
from one phase to another. For example, a change
of temperature from above to below the critical
temperature may induce the transition from the
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normal to the superconducting phase in a metal. The
identification of the state space where the field
operators have to be realized is thus a physically
nontrivial problem in QFT. In this respect, the QFT
structure is drastically different from the one of
quantum mechanics (QM). The reason is the
following.

The von Neumann theorem (1955) in QM states
that for systems with a finite number of degrees of
freedom all the irreducible representations of the
canonical commutation relations are unitarily
equivalent. Therefore, in QM the physical system
can only live in one single physical phase: unitary
equivalence means indeed physical equivalence and
thus there is no room (no representations) for
physically different phases. Such a situation drasti-
cally changes in QFT where systems with infinitely
many degrees of freedom are treated. In such a case,
the von Neumann theorem does not hold and
infinitely many unitarily inequivalent representa-
tions of the canonical commutation relations do in
fact exist (Umezawa 1993, Umezawa et al. 1982). It
is such richness of QFT that allows the description
of different physical phases.

QFT as a Two-Level Theory

In the perturbative approach, any quantum experi-
ment or observation can be schematized as a
scattering process where one prepares a set of free
(noninteracting) particles (incoming particles or in-
fields) which are then made to collide at some later
time in some region of space (spacetime region of
interaction). The products of the collision are
expected to emerge out of the interaction region as
free particles (outgoing particles or out-fields).
Correspondingly, one has the in-field and the out-
field state space. The interaction region is where the
dynamics operates: given the in-fields and the in-
states, the dynamics determines the out-fields and
the out-states.

The incoming particles and the outgoing ones
(also called quasiparticles in solid state physics) are
well distinguishable and localizable particles only far
away from the interaction region, at a time much
before (t =�1) and much after (t =þ1) the
interaction time: in- and out-fields are thus said to
be asymptotic fields, and for them the interaction
forces are assumed not to operate (switched off).

The only regions accessible to observations are
those far away (in space and in time) from the
interaction region, that is, the asymptotic regions
(the in- and out-regions). It is so since, at the
quantum level, observations performed in the inter-
action region or vacuum fluctuations occurring there

may drastically interfere with the interacting objects,
thus changing their nature. Besides the asymptotic
fields, one then also introduces dynamical or
Heisenberg fields, that is, the fields in terms of
which the dynamics is given. Since the interaction
region is precluded from observation, we do not
observe Heisenberg fields. Observables are thus
solely described in terms of asymptotic fields.

Summing up, QFT is a ‘‘two-level’’ theory: one level
is the interaction level where the dynamics is specified
by assigning the equations for the Heisenberg fields.
The other level is the physical level, the one of the
asymptotic fields and of the physical state space
directly accessible to observations. The equations for
the physical fields are equations for free fields,
describing the observed incoming/outgoing particles.

To be specific, let the Heisenberg operator fields
be generically denoted by  H(x) and the physical
operator fields by ’in(x). For definiteness, we choose
to work with the in-fields, although the set of out-
fields would work equally well. They are both
assumed to satisfy equal-time canonical (anti)-
commutation relations.

For brevity, we omit considerations on the renor-
malization procedure, which are not essential for the
conclusions we will reach. The Heisenberg field
equations and the free-field equations are written as

�ð@Þ HðxÞ ¼ J ½ H�ðxÞ ½1�

�ð@Þ’inðxÞ ¼ 0 ½2�

where �(@) is a differential operator, x � (t, x) and
J is some functional of the  H fields, describing the
interaction.

Equation [1] can be formally recast in the
following integral form (Yang–Feldman equation):

 HðxÞ ¼ ’inðxÞ þ ��1ð@Þ � J ½ H�ðxÞ ½3�

where � denotes convolution. The symbol ��1(@)
denotes formally the Green function for ’in(x). The
precise form of Green’s function is specified by the
boundary conditions. Equation [3] can be solved by
iteration, thus giving an expression for the Heisen-
berg fields  H(x) in terms of powers of the ’in(x)
fields; this is the Haag expansion in the LSZ
formalism (or ‘‘dynamical map’’ in the language of
Umezawa 1993 and Umezawa et al. 1982), which
might be formally written as

 HðxÞ ¼ F½x;’in� ½4�

(A (formal) closed form for the dynamical map is
obtained in the closed time path (CTP) formalism
(Blasone and Jizba 2002). Then the Haag expansion
[4] is directly applicable to both equilibrium and
nonequilibrium situations.)
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We stress that the equality in the dynamical map
[4] is a ‘‘weak’’ equality, which means that it must
be understood as an equality among matrix elements
computed in the Hilbert space of the physical
particles.

We observe that mathematical consistency in the
above procedure requires that the set of ’in fields
must be an irreducible set; however, it may happen
that not all the elements of the set are known from
the beginning. For example, there might be compo-
site (bound states) fields or even elementary quanta
whose existence is ignored in a first recognition.
Then the computation of the matrix elements in
physical states will lead to the detection of unex-
pected poles in the Green’s functions, which signal
the existence of the ignored quanta. One thus
introduces the fields corresponding to these quanta
and repeats the computation. This way of proceed-
ing is called the self- consistent method (Umezawa
1993, Umezawa et al. 1982). Thus it is not necessary
to have a one-to-one correspondence between the
sets { j

H} and {’i
in}, as it happens whenever the set

{’i
in} includes composite particles.

The Dynamical Rearrangement of Symmetry

As already mentioned, in QFT the Fock space for
the physical states is not unique since one may have
several physical phases, for example, for a metal the
normal phase and the superconducting phase, and so
on. Fock spaces describing different phases are
unitarily inequivalent spaces and correspondingly
we have different expectation values for certain
observables and even different irreducible sets of
physical quanta. Thus, finding the dynamical map
involves singling out the Fock space where the
dynamics has to be realized.

Let us now suppose that the Heisenberg field
equations are invariant under some group G of
transformations of  H:

 HðxÞ !  0HðxÞ ¼ g  HðxÞ½ � ½5�

with g 2 G. The symmetry is spontaneously broken
when the vacuum state in the Fock space H is not
invariant under the group G but only under one of
its subgroups (Umezawa 1993, Umezawa et al.
1982).

On the other hand, eqn [4] implies that when  H

is transformed as in [5], then

’inðxÞ ! ’0inðxÞ ¼ g0 ’inðxÞ½ � ½6�

with g0 belonging to some group of transformations
G0 and such that

g  HðxÞ½ � ¼ F g0 ’inðxÞ½ �½ � ½7�

When symmetry is spontaneously broken it is
G0 6¼ G, with G0 the group contraction of G; when
symmetry is not broken then G0= G.

Since G is the invariance group of the dynamics,
eqn [4] requires that G0 is the group under which
free fields equations are invariant, that is, also ’0in
is a solution of [2]. Since eqn [4] is a weak equality,
G0 depends on the choice of the Fock space H
among the physically realizable unitarily inequiva-
lent state spaces. Thus, we see that the (same)
original invariance of the dynamics may manifest
itself in different symmetry groups for the ’in fields
according to different choices of the physical state
space. Since this process is constrained by the
dynamical equations [1], it is called the dynamical
rearrangement of symmetry (Umezawa 1993,
Umezawa et al. 1982).

In conclusion, different ordering patterns appear
to be different manifestations of the same basic
dynamical invariance. The discovery of the process
of the dynamical rearrangement of symmetry leads
to a unified understanding of the dynamical genera-
tion of many observable ordered patterns. This is the
phenomenon of the dynamical generation of order.
The contraction of the symmetry group is the
mathematical structure controlling the dynamical
rearrangement of the symmetry. For a qualitative
presentation see Vitiello (2001).

One can now ask which ones are the carriers of
the ordering information among the system elemen-
tary constituents and how the long-range correla-
tions and the coherence observed in ordered patterns
are generated and sustained. The answer is in
the fact that SSB implies the appearance of bosons
(Goldstone 1961, Goldstone et al. 1962, Nambu
and Jona-Lasinio 1961), the so-called Nambu–
Goldstone (NG) modes or quanta. They manifest
as long-range correlations and thus they are respon-
sible of the above-mentioned change of scale, from
microscopic to macroscopic. The coherent boson
condensation of NG modes turns out to be the
mechanism by which order is generated, as we will
see in an explicit example in a later section.

The ‘‘Boson Transformation’’ Method

We now discuss the quantum origin of extended
objects (defects) and show how they naturally
emerge as macroscopic objects (inhomogeneous
condensates) from the quantum dynamics. At zero
temperature, the classical soliton solutions are then
recovered in the Born approximation. This approach
is known as the ‘‘boson transformation’’ method
(Umezawa 1993, Umezawa et al. 1982).
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The Boson Transformation Theorem

Let us consider, for simplicity, the case of a
dynamical model involving one scalar field  H and
one asymptotic field ’in satisfying eqns [1] and [2],
respectively.

As already remarked, the dynamical map is valid
only in a weak sense, that is, as a relation among matrix
elements. This implies that eqn [4] is not unique, since
different sets of asymptotic fields and the correspond-
ing Hilbert spaces can be used in its construction. Let us
indeed consider a c–number function f (x), satisfying
the ’in equations of motion [2]:

�ð@Þf ðxÞ ¼ 0 ½8�

The boson transformation theorem (Umezawa 1993,
Umezawa et al. 1982) states that the field

 
f
HðxÞ ¼ F x;’in þ f½ � ½9�

is also a solution of the Heisenberg equation [1].
The corresponding Yang–Feldman equation takes
the form

 
f
HðxÞ ¼ ’inðxÞ þ f ðxÞ þ ��1ð@Þ � J ½ f

H�ðxÞ ½10�

The difference between the two solutions  H and
 

f
H is only in the boundary conditions. An impor-

tant point is that the expansion in [9] is obtained
from that in [4] by the spacetime-dependent
translation

’inðxÞ ! ’inðxÞ þ f ðxÞ ½11�

The essence of the boson transformation theorem is
that the dynamics embodied in eqn [1] contains an
internal freedom, represented by the possible
choices of the function f (x), satisfying the free-
field equation [8].

We also observe that the transformation [11] is a
canonical transformation since it leaves invariant the
canonical form of commutation relations.

Let j0i denote the vacuum for the free field ’in.
The vacuum expectation value of eqn [10] gives

�f ðxÞ � h0j f
HðxÞj0i

¼ f ðxÞ þ 0 ��1ð@Þ � J ½ f
H�ðxÞ

h i��� ���0D E
½12�

The c–number field �f (x) is the order parameter. We
remark that it is fully determined by the quantum
dynamics. In the classical or Born approximation,
which consists in taking h0jJ [ f

H]j0i=J [� f ], that
is, neglecting all the contractions of the physical
fields, we define �

f
cl(x) � lim�h!0 �

f (x). In this limit,
we have

�ð@Þ� f
clðxÞ ¼ J ½�

f
cl�ðxÞ ½13�

that is, �
f
cl(x) provides the solution of the classical

Euler–Lagrange equation.
Beyond the classical level, in general, the form of

this equation changes. The Yang–Feldman equation
[10] gives not only the equation for the order
parameter, eqn [13], but also, at higher orders in
�h, the dynamics of the physical quanta in the
potential generated by the ‘‘macroscopic object’’
�f (x) (Umezawa 1993, Umezawa et al. 1982).

One can show (Umezawa 1993, Umezawa et al.
1982) that the class of solutions of eqn [8] which
lead to topologically nontrivial (i.e., carrying a
nonzero topological charge) solutions of eqn [13],
are those which have some sort of singularity with
respect to Fourier transform. These can be either
divergent singularities or topological singularities.
The first are associated to a divergence of f (x) for
jxj=1, at least in some direction. Topological
singularities are instead present when f (x) is not
single-valued, that is, it is path dependent. In both
cases, the macroscopic object described by the
order parameter, carries a nonzero topological
charge.

Topological Singularities and Massless Bosons

An important result is that the boson transformation
functions carrying topological singularities are only
allowed for massless bosons (Umezawa 1993,
Umezawa et al. 1982).

Consider a generic boson field �in satisfying the
equation

ð@ 2 þm2Þ�inðxÞ ¼ 0 ½14�

and suppose that the function f (x) for the boson
transformation �in(x)!�in(x)þ f (x) carries a topo-
logical singularity. It is then not single-valued and
thus path dependent:

Gþ��ðxÞ � ½@�; @�� f ðxÞ 6¼ 0; for certain�; �; x ½15�

On the other hand, @�f (x), which is related with
observables, is single-valued, that is, [@�, @�]
@�f (x) = 0. Recall that f (x) is solution of the �in

equation:

ð@ 2 þm2Þf ðxÞ ¼ 0 ½16�

From the definition of Gþ��(x) and the regularity of
@�f (x), it follows, by computing @�Gþ��(x), that

@�f ðxÞ ¼ 1

@ 2 þm2
@�Gþ��ðxÞ ½17�

This equation and the antisymmetric nature of
Gþ��(x) then lead to @ 2f (x) = 0, which in turn implies
m = 0. Thus, we conclude that [15] is only compa-
tible with massless equation for �in.
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The topological charge is defined as

NT ¼
Z

C

dl�@�f ¼
Z

S

dS��
��	@�@	f

¼ 1

2

Z
S

dS��Gþ�� ½18�

Here C is a contour enclosing the singularity and S a
surface with C as boundary. NT does not depend on
the path C provided this does not cross the
singularity. The dual tensor G��(x) is

G��ðxÞ ��1
2 �

����Gþ��ðxÞ ½19�

and satisfies the continuity equation

@�G��ðxÞ ¼ 0

, @�Gþ��ðxÞ þ @�Gþ��ðxÞ þ @�Gþ��ðxÞ ¼ 0 ½20�

Equation [20] completely characterizes the topolo-
gical singularity (Umezawa 1993, Umezawa et al.
1982).

An Example: The Anderson–Higgs–Kibble
Mechanism and the Vortex Solution

We consider a model of a complex scalar field �(x)
interacting with a gauge field A�(x) (Anderson 1958,
Higgs 1960, Kibble 1967). The lagrangian density
L[�(x),��(x), A�(x)] is invariant under the global
and the local U(1) gauge transformations (we do not
assume a particular form for the Lagrangian density,
so the following results are quite general):

�ðxÞ ! ei
�ðxÞ; A�ðxÞ ! A�ðxÞ ½21�

�ðxÞ ! eie0�ðxÞ�ðxÞ; A�ðxÞ ! A�ðxÞ þ @��ðxÞ ½22�

respectively, where �(x)!0 for jx0j!1 and/or
jxj!1 and e0 is the coupling constant. We work
in the Lorentz gauge @�A�(x)= 0. The generating
functional, including the gauge constraint, is
(Matsumoto et al. 1975a, b)

Z½ J;K� ¼ 1

N

Z
½dA��½d��½d���½dB�

� exp i S½A�;B; ��
� �

½23�

S ¼
Z

d4x
h
LðxÞ þ BðxÞ@�A�ðxÞ

þ K�ðxÞ�ðxÞ þ KðxÞ��ðxÞ

þ J�ðxÞA�ðxÞ þ i�j�ðxÞ � vj2
i

N ¼
Z
½dA��½d��½d���½dB�

� exp i

Z
d4x LðxÞ þ i�j�ðxÞ � vj2
� �� �

B(x) is an auxiliary field which implements the
gauge-fixing condition (Matsumoto et al. 1975a, b).
Notice the �-term where v is a complex number; its
rôle is to specify the condition of symmetry breaking
under which we want to compute the functional
integral and it may be given the physical meaning of
a small external field triggering the symmetry
breaking (Matsumoto et al. 1975a, b). The limit
�! 0 must be made at the end of the computations.
We will use the notation

hF½��i�;J;K�
1

N

Z
½dA��½d��½d���½dB�F½��

� exp iS½A�;B;��
� �

½24�

with hF[�]i��hF[�]i�,J=K=0 and hF[�]i� lim�!0

hF[�]i�.
The fields �, A�, and B appearing in the generating

functional are c-number fields. In the following, the
Heisenberg operator fields corresponding to them
will be denoted by �H, AH�, and BH, respectively.
Thus, the spontaneous symmetry breaking condition
is expressed by h0j�H(x)j0i � ~v 6¼ 0, with ~v constant.

Since in the functional integral formalism the
functional average of a given c-number field gives
the vacuum expectation value of the corresponding
operator field, for example, hF[�]i � h0jF[�H]j0i, we
have lim�!0h�(x)i� � h0j�H(x)j0i= ~v.

Let us introduce the following decompositions:

�ðxÞ ¼ 1ffiffiffi
2
p  ðxÞ þ i�ðxÞ½ �

KðxÞ ¼ 1ffiffiffi
2
p K1ðxÞ þ iK2ðxÞ½ �

�ðxÞ �  ðxÞ � h ðxÞi�
Note that h�(x)i� = 0 because of the invariance
under � !��.

The Goldstone Theorem

Since the functional integral [23] is invariant under
the global transformation [21], we have that
@Z[ J, K]=@
= 0 and subsequent derivatives with
respect to K1 and K2 lead to

h ðxÞi� ¼
ffiffiffi
2
p

�v

Z
d4yh�ðxÞ�ðyÞi�

¼
ffiffiffi
2
p

�v��ð�; 0Þ ½25�

In momentum space the propagator for the field �
has the general form

��ð0; pÞ ¼ lim
�!0

�
Z�

p2 �m2
� þ i�a�

þ (continuum contributions)

�
½26�
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Here Z� and a� are renormalization constants. The
integration in eqn [25] picks up the pole contribu-
tion at p2 = 0, and leads to

~v ¼
ffiffiffi
2
p Z�

a�
v, m� ¼ 0; ~v ¼ 0, m� 6¼ 0 ½27�

The Goldstone theorem (Goldstone 1961, Goldstone
et al. 1962) is thus proved: if the symmetry is
spontaneously broken (~v 6¼ 0), a massless mode must
exist, whose field is �(x), that is, the NG boson
mode. Since it is massless, it manifests as a long-
range correlation mode. (Notice that in the present
case of a complex scalar field model, the NG mode
is an elementary field. In other models, it may
appear as a bound state, for example, the magnon in
(anti)ferromagnets.) Note that

@

@v
h ðxÞi� ¼

ffiffiffi
2
p

�

Z
d4yh�ðxÞ�ðyÞi� ½28�

and because m� 6¼ 0, the right-hand side of this
equation vanishes in the limit �! 0; therefore, ~v is
independent of jvj, although the phase of jvj
determines the one of ~v (from eqn [25]): as in
ferromagnets, once an external magnetic field is
switched on, the system is magnetized independently
of the strength of the external field.

The Dynamical Map and the Field Equations

Observing that the change of variables [21] (and/or
[22]) does not affect the generating functional, we may
obtain the Ward–Takahashi identities. Also, using
B(x) ! B(x)þ �(x) in [23] gives h@�A�(x)i�, J, K = 0.
One then finds the following two-point function pole
structures (Matsumoto et al. 1975a, b):

hBðxÞ�ðyÞi ¼ lim
�!0

�i

ð2�Þ4
Z

d4p e�ipðx�yÞ e0~v

p2 þ i�a�

( )
½29�

hBðxÞA�ðyÞi ¼ @�x
i

ð2�Þ4
Z

d4p e�ipðx�yÞ 1

p2
½30�

hBðxÞBðyÞi ¼ lim
�!0

�i

ð2�Þ4
Z

d4p e�ipðx�yÞ ðe0~vÞ2

Z�

(

� 1

p2 þ i�a�
� 1

p2

� �

½31�

The absence of branch-cut singularities in propaga-
tors [29]–[31] suggests that B(x) obeys a free-field
equation. In addition, eqn [31] indicates that the
model contains a massless negative-norm state
(ghost) besides the NG massless mode �. Moreover,
it can be shown (Matsumoto et al. 1975a, b) that a
massive vector field U�

in also exists in the theory.
Note that because of the invariance (�, A�, B)!

(��, �A�, �B), all the other two-point functions
must vanish.

The dynamical maps expressing the Heisenberg
operator fields in terms of the asymptotic operator
fields are found to be (Matsumoto et al. 1975a, b)

�HðxÞ ¼ :exp i
Z1=2
�

~v
�inðxÞ

( )�
~vþ Z1=2

� �inðxÞ

þF½�in;U
�
in; @ð�in � binÞ�

�
: ½32�

A�
HðxÞ ¼Z

1=2
3 U�

inðxÞ þ
Z1=2
�

e0~v
@�binðxÞ

þ :F�½�in;U
�
in; @ð�in � binÞ�: ½33�

BHðxÞ ¼
e0~v

Z
1=2
�

½binðxÞ � �inðxÞ� þ c ½34�

where : . . . : denotes the normal ordering and the
functionals F and F� are to be determined within a
particular model. In eqns [32]–[34], �in denotes the
NG mode, bin the ghost mode, U�

in the massive
vector field, and �in the massive matter field. In eqn
[34] c is a c-number constant, whose value is
irrelevant since only derivatives of B appear in the
field equations (see below). Z3 represents the wave
function renormalization for U�

in. The corresponding
field equations are

@ 2�inðxÞ ¼ 0; @ 2binðxÞ ¼ 0

ð@ 2 þm2
�Þ�inðxÞ ¼ 0

½35�

ð@ 2 þm2
VÞU

�
inðxÞ ¼ 0; @�U�

inðxÞ ¼ 0 ½36�

with mV
2 = (Z3=Z�)(e0~v)2. The field equations for

BH and AH� read (Matsumoto et al. 1975a, b)

@ 2BHðxÞ ¼ 0; �@ 2AH�ðxÞ ¼ jH�ðxÞ� @�BHðxÞ ½37�

with jH�(x)=�L(x)=�A�
H(x). One may then require

that the current jH� is the only source of the gauge
field AH� in any observable process. This amounts to
impose the condition: phbj@�BH(x)jaip =0, that is,

ð�@ 2ÞphbjA0
H�ðxÞjaip¼ phbj jH�ðxÞjaip ½38�

where jaip and jbip denote two generic physical
states and A0�

H (x) � A�
H(x)� e0~v : @�bin(x):. Equa-

tions [38] are the classical Maxwell equations. The
condition phbj@�BH(x)jaip = 0 leads to the Gupta–
Bleuler–like condition

½�ð�Þin ðxÞ � b
ð�Þ
in ðxÞ�jaip ¼ 0 ½39�

where �(�)
in and b(�)

in are the positive-frequency parts
of the corresponding fields. Thus, we see that �in and
bin cannot participate in any observable reaction.
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This is confirmed by the fact that they are present
in the S-matrix in the combination (�in � bin)
(Matsumoto et al. 1975a, b). It is to be remarked,
however, that the NG boson does not disappear from
the theory: we shall see below that there are situations
in which the NG fields do have observable effects.

The Dynamical Rearrangement of Symmetry
and the Classical Fields and Currents

From eqns [32]–[33] we see that the local gauge
transformations of the Heisenberg fields

�HðxÞ! eie0�ðxÞ�HðxÞ
A�

HðxÞ!A�
HðxÞ þ @��ðxÞ; BHðxÞ!BHðxÞ

½40�

with @ 2�(x) = 0, are induced by the in-field
transformations

�inðxÞ ! �inðxÞ þ
e0~v

Z
1=2
�

�ðxÞ

binðxÞ ! binðxÞ þ
e0~v

Z
1=2
�

�ðxÞ

�inðxÞ ! �inðxÞ; U�
inðxÞ ! U�

inðxÞ

½41�

On the other hand, the global phase transformation
�H(x)! ei
�H(x) is induced by

�inðxÞ ! �inðxÞ þ
~v

Z
1=2
�


f ðxÞ; binðxÞ ! binðxÞ

�inðxÞ ! �inðxÞ; U�
inðxÞ ! U�

inðxÞ ½42�

with @ 2f (x) = 0 and the limit f (x)! 1 to be performed
at the end of computations. Note that under the above
transformations, the in-field equations and the
S-matrix are invariant and that BH is changed by an
irrelevant c-number (in the limit f ! 1).

Consider now the boson transformation
�in(x)!�in(x)þ 
(x): in local gauge theories the
boson transformation must be compatible with the
Heisenberg field equations but also with the physical
state condition [39]. Under the boson transforma-
tion with 
(x) = ~vZ�1=2

� 
f (x) and @ 2f (x) = 0, BH

changes as

BHðxÞ ! BHðxÞ �
e0~v2

Z�
f ðxÞ ½43�

eqn [38] is thus violated when the Gupta–Bleuler-
like condition is imposed. In order to restore it, the
shift in BH must be compensated by means of the
following transformation on U�

in:

U�
inðxÞ ! U�

inðxÞ þ Z
�1=2
3 a�ðxÞ; @�a�ðxÞ ¼ 0 ½44�

with a convenient c-number function a�(x). The
dynamical maps of the various Heisenberg operators
are not affected by [44] since they contain U�

in and

BH in a combination such that the changes of BH

and of U�
in compensate each other provided

ð@ 2 þm2
VÞa�ðxÞ ¼

m2
V

e0
@�f ðxÞ ½45�

Equation [45] thus obtained is the Maxwell equa-
tion for the massive potential vector a� (Matsumoto
et al. 1975a, b). The classical ground state current j�

turns out to be

j�ðxÞ � h0jj�HðxÞj0i ¼ m2
V a�ðxÞ � 1

e0
@�f ðxÞ

� �
½46�

The term m2
Va�(x) is the Meissner current, while

(m2
V=e0)@�f (x) is the boson current. The key point

here is that both the macroscopic field and current
are given in terms of the boson condensation
function f (x).

Two remarks are in order: first, note that the
terms proportional to @�f (x) are related to obser-
vable effects, for example, the boson current which
acts as the source of the classical field. Second, note
that the macroscopic ground state effects do not
occur for regular f (x)(Gþ��(x) = 0). In fact, from [45]
we obtain a�(x) = (1=e0)@�f (x) for regular f (x)
which implies zero classical current (j� = 0) and
zero classical field (F�� = @�a� � @�a�), since the
Meissner and the boson current cancel each other.

In conclusion, the vacuum current appears only
when f (x) has topological singularities and these can
be created only by condensation of massless bosons,
that is, when SSB occurs. This explains why
topological defects appear in the process of phase
transitions, where NG modes are present and
gradients in their condensate densities are nonzero
(Kibble 1976, Zurek 1997).

On the other hand, the appearance of spacetime
order parameter is no guarantee that persistent
ground state currents (and fields) will exist: if f (x)
is a regular function, the spacetime dependence of ~v
can be gauged away by an appropriate gauge
transformation.

Since, as already mentioned, the boson transfor-
mation with regular f (x) does not affect observable
quantities, the S-matrix is actually given by

S ¼ :S �in;U
�
in �

1

mV
@ð�in � binÞ

� �
: ½47�

This is indeed independent of the boson transforma-
tion with regular f (x):

S! S0 ¼ :S �in;U
�
in �

1

mV
@ð�in � binÞ

�
þZ

�1=2
3 ða� � 1

e0
@�f Þ

�
: ½48�
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since a�(x) = (1=e0)@�f (x) for regular f (x). However,
S0 6¼ S for singular f (x): S0 includes the interaction of
the quanta U�

in and �in with the classically behaving
macroscopic defects (Umezawa 1993, Umezawa
et al. 1982).

The Vortex Solution

Below we consider the example of the Nielsen–
Olesen vortex string solution. We show which one is
the boson function f (x) controlling the nonhomoge-
neous NG boson condensation in terms of which the
string solution is described. For brevity, we only
report the results of the computations. The detailed
derivation as well as the discussion of further
examples can be found in (Umezawa 1993,
Umezawa et al. 1982).

In the present U(1) problem, the electromagnetic
tensor and the vacuum current are (Umezawa 1993,
Umezawa et al. 1982, Matsumoto et al. 1975a, b)

F��ðxÞ ¼ @�a�ðxÞ � @�a�ðxÞ

¼ 2�
m2

V

e0

Z
d4x0�cðx� x0ÞGþ��ðx0Þ ½49�

j�ðxÞ ¼ �2�
m2

V

e0

Z
d4x0�cðx� x0Þ@�x0Gþ��ðx0Þ ½50�

respectively, and satisfy @�F��(x) =�j�(x). In these
equations,

�cðx�x0Þ ¼ 1

ð2�Þ4
Z

d4pe�ipðx�x0Þ 1

p2�m2
V þ i�

½51�

The line singularity for the vortex (or string)
solution can be parametrized by a single line
parameter 	 and by the time parameter � . A static
vortex solution is obtained by setting y0(� ,	)=� and
y(� ,	)=y(	), with y denoting the line coordinate.
Gþ��(x) is nonzero only on the line at y (we can
consider more lines but let us limit to only one line,
for simplicity). Thus, we have

G0iðxÞ ¼
Z

d	
dyið	Þ

d	
�3½x� yð	Þ� GijðxÞ ¼ 0

Gþij ðxÞ ¼��ijkG0kðxÞ; Gþ0iðxÞ ¼ 0

½52�

Equation [49] shows that these vortices are purely
magnetic. We obtain

@0f ðxÞ ¼ 0

@if ðxÞ ¼
1

ð2�Þ2
Z

d	�ijk
dykð	Þ

d	
@x

j

�
Z

d3p
eip�ðx�yð	ÞÞ

p2
½53�

that is, by using the identity (2�)�2
R

d3p(ei p�x=p2) =
1=2jxj,

rf ðxÞ ¼� 1

2

Z
d	

dykð	Þ
d	

^ rx
1

jx� yð	Þj ½54�

Note that r2f (x) = 0 is satisfied.
A straight infinitely long vortex is specified by

yi(	) = 	�i3 with �1 < 	 <1. The only nonvanish-
ing component of G��(x) are G03(x) = Gþ12(x) =
�(x1)�(x2). Equation [54] gives (Umezawa 1993,
Umezawa et al. 1982, Matsumoto 1975a, b)

@

@x1
f ðxÞ ¼ 1

2

Z
d	

@

@x2
½x2

1þx2
2þðx3�	Þ2��1=2

¼� x2

x2
1þx2

2

@

@x2
f ðxÞ ¼ x1

x2
1þx2

2

;
@

@x3
f ðxÞ ¼ 0

½55�

and then

f ðxÞ ¼ tan�1 x2

x1

� �
¼ 
ðxÞ ½56�

We have thus determined the boson transformation
function corresponding to a particular vortex solu-
tion. The vector potential is

a1ðxÞ ¼�
m2

V

2e0

Z
d4x0�cðx� x0Þ x02

x021 þ x022

a2ðxÞ ¼
m2

V

2e0

Z
d4x0�cðx� x0Þ x01

x021 þ x022
a3ðxÞ ¼ a0ðxÞ ¼ 0

½57�

and the only nonvanishing component of F��:

F12ðxÞ ¼ �2�
m2

V

e0

Z
d4x0�cðx� x0Þ�ðx01Þ�ðx02Þ

¼ m2
V

e0
K0 mV

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þ x2
2

q� �
½58�

Finally, the vacuum current eqn [50] is given by

j1ðxÞ ¼�
m3

V

e0

x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þ x2
2

q K1 mV

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þ x2
2

q� �

j2ðxÞ ¼
m3

V

e0

x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þ x2
2

q K1 mV

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þ x2
2

q� �
j3ðxÞ ¼ j0ðxÞ ¼ 0

½59�

We observe that these results are the same of the
Nielsen–Olesen vortex solution. Notice that we did
not specify the potential in our model but only the
invariance properties. Thus, the invariance proper-
ties of the dynamics determine the characteristics of
the topological solutions. The vortex solution
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manifests the original U(1) symmetry through the
cylindrical angle 
 which is the parameter of the
U(1) representation in the coordinate space.

Conclusions

We have discussed how topological defects arise as
inhomogeneous condensates in QFT. Topological
defects are shown to have a genuine quantum
nature. The approach reviewed here goes under the
name of ‘‘boson transformation method’’ and relies
on the existence of unitarily inequivalent representa-
tions of the field algebra in QFT.

Describing quantum fields with topological
defects amounts then to properly choose the physical
Fock space for representing the Heisenberg field
operators. Once the boundary conditions corre-
sponding to a particular soliton sector are found,
the Heisenberg field operators embodied with such
conditions contain the full information about the
defects, the quanta and their mutual interaction.
One can thus calculate Green’s functions for
particles in the presence of defects. The extension
to finite temperature is discussed in Blasone and
Jizba (2002) and Manka and Vitiello (1990).

As an example we have discussed a model with
U(1) gauge invariance and SSB and we have obtained
the Nielsen–Olesen vortex solution in terms of
localized condensation of Goldstone bosons. These
thus appear to play a physical role, although, in the
presence of gauge fields, they do not show up in the
physical spectrum as excitation quanta. The function
f (x) controlling the condensation of the NG bosons
must be singular in order to produce observable
effects. Boson transformations with regular f (x) only
amount to gauge transformations. For the treatment
of topological defects in nonabelian gauge theories,
see Manka and Vitiello (1990).

Finally, when there are no NG modes, as in the
case of the kink solution or the sine-Gordon
solution, the boson transformation function has to
carry divergence singularity at spatial infinity
(Umezawa 1993, Umezawa et al. 1982, Blasone
and Jizba 2002). The boson transformation has also
been discussed in connection with the Bäklund
transformation at a classical level and the confine-
ment of the constituent quanta in the coherent
condensation domain.

For further reading on quantum fields with
topological defects, see Blasone et al. (2006).
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Introduction

In general relativity, the gravitational field is
encoded in the Riemannian geometry of spacetime.
Much of the conceptual compactness and mathema-
tical elegance of the theory can be traced back to
this central idea. The encoding is also directly
responsible for the most dramatic ramifications of
the theory: the big bang, black holes, and gravita-
tional waves. However, it also leads one to the
conclusion that spacetime itself must end and
physics must come to a halt at the big bang and
inside black holes, where the gravitational field
becomes singular. But this reasoning ignores quan-
tum physics entirely. When the curvature becomes
large, of the order of 1=‘2

Pl = c3=G�h, quantum effects
dominate and predictions of general relativity can
no longer be trusted. In this ‘‘Planck regime,’’ one
must use an appropriate synthesis of general
relativity and quantum physics, that is, a quantum
gravity theory. The predictions of this theory are
likely to be quite different from those of general
relativity. In the real, quantum world, evolution may
be completely nonsingular. Physics may not come to
a halt and quantum theory could extend classical
spacetime.

There are a number of different approaches to
quantum gravity. One natural avenue is to retain the
interplay between gravity and geometry but now use
‘‘quantum’’ Riemannian geometry in place of the
standard, classical one. This is the key idea under-
lying loop quantum gravity. There are several
calculations which indicate that the well-known
failure of the standard perturbative approach to
quantum gravity may be primarily due to its basic
assumption that spacetime can be modeled as a
smooth continuum at all scales. In loop quantum
gravity, one adopts a nonperturbative approach.
There is no smooth metric in the background.
Geometry is not only dynamical but quantum
mechanical from ‘‘birth.’’ Its fundamental excita-
tions turn out to be one dimensional and polymer-
like. The smooth continuum is only a coarse-grained
approximation. While a fully satisfactory quantum
gravity theory still awaits us (in any approach),
detailed investigations have been carried out to

completion in simplified models – called mini- and
midi-superspaces. They show that quantum space-
time does not end at singularities. Rather, quantum
geometry serves as a ‘‘bridge’’ to another large
classical spacetime.

This article will focus on structural issues from
the perspective of mathematical physics. For com-
plementary perspectives and further details, see
Loop Quantum Gravity, Canonical General Relativity,
Quantum Cosmology, Black Hole Mechanics, and
Spin Foams in this Encyclopedia.

Basic Framework

The starting point is a Hamiltonian formulation of
general relativity based on spin connections
(Ashtekar 1987). Here, the phase space G consists
of canonically conjugate pairs (A, P), where A is a
connection on a 3-manifold M and P a 2-form, both
of which take values in the Lie algebra su(2). Since G
can also be thought of as the phase space of the
SU(2) Yang–Mills theory, in this approach there is a
unified kinematic framework for general relativity
that describes gravity and the gauge theories which
describe the other three basic forces of nature. The
connection A enables one to parallel transport chiral
spinors (such as the left-handed fermions of the
standard electroweak model) along curves in M. Its
curvature is directly related to the electric and
magnetic parts of the spacetime ‘‘Riemann tensor.’’
The dual P of P plays a double role (the dual is
defined via

R
M P ^ !=

R
M Py! for any 1-form !

on M). Being the momentum canonically conjugate
to A, it is analogous to the Yang–Mills electric field.
But (apart from a constant), it is also an orthonor-
mal triad (with density weight 1) on M and
therefore determines the positive-definite (‘‘spatial’’)
3-metric, and hence the Riemannian geometry of M.
This dual role of P is a reflection of the fact that
now SU(2) is the (double cover of the) group of
rotations of the orthonormal spatial triads on M
itself rather than of rotations in an ‘‘internal’’ space
associated with M.

To pass to quantum theory, one first constructs an
algebra of ‘‘elementary’’ functions on G (analogous
to the phase-space functions x and p in the case of a
particle) which are to have unambiguous operator
analogs. The holonomies

heðAÞ :¼ P exp�
Z

e

A ½1�

associated with a curve/edge e on M are (SU(2)-
valued) configuration functions on G. Similarly,
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given a 2-surface S on M, and an su(2)-valued (test)
function f on M,

PS; f :¼
Z

S

trðf PÞ ½2�

is a momentum function on G, where tr is over the
su(2) indices. (For simplicity of presentation, all
fields are assumed to be smooth and curves/edges e
and surfaces S, finite and piecewise analytic in a
specific sense. The extension to smooth curves and
surfaces was carried out by Bacz and Sawin,
Lewandowski and Thiemann, and Fleischhack. It is
technically more involved but the final results are
qualitatively the same.) The symplectic structure on
G enables one to calculate the Poisson brackets
{he, PS, f }. The result is a linear combination of
holonomies and can be written as a Lie derivative,

fhe;PS; fg ¼ LXS; f
he ½3�

where XS, f is a derivation on the ring generated by
holonomy functions, and can therefore be regarded
as a vector field on the configuration space A of
connections. This is a familiar situation in classical
mechanics of systems whose configuration space is a
finite-dimensional manifold. Functions he and vector
fields XS, f generate a Lie algebra. As in quantum
mechanics on manifolds, the first step is to promote
this algebra to a quantum algebra by demanding
that the commutator be given by i�h times the Lie
bracket. The result is a ?-algebra a , analogous to the
algebra generated by operators exp i�x̂ and p̂ in
quantum mechanics. By exponentiating the momen-
tum operators P̂S, f one obtains W , the analog of the
quantum-mechanical Weyl algebra generated by
exp i�x̂ and exp i�p̂.

The main task is to obtain the appropriate
representation of these algebras. In that representa-
tion, quantum Riemannian geometry can be probed
through the momentum operators P̂S, f , which
stem from classical orthonormal triads. As in
quantum mechanics on manifolds or simple field
theories in flat space, it is convenient to divide the
task into two parts. In the first, one focuses on the
algebra C generated by the configuration operators
ĥc and finds all its representations, and in the second
one considers the momentum operators P̂S, f to
restrict the freedom.

C is called the holonomy algebra. It is naturally
endowed with the structure of an abelian C ? algebra
(with identity), whence one can apply the powerful
machinery made available by the Gel’fand theory.
This theory tells us that C determines a unique
compact, Hausdorff space �A such that the C ? algebra
of all continuous functions on A is naturally

isomorphic to C . �A is called the Gel’fand spectrum
of C . It has been shown to consist of ‘‘generalized
connections’’ �A defined as follows: �A assigns to any
oriented edge e in M an element �A(e) of SU(2)
(a ‘‘holonomy’’) such that �A(e�1) = [�A(e)]�1; and, if
the endpoint of e1 is the starting point of e2, then
�A(e1 � e2) = �A(e1)� �A(e2). Clearly, every smooth con-
nection A is a generalized connection. In fact, the
space A of smooth connections has been shown to be
dense in �A (with respect to the natural Gel’fand
topology thereon). But �A has many more ‘‘distribu-
tional elements.’’ The Gel’fand theory guarantees that
every representation of the C ? algebra C is a direct
sum of representations of the following type: the
underlying Hilbert space is H= L2( �A, d�) for some
measure � on �A and (regarded as functions on �A)
elements of C act by multiplication. Since there are
many inequivalent measures on �A, there is a multi-
tude of representations of C . A key question is how
many of them can be extended to representations of
the full algebra a (or W) without having to introduce
any ‘‘background fields’’ which would compromise
diffeomorphism covariance. Quite surprisingly, the
requirement that the representation be cyclic with
respect to a state which is invariant under the action
of the (appropriately defined) group Diff M of
piecewise-analytic diffeomorphisms on M singles out
a unique irreducible representation. This result was
established for a by Lewandowski, Okołów, Sahl-
mann and Thiemann, and for W by Fleischhack. It is
the quantum geometry analog to the seminal results
by Segal and others that characterized the Fock
vacuum in Minkowskian field theories. However,
while that result assumes not only Poincaré invar-
iance but also specific (namely free) dynamics, it is
striking that the present uniqueness theorems make
no such restriction on dynamics. The requirement of
diffeomorphism invariance is surprisingly strong and
makes the ‘‘background-independent’’ quantum geo-
metry framework surprisingly tight.

This representation had been constructed by
Ashtekar, Baez, and Lewandowski some ten years
before its uniqueness was established. The under-
lying Hilbert space is given by H= L2( �A, d�o) where
�o is a diffeomorphism-invariant, faithful, regular
Borel measure on �A, constructed from the normal-
ized Haar measure on SU(2). Typical quantum states
can be visualized as follows. Fix: (1) a graph � on M
(by a graph on M we mean a set of a finite number
of embedded, oriented intervals called edges; if two
edges intersect, they do so only at one or both ends,
called vertices), and (2) a smooth function  on
[SU(2)]n. Then, the function

��ð�AÞ :¼  ð�Aðe1Þ; . . . ; �AðenÞÞ ½4�
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on �A is an element of H. Such states are said to be
‘‘cylindrical’’ with respect to the graph � and their
space is denoted by Cyl�. These are ‘‘typical states’’
in the sense that Cyl := [� Cyl� is dense in H.
Finally, as ensured by the Gel’fand theory, the
holonomy (or configuration) operators ĥe act just
by multiplication. The momentum operators P̂S, f act
as Lie derivatives: P̂S, f � =�i�hLXS, f

�.

Remark Given any graph � in M, and a labeling of
each of its edges by a nontrivial irreducible represen-
tation of SU(2) (i.e., by a nonzero half integer j), one
can construct a finite-dimensional Hilbert spaceH�, j,
which can be thought of as the state space of a spin
system ‘‘living on’’ the graph �. The full Hilbert space
admits a simple decomposition: H= ��, j H�, j. This
is called the spin-network decomposition. The geo-
metric operators discussed in the next section leave
eachH�, j invariant. Therefore, the availability of this
decomposition greatly simplifies the task of analyzing
their properties.

Geometric Operators

In the classical theory, E := 8�G�P has the inter-
pretation of an orthonormal triad field (or a
‘‘moving frame’’) on M (with density weight 1).
Here, � is a dimensionless, strictly positive number,
called the Barbero–Immirzi parameter, which arises
as follows. Because of emphasis on connections, in
the classical theory the first-order Palatini action is a
more natural starting point than the second-order
Einstein–Hilbert action. Now, there is a freedom to
add a term to the Palatini action which vanishes
when Bianchi identities are satisfied and therefore
does not change the equations of motion. � arises as
the coefficient of this term. In some respects � is
analogous to the � parameter of Yang–Mills theory.
Indeed, while theories corresponding to any permis-
sible values of � are related by a canonical
transformation classically, quantum mechanically
this transformation is not unitarily implementable.
Therefore, although there is a unique representation
of the algebra a (or W ), there is a one-parameter
family of inequivalent representations of the algebra
of geometric operators generated by suitable func-
tions of orthonormal triads E, each labeled by the
value of �. This is a genuine quantization ambiguity.
As with the � ambiguity in QCD, the actual value of
� in nature has to be determined experimentally.
The current strategy in quantum geometry is to fix
its value through a thought experiment involving
black hole thermodynamics (see below).

The basic object in quantum Riemannian geome-
try is the triad flux operator ÊS, f := 8�G� P̂S, f . It is

self-adjoint and all its eigenvalues are discrete. To
define other geometric operators such as the area
operator ÂS associated with a surface S or a volume
operator V̂R associated with a region R, one first
expresses the corresponding phase-space functions in
terms of the ‘‘elementary’’ functions ESi, fi

using
suitable surfaces Si and test functions fi and then
promotes ESi, fi

to operators. Even though the
classical expressions are typically nonpolynomial
functions of ESi, fi

, the final operators are all well
defined, self-adjoint and with purely discrete eigen-
values. Therefore, in the sense of the word used in
elementary quantum mechanics (e.g., of the hydro-
gen atom), one says that geometry is quantized.
Because the theory has no background metric or
indeed any other background field, all geometric
operators transform covariantly under the action of
the Diff M. This diffeomorphism covariance makes
the final expressions of operators rather simple. In
the case of the area operator, for example, the
action of ÂS on a state �� [4] depends entirely on
the points of intersection of the surface S and the
graph � and involves only right- and left-invariant
vector fields on copies of SU(2) associated with
edges of � which intersect S. In the case of the
volume operator V̂R, the action depends on the
vertices of � contained in R and, at each vertex,
involves the right- and left-invariant vector fields on
copies of SU(2) associated with edges that meet at
each vertex.

To display the explicit expressions of these
operators, let us first define on Cyl� three basic
operators Ĵ(v, e)

j , with j 2 {1, 2, 3}, associated with the
pair consisting of an edge e of � and a vertex v of e:

Ĵ
ðv;eÞ
j ��ð�AÞ ¼

i
d

dt
jt¼0 �ð. . . ;Ueð�AÞ expðt�jÞ; . . .Þ

if e begins at v

i
d

dt
jt¼0 �ð. . . ; expð�t�jÞUeð�AÞ; . . .Þ

if e ends at v

8>>>>>>><>>>>>>>:
½5�

where �j denotes a basis in su(2) and ‘‘. . .’’ stands for
the rest of the arguments of �� which remain
unaffected. The quantum area operator As is
assigned to a finite two-dimensional submanifold S
in M. Given a cylindrical state we can always
represent it in the form [4] using a graph � adapted
to S, such that every edge e either intersects S at
exactly one endpoint, or is contained in the closure
�S, or does not intersect �S. For each vertex v in S of
the graph �, the family of edges intersecting v can be
divided into three classes: edges {e1, . . . , eu} lying on
one side (say ‘‘above’’) S, edges {euþ1, . . . , euþd} lying
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on the other side (say ‘‘below’’), and edges contained
in S. To each v we assign a generalized Laplace
operator

�S;v ¼� 	ij
Xu

I¼1

Ĵ
ðv;eIÞ
i �

Xuþd

I¼uþ1

Ĵ
ðv;eIÞ
i

 !

�
Xu

K¼1

Ĵ
ðv;eKÞ
j �

Xuþd

K¼uþ1

Ĵ
ðv;eKÞ
j

 !
½6�

where 	ij stands for �1=2 the Killing form on su(2).
Now, the action of the quantum area operator ÂS on
�� is defined as follows:

ÂS�� ¼ 4��‘2
Pl

X
v2S

ffiffiffiffiffiffiffiffiffiffiffiffiffi
��S;v

p
�� ½7�

The quantum area operator has played the most
important role in applications. Its complete spec-
trum is known in a closed form. Consider arbitrary
sets j(u)

I , j(d)
I , and j(uþd)

I of half-integers, subject to the
condition

j
ðuþdÞ
I 2 fjjðuÞI � j

ðdÞ
I j; jj

ðuÞ
I � j

ðdÞ
I j þ 1; . . . ; j

ðuÞ
I þ j

ðdÞ
I g ½8�

where I runs over any finite number of integers. The
general eigenvalues of the area operator are given by:

aS ¼ 4��‘2
Pl

X
I

�
2j
ðuÞ
I ð j

ðuÞ
I þ 1Þ þ 2j

ðdÞ
I ð j

ðdÞ
I þ 1Þ

� j
ðuþdÞ
I ð jðuþdÞ

I þ 1Þ
�1=2

½9�

On the physically interesting sector of SU(2)-
gauge-invariant subspace Hinv of H, the lowest
eigenvalue of ÂS – ‘‘the area gap’’ – depends on
some global properties of S. Specifically, it ‘‘knows’’
whether the surface is open, or a 2-sphere, or, if M is
a 3-torus, a (nontrivial) 2-torus in M. Finally, on
Hinv, one is often interested only in the subspace of
states ��, where � has no edges which lie within a
given surface S. Then, the expression of eigenvalues
simplifies considerably:

aS ¼ 8��‘2
Pl

X
I

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jIðjI þ 1Þ

p
½10�

To display the action of the quantum volume
operator V̂R, for each vertex v of a given graph �,
let us first define an operator q̂v on Cyl�.

q̂v ¼ð8��‘2PlÞ
3 1

48

�
X

e;e0;e00

ðe; e0; e00Þcijk Ĵ

ðv;eÞ
i Ĵ

ðv;e0Þ
j Ĵ

ðv;e00Þ
k ½11�

where e, e 0, and e 00 run over the set of edges
intersecting v, 
(e, e 0, e 00) takes values �1 or 0
depending on the orientation of the half-lines

tangent to the edges at v, [�i, �j] = ck
ij�k and the

indices are raised by the tensor 	ij. The action of the
quantum volume operator on a cylindrical state [4]
is then given by

V̂R�� ¼ �o

X
v2R

ffiffiffiffiffiffiffiffi
jq̂vj

p
:�� ½12�

Here, �o is an overall, independent of a graph,
constant resulting from an averaging.

The volume operator plays an unexpectedly
important role in the definition of both the gravita-
tional and matter contributions to the scalar
constraint operator which dictates dynamics.
Finally, a notable property of the volume operator
is the following. Let R(p, 
) be a family of neighbor-
hoods of a point p 2M. Then, as indicated above,
V̂R(p, 
)�� = 0 if � has no vertex in the neighborhood.
However, if � has a vertex at p

lim

!0

V̂Rðx;
Þ��

exists but is not necessarily zero. This is a reflection
of the ‘‘distributional’’ nature of quantum geometry.

Remark States �� 2 Cyl have support only on the
graph �. In particular, they are simply annihilated
by geometric operators such as ÂS and V̂R if the
support of the surface S and the region R does not
intersect the support of �. In this sense the
fundamental excitations of geometry are one dimen-
sional and geometry is polymer-like. States ��,
where � is just a ‘‘small graph,’’ are highly quantum
mechanical – like states in QED representing just a
few photons. Just as coherent states in QED require
an infinite superposition of such highly quantum
states, to obtain a semiclassical state approximating
a given classical geometry, one has to superpose a
very large number of such elementary states. More
precisely, in the Gel’fand triplet Cyl 	 H 	 Cyl?,
semiclassical states belong to the dual Cyl? of Cyl.

Applications

Since quantum Riemannian geometry underlies loop
quantum gravity and spin-foam models, all results
obtained in these frameworks can be regarded as its
applications. Among these, there are two which
have led to resolutions of long-standing issues. The
first concerns black hole entropy, and the second,
quantum nature of the big bang.

Black Holes

Seminal advances in fundamentals of black hole
physics in the mid-1970s suggested that the entropy
of large black holes is given by SBH = (ahor=4‘

2
Pl),
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where ahor is the horizon area. This immediately
raised a challenge to potential quantum gravity
theories: give a statistical mechanical derivation of
this relation. For familiar thermodynamic systems, a
statistical mechanical derivation begins with an
identification the microscopic degrees of freedom.
For a classical gas, these are carried by molecules;
for the black body radiation, by photons; and for a
ferromagnet, by Heisenberg spins. What about black
holes? The microscopic building blocks cannot be
gravitons because the discussion involves stationary
black holes. Furthermore, the number of micro-
scopic states is absolutely huge: some exp 1077 for a
solar mass black hole, a number that completely
dwarfs the number of states of systems one normally
encounters in statistical mechanics. Where does this
huge number come from? In loop quantum gravity,
this is the number of states of the ‘‘quantum horizon
geometry.’’

The idea behind the calculation can be heuristi-
cally explained using the ‘‘It from Bit’’ argument,
put forward by Wheeler in the 1990s. Divide the
black hole horizon into elementary cells, each with
one Planck unit of area, ‘2

Pl, and assign to each cell
two microstates. Then the total number of states N
is given by N = 2n, where n = (ahor=‘

2
Pl) is the

number of elementary cells, whence entropy is
given by S = lnN 
 ahor. Thus, apart from a
numerical coefficient, the entropy (It) is accounted
for by assigning two states (Bit) to each elementary
cell. This qualitative picture is simple and attractive.
However, the detailed derivation in quantum geo-
metry has several new features.

First, Wheeler’s argument would apply to any
2-surface, while in quantum geometry the surface
must represent a horizon in equilibrium. This
requirement is encoded in a certain boundary
condition that the canonically conjugate pair (A, P)
must satisfy at the surface and plays a crucial role in
the quantum theory. Second, the area of each
elementary cell is not a fixed multiple of ‘2Pl but is
given by [10], where I labels the elementary cells
and jI can be any half-integer (such that the sum is
within a small neighborhood of the classical area of
the black hole under consideration). Finally, the
number of quantum states associated with an
elementary cell labeled by jI is not 2 but (2jI þ 1).

The detailed theory of the quantum horizon
geometry and the standard statistical mechanical
reasoning is then used to calculate the entropy and
the temperature. For large black holes, the leading
contribution to entropy is proportional to the
horizon area, in agreement with quantum field
theory in curved spacetimes. (The subleading term
�(1=2) ln(ahor=‘

2
Pl) is a quantum gravity correction

to Hawking’s semiclassical result. This correction,
with the �1=2 factor, is robust in the sense that it
also arises in other approaches.) However, as one
would expect, the proportionality factor depends on
the Barbero–Immirzi parameter � and so far loop
quantum gravity does not have an independent way
to determine its value. The current strategy is to
determine � by requiring that, for the Schwarzschild
black hole, the leading term agrees exactly with
Hawking’s semiclassical answer. This requirement
implies that � is the root of algebraic equation and
its value is given by � � 0.2735. Now, quantum
geometry theory is completely fixed. One can
calculate entropy of other black holes, with angular
momentum and distortion. A nontrivial check on the
strategy is that for all these cases, the coefficient in
the leading-order term again agrees with Hawking’s
semiclassical result.

The detailed analysis involves a number of
structures of interest to mathematical physics. First,
the intrinsic horizon geometry is described by a U(1)
Chern–Simons theory on a punctured 2-sphere (the
horizon), the level k of the theory being given by
k = ahor=4��‘

2
Pl. The punctures are simply the inter-

sections of the excitations of the polymer geometry
in the bulk with the horizon 2-surface. Second,
because of the horizon boundary conditions, in the
classical theory the gauge group SU(2) is reduced to
U(1) at the horizon. At each puncture, it is further
reduced to the discrete subgroup Zk of U(1),
sometimes referred to as a ‘‘quantum U(1) group.’’
Third, the ‘‘surface phase space’’ associated with the
horizon is represented by a noncommutative torus.
Finally, the surface Chern–Simons theory is entirely
unrelated to the bulk quantum geometry theory but
the quantum horizon boundary condition requires
that the spectrum of a certain operator in the
Chern–Simons theory must be identical to that of
another operator in the bulk theory. The surprising
fact is that there is an exact agreement. Without this
seamless matching, a coherent description of the
quantum horizon geometry would not have been
possible.

The main weakness of this approach to black hole
entropy stems from the Barbero–Immirzi ambiguity.
The argument would be much more compelling if
the value of � were determined by independent
considerations, without reference to black hole
entropy. (By contrast, for extremal black holes,
string theory provides the correct coefficient without
any adjustable parameter. The AdS/CFT duality
hypothesis (as well as other semiquantitative) argu-
ments have been used to encompass certain black
holes which are away from extremality. But in these
cases, it is not known if the numerical coefficient is
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1/4 as in Hawking’s analysis.) It’s primary strengths
are twofold. First, the calculation encompasses all
realistic black holes – not just extremal or near-
extremal – including the astrophysical ones, which
may be highly distorted. Hairy black holes of
mathematical physics and cosmological horizons
are also encompassed. Second, in contrast to other
approaches, one works directly with the physical,
curved geometry around black holes rather than
with a flat-space system which has the same number
of states as the black hole of interest.

The Big Bang

Most of the work in physical cosmology is carried
out using spatially homogeneous and isotropic
models and perturbations thereon. Therefore, to
explore the quantum nature of the big bang, it is
natural to begin by assuming these symmetries.
Then the spacetime metric is determined simply by
the scale factor a(t) and matter fields �(t) which
depend only on time. Thus, because of symmetries,
one is left with only a finite number of degrees of
freedom. Therefore, field-theoretic difficulties are
bypassed and passage to quantum theory is simpli-
fied. This strategy was introduced already in the late
1960s and early 1970s by DeWitt and Misner.
Quantum Einstein’s equations now reduce to a
single differential equation of the type

@2

@a2
ðf ðaÞ�ða; �ÞÞ ¼ const: Ĥ� �ða; �Þ ½13�

on the wave function �(a,�), where Ĥ� is the matter
Hamiltonian and f (a) reflects the freedom in factor
ordering. Since the scale factor a vanishes at the big
bang, one has to analyze the equation and its
solutions near a = 0. Unfortunately, because of the
standard form of the matter Hamiltonian, coeffi-
cients in the equation diverge at a = 0 and the
evolution cannot be continued across the singularity
unless one introduces unphysical matter or a new
principle. A well-known example of new input is the
Hartle–Hawking boundary condition which posits
that the universe starts out without any boundary
and a metric with positive-definite signature and
later makes a transition to a Lorentzian metric.

Bojowald and others have shown that the situa-
tion is quite different in loop quantum cosmology
because quantum geometry effects make a qualita-
tive difference near the big bang. As in older
quantum cosmologies, one carries out a symmetry
reduction at the classical level. The final result
differs from older theories only in minor ways. In
the homogeneous, isotropic case, the freedom in the
choice of the connection is encoded in a single

function c(t) and, in that of the momentum/triad, in
another function p(t). The scale factor is given by
a2 = jpj. (The variable p itself can assume both signs;
positive if the triad is left handed and negative if it is
right handed. p vanishes at degenerate triads which
are permissible in this approach.) The system again
has only a finite number of degrees of freedom.
However, quantum theory turns out to be inequi-
valent to that used in older quantum cosmologies.

This surprising result comes about as follows.
Recall that in quantum geometry, one has well-
defined holonomy operators ĥ but there is no
operator corresponding to the connection itself. In
quantum mechanics, the analog would be for
operators Û(�) corresponding to the classical func-
tions exp i�x to exist but not be weakly continuous
in �; the operator x̂ would then not exist. Once the
requirement of weak continuity is dropped, von
Neumann’s uniqueness theorem no longer holds and
the Weyl algebra can have inequivalent irreducible
representations. The one used in loop quantum
cosmology is the direct analog of full quantum
geometry. While the space A of smooth connections
reduces just to the real line R, the space �A of
generalized connections reduces to the Bohr com-
pactification �RBohr of the real line. (This space was
introduced by the mathematician Harold Bohr (Nils’
brother) in his theory of almost-periodic functions.
It arises in the present application because holo-
nomies turn out to be almost periodic functions
of c.) The Hilbert space of states is thus
H= L2( �RBohr, d�o) where �o is the Haar measure
on (the abelian group) �RBohr. As in full quantum
geometry, the holonomies act by multiplication and
the triad/momentum operator p̂ via Lie derivatives.

To facilitate comparison with older quantum
cosmologies, it is convenient to use a representation
in which p̂ is diagonal. Then, quantum states are
functions �(p,�). But the Wheeler–DeWitt equation
is now replaced by a difference equation:

CþðpÞ�ðpþ 4po; �Þ þ CoðpÞ�ðp; �Þ
þ C�ðpÞ�ðp� 4poÞð�Þ ¼ const: Ĥ��ðp; �Þ ½14�

where po is determined by the lowest eigenvalue of the
area operator (‘‘area gap’’) and the coefficients C�(p)
and Co(p) are functions of p. In a backward ‘‘evolu-
tion,’’ given � at pþ 4 and p, such a ‘‘recursion
relation’’ determines � at p� 4, provided C� does not
vanish at p� 4. The coefficients are well behaved and
nowhere vanishing, whence the evolution does not stop
at any finite p, either in the past or in the future. Thus,
near p = 0 this equation is drastically different from the
Wheeler–DeWitt equation [13]. However, for large p –
that is, when the universe is large – it is well
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approximated by [13] and smooth solutions of [13] are
approximate solutions of the fundamental discrete
equation [14] in a precise sense.

To complete quantization, one has to introduce a
suitable Hilbert space structure on the space of
solutions to [14], identify physically interesting
operators and analyze their properties. For simple
matter fields, this program has been completed.
With this machinery at hand, one begins with
semiclassical states which are peaked at configura-
tions approximating the classical universe at late
times (e.g., now) and evolves backwards. Numerical
simulations show that the state remains peaked at
the classical solution till very early times when the
matter density becomes of the order of Planck
density. This provides, in particular, a justification,
from first principles, for the assumption that space-
time can be taken to be classical even at the onset of
the inflationary era, just a few Planck times after the
(classical) big bang. While one would expect a result
along these lines to hold on physical grounds,
technically it is nontrivial to obtain semiclassicality
over such huge domains. However, in the Planck
regime near the big bang, there are major deviations
from the classical behavior. Effectively, gravity
becomes repulsive, the collapse is halted and then
the universe re-expands. Thus, rather than modify-
ing spacetime structure just in a tiny region near the
singularity, quantum geometry effects open a bridge
to another large classical universe. These are
dramatic modifications of the classical theory.

For over three decades, hopes have been expressed
that quantum gravity would provide new insights
into the true nature of the big bang. Thanks to
quantum geometry effects, these hopes have been
realized and many of the long-standing questions
have been answered. While the final picture has

some similarities with other approaches, (e.g.,
‘‘cyclic universes,’’ or pre-big-bang cosmology),
only in loop quantum cosmology is there a fully
deterministic evolution across what was the classical
big-bang. However, so far, detailed results have
been obtained only in simple models. The major
open issue is the inclusion of perturbations and
subsequent comparison with observations.

See also: Algebraic Approach to Quantum Field Theory;
Black Hole Mechanics; Canonical General Relativity;
Knot Invariants and Quantum Gravity; Loop Quantum
Gravity; Quantum Cosmology; Quantum Dynamics in
Loop Quantum Gravity; Quantum Fields Theory in
Curved Spacetime; Spacetime Topology, Causal Structure
and Singularities; Spin Foams; Wheeler–De Witt Theory.
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Introduction

Mathematics of classical gauge theories is contained
in the theory of principal and associated vector
bundles. Principal bundles describe pure gauge
fields and their transformations, while the asso-
ciated bundles contain matter fields. A structure
group of a bundle has a meaning of a gauge group,

while the base manifold is a spacetime for the
theory. In this article, we review the theory of
bundles in which a structure group is a quantum
group and base space or spacetime might be
noncommutative. To fully deal with geometric
aspects, we first review differential geometry of
quantum groups. Then we describe the theory of
quantum principal bundles, connections on such
bundles, gauge transformations, associated vector
bundles and their sections. We indicate that, for a
certain class of quantum principal bundles, sections
of an associated bundle become vector bundles of
noncommutative geometry à la Connes, that is,
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finite projective modules. The theory is illustrated
by two explicit examples that can be viewed as
deformations of the classical magnetic monopole
and the instanton.

Differential Structures on Algebras

Algebraic Conventions

Throughout this article, A (P etc.,) will be an
associative unital complex algebra. To gain some
geometric intuition the reader can think of A as an
algebra of continuous complex functions on a
compact (Hausdorff) space X, C(X), with product
given by pointwise multiplication fg(x) = f (x)g(x),
and with the unit provided by a constant function
x 7! 1. The algebra C(X) is commutative, but, in
what follows, we do not assume that A is a
commutative algebra. By an A-bimodule we mean
a vector space with mutually commuting left and
right actions of A. All modules are unital (i.e., the
unit element of A acts trivially). On elements, the
multiplication in an algebra or an action of A on a
module is denoted by juxtaposition.

Differential Calculus on an Algebra

A first-order differential calculus on A is a pair
(�1(A), d), where �1(A) is an A-bimodule and
d : A!�1(A) is a linear map such that:

1. for all a, b2A, d(ab) = (da)bþ adb (the Leibniz
rule); and

2. every !2�1(A) can be written as !=
P

i aidbi for
some ai, bi 2A.

Elements of �1(A) are called differential 1-forms
and the map d is called an exterior derivative. As a
motivating example, take A = C(X) and �1(A) the
space of 1-forms on X (sections of the cotangent
bundle T�X), and d the usual exterior differential.
Higher-differential forms corresponding to (�1(A), d)
are defined as elements of a differential graded
algebra �(A). This is an algebra which can be
decomposed into the direct sum of A-bimodules
�n(A), that is, �(A) = A� �1(A)� �2(A)� � � � . In
addition to d : A!�1(A), there are maps dn : �n

(A)!�nþ1(A) such that, for all !n 2�n(A),
!k 2�k(A),

1. d1 � d = 0 and dnþ1 � dn = 0, n = 1, 2, . . . ;
2. !n!k 2�nþk(A); and
3. dnþk(!n!k) = (dn!n)!k þ (�1)n!n(dk!k).

Elements of �n(A) are known as ‘‘differential
n-forms.’’ �n(A) contains all linear combinations
of expressions a0 da1 da2 � � �dan with a0, . . . , an 2A.

One says that �(A) satisfies the ‘‘density
condition’’ if any element of �n(A) is of the
above form, for any n. To simplify notation, one
writes d for dn.

As an example of �(A), take A = C(X) and then
the exterior algebra �(X) for �(A). The exterior
algebra satisfies density condition as any n-form
can be written as f (x) ^ dg(x) ^ dh(x) ^ � � � . The
wedge product is anticommutative, but for a
noncommutative algebra A, the anticommutativity
of the product in �(A) cannot be generally
required.

The Universal Differential Calculus

Any algebra A comes equipped with a universal
differential calculus denoted by (�1A, d). �1A is def-
ined as the kernel of the multiplication map, that
is, �1A := {

P
i ai�bi2A�A j

P
i aibi =0}�A�A.

The derivative is defined by d(a)=1�a� a�1. The
n-forms are defined as �nA=�1A�A�1A �A � � �
�A�1A (n-copies of �1A). �nA can be identified
with a subspace of A�A� �� � �A (nþ1-copies of
A) consisting of all such elements that vanish upon
multiplication of any two consecutive factors. With
this identification, higher derivatives read

d
�X

i

ai
0� ai

1� � � � � ai
n

�
¼
Xnþ1

k¼0

X
i

ð�1Þkai
0� ai

1

� � � � � ai
k�1� 1� ai

k � � � � ai
n

The universal differential calculus satisfies the
density condition.

This calculus captures very little (if any) of the
geometry of the underlying algebra A, but it has the
universality property, that is, any differential calcu-
lus on A can be obtained as a quotient of �A.
In other words, any differential calculus �(A) is
fully determined by a system of A-sub-bimodules
Nn 2A�nþ1 (or homogeneous ideals in the algebra
�A), so that �n(A) = �nA=Nn. The differentials d in
�(A) are derived from universal differentials via the
canonical projections �n : �nA!�n(A).

Typical examples of algebras in quantum geome-
try are given by generators and relations, that is,
A=Chx1, . . . ,xni=hRi(x1, . . . ,xn)i, where Chx1, . . . ,xni
is a free algebra on generators xk and Ri(x1, . . . ,xn)
are polynomials, so that Ri(x1, . . . ,xn)=0 in A.
Correspondingly, the modules �n(A) are given by
generators and relations. If �(A) satisfies the density
condition, that the whole of �(A) must be generated
by some 1-forms. The sub-bimodules Nn contain
relations satisfied by these generators.
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�-Calculi

If A is a �-algebra, then a calculus is called a
‘‘�-calculus’’ provided �(A) is a graded �-algebra,
and d(��) = (d�)�, for all �2�(A).

Differential Structures on Quantum
Groups (Hopf Algebras)

Hopf Algebra Preliminaries

From now on, A is a Hopf algebra (quantum group),
with a coproduct � : A!A�A, counit " : A!C
and antipode S. We use Sweedler’s notation
�(a) =

P
a(1)� a(2). We also write Aþ= ker " (the

augmentation ideal).
For any algebra P, the convolution product of

linear maps f , g : A!P is a linear map f � g : A!P,
defined by f � g(a) =

P
f (a(1)) � g(a(2)). A map

f : A!P is said to be convolution invertible,
provided there exists f�1 : A!P such that
f � f�1 = f � f�1 = 1".

An A-coaction on a comodule V, % : V!V �A, is
denoted by %(v) =

P
v(0)� v(1). The right adjoint

coaction in A is a map

Ad : A!A�A;

AdðaÞ ¼
X

að2Þ � ðSað1ÞÞað3Þ

A subspace B of A is said to be ‘‘Ad-invariant’’
provided Ad(B) � B�A. For example, Aþ is such a
space.

Covariant Differential Calculi

For Hopf algebras one can study calculi that are
covariant with respect to �. For A = C[G] (an
algebra of functions on a Lie group), this corre-
sponds to the covariance of a differential structure
on G with respect to regular representations.

A first-order differential calculus �1(A) on a
quantum group A is said to be left-covariant, if
there exists a linear map �L : �1(A)!A��1(A)
(called a left coaction) such that, for all a, b2A,

�LðadbÞ ¼
X

að1Þbð1Þ � að2Þdbð2Þ

�1(A) is called a right-covariant differential calculus
if there exists a linear map �R : �1(A)!�1(A)�A
(called a right coaction) such that, for all a, b2A,

�RðadbÞ ¼
X

að1Þdbð1Þ � að2Þbð2Þ

If �1(A) is both left- and right-covariant, it is called
a ‘‘bicovariant differential calculus.’’ A bicovariant
�1(A) has a structure of a Hopf A-bimodule, that is,
it is an A-bimodule and an A-bicomodule such that
the coactions are compatible with actions.

The universal calculus on A is bicovariant with
coactions

�U
R

�X
i

ai� bi
�
¼
X

i

ai
ð1Þ � bi

ð1Þ � ai
ð2Þb

i
ð2Þ;

�U
L

�X
i

ai� bi
�
¼
X

i

ai
ð1Þb

i
ð1Þ � ai

ð2Þ � bi
ð2Þ

Since �1(A) = �1A=N for an A-sub-bimodule
N 2�1A, the calculus �1(A) is left (resp. right)
covariant if and only if �U

L (N) � A�N (resp.
�U

R(N) � N�A).

The Woronowicz Theorems

A form ! in a left-covariant differential calculus
�1(A) is said to be left-invariant provided
�L(!) = 1�!. �1(A) is a free A-module with basis
given by left-invariant forms, that is, one can choose
a set of left-invariant forms !i such that any 1-form
� can be uniquely written as a finite sum
�=
P

i ai!
i, ai 2A.

The first Woronowicz theorem states that there is
a one-to-one correspondence between left-covariant
calculi on A and right A-ideals Q � Aþ. The
correspondence is provided by the map

� : A�Q!N; a� q 7!
X

aSqð1Þ � qð2Þ

where N is such that �1(A) = (�1A)=N. The inverse of
� reads ��1(

P
ia

i� bi) =
P

i aibi
(1)� bi

(2). The map
� induces the map �� : Aþ=Q!�1(A), via
!([a]) = [�(1� a)] where [�] denotes cosets in
Aþ=Q and in �1(A) = (�1A)=N. This establishes a
one-to-one correspondence between the space
�1 = Aþ=Q and the space of left-invariant 1-forms in
�1(A). The dual space to �1, that is, the space of linear
functionals �1!C, is often termed a ‘‘quantum Lie
algebra’’ or a ‘‘quantum tangent space’’ corresponding
to a left-covariant calculus �1(A). The dimension of
�1 is known as a dimension of �1(A).

The definitions and analysis of right-covariant
differential calculi are done in a symmetric manner.
For a bicovariant calculus, a form ! that is both left-
and right-invariant, is termed a ‘‘bi-invariant’’ form.

The second Woronowicz theorem states a one-to-
one correspondence between bicovariant differential
calculi and Ad-invar iant A-ideals Q � A þ (cf. the
subsec tion ‘‘Hopf algebra prel iminaries ’’). The
correspondence is provided by the map � above.
For the universal calculus, Q is trivial, and hence
�1 = Aþ= ker (").

Higher-order Bicovariant Calculi

Given a first-order bicovariant calculus �1(A), one
constructs a braiding operator, known as the
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‘‘Woronowicz braiding’’ � :�1(A)�A�1(A)!�1(A)
�A �1(A) by setting �(a!�A�)= a��A ! for all a2A,
and any left-invariant ! and right-invariant �, and then
extending it A-linearly to the whole of
�1(A)�A �1(A). This operator satisfies the braid
relation (id�A �) � (��A id) � (id�A �)= (��Aid) �
(id�A �) � (��Aid), and is invertible provided the
antipode S is invertible. The Woronowicz braiding is
used to define symmetric forms as those invariant
under � . One then defines exterior 2-forms as elements
of �1(A)�A�1(A)=ker (id� �), and introduces the
wedge product. The wedge product is not in general
anticommutative, but one does have !^ � =�� ^!
for bi-invariant !,�. This construction is extended to
higher forms and leads to the definition of the exterior
algebra �(A). To define exterior n-forms, one maps
any permutation on n-elements to the corresponding
element of the braid group generated by � and then
takes the quotient of the nth tensor power of �1(A) by
all elements corresponding to even permutations. The
differential d :A!�1(A) is extended to an exterior
differential in the whole of �(A) in the following way.
First, �1(A) is extended by a one-dimensional
A-bimodule generated by a form � that is required to
be bi-invariant. The resulting extended bimodule
(which, in general, is not a first-order differential
calculus, as � is not necessarily of the form

P
i ai dbi,

for some ai,bi2A) is then determined from the
relation da=�a� a� for all a2A. Higher exterior
derivative is then defined by d�=�^ �� ( � 1) n �^ �,
for any �2�n(A).

The algebra �(A) is a Z2-graded differential Hopf
algebra, that is, it has a coproduct such that

�ð! ^ �Þ ¼
X
ð�1Þj!ð2Þk�ð1Þj!ð1Þ ^ �ð1Þ �!ð2Þ ^ �ð2Þ

where j!(2)j etc., denotes the degree of a homo-
geneous component in the decomposition of �(!).
Furthermore,

�ðd!Þ ¼
X�

d!ð1Þ �!ð2Þ þ ð�1Þj!ð1Þj!ð1Þ � d!ð2Þ

�
On the 1-forms this coproduct is simply the sum
�Lþ�R.

Classification

There is no unique covariant differential calculus on A,
so classification of covariant differential calculi is an
important problem. For example, it is known that the
quantum group SUq(2) admits a left-covariant three-
dimensional calculus, but there is no three-dimen-
sional bicovariant calculus. On the other hand, there
are two four-dimensional bicovariant calculi on
SUq(2). Differential calculi are classified for standard
quantum groups such as SLq(N) or Spq(N).

General classification results are based on
the equivalence between the category of Hopf
bimodules of a finite-dimensional Hopf algebra
A and that of Yetter–Drinfeld or crossed modules
of A. These are the modules of the Drinfeld double
of A. As a result, in the case of a finite-dimensional
factorizable coquasitriangular Hopf algebra A with
a dual Hopf algebra H, the bicovariant �1(A) are
in one-to-one correspondence with two-sided ideals
in Hþ. If, in addition, A is semisimple, then
(coirreducible) calculi are in one-to-one correspon-
dence with nontrivial irreducible representations of
H. This can be extended to infinite-dimensional
algebras, provided one works over a field of formal
power series in the deformation parameter.

Quantum Group Principal Bundles

Quantum Principal Bundles

In classical geometry, a (topological) principal
bundle is a locally compact Hausdorff space with a
(continuous) free and proper action of a locally
compact group (e.g., a Lie group). In terms of
algebras of functions this gives rise to the following
structure. A is a Hopf algebra (the model is
functions on a group G), P is a right A-comodule
algebra with a coaction �P : P!P�A (the model
is functions on a total space X). Let
B = {b2P j�P(b) = b� 1} be the coinvariant sub-
algebra (the model is functions on a base manifold
M = X=G). Fix a bicovariant calculus �1(A), with
the corresponding Q and �1 = Aþ=Q as in the
subsec tion ‘‘The Woronow icz theore ms.’’ Take a
differential calculus �1(P) = �1P=NP such that:

1. ��1P(NP)�NP�A, where for all
P

i p
i�qi2�1P,

��1P

�X
i

pi� qi

�
¼
X

i

pi
ð0Þ � qi

ð0Þ � pi
ð1Þq

i
ð1Þ

2�1P�A

2. �̃(NP) � NP�Q, where

~� : �1P!P�Aþ;X
i

pi� qi 7!
X

i

pi�PðqiÞ ¼
X

i

piqi
ð0Þ � qi

ð1Þ

3. NB = NP \ �1B gives rise to a differential struc-
ture �1(B) = �1B=NB on B. Condition (1) ensures
that ��1P descends to a coaction ��1(P) :
�1(P)!�1(P)�A, while (2) allows for defining
a map

ver : �1ðPÞ!P��1; verð½!	Þ ¼ ½~�ð!Þ	
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Since B is a subalgebra of P, the P-bimodule

P�1ðBÞP :¼
nX

i

piðdbiÞqijpi; qi 2P; bi 2B
o

is a sub-bimodule of �1P, known as horizontal
forms. P is called a ‘‘quantum principal bundle’’
over B with quantum structure group A and calculi
�1(A) and �1(P) provided the following sequence;

0�!P�1ðBÞP�!�1ðPÞ�!ver
P��1�! 0

is exact. This definition reflects the geometric
content of principal bundles, but is not restricted
to any specific differential calculus. The surjectivity
of ver corresponds to the freeness of the (co)action,
while the condition ker (ver) = P�1(B)P corresponds
to identification of vertical vector fields as those that
are annihilated by horizontal forms.

The Universal Calculus Case

In the universal calculus case, both NP and Q in the
previous subsection are trivial, and ver = �̃. Uni-
versal horizontal forms P(�1B)P coincide with the
kernel of the canonical projection P�BP!P�P.
The exactness of the sequence in the last subsection
is equivalent to the requirement that the map

can : P�BP!P�A

p�Bq 7! p�PðqÞ ¼
X

pqð0Þ � qð1Þ

be bijective. In algebra, such an inclusion of algebras
B � P is known as a Hopf–Galois extension. Thus, a
geometric notion of a quantum principal bundle
with the universal calculus is the same as the
algebraic notion of a Hopf–Galois extension.

If (2) in the previous subsection is replaced by
stronger conditions �̃(NP) = NP�Q and (NP \
ker �̃) � P(�1B)P, then exactness of the sequence
in the previous subsection is equivalent to the
bijectivity of ‘‘can.’’ Thus, although defined in a
purely algebraic way, the notion of a Hopf–Galois
extension carries deep geometric meaning. It there-
fore makes sense to consider primarily Hopf–Galois
extensions and then specify differential structure in
such a way that this stronger version of (2) is
satisfied. Henceforth, unless specified otherwise, a
quantum principal bundle is taken with the uni-
versal differential calculus.

Quantum Homogeneous Bundles

Suppose that P is a Hopf algebra, and that there is a
Hopf algebra surjection � : P!A. This induces a
coaction of P on A via �P = (id� �) ��, where now

� is a coproduct in P. P is a quantum principal
A-bundle over the coinvariants B, provided ker � �
BþP, where Bþ= B \ Pþ. B is a left quantum
homogeneous space in the sense that �(B) � P�B,
and P is known as a quantum homogeneous bundle.
An example of this is the standard quantum
2-sphere – a quantum homogeneous space of
SUq (2) (see the subsec tion ‘‘The Dirac q-monopo le’’).
This construction reflects the classical construction of
a principal bundle over a homogeneous space, since
every homogeneous space of a group G can be
identified with a quotient G=H, where H � G is a
subgroup. Not every quantum homogeneous space
can be obtained in this way (e.g., nonstandard
quantum 2-spheres), as quantum groups P do not
have sufficiently many quantum subgroups A (in a
sense of Hopf algebra projections � : P!A). To study
gauge theory on general quantum homogeneous
spaces, more general notion of a bundle needs to be
develo ped (see the subsec tion ‘‘Gener alizations of
quan tum pr incipal bundles ’’).

A general differential calculus on a quantum
homogeneous bundle is specified by choosing a
left-covariant calculus on P with an ideal QP 2Pþ

such that (id� �) � Ad(QP) � QP�A. A bicovariant
calculus on A is then given by QA = �(QP).

Quantum Trivial Bundles

A quantum principal bundle (with the universal
differential calculus) is said to be ‘‘trivial’’ or ‘‘cleft’’
provided there exists a linear map � : A!P such that

1. �(1) = 1 (unitality);
2. �P � � = (�� id) �� (colinearity or covariance);

and
3. � is convolution invertible (cf. the subsection

‘‘Hop f algebra prelim inaries’’).

� is called a trivialization. In this case, P is
isomorphic to B�A as a left B-module and right
A-comodule via the map B�A!P, b� a 7! b�(a).
In particular, an A-covariant (i.e., colinear) algebra
map j : A!P is a trivialization (the convolution
inverse of j is j � S).

Based on trivial bundles, locally trivial bundles
can be constructed by choosing a compatible cover-
ing of B (in terms of ideals).

At this point, the reader should be warned that
the notion of a trivial quantum principal bundle
includes bundles which are not trivial classically
(i.e., do not correspond to functions on the
Cartesian product of spaces). As an example,
consider the Möbius strip viewed as a Z2-principal
bundle over the circle S1. Obviously, this is not a
trivial bundle (the Möbius strip is not isomorphic to
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S1 
Z2). It can be shown, however, that the
quantum principal bundle corresponding to the
Möbius strip has a trivialization � in the above
sense.

Generalizations of Quantum Principal Bundles

In the case of majority of quantum homogeneous
spaces , the map � in the su bsection ‘‘Quantum
homogene ous bundles ’’ is a coalgebra and right
P-module map, but not an algebra map. Thus, the
induced coaction is not an algebra map either. To
cover examples like these, one needs to introduce
a generalization of quantum principal bundles.
Consider an algebra P that is also a right comodule
of a coalgebra C with coaction �P. Define

B :¼
n

b2Pj8p2P;�PðbpÞ ¼ b�PðpÞ

¼
X

bpð0Þ � pð1Þ

o
B is a subalgebra of P. P is a principal coalgebra-
bundle over B or B � P is a coalgebra-Galois
extension provided the map

can : P� BP!P�C

p� Bq 7! p�PðqÞ ¼
X

pqð0Þ � qð1Þ

is bijective. This purely algebraic requirement
induces a rich symmetry structure on P, given in
terms of entwining, which allows one for developing
various differential geometric notions such as those
discussed in the next section. The lack of space does
not permit us to describe this theory here.

Connections, Gauge Transformations,
Matter Fields

Connections and Connection Forms

A ‘‘connection’’ in a quantum principal bundle with
calculi �1(P), �1(A) is a left P-linear map
� : �1(P)!�1(P) such that:

1. � �� = � (� is a projection);
2. ker � = P�1(B)P; and
3. ��1(P) �� = (�� id) ���1(P) (colinearity or

covariance).

The exact sequence in the subsection ‘‘Quantum
principal bundles’’ implies that � is a left P-linear
projection if and only if there exists a left P-linear
map 	 : P � �1!�1(P) such that ver � 	= id. Since
	 is left P-linear, it is fully specified by its action on
�1. This leads to the equivalent definition of a

connection as a connection form or a gauge field,
that is, a map ! : �1!�1(P) such that:

1. for all 
2�1, ver(!(
)) = 1�
; and
2. ��1(P) � != (!� id) � Ad1

� (Ad-covariance), where
Ad�1 is a projection of the adjoint coaction to �1,
that is, Ad�1 ([a]) = [Ad(a)] (well defined, because
Q is Ad-invariant for a bicovariant calculus, see
the subsection ‘‘The Woronowicz theorems’’).

The correspondence between connections and con-
nection 1-forms is given by the formulaY

ðpdqÞ ¼
X

pqð0Þ!ð½qð1Þ	Þ

In the universal differential calculus case, �1 = Aþ,
hence ! can be viewed as a map ! : A!�1P, such
that !(1) = 0. The map F! : A!�2P, given by
F! = d!þ ! � ! is called a ‘‘curvature’’ of !. The
curvature satisfies the Bianchi identity, dF! =
F! � !� ! � F !.

In the case of a trivial bundle with trivialization �
and universal calculus, any linear map � : A!�1B
such that �(1) = 0 defines a connection 1-form

! ¼ ��1 � d�þ ��1 � � � �

The corresponding curvature is F ! = ��1 � F � � �,
where F � = d� þ � � �.

In the case of a quantum homogeneous bundle
with calculus determined by QP 2 Pþ and
QA = � (Q P ) (cf. the sub section ‘‘Quan tum homo-
geneous bundl es’’), a canonic al con nection form can
be assigned to any algebra map i : A!P such that

1. � � i = id (i-splits �);
2. "P � i = "A (co-unitality);
3. (id� �) � AdP � i = (i� id) � AdA (Ad-covariance);

and
4. i(QA) � QP (differentiability).

Explicitly, !([a]) =
P

(Si(a)(1))di(a)(2).

Covariant Derivative: Strong Connections

A covariant derivative associated to a connection �
is a map D : P!P�1(B)P, p 7! dp� �(dp). A covar-
iant derivative maps elements of P into horizontal
forms, since ker � = P�1(B)P, and satisfies the
Leibniz rule D(bp) = (db)pþ bDp, for all b2B,
p2P.

A connection is ‘‘strong’’ provided D(p)2�1(B)P.
A covariant derivative of a strong connection is a
connection on module P in the sense of Connes.
Furthermore, in the universal calculus case, and when
A has invertible antipode, the existence of strong
connections leads to rich gauge theory of associated
bundles (cf . the subsec tion ‘‘Assoc iated bundl es:
matter fields ’’). A connect ion in a trivia l bundle
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descr ibed in the su bsection ‘‘Conn ections and con-
nection forms’’ is strong (and every strong conn ection
in a trivial bundle is of this form). Assuming
invertibility of the antipode in A, a canonical
connection in a quantum homogeneous bundle
described in that subsection is strong provided Ad-
covariance (3) is replaced by conditions (id� �) �� �
i = (i� id) ��A (right covariance) and (�� id) �� �
i = (id� i) ��A (left covariance), where � is a
coproduct in P, and �A is a coproduct in A.

In the universal calculus case, the map D can
be extended to a map D : �1P!�2P via the
formula D( � ) = d�þ

P
�(0 ) ! (� (1) ). Then D � D( p) =P

p(0) F! ( p(1) ), where F! is the curvature of ! (cf. the
subsection ‘‘Connections and connection forms’’). This
explains the relationship between a curvature under-
stood as the square of a covariant derivative and F!.

Bundle Automorphisms and Gauge
Transformations

A quantum bundle automorphism is a left B-linear
right A-covariant (i.e., colinear) automorphism
F : P!P such that F(1) = 1. Bundle automorphisms
form a group with operation FG = G � F. This group
is isomorphic to the group G(P) of gauge transfor-
mations, that is, maps f : A!P that satisfy the
following conditions:

1. f (1A) = 1P (unitality);
2. �P � f = (f � id) � Ad (Ad-covariance); and
3. f is convolution invertible (cf. the subsection

‘‘Hop f algebra prelim inaries’’).

The product in G ( P) is the convolut ion product
(cf. the subsec tion ‘‘Hop f algebra preliminar ies’’).
The group of gauge transformations acts on the
space of (strong) connection forms ! via the formula

f . ! ¼ f � ! � f�1 þ f � df�1; 8f 2GðPÞ

This resembles the gauge transformation law of a
gauge field in the standard gauge theory. The curvature
transforms covariantly as F f.! = f � F! � f�1.

In the case of a trivial principal bundle, gauge
transformations correspond to a change of the
trivialization and can be identified with convolution-
invertible maps � : A!B such that �(1) = 1. A map
� : A !�1 B that induces a connection as in the
subsection ‘‘Connections and connection forms’’ is
transformed to � � � � ��1 þ � � d��1, and the curva-
ture F � 7! � � F � � ��1.

Associated Bundles: Matter Fields

Given a right A-comodule (corepresentation)
% : V!V�A one defines a quantum vector bundle
associated to P as

E ¼
nX

i

vi� pi 2V�P

����X
i

vi
ð0Þ � pi

ð0Þ � vi
ð1Þp

i
ð1Þ

¼
X

i

vi� pi� 1
o
� V �P

E is a right B-module with product (
P

iv
i� pi)b =P

i vi� pib. A right B-linear map s : E!B is called a
section of E. The space of sections �(E) is a left B-
module via (bs)(p) = bs(p).

The theory of associated bundles is particularly rich
when A has a bijective antipode and P has a strong
connection form !. In this case, �(E) is isomorphic to
the left B-module �% of maps 
 : V!P such that �P �

= (
� id) � %. If V is finite dimensional, then �% is a
finite projective B-module, that is, it is a module of
sections of a noncommutative vector bundle in the
sense of Connes. The strong connection induces a map
r : �%!�1B� B�%, given by r(
)(v) = d
(v)þP

(v(0))!(v(1)). r is a connection in the sense of

Connes (in a projective left B-module), that is, for all
b2B,
2�%,r(b
) = db� B
þ br(
).

In the case of a trivial bundle, �% can be identified
with the space of linear maps V!B. Thus, sections
of an associated bundle correspond to pullbacks of
matter fields, as in the classical local gauge theory
matter fields are defined as functions on a spacetime
with values in a representation (vector) space of the
gauge group.

The Dirac q-Monopole

This is an example of a strong connection in a
quantum homogeneous bundle (cf. the subsection
‘‘Qu antum homo geneous bundles ’’). P = SUq(2) is a
matrix Hopf �-algebra with matrix of generators

a �qc�

c a�

� �
and relations

ac ¼ qca; ac� ¼ qc�a; cc� ¼ c�c

a�aþ c�c ¼ 1; aa� þ q2cc� ¼ 1

where q is a real parameter. A = C[U(1)] is a Hopf
�-algebra generated by unitary and group-like u
(i.e., uu�= u�u = 1, �(u) = u� u). The �-projection
� : P!A is defined by �(a) = u. The coinvariant
subalgebra B is generated by x = cc�, z = ac�,
z�= ca�. The elements x and z satisfy relations

x� ¼ x; zx ¼ q2xz;

zz� ¼ q2xð1� q2xÞ; z�z ¼ xð1� xÞ
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Thus, B is the algebra of functions on the standard
quantum 2-sphere. A strong connection is obtained
from a bicovariant �-map i : A!P given by
i (un ) = an (cf. the subsec tions ‘‘Quan tum homoge-
neous bundles ,’’ ‘‘Co nnections an d connect ion
forms, ’’ and ‘‘Covari ant deri vative: strong conn ec-
tions’’). Explicitly, the connection form reads

!ðunÞ ¼
Xn

k¼0

n

k

� �
q�2

c�ka�n�kdðan�kckÞ

!ðu�nÞ ¼
Xn

k¼0

q2k n

k

� �
q�2

an�kckdðc�ka�n�kÞ

where the deformed binomial coefficients are
defined for any number x by

n

k

� �
x
¼ ðx

n � 1Þðxn�1 � 1Þ � � � ðxkþ1 � 1Þ
ðxn�k � 1Þðxn�k�1 � 1Þ � � � ðx� 1Þ

There is a family Vn, n2Z of one-dimensional
corepresentations of C[U(1)] with Vn = C and
%n(1) = 1� un, n � 0 and %n(1) = 1� u�n, n < 0. This
leads to the family of finite projective modules
�n = �% n as descr ibed in the subsecti on ‘‘Assoc iated
bundles : matter fields.’’ The Hermitian proje ctors
e(n) of these modules come out as, for n > 0,

eðnÞij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n

i

� �
q�2

n

j

� �
q�2

s
an�icic�ja�n�j;

i; j ¼ 0; 1; . . . ; n

eð�nÞij ¼ qiþj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n

i

� �
q�2

n

j

� �
q�2

s
c�ia�n�ian�jcj;

i; j ¼ 0; 1; . . . ; n

The e(n) describe q-monopoles of magnetic charge
�n. For example, the charge-1 projector explicitly
reads

1� x z�

z q2x

� �
and reduces to the usual charge-1 Dirac monopole
projector when q = 1. The covariant derivatives r
are Levi-Civita or Grassmann connections in mod-
ules �n corresponding to projectors e(n).

The q-Instanton

This is an example of a coalgebra bundle and the
associated vector bundle, which is a deformation of
an instanton (with instanton number 1). P = C[S7

q] is
the �-algebra of polynomial functions on the

quantum 7-sphere. As a �-algebra it is defined by
generators z1, z2, z3, z4 and relations

zizj ¼ qzjzi ðfor i < jÞ
z�j zi ¼ qziz

�
j ðfor i 6¼ jÞ

z�kzk ¼ zkz�k þ ð1� q2Þ
X
j<k

zjz
�
j ;X

k¼1

zkz�k ¼ 1

where q2R. The coaction of the �-Hopf algebra
A = SUq(2) (cf. the previous subsection) on P is
constructed as follows. Start with the quantum group
Uq(4), generated by a matrix t = (tij)

4
i, j = 1 and view

C[S7
q] as a right quantum homogeneous space of Uq(4)

generated by the bottom row in t. Thus, there is a right
coaction of Uq(4) on C[S7

q] obtained by the restriction of
the coproduct in Uq(4). Next, project Uq(4) to SUq(2)
by a suitable coideal and a right ideal in Uq(4). The
corresponding canonical surjection r : Uq(4)! SUq(2)
is a coalgebra map, characterized as a right Uq(4)-
module map by r(t11t22 � qt12t21) = 1 and

rðtÞ ¼ u 0
0 u

� �
; �u ¼ u22 �u21

�u12 u11

� �
where u = (uij)

2
i, j = 1 is the matrix of generators

of SUq(2) (cf. the previous subsection). When
applied to the coaction of Uq(4) on C[S7

q], r induces
the required coaction �P : C[S7

q]!C[S7
q]� SUq(2).

Explicitly, the coaction comes out on generators
as �P(zj) =

P
i zi� r(tij). The coaction �P is not

an algebra map. The coinvariant subalgebra B is a
�-algebra generated by

a ¼ z1z�4 � z2z�3

b ¼ z1z3 þ q�1z2z4

R ¼ z1z�1 þ z2z�2

The elements a, a�, b, b�, R satisfy the following
relations:

Ra ¼ q�2aR; Rb ¼ q2bR

ab ¼ q3ba; ab� ¼ q�1b�a

aa� þ q2bb� ¼ Rð1� q2RÞ
aa� ¼ q2a�aþ ð1� q2ÞR2

b�b ¼ q4bb� þ ð1� q2ÞR

Hence B can be understood as a deformation of the
algebra of functions on the 4-sphere and is denoted
by C[	4

q]. One can show that the map ‘‘can’’ in the
subsec tion ‘‘Gener alizations of quantum princ ipal
bundles ’’ is bijective , hence there is an SUq(2)-
coalgebra principal bundle with the total space the
quantum 7-sphere C[S7

q] and the base space the
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quantum 4-sphere C[	4
q]. By abstract arguments

that involve cosemisimplicity of SUq(2), one can
prove that there exists a strong connection in this
bundle; this is the q-deformed instanton field. At the
time of writing this article, however, the explicit
form of this connection is not known.

On the other hand, following the classical con-
struction of an instanton, one can take the funda-
mental two-dimensional corepresentation V = C2 of
SUq(2) and explicitly construct q-instanton projection
with instanton number 1. Writing e1, e2 for the basis
of V, the coaction % : V!V � SUq(2) is given by

ðejÞ ¼
X

i

ei� uij

The associ ated bundl e (cf . the subsec tion ‘‘Asso-
ciated bundl es: matter fields ’’) is a finite pro jective
left module over C[	4

q]. The corresponding q-instan-
ton projector comes out as

q2R 0 qa q2b
0 q2R qb� �q3a�

qa� qb 1� R 0
q2b� �q3a 0 1� q4R

0BB@
1CCA

See also: Bicrossproduct Hopf Algebras and
Noncommutative Spacetime; Hopf Algebras and
q-Deformation Quantum Groups; Noncommutative Tori,
Yang–Mills, and String Theory.
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Introduction

When a current flows in a thin sample with a
transverse magnetic field B, the Lorentz force
deflects the trajectories of the charge carriers,
producing an excess charge on one side and a
charge deficiency on the other, and creating a
potential difference across the conductor perpendi-
cular to both the direct current and the magnetic
field. This is known as the Hall effect, in honour of
E H Hall, who, inspired by a remark of Maxwell,

first demonstrated it in thin samples of gold foil in
October 1879 (Hall’s subsequent measurements of
the potential difference showed that the carriers
could be positively or negatively charged for
different materials). A schematic diagram of Hall’s
experiment and the lateral separation of charges is
shown in Figure 1.

Equilibrium is reached when the magnetic force
balances that from the potential difference E due to
the displaced charge. When the charge carriers are
electrons, with the electron density n, and the
electron current J, this gives neE = JB. Comparison
with Ohm’s law, J = 	E, gives conductance (the
reciprocal of resistance) to be 	= ne=B. More
generally, considering the currents and fields as
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vectors, � is represented by a matrix. Rescaling by
the sample thickness �, the diagonal components of
�� give the direct conductivity �k and its off-
diagonal elements give the Hall conductivity:
�H = ��21. (For systems symmetric under 90� rota-
tions, �11 = �22 and �12 = ��21.) In quantum
theory, one usually works in terms of the filling
fraction �= n�h=eB and then �H = �e2=h.

In 1980 von Klitzing, Dorda, and Pepper dis-
covered that at very low temperatures in very high
magnetic fields, the Hall conductivity �H is quan-
tized as integral multiples of e2=�h, a fact known as
the integer quantum hall effect (IQHE). The integer
multiples were accurate to 1 part in 108, and the
effect was exceptionally robust against changes in
the geometry of the samples and in the experimental
parameters. Indeed, the unprecedented accuracy of
the effect led to its adoption as the international
standard for resistance in 1990.

More precisely, the Hall conductivity was no
longer proportional to the filling fraction �, but the
graph of �H against � displayed a sequence of jumps,
as shown in Figure 2. In this figure, the conductivity
has plateau at the integer multiples of e2=�h, and
jumps between them within fairly small ranges of
the filling fraction. Moreover, the direct conductiv-
ity vanishes where the Hall conductivity takes its
constant integral values.

These results raise numerous questions.

1. Why does the conductivity take such precise
integer values, and why are they so stable under
changes of the geometry and physical
parameters?

2. Why does the direct conductivity vanish, except
in regions where the Hall conductivity jumps
between integer values, and how are such jumps
possible?

Moreover, any theory must also explain why
these features are not present under the more normal

conditions of the classical Hall effect. The following
features seem to play a role, and in the case of the
first three, even in the classical effect.

1. As Hall discovered, the samples must be very thin
to exhibit even the classical effect. (Nowadays
they are often a surface layer between two
semiconductors.)

2. The samples are macroscopic and much larger
than the quantum wavelengths appearing in the
problem.

3. The electric field is small enough that nonlinear
effects are negligible.

4. The quantum effect appears only at a very low
temperature.

The first of these suggests that we should idealize
to the case where the motion of the charge carriers is
restricted to a two-dimensional region, and the
second that we may work in the thermodynamic
limit where the conducting surface is the whole
of R2. The third and fourth ensure both that the
linear Ohm’s law should be adequate, and also that
it should be enough to consider the limiting cases of
very weak electric fields and zero temperature.
Multiple limits of this sort raise delicate mathema-
tical issues. Indeed, many plausible models of the
effect turn out, on careful analysis, to predict
vanishing Hall conductivity.

A theoretical explanation of the quantization of
the conductivity was soon suggested by Laughlin.
Exploiting the apparent independence of sample
geometry, he considered a cylindrical conductor
where quantization followed on consideration of
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Figure 1 Schematic diagram of charge separation in Hall’s
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Figure 2 Schematic diagram of the Hall and direct conductivities

plotted against the filling factor �.
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the flux tubes threading it. Laughlin’s choice of a
particular configuration precluded investigation of
the influence of changing geometry. This was soon
provided by Thouless, Kohmoto, Nightingale, and
de Nijs, who argued (from a lattice version of the
problem) that the conductivity could be identified
with the Chern character of a line bundle over a
Brillouin zone (a quotient of momentum space by
the action of the reciprocal crystal lattice), so that it
had to be integral and the stability of the effect was
a consequence of the topological nature of �.
Unfortunately, whilst suggestive, this explanation
worked only under the physically implausible con-
straint that the magnetic flux through a crystal cell
was rational, offered no explanation of the link
between the Hall and direct conductivities, and,
working with a periodic Hamiltonian, made no
allowance for the impurities and disorder usually
important in solid-state problems of this sort.

Notwithstanding these deficiencies, this model con-
tained important insights, which inspired Bellissard
to model the effect using Connes’ newly developed
noncommutative geometry (Bellissard 1986, Connes
1986). (Kunz produced a Hilbert space theory at about
the same time, but that has been rather less influential.)
Connes’ work turned out to contain all the relevant
concepts and tools needed to provide a good under-
standing of the effect, based on interpreting the
conductivity as a noncommutative Chern character
for a noncommutative version of the Brillouin zone. In
fact, the techniques of noncommutative geometry
seemed to fit the quantum Hall effect so well that
this has become one of the standard examples of the
theory.

Even whilst the theorists were struggling to
explain the experiments, observations by Tsui,
Störmer, and Gossard showed that, with suitable
care, fractional Hall conductivities could also be
observed, although these were far less stable than
those given by integers. One, therefore, distinguishes
between IQHE and the fractional quantum Hall
effect (FQHE), and this survey concentrates largely
on the former. One simplifying feature of the IQHE
is that it seems to be comprehensible at the level of
individual noninteracting electrons, whereas the
FQHE certainly involves some kind of interaction
and many-body theory.

This article presents an outline of the connection
between noncommutative differential geometry and
the IQHE, and concludes by discussing some of the
approaches to the FQHE, and some other applica-
tions of noncommutative geometry and mathema-
tical directions suggested by the theory. The sections
alternate between the physical model and the
mathematical abstraction from it.

There are good surveys of the area (Bellissard
et al. 1994, McCann 1998) explaining how the
mathematical model arises out of the physics, the
mathematical models themselves. As well as being
the standard reference for noncommutative geome-
try, Connes (1994) discusses the Hall effect. These
resources contain good bibliographies, which may
be consulted for further references.

Electron Motion in a Magnetic Field

The following discussion restricts attention to
motion in two dimensions, with electrons as the
charge carriers, and no interactions between them.
(The first condition is essential; the second could be
relaxed a little to allow sufficiently long-lived
quasi-particles.) A single free electron with mass
m and charge e moving in the x1–x2 plane with a
constant transverse magnetic field B in the positive
x3-direction, can be described by the Landau
Hamiltonian

HL ¼ jP � eAj2=2m ½1�

where A = 1
2 B� X is a magnetic vector potential that

gives rise to B. This problem is exactly solvable by,
for example, introducing K�= (K1

�, K2
�) = P 	 eA.

The components of Kþ and K� commute with each
other, but [K1

�, K2
�] =�i�heB. Comparison with the

harmonic oscillator shows that the energy spectrum of
HL = [(K1

þ)2 þ (K2
þ)2]=2m is {(nþ 1

2 )�heB=m: n 2 Z}.
Since HL commutes with the components of K�,
each of these Landau energy levels is infinitely
degenerate, and the filling fraction � measures
what proportion of states in the Landau levels are
filled. The frequency !c = eB=m is the cyclotron
frequency for classical circular orbits in the
magnetic field.

The degeneracy of the Landau Hamiltonian can
also be understood in terms of the magnetic
translations obtained by exponentiating the connec-
tion defined by the magnetic potential A: rj = @j þ
ieAj=�h = iKj

�=�h. More precisely, we set

UðaÞ ¼ expð�ia 
 rÞ ¼ expð�ia 
 K�=�hÞ ½2�

which clearly commutes with HL, expressing the
translational symmetry of this model. The curvature
[r1,r2] = B of the connection manifests itself in the
identities

UðaÞUðbÞ ¼ eð1=2Þi�Uðaþ bÞ ¼ ei�UðbÞUðaÞ ½3�

where �= eB 
 (a� b)=�h measures the magnetic flux
through the parallelogram spanned by a and b.
These show that U is a projective representation
of R2 with projective multiplier �(a, b) = exp ( 1

2 i�).
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The significance of this is that, unless � is an
integer multiple of 2�, U(a) and U(b) generate a
noncommutative algebra. This replaces the commu-
tative algebra of functions on two-dimensional
momentum space and leads naturally to a noncom-
mutative geometry.

The unembellished Landau Hamiltonian cannot
describe the Hall effect without adding an electric
potential eE 
 X to drive the current in the sample.
(Alternatively, and useful for the later discussion,
one could use the radiation gauge in which, instead
of introducing a scalar potential, a time-dependent
term is added to A so that E =�@A=@t.)

The quantum Hall effect also depends crucially on
the effects of impurities in the conducting material.
These can be modeled by adding a random potential
V! with ! in a compact probability space � to
obtain H! = HL þ eE 
 X þ V!(X). A continuous
function f on � can be interpreted as a random
variable, and its expectation ��(f ) gives a trace on
the C�-algebra C(�) (i.e., a positive linear functional
such that ��(AB) = ��(BA)).

Although the magnetic translations commute with
HL, they do not generally commute with the
potentials so they act on �, but, on the other hand,
the physics of a disordered system and its translates
should be the same, so we assume that the
probability measure and hence also �� are invariant
under magnetic translations. (As noted earlier, we
work in the thermodynamic limit, where the Hall
sample expands to fill R2, so we do not need to
worry about translations moving the sample itself.)
Then � with the magnetic translation action can be
interpreted as the noncommutative Brillouin zone.
(A space � can be reconstructed from the magnetic
translations of the resolvents of the Hamiltonians
(Bellisard et al. 1994).)

The current J may be defined as the functional
derivative of the Hamiltonian with respect to the
vector potential A or, in components, Jk = �kH =
�H=�Ak. For the Landau Hamiltonian, this gives

i�h�kHL ¼ ie�hðPk � eAkÞ=m ¼ e½Xk;HL� ½4�

a relation which persists for H = HL þ V(X) when-
ever the potential V is independent of A, so that
�kH =�ie[Xk, H]=�h = e dXk=dt, the charge times
velocity, as one might expect. The operator func-
tional calculus delivers a similar formula for deriva-
tions of the spectral projections of H. We have
�k = e@k=�h, where, in view of the commutation
relations, @k = �i[Xk, 
 ] can be regarded as a
momentum-space derivative, confirming that we
are dealing with the differential geometry of
momentum space.
We now wish to calculate the expected current
h Jki, in a thermal state with chemical potential 	 at
inverse temperature 
= 1=kT (where k is Boltz-
mann’s constant and the temperature is T (kelvin).
Using the Fermi–Dirac distribution, the grand
canonical expectation value is

h Jki ¼ tr 1þ e�
ðH�	Þ
� ��1

Jk

� �
½5�

Since the quantum Hall effect occurs at low tempera-
tures (large 
) and for weak fields, we formally
proceed to those limits. Then (1þ e�
(H�	))�1 tends to
the projection PF onto the states with energy less than
the Fermi energy EF in the absence of the electric
field. The limiting expected current is, therefore,
tr(PFJk) = tr(PF�kH), where H is now the Hamilto-
nian including the electric field (without which there
would be no current).

A detailed calculation of the Hall conductivity
using the Kubo–Greenwood formula shows that the
conductivity matrix is actually

�kj ¼ iðe2=�hÞtrðPF½@jPF; @kPF�Þ ½6�

In particular, this immediately implies that the direct
conductivity terms �jj vanish, as observation sug-
gested. The derivation of [6] requires great care, and
references may be found in the surveys, but a formal
argument in the next section may lend this expres-
sion some plausibility.
The Noncommutative Geometry

The principal ingredient for noncommutative geo-
metry is an algebra, and thus we shall now consider
a class of algebras broad enough to include the
physical example.

The action of the magnetic translations on �
defines automorphisms of the C�-algebra C(�),
which permit the construction of a twisted crossed-
product algebra, in which these automorphisms are
represented by conjugation. Because much of the
theory has been formulated with lattice approxima-
tions using Z2 rather than R2, it is useful to work
more generally with a separable locally compact
abelian group G with continuous multiplier �, and a
homomorphism � to automorphisms of a C�-algebra
A1 with trace �1, which will in practice be the
commutative algebra C(�) with ��. The twisted
crossed product A= C(A1, G,�) can be constructed
as the norm completion of the continuous compactly
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supported functions from G to A1 with the product,
adjoint and norm

ðf �gÞðxÞ ¼
Z

G

�ðy; x� yÞf ðyÞð�ygÞðx� yÞ dy ½7�

f �ðxÞ ¼ �ðx;�xÞ�1f ð�xÞ� ½8�

kfk ¼ max

Z
G

kf ðxÞkA1
dx;

Z
G

kf �ðxÞkA1
dx

� �
½9�

integration being with respect to the Haar measure.
The crossed-product algebra is noncommutative,
both because of the action of G and due to the
multiplier �. It has a trace �[ f ] = �1[ f (0)] and, when
G = R2, has derivations given by @kf = �ixkf (x).

As an example, consider the case of periodic
potentials invariant under translation by vectors a
and b. Then the group G ffi Z2 generated by a and b
acts trivially on � and the crossed-product algebra is
just a product of A1 and the twisted group algebra
of complex-valued functions C(C, G,�), generated
by U(a) and U(b). We already noted that the algebra
is commutative only when the flux � 2 2�Z, in
which case it is just the convolution algebra of
Z2, which by Fourier transforming (effectively
setting U(a) = ei� and U(b) = ei
) is the algebra
C(T2), with torus coordinates � and 
. For fluxes
which are rational multiples of 2� we obtain a
matrix algebra, whilst irrational fluxes give an
infinite-dimensional irrational rotation algebra or
noncommutative torus, a standard example in
noncommutative geometry.

Any �-representation � of A1 on a Hilbert space
H� can be induced to a �-representation �� of the
twisted crossed product on H= L2(G,H�) by
setting

ð��ðf Þ ÞðxÞ

¼
Z

G

�ðx; y� xÞ�1�ð��xf Þðy� xÞ ðyÞ dy ½10�

for f 2 A and  2 H. When A1 = C(�), we may
take � to be a one-dimensional irreducible
�-representations given by evaluating the function
at a point ! 2 �.

When G = R2, it is easy to construct a Fredholm
module from ��. The space H2 =H� C2 has actions
�� of A on the first factor and of the Pauli spin
matrices �1, �2, �3, on the second. It may be
regarded as a graded module with grading operator
�3, and

F ¼ ðx2
1 þ x2

2Þ
�1=2ðx1�1 þ x2�2Þ ½11�
provides a Connes–Fredholm involution which
anticommutes with �3. Detailed technical results of
Connes show how to use the supertrace on H2 and
the Dixmier trace to interpret the physically impor-
tant quantities in this setting.

We now turn to the formal derivation of the key
alternative expression for the conductivity. In the
abstract algebraic setting, when p 2 A is a projec-
tion in the domain of a derivation � the derivative of
(1� p)p = 0 gives

0 ¼ �ðð1� pÞpÞ ¼ ð1� pÞ�ðpÞ � �ðpÞp ½12�

and then an easy calculation leads to

½p; ½�p; p�� ¼ 2pð�pÞp� ð�pÞp2 � p2ð�pÞ ¼ ��p ½13�

In the identity for elements a, b, c, and h 2 A

�ð½a; ½b; c��hÞ � �ðc½½h; a�; b�Þ
¼ �ð½a; ½b; c�h�Þ þ �ð½b; c½h; a��Þ ¼ 0 ½14�

we set a = c = p and b = �p to obtain

�ð½p; ½�p; p��hÞ ¼ �ðp½½h; p�; �p�Þ ½15�

Combining this with [12] when � � �= 0, one
obtains

�ðp�hÞ ¼ �ð�ðphÞÞ � �ð�ðpÞhÞ
¼ �ð½p; ½�p; p��hÞ ¼ �ðp½½h; p�; �p�Þ ½16�
The Hall Conductivity and Anderson
Localisation

Substituting p = PF and h = H in formula [16] would
give the current tr(PF[[H, PF], �PF]). Since �k is
proportional to the commutator with Xk, it is true
that tr � �k = 0, but, unfortunately, PF need not lie in
the domain of �k, and H is unbounded, further
compounding the difficulties. These are serious
problems, although the situation is not quite as
bad as it seems. Without the electrostatic term eE 
 X
in H, PF would have been a spectral projection with
which H would commute, so that

½H;PF� ¼ e½E 
 X ;PF� ¼ eEj½Xj;PF� ¼ ieEj@jPF ½17�

and H disappears from the formula, to be replaced
by @jPF. This would give the expected current
i(e2=�h)tr(PF[@jPF, @kPF])Ej, and the conductivity
matrix

�kj ¼ iðe2=�hÞtrðPF½@jPF; @kPF�Þ ½18�

given earlier (there is no need to scale by the
thickness in two dimensions).
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However it is derived, this expression for the
conductivity only makes sense under suitable condi-
tions, otherwise tr(PF[@jPF, @kPF]) might either be
undefined (because PF is not differentiable) or might
not be trace class. There is a simple condition
sufficient to handle both these difficulties, which
also leads to an interesting physical insight. From
the obvious inequality

0 � tr
�
PFð@1PF � i@2PFÞ�ð@1PF � i@2PFÞ

	
½19�

¼ tr PF ð@1PFÞ2 þ ð@2PFÞ2
� �h i

� i trðPF½@1PF; @2PF�Þ ½20�

and the fact that 1 
 PF, we deduce that

tr ð@1PFÞ2 þ ð@2PFÞ2
� �h i

 tr PF ð@1PFÞ2 þ ð@2PFÞ2

� �h i

 jtrðPF½@1PF; @2PF�Þj ½21�

Thus, if tr[((@1PF)2 þ (@2PF)2)] exists and is finite, then
our expression for the conductivity is well defined.
Mathematically, this is a Sobolev type condition. To
see the physical significance, we recall that @kPF =� i
[Xk, PF], so that the condition is equivalent to the
finiteness of tr[(X2

1þX2
2)PF

2]� tr[(X1PF)2þ (X2PF)2].
This condition imposes a requirement for some

localization in the system (when PF is a rank-1
projection, it reduces to the requirement that the
variance X2

1 þX2
2


 �
� X1h i2� X2h i2 be finite). This

links with a much older observation of Anderson that
the interference caused by impurities in a crystal,
which cancel at long range, should, at smaller
distances, cause localized clumping. The mathe-
matical development of this idea by Pastur provides
an appropriate tool for handling the conditions
for the valdiity of the conductivity formula. The
impurities generating Anderson localization are
provided in this model by the random potential
in the Hamiltonian. It also leads us to restrict
attention to the dense subalgebra A0 of f 2 A,
where �[(@1f )�(@1f )þ (@2f )�(@2f )] <1.
The Integral Quantum Hall Effect

Having identified the features of physical interest,
we can return to the abstract algebraic description
with conductivity i(e2=�h)�(p[@jp, @kp]). The key
observation is that this can be interpreted as the
Connes pairing between a cyclic cocycle c� on A0

and the projection p whose stable equivalence class
represents an element of the C�-algebraic K-theory,
K0(A). Such pairings give noncommutative Chern
characters. The cyclic cocycle is a trilinear form
defined on elements a0, a1, a2 2 A0 by

c� ða0; a1; a2Þ ¼ � ½a0ð�1a1�2a2 � �2a1�1a2Þ� ½22�

This is easily shown to be cyclic, c� (a0, a1, a2) =
c� (a1, a2, a0), and to satisfy the cyclic 2-cocycle
condition

c� ða0a1; a2; a3Þ � c� ða0; a1a2; a3Þ
þ c� ða0; a1; a2a3Þ � c� ða3a0; a1; a2Þ ¼ 0 ½23�

The Hall conductivity �21 = ic� (p, p, p)e2=�h can
now be interpreted as the noncommut ative
Chern character defined by the projection p.

This interpretation of the Hall conductivity clears
the way to prove that it is integral, and there are
several different routes to this.

One approach is to identify the conductivity with
some kind of index which is clearly integral.
Bellissard worked with the Fredholm module
where, by results of Connes, the Chern character is
interpreted as the index of the Fredholm operator
��(p)F��(p). Avron, Seiler and Simon have inter-
preted the conductivity as a relative index
dim [ ker (PF �QF � 1)]� dim [ ker (QF � PF � 1)] of
the projections PF and its conjugate QF = uPFu� by
an off-diagonal element u of F. This is particularly
interesting as the conjugation by u can be inter-
preted as a nonsingular gauge transformation of
exactly the kind introduced by Laughlin in his
original explanation of the quantum Hall effect in
terms of singular flux tubes piercing a cylindrical
conductor.

Xia suggested another approach rewriting A as a
repeated crossed product with R, which allows us to
calculate K0(A), using either Connes’ Thom iso-
morphism theorem or the Takai duality theorem for
stable algebras to get

K0ðAÞ ¼ K0

�
CðA1;G; �Þ

	
ffi K0ðA1Þ ½24�

which, when A1 = C(�), is just K0(�), leading to
identification as a topological index. For the simplest
case of � = T2, this gives K0(�) ffi Z2. The image of � ,
and so also c� , actually sits in just one component,
leading to quantization of the Hall conductivity.

The two questions posed in the introduction can
now be answered as follows: The Hall conductivity
can be identified with a topological index which can
take only integer values, and therefore does not
respond to continuous changes in any of the physical
parameters until the change brings the system into a
region where one of the background assumptions
fails, such as a breakdown in the localization
condition. The same conditions also ensure that the
direct current vanishes. Roughly speaking, the
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plateaus occur when the Fermi energy is in a gap in
the extended (nonlocalized) spectrum.

This brief overview has omitted many of the
interesting features of the detailed theory, which can
be found in the surveys, such as the fact that low-
lying energy levels do not contribute to the
conductivity, and Shubin’s theorem identifying �(p)
as the integrated density of states. Harper’s equation
describing a discrete lattice analog of the IQHE has
been a test-bed for many of the ideas, and various
results were first proved in that setting. The FQHE
was discovered during an unsuccessful search for a
Wigner crystal phase transition, but analysis of
discrete models provides strong evidence that Hall
conductors have very complicated phase diagrams.
The Fractional Quantum Hall Effect

As mentioned in the introduction, by the time IQHE
had been understood theoretically, it had been found
that, with appropriate care, fractional conductivities
could also be observed, although they were much less
precise and stable than the integer values, and the
plateaus less pronounced. Although there have been
many phenomenological explanations, there is as yet no
mathematical understanding from quantum field the-
ory as compelling as that for the integer effect. We shall
briefly summarize some of the main lines of attack.

The first explanation, again due to Laughlin, has also
provided the basis for many subsequent treatments of
the problem. The wave functions of the oscillator-like
Landau Hamiltonian can conveniently be represented
in the Bargmann–Segal Fock space of holomorphic
functions f on R2 � C which are square-integrable with
respect to a Gaussian measure. Incorporating the
measure into the functions, these have the form
f (z) exp(�jzj2=2). Many particle wave functions are
similarly realized in terms of holomorphic functions on
CN, and must be antisymmetric under odd permuta-
tions of the particles to describe fermions. This quickly
leads one to consider functions of the form

Y
r<s

ðzr � zsÞk exp �
X

j

jzjj2=2
 !

½25�

for odd integers k > 0, and their multiples by even
holomorphic functions. The lowest energy where such a
wave function occurs is when k = 1, and larger values of
k have the effect of dividing the Hall conductivity by k,
which produces fractional conductivities.

Halperin suggested quite early that counterflow-
ing currents in the interior of a sample would tend
to cancel, so that most of the current would be
carried near the edge of the sample. There are
several mathematical derivations of this, by, for
example, Macris, Martin, and Pulé, and by Fröhlich,
Graf, and Walcher. The K-theory of the boundary
and bulk of a sample can be linked by exact
sequences such as those of the commutative theory
(Kellendonk et al. 2000), and even in the IQHE
boundary and bulk conductivities can be used
(Schulz-Baldes et al. 2002).

It has been fairly clear that whilst the IQHE can
already be understood in terms of the motion of a
single electron, the fractional effect is a many-body
cooperative effect. One attempt to simplify the
description is to work with an incompressible quan-
tum fluid, and for edge currents one should study the
boundary theory of such a fluid, in which the
dominant contribution to the action is a Chern–Simons
term, with conductivity as a coefficient. For an annular
sample, this leads, in a suitable limit, to a chiral
Luttinger model on the boundary circles, which can
then be tackled mathematically using the representa-
tion theory of loop groups. This leads to some elegant
mathematics, including extensions to multiple coupled
bands, with conductivities described by Cartan
matrices, as explained in the International Congress
of Mathematicians (ICM) survey (Fröhlich 1995), and
in the review by Fröhlich and Studer (1993).

The theory of composite fermions provides another
physical approach in which field-theoretic effects result
in the electrons sharing their charges in such a way as to
produce fractional charges, and there is experimental
evidence of such fractional charges in studies of
tunneling from one edge to another. Then the FQHE
is easily understood by simply replacing the electron
charge e by e=k in the appropriate formulas.

Susskind has suggested combining noncommuta-
tive geometry with the theory of incompressible
quantum fluids, an idea taken up by Polychronakos
(2001). There are intriguing mathematical parallels
with work by Berest and Wilson on ideals in the
Weyl algebra and the Calogero–Moser model.
Further Developments

Bellissard and others have extended the use of
noncommutative geometrical methods into other
parts of solid-state theory, where they clarify a
number of the physical ideas. This is particularly
useful in the case of quasicrystals, which are not
easily handled by the conventional methods
(Bellissard et al. 2000). Some ideas in string theory
resemble higher-dimensional analogs, and higher-
dimensional versions of the quantum Hall effect
have also been studied by Hu and Zhang.

Finally, we conclude with some mathematical
extensions of the theory. We have seen that, for
periodic systems, the noncommutative Brillouin
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zone can be a noncommutative torus, and it is
possible to consider noncommutative versions of
Riemann surfaces of higher genera. Carey et al.
(1998) studied the effect in a noncommutative
hyperbolic geometry with a discrete group action,
generalizing the action of a Fuchsian group on the
unit disc. This provides a tractable example in which
one has an edge (albeit rather different from
the normal physical situations) and also examples
of a Hall effect in higher-genus noncommutative
Riemann surfaces closely related to those of Klimek
and Lesznewski. Natsumé and Nest have subse-
quently shown that these are deformation quantiza-
tions of the commutative Riemann surface theory in
the sense of Rieffel. Coverings of noncommutative
Riemann surfaces, which might provide an analoge
of composite fermions, have been investigated by
Marcolli and Mathai (1999, 2001).

See also: C�-Algebras and Their Classification;
Chern–Simons Models: Rigorous Results; Fractional
Quantum Hall Effect; Hopf Algebras and q-Deformation
Quantum Groups; Localization for Quasiperiodic
Potentials; Noncommutative Geometry and the Standard
Model; Noncommutative Tori, Yang–Mills, and String
Theory; Schrödinger Operators.
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Introduction

Scattering theory is concerned with the study of the
large-time behavior of solutions of the time-
dependent Schrödinger equation [1] for a system
with a Hamiltonian H:

i@u=@t ¼ Hu; uð0Þ ¼ f ½1�

Being a part of the perturbation theory, scattering
theory describes the asymptotics of u(t) as t!þ1
or t!�1 in terms of solutions of the Schrödinger
equation for a ‘‘free’’ system with a Hamiltonian H0.
Of course, eqn [1] has a unique solution
u(t) = exp (�iHt)f , while the solution of the
same equation with the operator H0 and the
initial data u0(0) = f0 is given by the formula
u0(t) = exp (�iH0t)f0. From the viewpoint of scat-
tering theory, the function u(t) has free asympto-
tics as t! �1 if for appropriate initial data f�0
eqn [2] holds:

lim
t!�1

kuðtÞ � u�0 ðtÞk ¼ 0 ½2�

Here and throughout this article a relation contain-
ing the signs ‘‘�’’ is understood as two indepen-
dent equalities. We emphasize that initial data f�0
are different for t!þ1 and t!�1 and



u�0 (t) = exp (�iH0t)f�0 . Equation [2] leads to a
connection between the corresponding initial data
f�0 and f given by

f ¼ lim
t!�1

expðiHtÞ expð�iH0tÞf�0 ½3�

If f is an eigenvector of H, that is, Hf =�f , then
obviously u(t) = e�i�tf . On the contrary, if f belongs
to the (absolutely) continuous subspace of H, then
necessarily u(t) has the free asymptotics as t!�1.
This result is known as asymptotic completeness.

The Schrödinger operator H =��þ V(x) in the
space H= L2(Rd) with a real potential V decaying
at infinity is a typical Hamiltonian of scattering
theory. The operator H describes a particle in an
external potential V or two interacting particles.
Asymptotically (as t!þ1 or t!�1), particles
may either form a bound state or be free (a
scattering state). Of course, a bound (scattering)
state at �1 remains the same at þ1. To be more
precise, suppose that

jVðxÞj � Cð1þ jxjÞ�� ½4�

where � > 1. Then relation [2] can be justified with
the kinetic energy operator H0 =�� playing the
role of the unperturbed operator.

As discussed in Landau and Lifshitz (1965) (see
also Amrein et al. (1977), Pearson (1988), and Yafaev
(2000)), in scattering experiments one sends a beam
of particles of energy �> 0 in a direction !. Such a
beam is described by the plane wave

 0ðx;!; �Þ ¼ expðikh!; xiÞ; � ¼ k2 > 0

(which satisfies of course the free equation
�� 0 =� 0). The scattered particles are described
for large distances by the outgoing spherical wave

aðx̂; !;�Þjxj�ðd�1Þ=2 expðikjxjÞ

Here x̂ = xjxj�1 is the direction of observation and
the coefficient a(x̂,!;�) is known as the scattering
amplitude. This means that quantum particles
subject to a potential V(x) are described by the
solution  of eqn [5] with asymptotics [6] at infinity:

�� þ VðxÞ ¼ � ½5�

 ðx;!; �Þ ¼ expðikh!; xiÞ

þ aðx̂; !;�Þjxj�ðd�1Þ=2 expðikjxjÞ

þ o jxj�ðd�1Þ=2
� �

½6�

The existence of such solutions requires of course a
proof. The differential scattering crosssection

defined by eqn [7] gives us the part of particles
scattered in a solid angle dx̂:

d�ðx̂; !;�Þ ¼ jaðx̂; !;�Þj2dx̂ ½7�

As discussed below, the temporal asymptotics
of solutions of the time-dependent Schrödinger
equation [1] are closely related to the asymptotics
at large distances of solutions of the stationary
Schrödinger equation [5].

Time-Dependent Scattering Theory
and Møller Operators

If V(x)! 0 as jxj!1, then the essential spectrum
of the Schrödinger operator H =��þ V(x) covers
the whole positive half-line, whereas the negative
spectrum of H consists of eigenvalues accumulating,
perhaps, at the point zero only.

Scattering theory requires a more advanced
classification of the spectrum based on measure
theory. Consider a self-adjoint operator H defined
on domain D(H) in a Hilbert space H. Let E be its
spectral family. Then the space H can be decom-
posed into the orthogonal sum of invariant sub-
spaces H(p),H(sc) and H(ac). The subspace H(p) is
spanned by eigenvectors of H and the subspaces
H(sc),H(ac) are distinguished by the condition that
the measure (E(X)f , f ) (here X � R is a Borel set) is
singularly or absolutely continuous with respect to
the Lebesgue measure for all f 2 H(sc) or f 2 H(ac).
Typically (in applications to quantum-mechanical
problems) the singularly continuous part is absent,
that is, H(sc) = {0}. We denote by H(ac) the restriction
of H on its absolutely continuous subspace H(ac) and
by P(ac) the orthogonal projection on this subspace.
The same objects for the operator H0 will be
endowed with the index ‘‘0.’’

Equation [3] motivates the following fundamental
definition. The wave, or Møller, operator
W�= W�(H, H0) for a pair of self-adjoint operators
H0 and H is defined by eqn [8] provided that the
corresponding strong limit exists:

W� ¼ s-lim
t!�1

expðiHtÞ expð�iH0tÞPðacÞ
0 ½8�

The wave operator is isometric on H(ac)
0 and enjoys

the intertwining property

HW� ¼W�H0 ½9�

Therefore, its range Ran W� is contained in the
absolutely continuous subspaceH(ac) of the operator H.

The operator W�(H, H0) is said to be complete if
eqn [10] holds:

Ran W�ðH;H0Þ ¼ HðacÞ ½10�
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It is easy to see that the completeness of W�(H, H0)
is equivalent to the existence of the ‘‘inverse’’ wave
operator W�(H0, H). Thus, if the wave operator
W�(H, H0) exists and is complete, then the opera-
tors H(ac)

0 and H(ac) are unitarily equivalent. We
emphasize that scattering theory studies not arbi-
trary unitary equivalence but only the ‘‘canonical’’
one realized by the wave operators.

Along with the wave operators an important role
in scattering theory is played by the scattering
operator defined by eqn [11] where W�

þ is the
operator adjoint to Wþ:

S ¼ SðH;H0Þ ¼W�
þðH;H0ÞW�ðH;H0Þ ½11�

The operator S commutes with H0 and hence
reduces to multiplication by the operator function
S(�) = S(�; H, H0) in a representation of H(ac)

0 which
is diagonal for H(ac)

0 . The operator S(�) is known as
the scattering matrix. The scattering operator [11] is
unitary on the subspace H(ac)

0 provided the wave
operators W�(H, H0) exist and are complete. The
scattering operator S(H, H0) connects the asympto-
tics of the solutions of eqn [1] as t!�1 and as
t!þ1 in terms of the free problem, that is
S(H, H0) : f�0 7! fþ0 , where f�0 are the same as in eqn
[2]. The scattering operator and the scattering
matrix are usually of great interest in mathematical
physics problems, because they connect the ‘‘initial’’
and the ‘‘final’’ characteristics of the process
directly, bypassing its consideration for finite times.

The definition of the wave operators can be
extended to self-adjoint operators acting in different
spaces. Let H0 and H be self-adjoint operators in
Hilbert spaces H0 and H, respectively, and let
‘‘identification’’ J :H0!H be a bounded operator.
Then the wave operator W�= W�(H, H0; J) for the
triple H0, H, and J is defined by eqn [12] provided
again that the strong limit there exists:

W� ¼ s-lim
t!�1

expðiHtÞJ expð�iH0tÞPðacÞ
0 ½12�

Intertwining property [9] is preserved for wave
operator [12]. This operator is isometric on H(ac)

0 if
and only if

lim
t!�1

kJ expð�iH0tÞf0k ¼ kf0k

for all f0 2 H(ac)
0 . Since

s-lim
jtj!1

K expð�iH0tÞPðacÞ
0 ¼ 0

for a compact operator K, wave operators [12]
corresponding to identifications J1 and J2 coincide if
J2 � J1 is compact or, at least, the operators (J2 � J1)
E0(X) are compact for all bounded intervals X.

Consideration of wave operators [12] with J 6¼ I
may of course be of interest also in the case H0 =H.

It suffices to verify the existence of limits [8] or
[12] on some set dense in the absolutely continuous
subspace H(ac)

0 of the operator H0. The following
simple but convenient condition for the existence of
wave operators is usually called Cook’s criterion.
Suppose that H0 = H(ac)

0 and that the operator J
maps domain D(H0) of the operator H0 into D(H).
Let Z �1

0

kðHJ � JH0Þ expð�iH0tÞfkdt <1

for all f from some set D0 � D(H0) dense in H0.
Then the wave operator W�(H, H0; J) exists.

This result is often useful in applications since the
operator exp (�iH0t) is known explicitly. For
example, it works with J = I for the pair

H0 ¼ ��; H ¼ H0 þ VðxÞ ½13�

if V(x) satisfies estimate [4] with � > 1. On the
other hand, different proofs of the existence of the
wave operators W�(H0, H; J�) require new mathe-
matical tools. There are two essentially different
approaches in scattering theory: the trace-class and
smooth methods.

Time-Independent Scattering Theory

The approach in scattering theory relying on
definition [8] is called time dependent. An alter-
native possibility is to change the definition of wave
operators replacing the unitary groups by the
corresponding resolvents R0(z) = (H0 � z)�1 and
R(z) = (H � z)�1. They are related by a simple
identity

RðzÞ ¼ R0ðzÞ � R0ðzÞVRðzÞ
¼ R0ðzÞ � RðzÞVR0ðzÞ ½14�

where V = H �H0 and Im z 6¼ 0. In the stationary
approach in place of limits [8] one has to study
the boundary values (in a suitable topology) of the
resolvents as the spectral parameter z tends to the
real axis. An important advantage of the stationary
approach is that it gives convenient formulas for the
wave operators and the scattering matrix.

Let us discuss here the stationary formulation of
the scattering problem for operators [13] in the
Hilbert space H= L2(Rd) in terms of solutions of the
Schrödinger equation [5]. If V(x) satisfies estimate [4]
with � > (d þ 1)=2, then for all � > 0 and all unit
vectors ! 2 Sd�1, eqn [5] has the solution  (x;!,�)
with asymptotics [6] as jxj!1. Moreover, the
scattering amplitude a(x̂,!;�) belongs to the space
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L2(Sd�1) in the variable x̂ uniformly in ! 2 Sd�1, and
it can be expressed via  (x;!,�) by the formula

að�; !;�Þ ¼ ��dð�Þ
Z

Rd
e�ikh�;xiVðxÞ ðx;!; �Þ dx

where

�dð�Þ ¼ e��iðd�3Þ=42�1ð2�Þ�ðd�1Þ=2�ðd�3Þ=4

Let us define two sets of scattering solutions, or
eigenfunctions of the continuous spectrum, by the
formulas

 �ðx;!; �Þ ¼  ðx;!; �Þ and  þðx;!; �Þ
¼  ðx;�!; �Þ

In terms of boundary values of the resolvent, the
functions  �(!,�) can be constructed by the formula

 �ð!; �Þ ¼  0ð!; �Þ � Rð�� i0ÞV 0ð!; �Þ ½15�

Obviously, functions [15] satisfy eqn [5]. Using
resolvent identity [14], it is easy to derive the
Lippmann–Schwinger equation

 �ð!; �Þ ¼  0ð!; �Þ � R0ð�� i0ÞV �ð!; �Þ

for  �(!,�). Asymptotics [6] can be deduced from
the formula

ðR0ð�� i0Þf ÞðxÞ ¼ c�ð�Þð�0ð�Þf Þð�x̂Þjxj�ðd�1Þ=2

	 expð�ikjxjÞ þOðjxj�ðdþ1Þ=2Þ

where f 2 C10 (Rd), c�(�) = �1=2��1=4e�i�(d�3)=4 and
the operator �0(�) defined by eqn [16] is (up to the
numerical factor) the restriction of the Fourier
transform f̂ =F 0f onto the sphere of radius �1=2:

ð�0ð�Þf Þð!Þ ¼ 2�1=2�ðd�2Þ=4 f̂ ð�1=2!Þ; !2 Sd�1 ½16�

The wave operators W�(H,H0) can be con-
structed in terms of the solutions  �. Set �=�1=2!
(� is the momentum variable), write  �(x,�) instead
of  �(x;!,�), and consider two transformations

ðF�f Þð�Þ ¼ ð2�Þ�d=2
Z

Rd
 �ðx; �Þ f ðxÞ dx ½17�

(defined initially, e.g., on the Schwartz class S(Rd))
of the space L2(Rd) into itself. The operators F� can
be regarded as generalized Fourier transforms, and
both of them coincide with the usual Fourier
transform F 0 if V = 0. It follows from eqns [5],
[17] that under the action of F� the operator H goes
over into multiplication by j�j2, that is,

ðF�Hf Þð�Þ ¼ j�j2ðF�f Þð�Þ

Moreover, with the help of eqn [15], it can be
shown that F� is an isometry on H(ac), it is zero on
H
H(ac), and its range Ran F�= L2(Rd). This is
equivalent to eqns [18]:

F��F� ¼ PðacÞ; F�F�� ¼ I ½18�

Hence any function f 2 H(ac) admits the expansion
in the generalized Fourier integral

f ðxÞ ¼ ð2�Þ�d=2
Z

Rd
 �ðx; �ÞðF�f Þð�Þ d�

It can also be deduced from eqn [6] that the vector

F�� � F�0
� �

expð�ij�j2tÞf̂

tends to zero as t!�1 for an arbitrary f̂ 2 L2(Rd).
This implies the existence of the wave operators
W�= W�(H, H0) for pair [13] and gives the
representation

W� ¼ F��F 0 ½19�

Completeness of W� follows from eqn [19] and
the first equation in [18]. The second equality in
[18] is equivalent to the isometricity of W�.
Formula [19] is an example of a stationary
representation for the wave operator. It formally
implies that

W� 0ð!; �Þ ¼  �ð!; �Þ

which means that each wave operator establishes a
one-to-one correspondence between eigenfunctions of
the continuous spectrum of the operators H0 and H.

The main ideas of the stationary approach go
back to Friedrichs (1965), and Povzner. The inverse
problem of reconstruction of a potential V given the
scattering amplitude a (see eqn [6]) is treated in
Faddeev (1976).

The Trace-Class Method

Recall that the class S p, p� 1, consists of compact
operators T such that the norm

kTkp ¼
X

n

�p
nðjTjÞ

 !1=p

; jTj ¼ ðT �TÞ1=2

is finite. Eigenvalues �n(jTj) =: sn(T) of a non-
negative operator jTj are called singular numbers
of T. In particular, S 1 is the trace class and S 2 is the
Hilbert–Schmidt class.

The trace-class method (see Reed and Simon (1976)
or Yafaev (1992) for a detailed presentation) makes no
assumptions about the ‘‘unperturbed’’ operator H0. Its
basic result is the following theorem of Kato and
Rosenblum. If V = H �H0 belongs to the trace class
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S 1, then the wave operators W�(H, H0) exist and are
complete. In particular, the operators H(ac)

0 and H(ac)

are unitarily equivalent. This can be considered as a far
advanced extension of the H Weyl theorem, which
states the stability of the essential spectrum under
compact perturbations.

The condition V 2 S 1 in the Kato–Rosenblum
theorem cannot be relaxed in the framework of
operator ideals S p. This follows from the Weyl–von
Neumann–Kuroda theorem. Let H0 be an arbitrary
self-adjoint operator. For any p > 1 and any " > 0
there exists a self-adjoint operator V such that V 2 S p,
kVkp < " and the operator H = H0 þ V has purely
point spectrum. Of course, such an operator H has no
absolutely continuous part. At the same time, the
operator H0 may be absolutely continuous. In this
case, the wave operators W�(H, H0) do not exist.

Although sharp in the abstract framework, the
Kato–Rosenblum theorem cannot directly be applied
to the theory of differential operators where a
perturbation is usually an operator of multiplication
and hence is not even compact. We mention its two
generalizations applicable to this theory. The first,
the Birman–Kato–Kre�ın theorem, claims that the
wave operators W�(H, H0) exist and are complete
provided

RnðzÞ � Rn
0ðzÞ 2 S 1

for some n = 1, 2, . . . and all z with Im z 6¼ 0. The
second, the Birman theorem, asserts that the same is
true if D(H) =D(H0) or D(jHj1=2) =D(jH0j1=2) and

EðXÞðH �H0ÞE0ðXÞ 2 S 1

for all bounded intervals X.
The wave operators enjoy the following property

known as the Birman invariance principle. Suppose
that ’(H)� ’(H0) 2 S 1 for a real function ’ such
that its derivative ’0 is absolutely continuous and
’0(�) > 0. Then the wave operators W�(H, H0) exist
and eqn [20] holds:

W�ðH;H0Þ ¼W�ð’ðHÞ; ’ðH0ÞÞ ½20�

A direct generalization of the Kato–Rosenblum
theorem to the operators acting in different spaces is
due to Pearson. Suppose that H0 and H are self-
adjoint operators in spaces H0 and H, respectively,
J :H0!H is a bounded operator and V = HJ �
JH0 2 S 1. Then the wave operators W�(H, H0; J)
and W�(H0, H; J�) exist.

Although rather sophisticated, the proof relies
only on the following elementary lemma of Rosen-
blum. For a self-adjoint operator H, consider the set
R � H(ac) of elements f such that

r2
Hðf Þ :¼ ess sup dðEð�Þf ; f Þ=d� <1

If K :H!G (G is some Hilbert space) is a Hilbert–
Schmidt operator, then for all f 2 RZ 1

�1
kK expð�iHtÞfk2 dt � 2�r2

Hðf ÞkKk
2
2 ½21�

Moreover, the set R is dense in H(ac).
The Pearson theorem allows to simplify consider-

ably the original proofs of different generalizations
of the Kato–Rosenblum theorem.

A typical application of the trace-class theory is
the following result. Suppose that

H¼L2ðRdÞ; H0¼��þV0ðxÞ; H¼H0þVðxÞ ½22�

where the functions V0 and V are real, V0 2L1(Rd)
and V satisfies estimate [4] for some �>d. Then the
wave operators W�(H,H0) exist and are complete.

The Smooth Method

The smooth method (see Kuroda (1978), Reed and
Simon (1979), or Yafaev (1992), for a detailed
presentation) relies on a certain regularity of the
perturbation in the spectral representation of the
operator H0. There are different ways to understand
regularity. For example, in the Friedrichs–Faddeev
model H0 acts as multiplication by independent
variable in the space H= L2(�; N ), where � is an
interval and N is an auxiliary Hilbert space. The
perturbation V is an integral operator with suffi-
ciently smooth kernel.

Another possibility is to use the concept of H-
smoothness introduced by Kato. An H-bounded
operator K is called H-smooth if, for all f 2 D(H),Z 1

�1
kK expð�iHtÞfk2 dt � Ckfk2 ½23�

(cf. eqns [21] and [23]). Here and below, C are different
positive numbers whose precise values are inessential.
It is important that this definition admits equivalent
reformulations in terms of the resolvent or of the
spectral family. Thus, K is H-smooth if and only if

sup
�2R;">0

kKðRð�þ i"Þ � Rð�� i"ÞÞK�k <1

or if and only if

sup jXj�1kKEðXÞk2 <1

for all intervals X � R.
In applications the assumption of H-smoothness

of an operator K imposes too stringent conditions
on the operator H. In particular, the operator H is
necessarily absolutely continuous if kernel of K is
trivial. This assumption excludes eigenvalues and
other singular points in the spectrum of H, for
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example, the bottom of the continuous spectrum for
the Schrödinger operator with decaying potential or
edges of bands if the spectrum has the band
structure. The notion of local H-smoothness sug-
gested by Lavine is considerably more flexible. By
definition, K is called H-smooth on a Borel set X � R
if the operator KE(X) is H-smooth. Note that, under
the assumption

sup
�2X;">0

kKðRð�þ i"Þ � Rð�� i"ÞÞK�k <1 ½24�

the operator K is H-smooth on the closure of X.
The following Kato–Lavine theorem is simple but

very useful. Suppose that

HJ � JH0 ¼ K�K0

where the operators K0 and K are H0-smooth and
H-smooth, respectively, on an arbitrary compact
subinterval of some interval �. Then the wave
operators

W�ðH;H0; JE0ð�ÞÞ and W�ðH0;H; J�Eð�ÞÞ

exist (and are adjoint to each other).
This result cannot usually be applied directly since

the verification of H0- and especially of H-smooth-
ness may be a difficult problem. Let us briefly
explain how it can be done on the example of pair
[10], where the potential V(x) satisfies estimate [4]
for some � > 1. Let us start with the operator
H0 =��. Denote by L(l)

2 = L(l)
2 (Rd) the Hilbert

space with the norm kfkl = khxilfk, where hxi= (1þ
jxj2)1=2. Let the operator �0(�) be defined by
eqn [16], and let X � (0,1) be some compact
interval. Set N = L2(Sd�1). If f 2 L(l)

2 with l > 1=2,
then, by the Sobolev trace theorem,

k�0ð�ÞfkN � Ckfkl

k�0ð�Þf � �0ð�0ÞfkN � Cj�� �0j	kfkl

½25�

for an arbitrary 	 � l � 1=2,	 < 1 and all �,�0 2 X.
These estimates imply that the function

ðE0ð�Þf ; f Þ ¼
Z
j�j2<�

jf̂ ð�Þj2 d� ½26�

is differentiable and the derivative

dðE0ð�Þf ; f Þ=d� ¼ k�0ð�Þfk2
N ; f 2 L

ðlÞ
2 ; l > 1=2

is Hölder-continuous in � > 0 (uniformly in f,
kfkl � 1). Therefore, applying the Privalov theorem
to the Cauchy integral

ðR0ðzÞf ; f Þ ¼
Z 1

0

ð�� zÞ�1 dðE0ð�Þf ; f Þ

we obtain that the analytic operator function

R0ðzÞ ¼ hxi�lR0ðzÞhxi�l; l > 1=2

considered in the space H, is continuous in norm in
the closed complex plane C cut along (0,1) with
possible exception of the point z = 0. This implies
H0-smoothness of the operator hxi�l, l > 1=2, on all
compact intervals X � (0,1).

To obtain a similar result for the operator H,
we proceed from the resolvent identity [14].
Let R(z) = hxi�lR(z)hxi�l, and let B be the operator
of multiplication by the bounded function
(1þ jxj)�V(x). If

f þR0ðzÞBf ¼ 0

then  = R0(z)hxi�lBf satisfies the Schrödinger equa-
tion H = z . Since H is self-adjoint, this implies that
 = 0 and hence f = 0. Using eqn [14], we obtain that

RðzÞ ¼ ðI þR0ðzÞBÞ�1R0ðzÞ; Im z 6¼ 0 ½27�

because the inverse operator here exists by the
Fredholm alternative.

The operator function (I þR0(z)B)�1 is analytic
in the complex plane cut along (0,1) with possible
exception of poles (coinciding with eigenvalues of H)
on the negative half-axis. Moreover, (I þR0(z)B)�1

is continuous up to the cut except the set N � (0,1)
of � where at least one of the homogeneous equations

f þR0ð�� i0ÞBf ¼ 0 ½28�

has a nontrivial solution. It follows from eqn [27]
that the same is true for the operator function R(z).
It can be shown that the set N is closed and has the
Lebesgue measure zero. Let � = (0,1)nN ; then
� = [n �n where �n are disjoint open intervals. By
condition [24], the operator hxi�l, l > 1=2, is
H-smooth on any strictly interior subinterval of
every �n. Applying the Kato–Lavine theorem, we see
that the wave operators W�(H, H0; E0(�n)) and
W�(H0, H; E(�n)) exist for all n. Since E0(�) = I
and E(�) = P(ac), this implies the existence of
W�(H, H0) and W�(H0, H). Thus, the wave opera-
tors W�(H, H0) for pair [13] exist and are complete
if estimate [4] holds for some � > 1.

Compared to the trace-class method, conditions on
the perturbation V(x) are less restrictive, while the
class of admissible ‘‘free’’ problems is essentially more
narrow (in eqn [22] V0(x) is an arbitrary bounded
function). It is not known whether the wave
operators W�(H, H0) exist for all pairs [22] such
that V0 2 L1 and V satisfies [4] for some � > 1.

It is important that the smooth method allows one
to prove the absence of the singular continuous
spectrum. Note first that the continuity of R(z)
implies that the operator H is absolutely continuous
on the subspace E(�)H. Therefore, the singular

256 Quantum Mechanical Scattering Theory



Quantum Mechanical Scattering Theory 257
positive spectrum of H is necessarily contained in N .
To prove that its continuous part is empty, it suffices
to check that the set N consists of eigenvalues of the
operator H. In terms of u = hxi�lBf , l = �=2, eqn
[28] can be rewritten as

uþ VR0ð�� i0Þu ¼ 0 ½29�

Multiplying this equation by R0(�� i0)u and taking
the imaginary part of the scalar product, we see that

� dðE0ð�Þu; uÞ=d� ¼ ImðR0ð�� i0Þu; uÞ ¼ 0

According to eqn [26], this implies that

ûð�Þ ¼ 0 for j�j ¼ �1=2 ½30�

It follows from eqn [29] that

 ¼ R0ð�� i0Þu ½31�

that is,  ̂(�) = (j�j2 � �� i0)�1û(�), is a formal
(because of the singularity of the denominator)
solution of Schrödinger equation [5]. Therefore, one
needs only to verify that  2 L2(Rd). Since u 2 L(l)

2 ,
where l = �=2, this is a direct consequence of [25] and
[30] if � > 2. In the general case, one uses that under
assumption [30] the function (j�j2 � �)�1û(�) belongs
to the space L(p)

2 for any p < l � 1. By virtue of
condition [4] where � > 1, eqn [29] now shows that
actually u 2 L(p)

2 for any p < l þ �� 1. Repeating
these arguments, we obtain, after n steps, that u 2
L(p)

2 for any p < l þ n(�� 1). For n large enough, this
implies that u 2 L(p)

2 for p > 1, and consequently
function [31] belongs to L2(Rd).

Similar arguments show that eigenvalues of H
have finite multiplicity and do not have positive
accumulation points. For the proof of boundedness
of the set of eigenvalues, one uses additionally the
estimate

kR0ð�� i0Þk ¼ Oð��1=2Þ; �!1 ½32�

Actually, according to Kato theorem the Schrödin-
ger operator H does not have positive eigenvalues.

There exists also a purely time-dependent
approach, the Enss method (see Perry (1983)),
which relies on an advanced study of the free
evolution operator exp (�iH0t).
The Scattering Matrix

The operator H0 =�� can of course be diagona-
lized by the classical Fourier transform. To put it
slightly differently, set

ðF0f Þð�Þ ¼ �0ð�Þf
where the operator �0(�) is defined by eqn [16].
Then

F0 : L2ðRdÞ ! L2ðRþ; N Þ; N ¼ L2ðSd�1Þ

is a unitary operator and (F0H0f )(�) =�(F0f )(�).
Under assumption [4] where � > 1, the scattering

operator S for pair [13] is defined by eqn [11]. It is
unitary on the space H= L2(Rd) and commutes
with the operator H0. It follows that (F0Sf )(�) =
S(�)(F0f )(�),� > 0, where the unitary operator
S(�) : N ! N is known as the scattering matrix. The
scattering matrix S(�) for the pair H0, H can be
computed in terms of the scattering amplitude.
Namely, S(�) acts in the space L2(Sd�1), and S(�)�
I is the integral operator whose kernel is the
scattering amplitude. More precisely,

ðSð�Þf Þð�Þ

¼ f ð�Þ þ 2i�1=2�dð�Þ
Z

Sd�1
að�; !;�Þf ð!Þ d!

In operator notation, this representation can be
rewritten as

Sð�Þ ¼ I � 2� i�0ð�ÞðV � VRð�þ i0ÞVÞ��0ð�Þ ½33�

The right-hand side here is correctly defined as a
bounded operator in the space N and is continuous
in � > 0. Moreover, the operator S(�)� I is compact
since �0(�)hxi�l :H! N is compact for l > 1=2 by
virtue of the Sobolev trace theorem.

It follows that the spectrum of the operator S(�)
consists of eigenvalues of finite multiplicity, except
possibly the point 1, lying on the unit circle and
accumulating at the point 1 only. In the general
case, eigenvalues of S(�) play the role of scattering
phases or shifts considered often for radial potentials
V(x) = V(jxj).

The scattering amplitude is singular on the
diagonal �=! only. Moreover, this singularity is
weaker for potentials with faster decay at infinity
(for � bigger). If � > (d þ 1)=2, then the operator
S(�)� I belongs to the Hilbert–Schmidt class. In this
case the total scattering cross section

�ð!;�Þ ¼
Z

Sd�1
jað�; !;�Þj2 d�

is finite for all energies � > 0 and all incident
directions ! 2 Sd�1. If � > d, then the operator
S(�)� I belongs to the trace class. In this case, the
scattering amplitude a(�,!;�) is a continuous func-
tion of �,! 2 Sd�1 (and � > 0). The unitarity of the
operator S(�) implies the optical theorem

�ð!;�Þ ¼ ��1=2Im ��1
d ð�Það!; !;�Þ

� �
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Using resolvent identity [14], one deduces from
eqn [33] the Born expansion

Sð�Þ ¼ I � 2� i
X1
n¼0

ð�1Þn�0ð�ÞVðR0ð�þ i0ÞVÞn��0ð�Þ

This series is norm-convergent for small potentials V
and according to estimate [32] for high energies �.
Long-Range Interactions

Potentials decaying at infinity as the Coulomb
potential

VðxÞ ¼ �jxj�1; d� 3

or slower are called long-range. More precisely, it is
required that

j@	VðxÞj � Cð1þ jxjÞ���j	j; � 2 ð0; 1� ½34�

for all derivatives of V up to some order. In the
long-range case, the wave operators W�(H, H0) do
not exist, and the asymptotic dynamics should be
properly modified. It can be done in a time-
dependent way either in the coordinate or momen-
tum representations. For example, in the coordinate
representation, the free evolution exp (�iH0t)
should be replaced in definition [8] of wave
operators by unitary operators U0(t) defined by

ðU0ðtÞf ÞðxÞ ¼ expði �ðx; tÞÞð2itÞ�d=2 f̂ ðx=ð2tÞÞ

where f̂ is the Fourier transform of f. For short-
range potentials we can set �(x, t) = (4t)�1jxj2. In the
long-range case the phase function �(x, t) should be
chosen as a (perhaps, approximate) solution of the
eikonal equation

@�=@t þ jr�j2 þ V ¼ 0

In particular, we can set

�ðx; tÞ ¼ ð4tÞ�1jxj2 � t

Z 1

0

VðsxÞ ds

if � > 1=2 in [34]. For the Coulomb potential,

�ðx; tÞ ¼ ð4tÞ�1jxj2 � �tjxj�1 ln jtj

(the singularity at x = 0 is inessential here). Thus,
both in short- and long-range cases solutions of the
time-dependent Schrödinger equation ‘‘live’’ in a
region of the configuration space where jxj is of
order jtj. Long-range potentials change only asymp-
totic phases of these solutions.

Another possibility is a time-independent modifi-
cation in the phase space. Let us consider wave
operators W�(H, H0; J), where J is a pseudodiffer-
ential operator,

ðJf ÞðxÞ ¼ ð2�Þ�d=2
Z

Rd
eihx;�i ei�ðx;�Þ
ðx; �Þf̂ ð�Þ d�

with oscillating symbol exp (i�(x, �))
(x, �). Due to the
conservation of energy, we may suppose that 
(x, �)

contains a factor  (j�j2) with  2 C10 (0,1). Set

’ðx; �Þ ¼ hx; �i þ �ðx; �Þ

The perturbation HJ � JH0 is also a pseudodiffer-
ential operator, and its symbol is short-range (it is
O(jxj�1�"), " > 0, as jxj!1) if exp (i’(x, �)) is an
approximate eigenfunction of the operator H corre-
sponding to the ‘‘eigenvalue’’ j�j2. This leads to the
eikonal equation

jrx’ðx; �Þj2 þ VðxÞ ¼ j�j2

The notorious difficulty (for d� 2) of this method is
that the eikonal equation does not have (even
approximate) solutions such that jrx�(x, �)j! 0 as
jxj!1 and the arising error term is short-range.
However, it is easy to construct functions ’=’�
satisfying these conditions if a conical neighborhood
of the direction �� is removed from Rd. For
example,

��ðx; �Þ ¼ �2�1

Z 1
0

Vðx� ��Þ � Vð���Þð Þ d�

if � > 1=2 in eqn [34]. Then the cutoff function

(x, �) = 
�(x, �) should be homogeneous of order
zero in the variable x and it should be equal to zero
in a neighborhood of the direction ��. We empha-
size that now we have a couple of different
identifications J = J�.

The long-range problem is essentially more diffi-
cult than the short-range one. The limiting absorp-
tion principle remains true in this case, but its proof
cannot be performed within perturbation theory.
The simplest proof relies on the Mourre estimate
(see Cycon et al. (1987)) for the commutator i[H, A]
of H with the generator of dilations

A ¼ �i
Xd

j¼1

ðxj@j þ @jxjÞ

The Mourre estimate affirms that, for all � > 0,

iEð��Þ½H;A�Eð��Þ� cð�ÞEð��Þ; cð�Þ > 0 ½35�

if �� = (�� ",�þ ") and " is small enough. For the
free operator H0, this estimate takes the form
i[H0, A] = 4H0 and can be regarded as a commutation
relation. Estimate [35] means that the observable

ðAe�iHtf ; e�iHtf Þ
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is a strictly increasing function of t for all f 2 H(ac).
The H-smoothness of the operator hxi�l, l > 1=2, is
deduced from this fact by some arguments of
abstract nature (they do not really use concrete
forms of the operators H and A).

However, the limiting absorption principle is not
sufficient for construction of scattering theory in the
long-range case, and it should be supplemented by
an additional estimate. To formulate it, denote by

ðr?uÞðxÞ ¼ ðruÞðxÞ � jxj�2hðruÞðxÞ; xix

the orthonal projection of a vector (ru)(x) on the
plane orthogonal to x. Then the operator
K = hxi�1=2r? is H-smooth on any compact X �
(0,1). This result is formulated as an estimate
(either on the resolvent or on the unitary group of
H), which we refer to as the radiation estimate. This
estimate is not very astonishing from the viewpoint
of analogy with the classical mechanics. Indeed, in
the case of free motion, the vector x(t) of the
position of a particle is directed asymptotically as its
momentum �. Regarded as a pseudodifferential
operator, r? has symbol � � jxj�2h�, xix, which
equals zero if x = � � for some � 2 R. Thus, r?
removes the part of the phase space where a classical
particle propagates. The proof of the radiation
estimate is based on the inequality

K�K � C0½H; @r� þ C1hxi�1��; @r ¼ @=@jxj

which can be obtained by a direct calculation. Since
the integral

i

Z t

0

ð½H; @r�e�iHsf ; e�iHsÞf Þ ds

¼ ð@r e�iHtf ; e�iHtf Þ � ð@rf ; f Þ

is bounded by C(X)kfk2 for f 2 E(X)f and
the operator hxi�(1þ�)=2 is H-smooth on X, this
implies H-smoothness of the operator KE(X).

Calculating the perturbation HJ� � J�H0, we see
that it is a sum of two pseudodifferential operators.
The first of them is short-range and thus can be
taken into account by the limiting absorption
principle. The symbol of the second one contains
first derivatives (in the variable x) of the cutoff
function 
�(x, �) and hence decreases at infinity as
jxj�1 only. This operator factorizes into a product of
H0- and H-smooth operators according to the
radiation estimate. Thus, all wave operators
W�(H, H0; J�) and W�(H0, H; J��) exist. These
operators are isometric since the operators J�
are in some sense close to unitary operators.
The isometricity of W�(H0, H; J��) is equivalent to
the completeness of W�(H, H0; J�).

Although the modified wave operators enjoy
basically the same properties as in the short-range
case, properties of the scattering matrices in the
short- and long-range cases are drastically different.
Here we note only that for long-range potentials,
due to a wild diagonal singularity of kernel of the
scattering matrix, its spectrum covers the whole unit
circle.

Different aspects of long-range scattering are
discussed in Dereziński and Gérard (1997), Pearson
(1988), Saitō (1979), and Yafaev (2000).

See also: N-Particle Quantum Scattering; Quantum
Dynamical Semigroups; Random Matrix Theory in
Physics; Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools; Schrödinger
Operators; Spectral Theory for Linear Operators.
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The Framework of Quantum Mechanics

In 1900, Max Planck initiated the quantum revolu-
tion by presenting the hypothesis that radiation is
emitted or absorbed only in ‘‘quanta,’’ each of
energy h�, for frequency � (where h was a new
fundamental constant of Nature). By this device, he
explained the precise shape of the puzzling black-
body spectrum. Then, in 1905, Albert Einstein
introduced the concept of the photon, according to
which light, of frequency � would, in appropriate
circumstances, behave as though it were constituted
as individual particles, each of energy h�, rather
than as continuous waves, and he was able to
explain the conundrum posed by the photoelectric
effect by this means. Later, in 1923, Prince Louis de
Broglie proposed that, conversely, all particles
behave like waves, the energy being Planck’s �h�
and the momentum being h��1, where � is the
wavelength, which was later strikingly confirmed in
a famous experiment of Davisson and Germer in
1927. Some years earlier, in 1913, Niels Bohr had
used another aspect of this curious quantum
‘‘discreteness,’’ explaining the stable electron orbits
in hydrogen by the assumption that (orbital) angular
momentum must be quantized in units of �h(= h=2�).

All this provided a very remarkable collection of
facts and concepts, albeit somewhat disjointed,
explaining a variety of previously baffling physical
phenomena, where a certain discreteness seemed to
be entering Nature at a fundamental level, where
previously there had been continuity, and where
there was an overriding theme of a confusion as to
whether – or in what circumstances – waves or
particles provide better pictures of reality. More-
over, no clear and consistent picture of an actual
‘‘quantum-level reality’’ as yet seemed to arise out of
all this. Then, in 1925, Heisenberg introduced his
‘‘matrix mechanics,’’ subsequently developed into a
more complete theory by Born, Heisenberg and
Jordan, and then more fully by Dirac. Some six
months after Heisenberg, in 1926, Schrödinger
introduced his very different-looking ‘‘wave
mechanics,’’ which he subsequently showed was
equivalent to Heisenberg’s scheme. These became
encompassed into a comprehensive framework
through the transformation theory of Dirac, which
he put together in his famous book The Principles of
Quantum Mechanics, first published in 1930. Later,

von Neumann set the framework on a more rigorous
basis in his 1932 book, Mathematische Grundlageen
der Quantenmechanik (later translated as Mathe-
matical Foundations of Quantum Mechanics, 1955).

This formalism, now well known to physicists, is
based on the presence of a quantum state j i
(Dirac’s ‘‘ket’’ notation being adopted here). In
Schrödinger’s description, j i is to evolve by unitary
evolution, according to the Schrödinger equation

i�h
@j i
@t
¼ Hj i

where H is the quantum Hamiltonian. The totality of
allowable states j i constitutes a Hilbert space H
and the Schrödinger equation provides a continuous
one-parameter family of unitary transformations of H.
The letter U is used here for the ‘‘quantum-level’’
evolution whereby the state j i evolves in time
according to this unitary Schrödinger evolution.
However, we must be careful not to demand an
interpretation of this evolution similar to that
which we adopt for a classical theory, such as is
provided by Maxwell’s equations for the electro-
magnetic field. In Maxwell’s theory, the evolution
that his equations provide is accepted as very
closely mirroring the actual way in which a
physically real electromagnetic field evolves with
time. In quantum mechanics, however, it is a highly
contentious matter how we should regard the
‘‘reality’’ of the unitarily evolving state j i.

One of the key difficulties resides in the fact that
the world that we actually observe about us rather
blatantly does not accord with such a unitarily
evolving j i. Indeed, the standard way that the
quantum formalism is to be interpreted is very far
from the mere following of such a picture. So long
as no ‘‘measurement’’ is deemed to have been taking
place, this U-evolution procedure would be adopted,
but upon measurement, the state is taken to behave
in a very different way, namely to ‘‘jump’’ instanta-
neously to some eigenstate j�i of the quantum
operator Q which is taken to represent the measure-
ment, with probability given by the Born rule

jh�j ij2

if we assume that both j i and j�i are normalized
(h j i= 1 = h�j�i); otherwise we can express this
probability simply as

h�j ih j�i
h j ih�j�i

(The operator Q is normally taken to be self-adjoint,
so that Q = Q� and its eigenvalues are real, but more
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generally complex eigenvalues are accommodated if
we allow Q to be normal, that is, QQ�= Q�Q. In
each case we require the eigenvectors of Q to span
the Hilbert space H.) This ‘‘evolution procedure’’ of
the quantum state is very different from U, owing
both to its discontinuity and its indeterminacy. The
letter R will be used for this, standing for the
‘‘reduction’’ of the quantum state (sometimes referred
to as the ‘‘collapse of the wave function’’). This
strange hybrid, whereby U and R are alternated, with
U holding between measurements and R holding at
measurements, is the standard procedure that is
pragmatically adopted in conventional quantum
mechanics, and which works so marvelously well,
with no known discrepancy between the theory and
observation. (In his classic account, von Neumann
(1932, 1955), ‘‘R’’ is referred to as his ‘‘process I’’
and ‘‘U’’ as his ‘‘process II.’’) However, there appears
to be no consensus whatever about the relation
between this mathematical procedure and what is
‘‘really’’ going on in the physical world. This is the
kind of issue that will be of concern to us here.

Quantum Reality

The discussion here will be given only in the
Schrödinger picture, for the reason that the issues
appear to be clearer with this description. In the
Heisenberg picture, the state j i does not evolve in
time, and all dynamics is taken up in the time
evolution of the dynamical variables. But this
evolution does not refer to the evolution of specific
systems, the ‘‘state’’ of any particular system being
defined to remain constant in time. Since the
Schrödinger and Heisenberg pictures are deemed to
be equivalent (at least for the ‘‘normal’’ systems that
are under consideration here), we do not lose
anything substantial by sticking to Schrödinger’s
description, whereas there does seem to be a
significant gain in understanding of what the
formalism is actually telling us.

There are, however, many different attitudes that
are expressed as to the ‘‘reality’’ of j i. (There is an
unfortunate possibility of confusion here in the two
uses of the word ‘‘real’’ that come into the discussion
here. In the quantum formalism, the state is mathe-
matically a ‘‘complex’’ rather than a ‘‘real’’ entity,
whereas our present concern is not directly to do
with this, but with the ‘‘ontology’’ of the quantum
description.) According to what is commonly regarded
as the standard – ‘‘Copenhagen’’ – interpretation of
quantum mechanics (due primarily to Bohr,
Heisenberg, and Pauli), the quantum state j i is not
taken as a description of a quantum-level reality at all,
but merely as a description of the observer’s

knowledge of the of the quantum system under
consideration. According to this view, the ‘‘jumping’’
that the quantum state undergoes is regarded as
unsurprising, since it does not represent a sudden
change in the reality of the situation, but merely in the
observer’s knowledge, as new information becomes
available, when the result of some measurement
becomes known to the observer. According to this
view, there is no objective quantum reality described
by j i. Whether or not there might be some objective
quantum-level reality with some other mathematical
description seems to be left open by this viewpoint, but
the impression given is that there might well not be any
such quantum-level reality at all, in the sense that it
becomes meaningless to ask for a description of
‘‘actual reality’’ at quantum-relevant scales.

Of course some connection with the real world is
necessary, in order that the quantum formalism can
relate to the results of experiment. In the Copenha-
gen viewpoint, the experimenter’s measuring appa-
ratus is taken to be a classical-level entity, which can
be ascribed a real ontological status. When the
Geiger counter ‘‘clicks’’ or when the pointer
‘‘points’’ to some position on a dial, or when the
track in the cloud chamber ‘‘becomes visible’’ –
these are taken to be real events. The intervening
description in terms of a quantum state vector j i is
not ascribed a reality. The role of j i is merely to
provide a calculational procedure whereby the
different outcomes of an experiment can be assigned
probabilities. Reality comes about only when the
result of the measurement is manifested, not before.

A difficulty with this viewpoint is that it is hard to
draw a clear line between those entities which are
considered to have an actual reality, such as the
experimental apparatus or a human observer, and
the elemental constituents of those entities, which
are such things as electrons or protons or neutrons
or quarks, which are to be treated quantum
mechanically and therefore, on the ‘‘Copenhagen’’
view, their mathematical descriptions are denied
such an honored ontological status. Moreover, there
is no limit to the number of particles that can
partake in a quantum state. According to current
quantum mechanics, the most accurate mathemati-
cal procedure for describing a system with a large
number of particles would indeed be to use a
unitarily evolving quantum state. What reasons can
be presented for or against the viewpoint that this
gives us a reasonable description of an actual
reality? Can our perceived reality arise as some
kind of statistical limit when very large numbers of
constituents are involved?

Before entering into the more subtle and con-
tentious issues of the nature of ‘‘quantum reality,’’ it
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is appropriate that one of the very basic mathema-
tical aspects of the quantum formalism be addressed
first. It is an accepted aspect of the quantum
formalism that a state-vector such as j i should
not, in any case, be thought of as providing a unique
mathematical description of a ‘‘physical reality’’ for
the simple reason that j i and zj i, where z is any
nonzero complex number, describe precisely the
same physical situation. It is a common, but not
really necessary, practice to demand that j i be
normalized to unity: h j i= 1, in which case the
freedom in j i is reduced to the multiplication by a
phase factor j i 7! ei�j i. Either way, the physically
distinguishable states constitute a projective Hilbert
space PH, where each point of PH corresponds to a
one-dimensional linear subspace of the Hilbert space
H. The issue, therefore, is whether quantum reality
can be described in terms of the points of a
projective Hilbert space PH.

Reality in Spin-1/2 Systems

As a general comment, it seems that for systems with a
small number of degrees of freedom – that is, for a
Hilbert space Hn of small finite dimension n – it seems
more reasonable to assign a reality to the elements of
PHn than is the case when n is large. Let us begin with
a particularly simple case, where n = 2, and H2

describes the two-dimensional space of spin states of
a massive particle of spin 1/2, such as an electron,
proton, or quark, or suitable atom. Here we can take
as an orthonormal pair of basis states jÆi and j�i,
representing right-handed spin about the ‘‘up’’ and
‘‘down’’ directions, respectively. Clearly there is
nothing special about these particular directions, so
any other state of spin, of direction j�i say, is just as
‘‘real’’ as the original two. Indeed, we always find

j�i ¼ wjÆi þ zj�i

for some pair of complex numbers z and w (not both
zero). The different possible ratios z : w give us a
complex plane (of zw�1) compactified by a point at
infinity (where w = 0) – a ‘‘Riemann sphere’’ – which is
a realization of the complex projective 1-space PH2.

There does indeed seem to be something ‘‘real’’
about the spin state of such a spin-1/2 particle or
atom. We might imagine preparing the spin of
a suitable spin-1/2 atom using a Stern–Gerlach
apparatus (see Introductory Article: Quantum
Mechanics) oriented in some chosen direction. The
atom seems to ‘‘know’’ the direction of its spin,
because if we measure it again in the same direction
it has to be prepared to give us the answer ‘‘YES,’’ to
the second measurement, with certainty, and that
direction for its spin state is the only one that can

guarantee this answer. (We are, of course, consider-
ing only ‘‘ideal’’ measurements, for the purpose of
argument.) Moreover, we could imagine that
between the two measurements, some appropriate
magnetic field had been introduced so as to rotate
the spin direction in some very specific way, so that
the spin state is now some other direction such as
jÇi. By rotating our second Stern–Gerlach apparatus
to agree with this new direction, we must again get
certainty for the YES answer, the guaranteeing of
this by the rotated state seeming now to give a
‘‘reality’’ to this new state jÇi. The quantum
formalism does not allow us to ascertain an
unknown direction of spin. But it does allow for us
to ‘‘confirm’’ (or ‘‘refute’’) a proposed direction for
the spin state, in the sense that if the proposed
direction is incorrect, then there is a nonzero
probability of refutation. Only the correct direction
can be guaranteed to give the YES answer.

EPR–Bohm and Bell’s Theorem

For a pair of particles or atoms of spin 1/2, the issue
of the ‘‘reality’’ of spin states becomes less clear.
Consider, for example, the EPR–Bohm example
(where ‘‘EPR’’ stands for Einstein–Podolski–Rosen)
whereby an initial state of spin 0 decays into two
spin-1/2 atoms, traveling in opposite directions (east
E, and west W). If a suitable Stern–Gerlach apparatus
is set up to measure the spin of the atom at E, finding
an answer jÇi, say, then this immediately ensures
that the state at W is the oppositely pointing jªi,
which can subsequently be ‘‘confirmed’’ by measure-
ment at W. This, then, seems to provide a ‘‘reality’’
for the spin state jªi at W as soon as the E
measurement has been performed, but not before.
Now, let us suppose that some orientation different
from ª had actually been set up for the measurement
at W, namely that which would have given YES for
the direction �. This measurement can certainly give
the answer YES upon encountering jªi (with a
certain nonzero probability, namely (1þ cos �)=2,
where � is the angle between ª and �). So far, this
provides us with no problem with the ‘‘reality’’ of the
spin state of the atom at W, since it would have been
jªi before the measurement at W and would have
‘‘collapsed’’ (by the R-process) to j�i after the
measurement. But now suppose that the measure-
ment at W had actually been performed momentarily
before the measurement at E, rather than just
after it. Then there is no reason that the
W-measurement would encounter jªi, rather than
some other direction, but the result j�i of the
measurement at W now seems to force the state at
E to be j�i. Indeed, the two measurements, at E and
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at W, might have been spacelike separated, and
because of the requirements of special relativity there
would be no meaning to say which of the two
measurements – at E or at W – had ‘‘actually’’
occurred first. One seems to obtain a different picture
of ‘‘reality’’ depending on this ordering.

In fact, the calculations of probabilities come out
the same whichever picture is used, so if one asks
only for a calculational procedure for the probabil-
ities, rather than an actual picture of quantum
reality, these considerations are not problematic. But
they do provide profound difficulties for any view of
quantum reality that is entirely local. The difficulty
is made particularly clear in a theorem due to John
Bell (1964, 1966a, b) which showed that on the
basis of the assumptions of local realism, there are
particular relations between the conditional prob-
abilities, which must hold in any situation of this
kind; moreover, these inequalities can be violated in
various situations in standard quantum mechanics.
(See, most specifically, Clauser et al. (1969).) Several
experiments that were subsequently performed
(notably Aspect et al. (1982)) confirmed the expec-
tations of quantum mechanics, thereby presenting
profound difficulties for any local realistic model of
the world. There are also situations of this kind
which involve only yes/no questions, so that actual
probabilities do not need to be considered, see
Kochen and Specker (1967), Peres (1991), Hardy
(1993), Conway and Kochen (2002). Basically: if
one insists on realism, then one must give up
locality. Moreover, nonlocal realistic models, con-
sistent with the requirements of special relativity, are
not easy to construct (see Quantum Mechanics:
Generalizations), and have so far proved elusive.

Other Aspects of Quantum Nonlocality

Problems of this kind occur even at the more
elementary level of single particles, if one tries to
consider that an ordinary particle wave function
(position-space description of j i) might be just
some kind of ‘‘local disturbance,’’ like an ordinary
classical wave. Consider the wave function spread-
ing out from a localized source, to be detected at a
perpendicular screen some distance away. The
detection of the particle at any one place on the
screen immediately forbids the detection of that
particle at any other place on the screen, and if we
are to think of this information as being transmitted
as a classical signal to all other places on the screen,
then we are confronted with problems of super-
luminary communication. Again, any ‘‘realistic’’
picture of this process would require nonlocal
ingredients, which are difficult to square with the

requirements of special relativity. (It is possible that
these difficulties might be resolved within some kind
of nonlocal geometry, such as that supplied by
twistor theory (see Twistors; Twistor Theory: Some
Applications); see, particularly, Penrose (2005).)

These types of issues are made even more dramatic
and problematic in the procedure of ‘‘quantum
teleportation,’’ whereby the information in a quantum
state (e.g., the unknown actual direction � in some
quantum state j�i) can be transported from one
experimenter A to another one B, by merely
the sending of a small finite number of classical bits
of information from A to B, where before this classical
information is transmitted, A and B must each be in
possession of one member of an EPR pair. More
explicitly, we may suppose A (Alice) is presented with
a spin-1/2 state j�i, but is not told the direction �. She
has in her possession another spin-1/2 state which is an
EPR–Bohm partner of a spin-1/2 state in the posses-
sion of B (Bob). She combines this j�i with her EPR
atom and then performs a measurement which
distinguishes the four orthogonal ‘‘Bell states’’

0: jÆij�i � j�ijÆi
1: jÆijÆi � j�ij�i
2: jÆijÆi þ j�ij�i
3: jÆij�i þ j�ijÆi

where the first state in each product refers to her
unknown state and the second refers to her EPR
atom. The result of this measurement is conveyed to
Bob by an ordinary classical signal, coded by the
indicated numbers 0, 1, 2, 3. On receiving Alice’s
message, Bob takes the other member of the EPR
pair and performs the following rotation on it:

0: leave alone

1: 180� about x-axis

2: 180� about y-axis

3: 180� about z-axis

This achieves the successful ‘‘teleporting’’ of j�i
from A to B, despite the fact that only 2 bits of
classical information have been signaled. It is the
acausal EPR–Bohm connection that provides the
transmission of ‘‘quantum information’’ in a classi-
cally acausal way. Again, we see the essentially
nonlocal (or acausal) nature of any attempted
‘‘realistic’’ picture of quantum phenomena. It may
be regarded as inappropriate to use the term
‘‘information’’ for something that is propagated
acausally and cannot be directly used for signaling.
It has been suggested, accordingly, that a term such
as ‘‘quanglement’’ might be more appropriate to use
for this concept; see Penrose (2002, 2004).
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The preceding arguments illustrate how quantum
systems involving even just a few particles can exhibit
features quite unlike the ordinary behavior of classical
particles. This was pointed out by Schrödinger (1935),
and he referred to this key property of composite
quantum systems as ‘‘entanglement.’’ An entangled
quantum state (vector) is an element of a product
Hilbert space Hm� Hn which cannot be written as a
tensor product of elements j ij�i, with j i2 Hm and
j�i2 Hn, where Hm refers to one part of the system and
Hn refers to another part, usually taken to be physically
widely separated from the first. EPR systems are a
clear example, and we begin to see very nonclassical,
effectively nonlocal behavior with entangled systems
generally. A puzzling aspect of this is that the vast
majority of states are indeed entangled, and the more
parts that a system has, the more entangled it becomes
(where the generalization of this notion to more than
two parts is evident). One might have expected that
‘‘big’’ quantum systems with large numbers of parts
ought to behave more and more like classical systems
when they get larger and more complicated. However,
we see that this is very far from being the case. There is
no good reason why a large quantum system, left on its
own to evolve simply according to U should actually
resemble a classical system, except in very special
circumstances. Something of the nature of the R
process seems to be needed in order that classical
behaviour can ‘‘emerge.’’

Schrödinger’s Cat

To clarify the nature of the problem we must consider a
key feature of the U formalism, namely ‘‘linearity,’’
which is supposed to hold no matter how large or
complicated is the quantum system under considera-
tion. Recall the quantum superposition principle, which
allows us to construct arbitrary combinations of states

j i ¼ wj�i þ zj�i

from two given states j�i and j�i. Quantum linearity
tells us that if

j�i j�0i and j�i j�0i

where the symbol ‘‘ ’’ expresses how a state will
have evolved after a specified time period T, then

j i ¼ wj�i þ zj�i j 0i ¼ wj�0i þ zj�0i

Let us now consider how this might be applied in
a particular, rather outlandish situation. Let us
suppose that the j�i-evolution consists of a photon
going in one direction, encountering a detector,
which is connected to some murderous device which
kills a cat. The j�i-evolution, on the other hand,

consists of the photon going in some other direction,
missing the detector so that the murderous device is
not activated, and the cat is left alive. These two
alternatives would each be perfectly plausible
evolutions which might take place in the physical
world. Now, by use of a beam splitter (effectively a
‘‘half-silvered mirror’’) we can easily arrange for the
initial state of the photon to be the superposition
wj�i þ zj�i of the two. Then by quantum linearity
we find, as the final result, the superposed state
wj�0i þ zj�0i, in which the cat is in a superposition
of life and death (a ‘‘Schrödinger’s cat’’).

We note that the two individual final states j�0i
and j�0i would each involve not just the cat but also
its environment, fully entangled with the cat’s state,
and perhaps also some human observer looking at
the cat. In the latter case, j�0i would involve the
observer in a state of unhappily perceiving a dead
cat, and j�0i happily perceiving a live one. Two of
the ‘‘conventional standpoints’’ with regard to the
measurement problem are of relevance here. Accord-
ing to the standpoint of environmental decoherence,
the details of the environmental degrees of freedom
are completely inaccessible, and it is deemed to be
appropriate to construct a density matrix to describe
the situation, which is a partial trace D of the
quantity j ih j, constructed by tracing out over all
the environmental degrees of freedom:

D ¼ trace over environmentfj ih jg

The density matrix tends to be regarded as a more
appropriate quantity than the ket jyi to represent
the physical situation, although this represents
something of an ‘‘ontology shift’’ from the point of
view that was being held previously. Under appro-
priate assumptions, D may now be shown to attain a
form that is close to being diagonal in a basis with
respect to which the cat is either dead or alive, and
then, by a second ‘‘ontology shift’’ D is re-read as
describing a probability mixture of these two states.

According to the second ‘‘conventional standpoint’’
under consideration here, it is not logical to take this
detour through a density-matrix description, and
instead one should maintain a consistent ontology by
following the evolution of the state j i itself through-
out. The ‘‘real’’ resulting physical state is then taken to
be actually j 0i, which involves the superposition of a
dead and live cat. Of course this ‘‘reality’’ does not agree
with the reality that we actually perceive, so the position
is taken that a conscious mind would not actually be
able to function in such a superposed condition, and
would have to settle into a state of perception of either a
dead cat or a live one, these two alternatives occurring
with probabilities as given by the Born rule stated
above. It may be argued that this conclusion depends
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upon some appropriate theory of how conscious minds
actually perceive things, and this appears to be lacking.

A good many physicists might argue that none of
these attempts at resolution of the measurement
problem is satisfactory, including ‘‘Copenhagen,’’
although the latter at least has the advantage of
offering a pragmatic, if not fully logical, stance. Such
physicists might take the position that it is necessary
to move away from the precise version of quantum
theory that we have at present, and turn to one of its
modifications. Some major candidates for modifica-
tion are discussed in Quantum Mechanics: General-
izations. Most of these actually make predictions
that, at some stage, would differ from those of
standard quantum mechanics. So it becomes an
experimental matter to ascertain the plausibility of
these schemes. In addition, there are reinterpretations
which do not change quantum theory’s predictions,
such as the de Broglie–Bohm model. In this, there are
two levels of ‘‘reality,’’ a firmer one with a particle or
position-space ontology, and a secondary one con-
taining waves which guide the behavior at the firmer
level. It is clear, however, that these issues will
remain the subject of debate for many years to come.

See also: Functional Integration in Quantum Physics;
Normal Forms and Semiclassical Approximation;
Quantum Mechanics: Generalizations; Twistor Theory:
Some Applications [In Integrable Systems, Complex
Geometry and String Theory]; Twistors.
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Introduction

According to the so-called ‘‘Copenhagen Interpreta-
tion,’’ standard quantum theory is limited to describ-
ing experimental situations. It is at once remarkably
successful in its predictions, and remarkably ill-defined
in its conceptual structure: what is an experiment?
what physical objects do or do not require

quantization? how are the states realized in nature to
be characterized? how and when is the wave-function
‘‘collapse postulate’’ to be invoked? Because of its
success, one may suspect that quantum theory can be
promoted from a theory of measurement to a theory
of reality. But, that requires there to be an unambig-
uous specification (S) of the possible real states of
nature and their probabilities of being realized.

There are several approaches that attempt to
achieve S. The more conservative approaches (e.g.,
consistent histories, environmental decoherence,
many worlds) do not produce any predictions that
differ from the standard ones because they do not
tamper with the usual basic mathematical
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formalism. Rather, they utilize structures compatible
with standard quantum theory to elucidate S. These
approaches, which will not be discussed in this
article, have arguably been less successful so far at
achieving S than approaches that introduce
significant alterations to quantum theory.

This article will largely deal with the two most
well-developed realistic models that reproduce
quantum theory in some limit and yield potentially
new and testable physics outside that limit. First, the
pilot-wave model, which will be discussed in the
broader context of ‘‘hidden-variables theories.’’
Second, the continuous spontaneous localization
(CSL) model, which describes wave-function col-
lapse as a physical process. Other related models
will also be discussed briefly.

Due to bibliographic space limitations, this article
contains a number of uncited references, of the form
‘‘[author] in [year].’’ Those in the next section can
be found in Valentini (2002b, 2004a,b) or at
www.arxiv.org. Those in the subsequent sections
can be found in Adler (2004), Bassi and Ghirardi
(2003), Pearle (1999) (or in subsequent papers by
these authors, or directly, at www.arxiv.org), and in
Wallstrom (1994).

Hidden Variables and Quantum
Nonequilibrium

A deterministic hidden-variables theory defines a
mapping !=!(M,�) from initial hidden parameters
� (defined, e.g., at the time of preparation of a
quantum state) to final outcomes ! of quantum
measurements. The mapping depends on macro-
scopic experimental settings M, and fixes the out-
come for each run of the experiment. Bell’s theorem
of 1964 shows that, for entangled quantum states of
widely separated systems, the mapping must be
nonlocal: some outcomes for (at least) one system
must depend on the setting for another distant
system.

In a viable theory, the statistics of quantum
measurement outcomes – over an ensemble of
experimental trials with fixed settings M – will
agree with quantum theory for some special dis-
tribution �QT(�) of hidden variables. For example,
expectation values will coincide with the predictions
of the Born rule

h!iQT �
Z

d� �QTð�Þ!ðM; �Þ ¼ trð�̂�̂Þ

for an appropriate density operator �̂ and Hermi-
tian observable �̂. (As is customary in this context,R

d� is to be understood as a generalized sum.)

However, given the mapping !=!(M,�) for indi-
vidual trials, one may, in principle, consider
nonstandard distributions �(�) 6¼ �QT(�) that yield
statistics outside the domain of ordinary quantum
theory (Valentini 1991, 2002a). We may say that
such distributions correspond to a state of quantum
nonequilibrium.

Quantum nonequilibrium is characterized by the
breakdown of a number of basic quantum con-
straints. In particular, nonlocal signals appear at the
statistical level. We shall first illustrate this for the
hidden-variables model of de Broglie and Bohm.
Then we shall generalize the discussion to all
(deterministic) hidden-variables theories.

At present there is no experimental evidence for
quantum nonequilibrium in nature. However, from
a hidden-variables perspective, it is natural to
explore the theoretical properties of nonequilibrium
distributions, and to search experimentally for the
statistical anomalies associated with them.

From this point of view, quantum theory is a
special case of a wider physics, much as thermal
physics is a special case of a wider (nonequilibrium)
physics. (The special distribution �QT(�) is analo-
gous to, say, Maxwell’s distribution of molecular
speeds.) Quantum physics may be compared with
the physics of global thermal equilibrium, which is
characterized by constraints – such as the impossi-
bility of converting heat into work (in the absence of
temperature differences) – that are not fundamental
but contingent on the state. Similarly, quantum
constraints such as statistical locality (the impossi-
bility of converting entanglement into a practical
signal) are seen as contingencies of �QT(�).

Pilot-Wave Theory

The de Broglie–Bohm ‘‘pilot-wave theory’’ – as it
was originally called by de Broglie, who first
presented it at the Fifth Solvay Congress in 1927 –
is the classic example of a deterministic hidden-
variables theory of broad scope (Bohm 1952, Bell
1987, Holland 1993). We shall use it to illustrate the
above ideas. Later, the discussion will be generalized
to arbitrary theories.

In pilot-wave dynamics, an individual closed
system with (configuration-space) wave function
�(X, t) satisfying the Schrödinger equation

i�h
@�

@t
¼ Ĥ� ½1�

has an actual configuration X(t) with velocity

_XðtÞ ¼ JðX; tÞ
j�ðX; tÞj2

½2�
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where J = J[�] = J(X, t) satisfies the continuity
equation

@j�j2

@t
þr � J ¼ 0 ½3�

(which follows from [1]). In quantum theory, J is the
‘‘probability current.’’ In pilot-wave theory, � is an
objective physical field (on configuration space)
guiding the motion of an individual system.

Here, the objective state (or ontology) for a closed
system is given by � and X. A probability distribu-
tion for X – discussed below – completes an
unambiguous specification S (as mentioned in the
introduction).

Pilot-wave dynamics may be applied to any
quantum system with a locally conserved current in
configuration space. Thus, X may represent a many-
body system, or the configuration of a continuous
field, or perhaps some other entity.

For example, at low energies, for a system of N
particles with positions xi(t) and masses
mi (i = 1, 2, . . . , N), with an external potential V,
[1] (with X � (x1, x2, . . . , xN)) reads

i�h
@�

@t
¼
XN
i¼1

� �h2

2mi
r2

i �þ V� ½4�

while [2] has components

dxi

dt
¼ �h

mi
Im
ri�

�

� �
¼ riS

mi
½5�

(where � = j�je(i=�h)S).
In general, [1] and [2] determine X(t) for an

individual system, given the initial conditions
X(0), �(X, 0) at t = 0. For an arbitrary initial
distribution P(X, 0), over an ensemble with the
same wave function �(X, 0), the evolution P(X, t)
of the distribution is given by the continuity
equation

@P

@t
þr � ðP _XÞ ¼ 0 ½6�

The outcome of an experiment is determined by
X(0), �(X, 0), which may be identified with �. For
an ensemble with the same �(X, 0), we have
�= X(0).

Quantum equilibrium From [3] and [6], if we
assume P(X, 0) = j�(X, 0)j2 at t = 0, we obtain
P(X, t) = j�(X, t)j2 – the Born-rule distribution of
configurations – at all times t.

Quantum measurements are, like any other
process, described and explained in terms of evol-
ving configurations. For measurement devices whose
pointer readings reduce to configurations, the

distribution of outcomes of quantum measurements
will match the statistical predictions of quantum
theory (Bohm 1952, Bell 1987, Dürr et al. 2003).
Thus, quantum theory emerges phenomenologically
for a ‘‘quantum equilibrium’’ ensemble with
distribution P(X, t) = j�(X, t)j2 (or �(�) = �QT(�)).

Quantum nonequilibrium In principle, as we saw
for general hidden-variables theories, we may con-
sider a nonequilibrium distribution P(X, 0) 6¼
j�(X, 0)j2 of initial configurations while retaining
the same deterministic dynamics [1], [2] for indivi-
dual systems (Valentini 1991). The time evolution of
P(X, t) will be determined by [6].

As we shall see, in appropriate circumstances
(with a sufficiently complicated velocity field _X), [6]
generates relaxation P!j�j2 on a coarse-grained
level, much as the analogous classical evolution on
phase space generates thermal relaxation. But for as
long as the ensemble is in nonequilibrium, the
statistics of outcomes of quantum measurements
will disagree with quantum theory.

Quantum nonequilibrium may have existed in the
very early universe, with relaxation to equilibrium
occurring soon after the big bang. Thus, a hidden-
variables analog of the classical thermodynamic
‘‘heat death of the universe’’ may have actually
taken place (Valentini 1991). Even so, relic cosmo-
logical particles that decoupled sufficiently early
could still be in nonequilibrium today, as suggested
by Valentini in 1996 and 2001. It has also been
speculated that nonequilibrium could be generated
in systems entangled with degrees of freedom behind
a black-hole event horizon (Valentini 2004a).

Experimental searches for nonequilibrium have
been proposed. Nonequilibrium could be detected
by the statistical analysis of random samples of
particles taken from a parent population of (for
example) relics from the early universe. Once the
parent distribution is known, the rest of the popula-
tion could be used as a resource, to perform tasks
that are currently impossible (Valentini 2002b).

H-Theorem: Relaxation to Equilibrium

Before discussing the potential uses of nonequili-
brium, we should first explain why all systems
probed so far have been found in the equilibrium
state P = j�j2. This distribution may be accounted
for along the lines of classical statistical mechanics,
noting that all currently accessible systems have had
a long and violent astrophysical history.

Dividing configuration space into small cells, and

introducing coarse-grained quantities �P, j�j2, a gen-

eral argument for relaxation �P!j�j2 is based on an
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analog of the classical coarse-graining H-theorem.
The coarse-grained H-function

�H ¼
Z

dX �P lnð�P=j�j2Þ ½7�

(minus the relative entropy of �P with respect to
j�j2) obeys the H-theorem (Valentini 1991)

�HðtÞ � �Hð0Þ

(assuming no initial fine-grained microstructure in P

and j�j2). Here, �H � 0 for all �P, j�j2 and �H = 0 if

and only if �P = j�j2 everywhere.
The H-theorem expresses the fact that P and j�j2

behave like two ‘‘fluids’’ that are ‘‘stirred’’ by the same
velocity field _X, so that P and j�j2 tend to become
indistinguishable on a coarse-grained level. Like its
classical analog, the theorem provides a general
understanding of how equilibrium is approached,
while not proving that equilibrium is actually
reached. (And of course, for some simple systems –
such as a particle in the ground state of a box, for
which the velocity field rS=m vanishes – there is no
relaxation at all.) A strict decrease of �H(t) immedi-
ately after t = 0 is guaranteed if _X0 � r(P0=j�0j2) has
nonzero spatial variance over a coarse-graining cell,
as shown by Valentini in 1992 and 2001.

A relaxation timescale � may be defined by
1=�2 � �(d2 �H=dt2)0= �H0. For a single particle with
quantum energy spread �E, a crude estimate given
by Valentini in 2001 yields � � (1=")�h2=m1=2(�E)3=2,
where " is the coarse-graining length. For wave
functions that are superpositions of many energy
eigenfunctions, the velocity field (generally) varies
rapidly, and detailed numerical simulations (in two
dimensions) show that relaxation occurs with an
approximately exponential decay �H(t) 	 �H0e�t=tc ,
with a time constant tc of order � (Valentini and
Westman 2005).

Equilibrium is then to be expected for particles
emerging from the violence of the big bang. The
possibility is still open that relics from very early
times may not have reached equilibrium before
decoupling.

Nonlocal Signaling

We now show how nonequilibrium, if it were ever
discovered, could be used for nonlocal signaling.

Pilot-wave dynamics is nonlocal. For a pair of
particles A, B with entangled wave function
�(xA, xB, t), the velocity _xA(t) =rAS(xA, xB, t)=mA

of A depends instantaneously on xB, and local
operations at B – such as switching on a potential –
instantaneously affect the motion of A. For an

ensemble P(xA, xB, t) = j�(xA, xB, t)j2, local opera-
tions at B have no statistical effect at A: the
individual nonlocal effects vanish upon averaging
over an equilibrium ensemble.

Nonlocality is (generally) hidden by statistical
noise only in quantum equilibrium. If instead
P(xA, xB, 0) 6¼ j�(xA, xB, 0)j2, a local change in the
Hamiltonian at B generally induces an instan-
taneous change in the marginal pA(xA, t) �R

d3xBP(xA, xB, t) at A. For example, in one dimen-
sion a sudden change ĤB! Ĥ0B in the Hamiltonian
at B induces a change �pA� pA(xA, t)� pA(xA, 0)
(for small t) (Valentini 1991),

�pA ¼ �
t2

4m

@

@xA

�
aðxAÞ

Z
dxB bðxBÞ


 PðxA; xB; 0Þ � j�ðxA; xB; 0Þj2

j�ðxA; xB; 0Þj2

�
½8�

(Here mA = mB = m, a(xA) depends on �(xA, xB, 0),
while b(xB) also depends on Ĥ0B and vanishes if
Ĥ0B = ĤB.) The signal is generally nonzero if
P0 6¼ j�0j2.

Nonlocal signals do not lead to causal paradoxes
if, at the hidden-variable level, there is a preferred
foliation of spacetime with a time parameter that
defines a fundamental causal sequence. Such sig-
nals, if they were observed, would define an
absolute simultaneity as discussed by Valentini in
1992 and 2005. Note that in pilot-wave field
theory, Lorentz invariance emerges as a phenom-
enological symmetry of the equilibrium state,
conditional on the structure of the field-theoretical
Hamiltonian (as discussed by Bohm and Hiley in
1984, Bohm, Hiley and Kaloyerou in 1987, and
Valentini in 1992 and 1996).

Subquantum Measurement

In principle, nonequilibrium particles could also be
used to perform ‘‘subquantum measurements’’ on
ordinary, equilibrium systems. We illustrate this
with an exactly solvable one-dimensional model
(Valentini 2002b).

Consider an apparatus ‘‘pointer’’ coordinate y,
with known wave function g0(y) and known
(ensemble) distribution �0(y) 6¼ g0(y)j j2, where �0(y)
has been deduced by statistical analysis of random
samples from a parent population with known wave
function g0(y). (We assume that relaxation may be
neglected: for example, if g0 is a box ground state,
_y = 0 and �0(y) is static.) Consider also a ‘‘system’’
coordinate x with known wave function  0(x) and
known distribution �0(x) =  0(x)j j2. If �0(y) is
arbitrarily narrow, x0 can be measured without
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disturbing  0(x), to arbitrary accuracy (violating the
uncertainty principle).

To do this, at t = 0 we switch on an interaction
Hamiltonian Ĥ = ax̂p̂y, where a is a constant and py

is canonically conjugate to y. For relatively large a,
we may neglect the Hamiltonians of x and y. For
� = �(x, y, t), we then have @�=@t =�ax@�=@y.
For �j j2 we have the continuity equation @j�j2=@t =
�ax@ �j j2=@y, which implies the hidden-variable
velocity fields _x = 0, _y = ax and trajectories x(t) = x0,
y(t) = y0 þ ax0t.

The initial product �0(x, y) = 0(x)g0(y) evolves
into �(x, y, t) = 0(x)g0(y� axt). For at! 0 (with a
large but fixed), �(x, y, t)! 0(x)g0(y) and  0(x) is
undisturbed: for small at, a standard quantum
pointer with the coordinate y would yield negligible
information about x0. Yet, for arbitrarily small at,
the hidden-variable pointer coordinate y(t) = y0 þ ax0t
does contain complete information about x0 (and
x(t) = x0). This ‘‘subquantum’’ information will be
visible to us if �0(y) is sufficiently narrow.

For, over an ensemble of similar experiments,
with initial joint distribution P0(x, y) =  0(x)j j2�0(y)
(equilibrium for x and nonequilibrium for y), the
continuity equation @P=@t =�ax@P=@y implies that
P(x, y, t) =  0(x)j j2�0(y� axt). If �0(y) is localized
around y = 0 (�0(y) = 0 for jyj > w=2), then a stan-
dard (faithful) measurement of y with result ymeas

will imply that x lies in the interval (ymeas=at �w=2at,
ymeas=at þw=2at) (so that P(x, y, t) 6¼ 0). Taking the
simultaneous limits at! 0, w! 0, with w=at! 0,
the midpoint ymeas=at! x0 (since ymeas = y0 þ ax0t
and y0j j � w=2), while the error w=2at! 0.

If w is arbitrarily small, a sequence of such
measurements will determine the hidden trajectory
x(t) without disturbing  (x, t), to arbitrary accuracy.

Subquantum Information and Computation

From a hidden-variables perspective, immense phy-
sical resources are hidden from us by equilibrium
statistical noise. Quantum nonequilibrium would
probably be as useful technologically as thermal or
chemical nonequilibrium.

Distinguishing nonorthogonal states In quantum
theory, nonorthogonal states  1j i,  2j i (h 1j 2i 6¼ 0)
cannot be distinguished without disturbing them.
This theorem breaks down in quantum nonequili-
brium (Valentini 2002b). For example, if  1j i,  2j i
are distinct states of a single spinless particle, then
the associated de Broglie–Bohm velocity fields will
in general be different, even if h 1j 2i 6¼ 0, and so
will the hidden-variable trajectories. Subquantum

measurement of the trajectories could then distin-
guish the states j 1i, j 2i.

Breaking quantum cryptography The security of
standard protocols for quantum key distribution
depends on the validity of the laws of quantum
theory. These protocols would become insecure
given the availability of nonequilibrium systems
(Valentini 2002b).

The protocols known as BB84 and B92 depend on
the impossibility of distinguishing nonorthogonal
quantum states without disturbing them. An eaves-
dropper in possession of nonequilibrium particles could
distinguish the nonorthogonal states being transmitted
between two parties, and so read the supposedly secret
key. Further, if subquantum measurements allow an
eavesdropper to predict quantum measurement out-
comes at each ‘‘wing’’ of a (bipartite) entangled state,
then the EPR (Einstein–Podolsky–Rosen) protocol also
becomes insecure.

Subquantum computation It has been suggested
that nonequilibrium physics would be computation-
ally more powerful than quantum theory, because of
the ability to distinguish nonorthogonal states
(Valentini 2002b). However, this ability depends
on the (less-than-quantum) dispersion w of the
nonequilibrium ensemble. A well-defined model of
computational complexity requires that the
resources be quantified in some way. Here, a key
question is how the required w scales with the size
of the computational task. So far, no rigorous results
are known.

Extension to All Deterministic
Hidden-Variables Theories

Let us now discuss arbitrary (deterministic) theories.

Nonlocal signaling Consider a pair of two-state
quantum systems A and B, which are widely
separated and in the singlet state. Quantum
measurements of observables �̂A � mA � ŝA, �̂B �
mB � ŝB (where mA, mB are unit vectors in Bloch
space and ŝA, ŝB are Pauli spin operators) yield
outcomes �A, �B =�1, in the ratio 1 : 1 at each
wing, with a correlation �̂A�̂Bh i=�mA �mB. Bell’s
theorem shows that for a hidden-variables theory to
reproduce this correlation – upon averaging over an
equilibrium ensemble with distribution �QT(�) – it
must take the nonlocal form

�A ¼ �AðmA;mB; �Þ; �B ¼ �BðmA;mB; �Þ ½9�

More precisely, to obtain �A�Bh iQT =�mA �mB

(where �A�Bh iQT�
R

d��QT(�)�A�B), at least one of
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�A, �B must depend on the measurement setting at
the distant wing. Without loss of generality, we
assume that �A depends on mB.

For an arbitrary nonequilibrium ensemble with
distribution �(�) 6¼ �QT(�), in general �A�Bh i �R

d� �(�)�A�B differs from �mA �mB, and the out-
comes �A, �B =�1 occur in a ratio different from 1 : 1.
Further, a change of setting mB!m0B at B will generally
induce a change in the outcome statistics at A, yielding a
nonlocal signal at the statistical level. To see this, note
that, in a nonlocal theory, the ‘‘transition sets’’

TAð�;þÞ � �j�AðmA;mB; �Þf ¼ �1;

�AðmA;m
0
B; �Þ ¼ þ1g

TAðþ;�Þ � �j�AðmA;mB; �Þf ¼ þ1;

�AðmA;m
0
B; �Þ ¼ �1g

cannot be empty for arbitrary settings. Yet, in quantum
equilibrium, the outcomes �A =�1 occur in the ratio
1 : 1 for all settings, so the transition sets must
have equal equilibrium measure, �QT[TA(�,þ)] =
�QT[TA(þ,�)] (d�QT � �QT(�)d�). That is, the
fraction of the equilibrium ensemble making the
transition �A =�1! �A =þ1 under mB!m0B must
equal the fraction making the reverse transition
�A =þ1! �A =�1. (This ‘‘detailed balancing’’ is
analogous to the principle of detailed balance in
statistical mechanics.) Since TA(�,þ), TA(þ,�) are
fixed by the deterministic mapping, they are indepen-
dent of the ensemble distribution �(�). Thus, for
�(�) 6¼ �QT(�), in general �[TA(�,þ)] 6¼ �[TA(þ,�)]
(d�� �(�)d�): the fraction of the nonequilibrium
ensemble making the transition �A =�1!�A =þ1
will not in general balance the fraction making the
reverse transition. The outcome ratio at A will then
change under mB!m0B and there will be an instanta-
neous signal at the statistical level from B to A
(Valentini 2002a).

Thus, in any deterministic hidden-variables
theory, nonequilibrium distributions �(�) 6¼ �QT(�)
generally allow entanglement to be used for non-
local signalling (just as, in ordinary statistical
physics, differences of temperature make it possible
to convert heat into work).

Experimental signature of nonequilibrium Quantum
expectations are additive, hc1�̂1 þ c2�̂2i= c1h�̂1iþ
c2h�̂2i, even for noncommuting observables
([�̂1, �̂2] 6¼ 0, with c1, c2 real). As emphasized by
Bell in 1966, this seemingly trivial consequence
of the (linearity of the) Born rule h�̂i= tr(�̂�̂) is
remarkable because it relates statistics from
distinct, ‘‘incompatible’’ experiments. In none-
quilibrium, such additivity generically breaks
down (Valentini 2004b).

Further, for a two-state system with observables
m � ŝ, the ‘‘dot-product’’ structure of the quantum
expectation m � ŝh i= tr(�̂m � ŝ) = m � P (for some
Bloch vector P) is equivalent to expectation
additivity (Valentini 2004b). Nonadditive expecta-
tions then provide a convenient signature of none-
quilibrium for any two-state system. For example,
the sinusoidal modulation of the quantum trans-
mission probability for a single photon through a
polarizer

pþQTð�Þ¼ 1
2 1þ m � ŝh ið Þ¼ 1

2 1þ P cos 2�ð Þ ½10�

(where an angle � on the Bloch sphere corresponds
to a physical angle � = �=2) will generically break
down in nonequilibrium. Deviations from [10]
would provide an unambiguous violation of quan-
tum theory (Valentini 2004b).

Such deviations were searched for by Papaliolios
in 1967, using laboratory photons and successive
polarization measurements over very short times, to
test a hidden-variables theory (distinct from pilot-
wave theory) due to Bohm and Bub (1966), in which
quantum measurements generate nonequilibrium for
short times. Experimentally, successive measure-
ments over timescales �10�13 s agreed with the
(quantum) sinusoidal modulation cos2 � to <�1%.
Similar tests might be performed with photons of a
more exotic origin.

Continuous Spontaneous Localization
Model (CSL)

The basic postulate of CSL is that the state vector
j , ti represents reality. Since, for example, in
describing a measurement, the usual Schrödinger
evolution readily takes a real state into a nonreal
state, that is, into a superposition of real states
(such as apparatus states describing different
experimental outcomes), CSL requires a modifica-
tion of Schrödinger’s evolution. To the Hamiltonian
is added a term which depends upon a classical
randomly fluctuating field w(x, t) and a mass-
density operator Â(x, t). This term acts to collapse
a superposition of states, which differ in their
spatial distribution of mass density, to one of these
states. The rate of collapse is very slow for a
superposition involving a few particles, but very
fast for a superposition of macroscopically different
states. Thus, very rapidly, what you see (in nature)
is what you get (from the theory). Each state vector
evolving under each w(x, t) corresponds to a
realizable state, and a rule is given for how to
associate a probability with each. In this way, an
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unambiguous specification S, as mentioned in the
introduction, is achieved.

Requirements for Stochastic Collapse Dynamics

Consider a normalized state vector j , ti=P
n 	n(t)jani(hanjan0 i= 
nn0 ) which undergoes a

stochastic dynamical collapse process. This means
that, starting from the initial superposition at t = 0,
for each run of the process, the squared amplitudes
xn(t) � j	n(t)j2 fluctuate until all but one vanish, that
is, xm(1) = 1, (x6¼m(1) = 0) with probability xm(0).

This may be achieved simply, assuming negligible
effect of the usual Schrödinger evolution, if the
stochastic process enjoys the following properties
(Pearle 1979): X

n

xnðtÞ ¼ 1 ½11a�

xnðtÞ ¼ xnð0Þ ½11b�

xnð1Þxmð1Þ ¼ 0 for m 6¼ n ½11c�

where the overbar indicates the ensemble average at
the indicated time. The only way that a sum of
products of non-negative terms can vanish is for at
least one term in each product to vanish. Thus,
according to [11c], for each run, at least one of each
pair {xn(1), xm(1)}(n 6¼ m) must vanish. This
means that at most one xn(1) might not vanish
and, by [11a], applied at t =1, one xn(1) must not
vanish and, in fact, must equal 1: hence, each run
produces collapse. Now, let the probability of the
outcome {xn(1) = 1, x6¼n(1) = 0} be denoted Pn. Since
xn(1) = 1 � Pn þ

P
m 6¼n 0 � Pm = Pn then, according to

the Martingale property [11b], applied at
t =1, Pn = xn(0): hence, the ensemble of runs pro-
duces the probability postulated by the usual ‘‘collapse
rule’’ of standard quantum theory.

A (nonquantum) stochastic process which obeys
these equations is the gambler’s ruin game. Suppose
one gambler initially possesses the fraction x1(0) of
their joint wealth, and the other has the fraction
x2(0). They toss a coin: heads, a dollar goes from
gambler 1 to gambler 2, tails the dollar goes the
other way. [11a] is satisfied since the sum of money
in the game remains constant, [11b] holds because it
is a fair game, and [11c] holds because each game
eventually ends. Thus, gambler i wins all the money
with probability xi(0).

CSL in Essence

Consider the (nonunitary) Schrödinger picture evo-
lution equation

j ; tiw¼T exp �
Z l

0

dt0fiĤ
 

þ ð4�Þ�1½wðt0Þ � 2�Â�2g
!
j ; 0i ½12�

where Ĥ is the usual Hamiltonian, w(t0) is an
arbitrary function of white noise class, Â is a
Hermitian operator (Âjani= anjani),� is a collapse
rate parameter, T is the time-ordering operator and
�h = 1. Associated with this, the probability rule

PtðwÞDw�wh ; tj ; tiw
Yt=dt

j¼0

dwðtjÞ=ð2��=dtÞ1=2 ½13�

is defined, which gives the probability that nature
chooses a noise which lies in the range {w(t0),w(t0)þ
dw(t0)} for 0� t0 � t (for calculational purposes,
time is discretized, with t0 =0).

Equations [12] and [13] contain the essential
features of CSL, and are all that is needed to discuss
the simplest collapse behavior. Set Ĥ = 0, so there is
no competition between collapse and the usual
Schrödinger evolution, and let the initial state vector
be j , 0i=

P
n 	njani. Equations [12] and [13]

become

j ; tiw ¼
X

n

	njani exp

�
�ð4�Þ�1

Z l

0

dt0½wðt0Þ

� 2�an�2
�

½14a�

PtðwÞ ¼
X

n

j	nj2 exp

�
�ð2�Þ�1

Z l

0

dt0½wðt0Þ

� 2�an�2
�

½14b�

When the unnormalized state vector in [14a] is
divided by P

1=2
t (w) and so normalized, the squared

amplitudes are

xnðtÞ ¼j	nj2 exp �ð2�Þ�1
�



Z t

0

dt0½wðt0Þ � 2�an�2
�
=PtðwÞ

which are readily shown to satisfy [11a], [11b], and

[11c] in the form x
1=2
n (1)x

1=2
m (1)=0(m 6¼ n) (which

does not change the argument in the last subsection,
but makes for an easier calculation). Thus, [14a] and
[14b] describe collapse dynamics.
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To describe collapse to a joint eigenstate of a set
of mutually commuting operators Âr, replace
(4�)�1[w(t0)� 2�Â]2 in the exponent of [12] byP

r (4�)�1[wr(t0)� 2�Âr]2. The interaction picture
state vector in this case is [12] multiplied by
exp (iĤt):

j ; tiw ¼T exp �ð4�Þ�1

Z l

0

dt0

 



X

r

½wrðt0Þ � 2�Ârðt0Þ�2
!
j ; 0i ½15�

where Âr(t0) � exp (iĤt0)Âr exp (�iĤt0). The density
matrix follows from [15], and [13]:

�̂ðtÞ �
Z

PtðwÞDwj ; tiw wh ; tj=PtðwÞ

¼ T exp

�
��=2

Z t

0

dt0



X

r

½Âr
Lðt0Þ � Âr

Rðt0Þ�
2

�
�̂ð0Þ ½16�

where Âr
L(t0)(Âr

R(t0)) appears to the left (right) of �̂(0),
and is time-ordered (time reverse-ordered). In the
example described by [14], the density matrix [16] is

�̂ðtÞ ¼
X
n;m

e�ð�t=2Þðan�amÞ2	n	
�
mjanihamj

which encapsulates the ensemble’s collapse behavior.

CSL

The CSL proposal (Pearle 1989) is that collapse is
engendered by distinctions between states at each
point of space, so the index r of Âr in [15]
becomes x,

j ; tiw ¼T exp �ð4�Þ�1

Z t

0

Z
dt0 dx0

�

½wðx0; t0Þ � 2�Âðx0; t0Þ�2

�
j ; 0i ½17�

and the distinction looked at is mass density. However,
one cannot make the choice Â(x, 0) = M̂(x), where
M̂(x) =

P
i mi�̂

y
i (x)�̂i(x) is the mass-density operator

(mi is the mass of the ith type of particle, so
me, mp, mn, . . . are the masses, respectively, of elec-
trons, protons, neutrons. . . , and �̂

y
i (x) is the creation

operator for such a particle at location x), because this
entails an infinite rate of energy increase of particles
([23] with a = 0). Instead, adapting a ‘‘Gaussian
smearing’’ idea from the Ghirardi et al. (1986)
spontaneous localization (SL) model (see the

subsection ‘‘Spontaneous localization model’’), choose
Âx as, essentially, proportional to the mass in a sphere
of radius a about x:

Âðx; tÞ� eiĤt 1

ð�a2Þ3=4



Z

dz
M̂ðzÞ
mp

e�ð2a2Þ�1ðx�zÞ2 e�iĤt ½18�

The parameter value choices of SL, � 	 10�16 s�1

(according to [17] and [18], the collapse rate for
protons) and a 	 10�5 cm are, so far, consistent with
experiment (see the next subsection), and will be
adopted here.

The density matrix associated with [17] is, as
in [16],

�̂ðtÞ ¼T exp

�
�ð�=2Þ

Z t

0

dt0 dx0½ÂLðx0; t0Þ

� ÂRðx0; t0Þ�2
�
�̂ð0Þ ½19�

which satisfies the differential equation

d�̂ðtÞ
dt
¼ ��

2

Z
dx0½Âðx0; tÞ; ½Âðx0; tÞ; �̂ðtÞ�� ½20�

of Lindblad–Kossakowski form.

Consequences of CSL

Since the state vector dynamics of CSL is different
from that of standard quantum theory, there are
phenomena for which the two make different
predictions, allowing for experimental tests. Con-
sider an N-particle system with position operators
X̂i(X̂ijxi= xijxi). Substitution of Â(x0) from [18] in
the Schrödinger picture version of [20], integration
over x0, and utilization of

f ðzÞM̂ðzÞjxi ¼
XN
i¼1

mif ðX̂iÞ
ðz� X̂iÞjxi

results in

d�̂ðtÞ
dt
¼�i½�̂ðtÞ; Ĥ� � �

2

XN
i¼1

XN
j¼1

mi

mp

mj

mp


 e�ð4a2Þ�1ðX̂Li�X̂LjÞ2 þ e�ð4a2Þ�1ðX̂Ri�X̂RjÞ2
h
� 2e�ð4a2Þ�1ðX̂Li�X̂RjÞ2

i
�̂ðtÞ ½21�

which is a useful form for calculations first
suggested by Pearle and Squires in 1994.

Interference Consider the collapse rate of an initial
state j�i=	1j1i þ 	2j2i, where j1i, j2i describe a
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clump of matter, of size 
a, at different locations
with separation �a. Electrons may be neglected
because of their small collapse rate compared to the
much more massive nucleons, and the nucleon mass
difference may be neglected. In using [21] to calculate
dh1j�̂(t)j2i=dt, since exp [�(4a2)�1(X̂i � X̂j)

2] 	 1
when acting on state j1i or j2i, and 	0 when X̂i

acts on j1i and X̂j acts on j2i, [21] yields, for N
nucleons, the collapse rate �N2:

dh1j�̂ðtÞj2i
dt

¼�ih1j½�̂ðtÞ; Ĥ�j2i � �N2h1j�̂ðtÞj2i ½22�

If the clump undergoes a two-slit interference
experiment, where the size and separation condi-
tions above are satisfied for a time �T, and if the
result agrees with the standard quantum theory
prediction to 1%, it also agrees with CSL provided
��1 > 100N2�T. So far, interference experiments
with N as large as 	103 have been performed, by
Nairz, Arndt, and Zeilinger in 2000. The SL value
of ��1 	 1016 would be testable, that is, the
quantum-predicted interference pattern would be
‘‘washed out’’ to 1% accuracy, if the clump were
an 	10�6 cm radius sphere of mercury, which
contains N 	 108 nucleons, interfered for
�T = 0.01 s. Currently envisioned but not yet
performed experiments (e.g., by Marshall, Simon,
Penrose, and Bouwmester in 2003) have been
analyzed (e.g., by Bassi, Ippoliti, and Adler in
2004 and by Adler in 2005), which involve a
superposition of a larger clump of matter in
slightly displaced positions, entangled with a
photon whose interference pattern is measured:
these proposed experiments are still too crude to
detect the SL value of �, or the gravitationally
based collapse rate proposed by Penrose in 1996
(see the next section and papers by Christian in
1999 and 2005).

Bound state excitation Collapse narrows wave
packets, thereby imparting energy to particles. If
Ĥ =

PN
i = 1 P̂2

i =2mi þ V̂(x1, . . . , xN), it is straight-
forward to calculate from [21] that

d

dt
hĤi� d

dt
tr½Ĥ�̂ðtÞ� ¼

XN
i¼1

3��h2

4mia2
½23�

For a nucleon, the mean rate of energy increase is
quite small, 	3
 10�25 eV s�1. However, deviations
from the mean can be significantly greater.

Equation [21] predicts excitation of atoms and
nuclei. Let jE0i be an initial bound energy
eigenstate. Expanding [21] in a power series in

(bound state size/a)2, the excitation rate of state
jEi is

� � dhEj�̂ðtÞjEi
dt

jt¼0

¼ �

2a2

*
E
���XN

i¼1

mi

mp
X̂i

���E0

+*
E0

���XN
i¼1

mi

mp
X̂i

���E+
þOðsize=aÞ4 ½24�

Since jE0i, jEi are eigenstates of the center-of-mass
operator

PN
i = 1 miX̂i=

PN
i = 1 mi with eigenvalue 0, the

dipole contribution explicitly given in [24] vanishes
identically. This leaves the quadrupole contribution
as the leading term, which is too small to be
measured at present.

However, the choice of Â(x) as mass-density
operator was made only after experimental indica-
tion. Let gi replace mi=mp in [21] and [24], so that
�g2

i is the collapse rate for the ith particle. Then,
experiments looking for the radiation expected from
‘‘spontaneously’’ excited atoms and nuclei, in large
amounts of matter for a long time, as shown by
Collett, Pearle, Avignone, and Nussinov in 1995,
Pearle, Ring, Collar, and Avignone in 1999, and
Jones, Pearle, and Ring in 2004, have placed the
following limits:��� ge

gp
� me

mp

��� < 12me

mp
;
��� gn

gp
�mn

mp

��� < 3ðmn �mpÞ
mp

Random walk According to [17] and [13], the
center-of-mass wave packet, of a piece of matter of
size 	a or smaller, containing N nucleons, achieves
equilibrium size s in a characteristic time �s, and
undergoes a random walk through a root-mean-
square distance �Q:

s 	 a2�h

�mpN3

� �1=4

; �s 	
Nmps2

�h

�Q 	 �h�1=2t3=2

mpa

½25�

The results in [25] were obtained by Collett and
Pearle in 2003. These quantitative results can be
qualitatively understood as follows.

In time �t, the usual Schrödinger equation
expands a wave packet of size s to 	sþ
(�h=Nmps)�t. CSL collapse, by itself, narrows the
wave packet to 	s[1� �N2(s=a)2�t]. The condition
of no change in s is the result quoted above. �s is the
time it takes the Schrödinger evolution to expand a
wave packet near size s to size s: (�h=Nmps)�s 	 s.
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The t3=2 dependence of �Q arises because this is a
random walk without damping (unlike Brownian
motion, where �Q � t1=2). The mean energy
increase 	�N�h2m�1

p a�2t of [23] implies the root-
mean-square velocity increase 	 [��h2m�2

p a�2t]1=2,
whose product with t is �Q.

For example, a sphere of density 1 cm�3 and
radius 10�5 cm has s 	 4
 10�7 cm, �s 	 0.6 s and
�Q 	 5[t in days]3=2 cm. At the low pressure of
5
 10�17 torr at 4.2 K reported by Gabrielse’s
group in 1990, the mean collision time with gas
molecules is 	80 min, over which �Q 	 0.7 mm.
Thus, observation of this effect should be feasible.

Further Remarks

It is possible to define energy for the w(x, t) field so
that total energy is conserved: as the particles gain
energy, the w-field loses energy, as shown by Pearle
in 2005.

Attempts to construct a special-relativistic CSL-
type model have not yet succeeded, although
Pearle in 1990, 1992, and 1999, Ghirardi, Grassi,
and Pearle in 1990, and Nicrosini and Rimini in
2003 have made valiant attempts. The problem is
that the white noise field w(x, t) contains all
wavelengths and frequencies, exciting the vacuum
in lowest order in � to produce particles at the
unacceptable rate of infinite energy/per second per
cubic centimeter. Collapse models which utilize a
colored noise field w have a similar problem in
higher orders. In 2005, Pearle suggested a quasir-
elativistic model which reduces to CSL in the low-
speed limit.

CSL is a phenomenological model which describes
dynamical collapse so as to achieve S. Besides
needing decisive experimental verification, it needs
identification of the w(x, t) field with a physical
entity.

Other collapse models which have been investi-
gated are briefly described below.

Spontaneous Localization Model

The SL model of Ghirardi et al. (1986), although
superseded by CSL, is historically important and
conceptually valuable. Let Ĥ = 0 for simplicity, and
consider a single particle whose wave function at
time t is  (x, t). Over the next interval dt, with
probability 1� �dt, it does not change. With prob-
ability �dt it does change, by being ‘‘spontaneously
localized’’ or ‘‘hit.’’ A hit means that the new
(unnormalized) wave function suddenly becomes

 ðx; t þ dtÞ ¼  ðx; tÞð�a2Þ�3=4 e�ð2a2Þ�1ðx�zÞ2

with probability

�dt dz

Z
dxj ðx; t þ dtÞj2

Thus z, the ‘‘center’’ of the hit, is most likely to be
located where the wave function is large. For a single
particle in the superposition described in the subsec-
tion ‘‘Interference,’’ a single hit is overwhelmingly
likely to reduce the wave function to one or the other
location, with total probability j	ij2, at the rate �.

For an N-particle clump, it is considered that each
particle has the same independent probability, �dt,
of being hit. But, for the example in the subsection
‘‘Interference,’’ a single hit on any particle in one
location of the clump has the effect of multiplying
the wave function part describing the clump in the
other location by the tail of the Gaussian, thereby
collapsing the wave function at the rate �N.

By use of the Gaussian hit rather than a delta-
function hit, SL solves the problem of giving too
much energy to particles as mentioned in the
subsection ‘‘CSL.’’ By the hypothesis of independent
particle hits, SL also solves the problem of achieving
a slow collapse rate for a superposition of small
objects and a fast collapse rate for a superposition of
large objects. However, the hits on individual
particles destroys the (anti-) symmetry of wave
functions. The CSL collapse toward mass density
eigenstates removes that problem. Also, while SL
modifies the Schrödinger evolution of a wave
function, it involves discontinuous dynamics and so
is not described by a modified Schrödinger equation
as is CSL.

Other Models

For a single (low-energy) particle, the polar decom-
position � = Re(i=�h)S of the Schrödinger equation
implies two real equations,

@R2

@t
þ = � R2 =S

m

� �
¼ 0 ½26�

(the continuity equation for R2 = j�j2) and

@S

@t
þ ð=SÞ2

2m
þ V þQ ¼ 0 ½27�

where Q � �(�h2
=2m)r2R=R is the ‘‘quantum

potential.’’ (These equations have an obvious gen-
eralisation to higher-dimensional configuration
space.) In 1926, Madelung proposed that one should
start from [26] and [27] – regarded as hydrodyna-
mical equations for a classical charged fluid with
mass density mR2 and fluid velocity =S=m – and
construct � = Re(i=�h)S from the solutions.
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This ‘‘hydrodynamical’’ interpretation suffers from
many difficulties, especially for many-body systems.
In any case, a criticism by Wallstrom (1994) seems
decisive: [26] and [27] (and their higher-dimensional
analogs) are not, in fact, equivalent to the Schrödin-
ger equation. For, as usually understood, the quan-
tum wave function � is a single-valued and
continuous complex field, which typically possesses
nodes (� = 0), in the neighborhood of which the
phase S is multivalued, with values differing by
integral multiples of 2��h. If one allows S in [26],
[27] to be multivalued, there is no reason why the
allowed values should differ by integral multiples of
2��h, and in general � will not be single-valued. On
the other hand, if one restricts S in [26], [27] to be
single-valued, one will exclude wave functions – such
as those of nonzero angular momentum – with a
multivalued phase. (This problem does not exist in
pilot-wave theory as we have presented it here, where
� is regarded as a basic entity.)

Stochastic mechanics, introduced by Fényes in 1952
and Nelson (1966), has particle trajectories x(t)
obeying a ‘‘forward’’ stochastic differential equation
dx(t) = b(x(t), t)dt þ dw(t), where b is a drift (equal to
the mean forward velocity) and w a Wiener process,
and also a similar ‘‘backward’’ equation. Defining
the ‘‘current velocity’’ v = (1=2)(bþ b�), where b� is
the mean backward velocity, and using an appropriate
time-symmetric definition of mean acceleration, one
may impose a stochastic version of Newton’s second
law. If one assumes, in addition, that v is a gradient
(v =rS=m for some S), then one obtains [26], [27]
with R � ffiffiffi

�
p

, where � is the particle density.
Defining � � ffiffiffi

�
p

e(i=�h)S, it appears that one recovers
the Schrödinger equation for the derived quantity �.
However, again, there is no reason why S should
have the specific multivalued structure required for
the phase of a single-valued complex field. It then
seems that, despite appearances, quantum theory
cannot in fact be recovered from stochastic
mechanics (Wallstrom 1994). The same problem
occurs in models that use stochastic mechanics as an
intermediate step (e.g., Markopoulou and Smolin in
2004): the Schrödinger equation is obtained only for
exceptional, nodeless wave functions.

Bohm and Bub (1966) first proposed dynamical
wave-function collapse through deterministic evolu-
tion. Their collapse outcome is determined by the
value of a Wiener–Siegel hidden variable (a variable
distributed uniformly over the unit hypersphere in a
Hilbert space identical to that of the state vector). In
1976, Pearle proposed dynamical wave-function col-
lapse equations where the collapse outcome is deter-
mined by a random variable, and suggested (Pearle
1979) that the modified Schrödinger equation be

formulated as an Itô stochastic differential equation,
a suggestion which has been widely followed. (The
equation for the state vector given here, which is
physically more transparent, has its time derivative
equivalent to a Stratonovich stochastic differential
equation, which is readily converted to the Itô form.)
The importance of requiring that the density matrix
describing collapse be of the Lindblad–Kossakowski
form was emphasized by Gisin in 1984 and Diosi in
1988. The stochastic differential Schrödinger equation
that achieves this was found independently by Diosi in
1988 and by Belavkin, Gisin, and Pearle in separate
papers in 1989 (see Ghirardi et al. 1990).

A gravitationally motivated stochastic collapse
dynamics was proposed by Diosi in 1989 (and some-
what corrected by Ghirardi et al. in 1990). Penrose
emphasized in 1996 that a quantum state, such as that
describing a mass in a superposition of two places, puts
the associated spacetime geometry also in a super-
position, and has argued that this should lead to wave-
function collapse. He suggests that the collapse time
should be ��h=�E, where �E is the gravitational
potential energy change obtained by actually displa-
cing two such masses: for example, the collapse time
	�h=(Gm2=R), where the mass is m, its size is R, and
the displacement is	R or larger. No specific dynamics
is offered, just the vision that this will be a property of
a correct future quantum theory of gravity.

Collapse to energy eigenstates was first proposed
by Bedford and Wang in 1975 and 1977 and, in the
context of stochastic collapse (e.g., [11] with Â = Ĥ),
by Milburn in 1991 and Hughston in 1996, but it has
been argued by Finkelstein in 1993 and Pearle in
2004 that such energy-driven collapse cannot give a
satisfactory picture of the macroscopic world.
Percival in 1995 and in a 1998 book, and Fivel in
1997 have discussed energy-driven collapse for
microscopic situations.

Adler (2004) has presented a classical theory
(a hidden-variables theory) from which it is argued
that quantum theory ‘‘emerges’’ at the ensemble level.
The classical variables are N 
N matrix field ampli-
tudes at points of space. They obey appropriate
classical Hamiltonian dynamical equations which he
calls ‘‘trace dynamics,’’ since the expressions for
Hamiltonian, Lagrangian, Poisson bracket, etc., have
the form of the trace of products of matrices and their
sums with constant coefficients. Using classical statis-
tical mechanics, canonical ensemble averages of
(suitably projected) products of fields are analyzed
and it is argued that they obey all the properties
associated with Wightman functions, from which
quantum field theory, and its nonrelativistic-limit
quantum mechanics, may be derived. As well as
obtaining the algebra of quantum theory in this way,
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it is argued that statistical fluctuations around the
canonical ensemble can give rise to the behavior of
wave-function collapse, of the kind discussed here,
both energy-driven and CSL-type mass-density-driven
collapse so that, with the latter, comes the Born
probability interpretation of the algebra. The Hamil-
tonian needed for this theory to work is not provided
but, as the argument progresses, its necessary features
are delimited.

See also: Quantum Mechanics: Foundations.
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Introduction

In quantum theory, the mean value of a certain
observable Â in a (pure) quantum state jii is defined
by the quadratic form:

hÂii ¼: hijÂjii ½1�

Here Â is Hermitian operator on the Hilbert space
H of states. We use Dirac formalism. The above
mean is interpreted statistically. No other forms had
been known to possess a statistical interpretation in
standard quantum theory. One can, nonetheless, try

to extend the notion of mean for normalized bilinear
expressions (Aharonov et al. 1988):

Aw ¼:
hf jÂjii
hf jii ½2�

However unusual is this structure, standard quan-
tum theory provides a plausible statistical interpre-
tation for it, too. The two pure states jii, jf i play the
roles of the prepared initial and the postselected
final states, respectively. The statistical interpreta-
tion relies upon the concept of weak measurement.
In a single weak measurement, the notorious
decoherence is chosen asymptotically small. In
physical terms, the coupling between the measured
state and the meter is assumed asymptotically weak.
The novel mean value [2] is called the (complex)
weak value.

The concept of quantum weak measurement
(Aharonov et al. 1988) provides particular
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conclusions on postselected ensembles. Weak mea-
surements have been instrumental in the interpreta-
tion of time-continuous quantum measurements on
single states as well. Yet, weak measurement itself
can properly be illuminated in the context of
classical statistics. Classical weak measurement as
well as postselection and time-continuous measure-
ment are straightforward concepts leading to con-
clusions that are natural in classical statistics. In
quantum context, the case is radically different and
certain paradoxical conclusions follow from weak
measurements. Therefore, we first introduce the
classical notion of weak measurement on postse-
lected ensembles and, alternatively, in time-contin-
uous measurement on a single state. Certain idioms
from statistical physics will be borrowed and certain
not genuinely quantum notions from quantum
theory will be anticipated. The quantum counterpart
of weak measurement, postselection, and continuous
measurement will be presented afterwards. The
apparent redundancy of the parallel presentations
is of reason: the reader can separate what is
common in classical and quantum weak measure-
ments from what is genuinely quantum.

Classical Weak Measurement

Given a normalized probability density �(X) over
the phase space {X}, which we call the state, the
mean value of a real function A(X) is defined as

hAi� ¼:

Z
dX A� ½3�

Let the outcome of an (unbiased) measurement of A
be denoted by a. Its stochastic expectation value
E[a] coincides with the mean [3]:

E½a� ¼ hAi� ½4�

Performing a large number N of independent
measurements of A on the elements of the ensemble
of identically prepared states, the arithmetic mean �a
of the outcomes yields a reliable estimate of E[a]
and, this way, of the theoretical mean hAi�.

Suppose, for concreteness, the measurement
outcome a is subject to a Gaussian stochastic
error of standard dispersion � > 0. The probability
distribution of a and the update of the state
corresponding to the Bayesian inference are
described as

pðaÞ ¼ G�ða� AÞh i� ½5�

�! 1

pðaÞG�ða� AÞ� ½6�

respectively. Here G� is the central Gaussian
distribution of variance �. Note that, as expected,
eqn [5] implies eqn [4]. Nonzero � means that the
measurement is nonideal, yet the expectation value
E[a] remains calculable reliably if the statistics N is
suitably large.

Suppose the spread of A in state � is finite:

�2
�A ¼: hA2i� � hAi

2
� <1 ½7�

Weak measurement will be defined in the asympto-
tic limit (eqns [8] and [9]) where both the stochastic
error of the measurement and the measurement
statistics go to infinity. It is crucial that their rate is
kept constant:

�;N !1 ½8�

�2 ¼:
�2

N
¼ const: ½9�

Obviously for asymptotically large �, the precision
of individual measurements becomes extremely
weak. This incapacity is fully compensated by the
asymptotically large statistics N. In the weak
measurement limit (eqns [8] and [9]), the probability
distribution pw of the arithmetic mean �a of the N
independent outcomes converges to a Gaussian
distribution:

pwð�aÞ ! G� �a� hAi�
� �

½10�

The Gaussian is centered at the mean hAi�, and the
variance of the Gaussian is given by the constant
rate [9]. Consequently, the mean [3] is reliably
calculable on a statistics N growing like ��2.

With an eye on quantum theory, we consider two
situations – postselection and time-continuous
measurement – of weak measurement in classical
statistics.

Postselection

For the preselected state �, we introduce postselec-
tion via the real function �(X), where 0 � � � 1.
The postselected mean value of a certain real
function A(X) is defined by

�hAi� ¼:
h�Ai�
h�i�

½11�

where h�i� is the rate of postselection. Postselection
means that after having obtained the outcome a
regarding the measurement of A, we measure the
function �, too, in ideal measurement with random
outcome � upon which we base the following
random decision. With probability �, we include
the current a into the statistics and we discard it
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with probability 1� �. Then the coincidence of E[a]
and �hAi�, as in eqn [4], remains valid:

E½a� ¼ �hAi� ½12�

Therefore, a large ensemble of postselected states
allows one to estimate the postselected mean �hAi�.

Classical postselection allows introducing the
effective postselected state:

�� ¼:
��

h�i�
½13�

Then the postselected mean [11] of A in state � can,
by eqn [14], be expressed as the common mean of A
in the effective postselected state ��:

�hAi� ¼ hAi� �
½14�

As we shall see later, quantum postselection is
more subtle and cannot be reduced to common
statistics, that is, to that without postselection. The
quantum counterpart of postselected mean does not
exist unless we combine postselection and weak
measurement.

Time-Continuous Measurement

For time-continuous measurement, one abandons the
ensemble of identical states. One supposes that a single
time-dependent state �t is undergoing an infinite
sequence of measurements (eqns [5] and [6]) of A
employed at times t = �t, t = 2�t, t = 3�t, . . . . The rate
� =: 1=�t goes to infinity together with the mean
squared error �2. Their rate is kept constant:

�; � !1 ½15�

g2 ¼:
�2

�
¼ const: ½16�

In the weak measurement limit (eqns [15] and [16]),
the infinite frequent weak measurements of A
constitute the model of time-continuous measure-
ment. Even the weak measurements will signifi-
cantly influence the original state �0, due to the
accumulated effect of the infinitely many Bayesian
updates [6]. The resulting theory of time-continuous
measurement is described by coupled Gaussian
processes [17] and [18] for the primitive function
�t of the time-dependent measurement outcome
and, respectively, for the time-dependent Bayesian
conditional state �t:

d�t ¼ hAi�t
dt þ g dWt ½17�

d�t ¼ g�1 A� hAi�t

� �
�t dWt ½18�

Here dWt is the Itô differential of the Wiener
process.

Equations [17] and [18] are the special case of the
Kushner–Stratonovich equations of time-continuous
Bayesian inference conditioned on the continuous
measurement of A yielding the time-dependent
outcome value at. Formal time derivatives of both
sides of eqn [17] yield the heuristic equation

at ¼ hAi�t
þ g�t ½19�

Accordingly, the current measurement outcome is
always equal to the current mean plus a term
proportional to standard white noise �t. This
plausible feature of the model survives in the
quantum context as well. As for the other equation
[18], it describes the gradual concentration of the
distribution �t in such a way that the variance ��t

A
tends to zero while hAi�t

tends to a random
asymptotic value. The details of the convergence
depend on the character of the continuously mea-
sured function A(X). Consider a stepwise A(X):

AðXÞ ¼
X
	

a	P	ðXÞ ½20�

The real values a	 are step heights all differing from
each other. The indicator functions P	 take values
0 or 1 and form a complete set of pairwise disjoint
functions on the phase space:X

	

P	 � 1 ½21�

P	P
 ¼ �	
P	 ½22�

In a single ideal measurement of A, the outcome a is
one of the a	’s singled out at random. The
probability distribution of the measurement out-
come and the corresponding Bayesian update of the
state are given by

p	 ¼ hP	i�0
½23�

�0 !
1

p	
P	�0 ¼: �	 ½24�

respectively. Equations [17] and [18] of time-
continuous measurement are a connatural time-
continuous resolution of the ‘‘sudden’’ ideal
measurement (eqns [23] and [24]) in a sense that
they reproduce it in the limit t ! 1. The states �	

are trivial stationary states of the eqn [18]. It can be
shown that they are indeed approached with
probability p	 for t ! 1.

Quantum Weak Measurement

In quantum theory, states in a given complex
Hilbert space H are represented by non-negative
density operators �̂, normalized by tr �̂= 1. Like the
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classical states �, the quantum state �̂ is interpreted
statistically, referring to an ensemble of states with
the same �̂. Given a Hermitian operator Â, called
observable, its theoretical mean value in state �̂ is
defined by

hÂi�̂ ¼ trðÂ�̂Þ ½25�

Let the outcome of an (unbiased) quantum measure-
ment of Â be denoted by a. Its stochastic expectation
value E[a] coincides with the mean [25]:

E½a� ¼ hÂi�̂ ½26�

Performing a large number N of independent
measurements of Â on the elements of the ensemble
of identically prepared states, the arithmetic mean �a
of the outcomes yields a reliable estimate of E[a]
and, this way, of the theoretical mean hÂi�̂. If the
measurement outcome a contains a Gaussian sto-
chastic error of standard dispersion �, then the
probability distribution of a and the update, called
collapse in quantum theory, of the state are
described by eqns [27] and [28], respectively. (We
adopt the notational convenience of physics litera-
ture to omit the unit operator Î from trivial
expressions like aÎ.)

pðaÞ ¼ G�ða� ÂÞ
D E

�̂
½27�

�̂! 1

pðaÞG
1=2
� ða� ÂÞ�̂G1=2

� ða� ÂÞ ½28�

Nonzero � means that the measurement is nonideal,
but the expectation value E[a] remains calculable
reliably if N is suitably large.

Weak quantum measurement, like its classical
counterpart, requires finite spread of the observable
Â on state �̂:

�2
�̂Â ¼: hÂ2i�̂ � hÂi

2
�̂ <1 ½29�

Weak quantum measurement, too, will be defined in
the asymptotic limit [8] introduced for classical weak
measurement. Single quantum measurements can no
more distinguish between the eigenvalues of Â. Yet,
the expectation value E[a] of the outcome a remains
calculable on a statistics N growing like ��2.

Both in quantum theory and classical statistics,
the emergence of nonideal measurements from ideal
ones is guaranteed by general theorems. For com-
pleteness of this article, we prove the emergence of
the nonideal quantum measurement (eqns [27] and
[28]) from the standard von Neumann theory of
ideal quantum measurements (von Neumann 1955).
The source of the statistical error of dispersion �
is associated with the state �̂M in the complex

Hilbert space L2 of a hypothetic meter. Suppose
R 2 (�1,1) is the position of the ‘‘pointer.’’ Let its
initial state �̂M be a pure central Gaussian state of
width �; then the density operator �̂M in Dirac
position basis takes the form

�̂M ¼
Z

dR

Z
dR0G1=2

� ðRÞG1=2
� ðR0ÞjRihR0j ½30�

We are looking for a certain dynamical interaction
to transmit the ‘‘value’’ of the observable Â onto the
pointer position R̂. To model the interaction, we
define the unitary transformation [31] to act on the
tensor space H�L2:

Û ¼ expðiÂ� K̂Þ ½31�

Here K̂ is the canonical momentum operator
conjugated to R̂:

expðiaK̂ÞjRi ¼ jRþ ai ½32�

The unitary operator Û transforms the initial
uncorrelated quantum state into the desired corre-
lated composite state:

�̂ ¼: Û�̂� �̂MÛy ½33�

Equations [30]–[33] yield the expression [34] for the
state �̂:

�̂ ¼
Z

dR

Z
dR0G1=2

� ðR� ÂÞ�̂G1=2
�

� ðR0 � ÂÞ � jRihR0j ½34�

Let us write the pointer’s coordinate operator R̂ into
the standard form [35] in Dirac position basis:

R̂ ¼
Z

dajaihaj ½35�

The notation anticipates that, when pointer R̂ is
measured ideally, the outcome a plays the role of the
nonideally measured value of the observable Â.
Indeed, let us consider the ideal von Neumann
measurement of the pointer position on the corre-
lated composite state �̂. The probability of the
outcome a and the collapse of the composite state
are given by the following standard equations:

pðaÞ ¼ tr ðÎ � jaihajÞ�̂
h i

½36�

�̂! 1

pðaÞ ðÎ � jaihajÞ�̂ðÎ � jaihajÞ
h i

½37�

respectively. We insert eqn [34] into eqns [36] and
[37]. Furthermore, we take the trace over L2 of both
sides of eqn [37]. In such a way, as expected, eqns
[36] and [37] of ideal measurement of R̂ yield the
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earlier postulated eqns [27] and [28] of nonideal
measurement of Â.

Quantum Postselection

A quantum postselection is defined by a Hermitian
operator satisfying 0̂ � �̂ � Î. The corresponding
postselected mean value of a certain observable Â is
defined by

�̂hÂi�̂ ¼: Re
h�̂Âi�̂
h�̂i�̂

½38�

The denominator h�̂i�̂ is the rate of quantum
postselection. Quantum postselection means that
after the measurement of Â, we measure the
observable �̂ in ideal quantum measurement and
we make a statistical decision on the basis of the
outcome �. With probability �, we include the case
in question into the statistics while we discard it
with probability 1� �. By analogy with the classical
case [12], one may ask whether the stochastic
expectation value E[a] of the postselected measure-
ment outcome does coincide with

E½a� ¼? �̂hÂi�̂ ½39�

Contrary to the classical case, the quantum equation
[39] does not hold. The quantum counterparts of
classical equations [12]–[14] do not exist at all.
Nonetheless, the quantum postselected mean �̂hÂi�̂
possesses statistical interpretation although
restricted to the context of weak quantum measure-
ments. In the weak measurement limit (eqns [8] and
[9]), a postselected analog of classical equation [10]
holds for the arithmetic mean �a of postselected weak
quantum measurements:

pwð�aÞ ! G� �a� �̂hÂi�̂
� �

½40�

The Gaussian is centered at the postselected mean

�̂hÂi�̂, and the variance of the Gaussian is given by the
constant rate [9]. Consequently, the mean [38]
becomes calculable on a statistics N growing like��2.

Since the statistical interpretation of the postse-
lected quantum mean [38] is only possible for weak
measurements, therefore �̂hÂi�̂ is called the (real)
weak value of Â. Consider the special case when
both the state �̂= jiihij and the postselected operator
�̂ = jf ihf j are pure states. Then the weak value

�̂hÂi�̂ takes, in usual notations, a particular form
[41] yielding the real part of the complex weak
value Aw [1]:

f hÂii ¼: Re
hf jÂjii
hf jii ½41�

The interpretation of postselection itself reduces to a
simple procedure. One performs the von Neumann
ideal measurement of the Hermitian projector jf ihf j,
then includes the case if the outcome is 1 and
discards it if the outcome is 0. The rate of
postselection is jhf jiij2. We note that a certain
statistical interpretation of Im Aw, too, exists
although it relies upon the details of the ‘‘meter.’’

We outline a heuristic proof of the central
equation [40]. One considers the nonideal measure-
ment (eqns [27] and [28]) of Â followed by the ideal
measurement of �̂. Then the joint distribution of the
corresponding outcomes is given by eqn [42]. The
probability distribution of the postselected outcomes
a is defined by eqn [43], and takes the concrete form
[44]. The constant N assures normalization:

pð�;aÞ ¼ tr �ð�� �̂ÞG1=2
� ða� ÂÞ�̂G1=2

� ða� ÂÞ
� �

½42�

pðaÞ ¼:
1

N

Z
�pð�; aÞ d� ½43�

pðaÞ ¼:
1

N G1=2
� ða� ÂÞ�̂G1=2

� ða� ÂÞ
D E

�̂
½44�

Suppose, for simplicity, that Â is bounded. When
� ! 1, eqn [44] yields the first two moments of
the outcome a:

E½a� ! �̂hÂi�̂ ½45�

E½a2� � �2 ½46�

Hence, by virtue of the central limit theorem, the
probability distribution [40] follows for the average
�a of postselected outcomes in the weak measurement
limit (eqns [8] and [9]).

Quantum Weak-Value Anomaly

Unlike in classical postselection, effective postse-
lected quantum states cannot be introduced. We can
ask whether eqn [47] defines a correct postselected
quantum state:

�̂?
�̂
¼: Herm

�̂�̂

h�̂i�̂
½47�

This pseudo-state satisfies the quantum counterpart
of the classical equation [14]:

�̂hÂi�̂ ¼ tr Â�̂?
�̂

� �
½48�

In general, however, the operator �̂?
�̂

is not a density
operator since it may be indefinite. Therefore, eqn
[47] does not define a quantum state. Equation [48]
does not guarantee that the quantum weak value
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�̂hÂi�̂ lies within the range of the eigenvalues of the
observable Â.

Let us see a simple example for such anomalous
weak values in the two-dimensional Hilbert space.
Consider the pure initial state given by eqn [49] and
the postselected pure state by eqn [50], where
� 2 [0,�] is a certain angular parameter.

jii ¼ 1ffiffiffi
2
p ei�=2

e�i�=2

� �
½49�

jf i ¼ 1ffiffiffi
2
p e�i�=2

ei�=2

� �
½50�

The probability of successful postselection is cos2 �.
If � 6¼ �=2, then the postselected pseudo-state
follows from eqn [47]:

�̂?
�̂
¼ 1

2
1 cos�1 �

cos�1� 1

� �
½51�

This matrix is indefinite unless �= 0, its two
eigenvalues are 1 	 cos�1 �. The smaller the post-
selection rate cos2 �, the larger is the violation of the
positivity of the pseudo-density operator. Let the
weakly measured observable take the form

Â ¼ 0 1
1 0

� �
½52�

Its eigenvalues are 	 1. We express its weak value
from eqns [41], [49], and [50] or, equivalently, from
eqns [48] and [51]:

f hÂii ¼
1

cos�
½53�

This weak value of Â lies outside the range of the
eigenvalues of Â. The anomaly can be arbitrarily
large if the rate cos2 � of postselection decreases.

Striking consequences follow from this anomaly
if we turn to the statistical interpretation. For
concreteness, suppose �= 2�=3 so that f hÂii = 2.
On average, 75% of the statistics N will be lost
in postselection. We learnt from eqn [40] that
the arithmetic mean �a of the postselected outcomes
of independent weak measurements converges
stochastically to the weak value upto the Gaussian
fluctuation �, as expressed symbolically by

�a ¼ 2	� ½54�

Let us approximate the asymptotically large error �
of our weak measurements by �= 10 which is
already well beyond the scale of the eigenvalues 	1
of the observable Â. The Gaussian error � derives

from eqn [9] after replacing N by the size of the
postselected statistics which is approximately N=4:

�2 ¼ 400=N ½55�

Accordingly, if N = 3600 independent quantum
measurements of precision �= 10 are performed
regarding the observable Â, then the arithmetic
mean �a of the �900 postselected outcomes a will be
2 	 0.33. This exceeds significantly the largest
eigenvalue of the measured observable Â. Quantum
postselection appears to bias the otherwise unbiased
nonideal weak measurements.

Quantum Time-Continuous Measurement

The mathematical construction of time-continuous
quantum measurement is similar to the classical one.
We consider the weak measurement limit (eqns [15]
and [16]) of an infinite sequence of nonideal
quantum measurements of the observable Â at
t = �t, 2�t, . . . , on the time-dependent state �̂t. The
resulting theory of time-continuous quantum mea-
surement is incorporated in the coupled stochastic
equations [56] and [57] for the primitive function �t

of the time-dependent outcome and the conditional
time-dependent state �̂t, respectively (Diósi 1988):

d�t ¼ hÂi�̂t
dt þ gdWt ½56�

d�̂t ¼� 1
8 g�2½Â; ½Â; �̂t�� dt

þ g�1 Herm Â� hÂi�̂t

� �
�̂t dWt ½57�

Equation [56] and its classical counterpart [17] are
perfectly similar. There is a remarkable difference
between eqn [57] and its classical counterpart [18].
In the latter, the stochastic average of the state is
constant: E[d�t] = 0, expressing the fact that classi-
cal measurements do not alter the original ensemble
if we ‘‘ignore’’ the outcomes of the measurements.
On the contrary, quantum measurements introduce
irreversible changes to the original ensemble, a
phenomenon called decoherence in the physics
literature. Equation [57] implies the closed linear
first-order differential equation [58] for the stochas-
tic average of the quantum state �̂t under time-
continuous measurement of the observable Â:

dE½�̂t�
dt
¼ �1

8g
�2½Â; ½Â;E½�̂t��� ½58�

This is the basic irreversible equation to model the
gradual loss of quantum coherence (decoherence)
under time-continuous measurement. In fact, the
very equation models decoherence under the influ-
ence of a large class of interactions, for example,
with thermal reservoirs or complex environments. In
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two-dimensional Hilbert space, for instance, we can
consider the initial pure state hij =: [ cos�, sin�] and
the time-continuous measurement of the diagonal
observable [59] on it. The solution of eqn [58] is
given by eqn [60]:

Â ¼ 1 0
0 �1

� �
½59�

E½�̂t� ¼
cos2 � e�t=4g2

cos � sin �

e�t=4g2
cos � sin � sin2 �

" #
½60�

The off-diagonal elements of this density matrix
go to zero, that is, the coherent superposition
represented by the initial pure state becomes an
incoherent mixture represented by the diagonal
density matrix �̂1.

Apart from the phenomenon of decoherence, the
stochastic equations show remarkable similarity
with the classical equations of time-continuous
measurement. The heuristic form of eqn [56] is
eqn [61] of invariable interpretation with respect
to the classical equation [19]:

at ¼ hÂi�̂t
þ g�t ½61�

Equation [57] describes what is called the time-
continuous collapse of the quantum state under
time-continuous quantum measurement of Â. For
concreteness, we assume discrete spectrum for Â and
consider the spectral expansion

Â ¼
X
	

a	P̂	 ½62�

The real values a	 are nondegenerate eigenvalues.
The Hermitian projectors P̂	 form a complete
orthogonal set: X

	

P̂	 � Î ½63�

P̂	P̂
 ¼ �	
P̂	 ½64�

In a single ideal measurement of Â, the outcome a is
one of the a	’s singled out at random. The
probability distribution of the measurement out-
come and the corresponding collapse of the state are
given by

p	 ¼ hP̂	i�̂0
½65�

�̂0 !
1

p	
P̂	�̂0P̂	 ¼: �̂	 ½66�

respectively. Equations [56] and [57] of continuous
measurements are an obvious time-continuous

resolution of the ‘‘sudden’’ ideal quantum measure-
ment (eqns [65] and [66]) in a sense that they
reproduce it in the limit t ! 1. The states �̂	 are
stationary states of eqn [57]. It can be shown that
they are indeed approached with probability p	 for
t!1 (Gisin 1984).

Related Contexts

In addition to the two particular examples as
in postselection and in time-continuous measure-
ment, respectively, presented above, the weak
measurement limit itself has further variants.
A most natural example is the usual thermodynamic
limit in standard statistical physics. Then weak
measurements concern a certain additive micro-
scopic observable (e.g., the spin) of each constituent
and the weak value represents the corresponding
additive macroscopic parameter (e.g., the magneti-
zation) in the infinite volume limit. This example
indicates that weak values have natural interpreta-
tion despite the apparent artificial conditions of
their definition. It is important that the weak value,
with or without postselection, plays the physical role
similar to that of the common mean hÂi�̂. If,
between their pre- and postselection, the states �̂
become weakly coupled with the state of another
quantum system via the observable Â, their average
influence will be as if Â took the weak value �̂hÂi�̂.
Weak measurements also open a specific loophole to
circumvent quantum limitations related to the
irreversible disturbances that quantum measure-
ments cause to the measured state. Noncommuting
observables become simultaneously measurable in
the weak limit: simultaneous weak values of non-
commuting observables will exist.

Literally, weak measurement had been coined
in 1988 for quantum measurements with (pre- and)
postselection, and became the tool of a certain time-
symmetric statistical interpretation of quantum states.
Foundational applications target the paradoxical
problem of pre- and retrodiction in quantum theory.
In a broad sense, however, the very principle of weak
measurement encapsulates the trade between asymp-
totically weak precision and asymptotically large
statistics. Its relevance in different fields has not yet
been fully explored and a growing number of founda-
tional, theoretical, and experimental applications are
being considered in the literature – predominantly in
the context of quantum physics. Since specialized
monographs or textbooks on quantum weak measure-
ment are not yet available, the reader is mostly referred
to research articles, like the recent one by Aharonov
and Botero (2005), covering many topics of postse-
lected quantum weak values.

282 Quantum Mechanics: Weak Measurements



Nomenclature

a measurement outcome
�a arithmetic mean of measurement

outcomes
Â Hermitian operator, quantum observable
A(X) real phase-space function
E[ . . . ] stochastic expectation value
hf jÂjii matrix element
hf jii inner product
H Hilbert space
L2 space of Lebesgue square-integrable

complex functions
p probability distribution
tr trace
Û unitary operator
Wt Wiener process
�t white noise process

�h. . .i� postselected mean value
�̂ density operator
�(X) phase-space distribution
� direct product
y operator adjoint
j . . .i state vector
h. . . j adjoint state vector
h. . .i� mean value
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Introduction

This article concerns the nonrelativistic quantum
mechanics of isolated systems of n particles inter-
acting by means of a scalar potential, what we shall
call the ‘‘quantum n-body problem.’’ Such systems
are described by the kinetic-plus-potential
Hamiltonian,

H ¼ T þ V ¼
Xn

�¼1

jP�j2

2m�
þ VðR1; . . . ;RnÞ ½1�

where R�, P�,�= 1, . . . , n are the positions and
momenta of the n particles in three-dimensional
space, m� are the masses, and V is the potential
energy. This Hamiltonian also occurs in the

‘‘classical n-body problem,’’ in which V is usually
assumed to consist of the sum of the pairwise
gravitational interactions of the particles. In this
article, we shall only assume that V (hence H) is
invariant under translations, proper rotations, par-
ity, and permutations of identical particles. The
Hamiltonian H is also invariant under time reversal.
This Hamiltonian describes the dynamics of isolated
atoms, molecules, and nuclei, with varying degrees
of approximation, including the case of molecules in
the Born–Oppenheimer approximation, in which V
is the Born–Oppenheimer potential. We shall ignore
the spin of the particles, and treat the wave function
� as a scalar. We assume that � is an eigenfunction
of H, H� = E�. In practice, the value of n typically
ranges from 2 to several hundred. Often the cases
n = 3 and n = 4 are of special interest. In this article,
we shall assume that n 
 3, since n = 2 is the trivial
case of central-force motion. The quantum n-body
problem is not to be confused with the ‘‘quantum
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many-body problem,’’ which usually refers to the
quantum mechanics of large numbers of identical
particles, such as the electrons in a solid.

Of particular interest is the ‘‘reduction’’ of the
Hamiltonian [1], that is, the elimination of those
degrees of freedom that can be eliminated due to the
continuous symmetries of translations and rotations.
A basic problem is to write down the reduced
Hamiltonian and to make its analytical and geome-
trical properties clear. In the following we shall
present this reduction in two stages, dealing first with
the translations and second with the proper rotations.
In each stage, we shall describe the reduction first in
coordinate language and then in geometrical lan-
guage. The discrete symmetries of parity, time
reversal, and permutation of identical particles are
handled by standard methods of group representation
theory, and will not be discussed here.

There has been considerable interest in mathema-
tical circles in recent years in the reduction of
dynamical systems with symmetry, and the quantum
n-body problem is one of the most important such
systems from a physical standpoint. As such, the
basic theory of the quantum n-body problem has
received considerable attention in the physical
literature going back to the birth of quantum
mechanics, and continues to be of great practical
importance. This article and the bibliography
attempt to bridge these two centers of interest.

Reduction by Translations: Coordinate
Description

We begin with a coordinate description of the
reduction of the system [1] by translations. The
coordinates (R1, . . . , Rn) are coordinates on the con-
figuration space of the system, called the ‘‘original
configuration space’’ or OCS. The OCS is R3n. The
original system has 3n degrees of freedom. The
translation group acts on configuration space by
R� 7!R� þ �, for �= 1, . . . , n, where � is a displace-
ment vector. It acts on wave functions by
�(R1, . . . , Rn) 7!�(R1 � �, . . . , Rn � �).

To reduce the system by translations, we perform
a linear coordinate transformation on the OCS,
taking us from the original vectors (R1, . . . , Rn) to a
new set of n vectors (r1, . . . , rn�1, RCM), where RCM

is the center-of-mass position,

RCM ¼
1

M

Xn

�¼1

m�R� ½2�

where M =
P

� m� is the total mass of the system, and
the other n� 1 vectors of the new coordinate system,
(r1, . . . , rn�1), are required to be translationally

invariant, that is, independent linear functions of the
relative particle positions R� � R�. We denote the
momenta conjugate to (r1, . . . , rn�1, RCM) by
(p1, . . . , pn�1, PCM), of which PCM turns out to be the
total momentum of the system,

PCM ¼
Xn

�¼1

P� ½3�

Under such a coordinate transformation, the poten-
tial energy becomes simply a function of the n� 1
relative vectors, V(r1, . . . , rn�1), whereas the kinetic
energy becomes

T ¼ jPCMj2

2M
þ 1

2

Xn�1

�;�¼1

K��p� � p� ½4�

where K�� is a symmetric tensor (the ‘‘inverse mass
tensor’’).

The vectors (r1, . . . , rn�1) specify the positions of n
particles relative to their center of mass. As described
so far, these vectors need only be independent,
translationally invariant linear combinations of the
particle postitions. However, it is convenient to
choose them so that the inverse mass tensor becomes
proportional to the identity, K�� = (1=M)���. An
elegant way of doing this is the method of Jacobi
vectors, which involves splitting the original set of
particles into two nonempty subsets, which are then
split into smaller subsets, etc., until only subsets of a
single particle remain. The process can be represented
by a tree growing downward, with the original n
particles as the root, and the ends of the branches at
the bottom each containing one particle. Then the
vectors (r1, . . . , rn�1) (the Jacobi vectors) are chosen
to be proportional to the differences between the
centers of mass of the two subsets at each splitting.
With the right constants of proportionality, the
kinetic energy becomes

T ¼ 1

2M
jPCMj2 þ

1

2M

Xn�1

�¼0

jp�j
2 ½5�

Henceforth, we shall assume that the vectors
(r1, . . . , rn�1) are Jacobi vectors with conjugate
momenta (p1, . . . , pn�1).

The choice of Jacobi vectors is not unique. In the
first place, there is a discrete set of possible ways of
splitting the original set of n particles into subsets
(of forming trees), each of which leads to the same
form [5] of the kinetic energy. More generally, the
kinetic energy [5] is invariant under transformations

r 0� ¼
Xn�1

�¼1

Q�� r� ½6�
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where Q�� is an orthogonal matrix, Q 2 O(n� 1).
Such transformations are called ‘‘kinematic rota-
tions.’’ The discrete choices of trees in forming the
Jacobi vectors are equivalent to a discrete set of
kinematic rotations Q�� that map one standard
choice of Jacobi vectors into the others.

Since the momentum PCM of the center of mass
commutes with H, the eigenfunctions � of H can be
chosen to have the form

�ðR1; . . . ;RnÞ
¼ expðiRCM � PCM=�hÞ ðr1; . . . ; rn�1Þ ½7�

This causes  to be an eigenfunction of the
‘‘translation-reduced Hamiltonian,’’ Htr = Etr ,
where

Htr ¼
1

2M

Xn�1

�¼0

jp�j
2 þ Vðr1; . . . ; rn�1Þ ½8�

The kinetic energy of the center of mass,
jPCMj2=2M, has been discarded from both Htr and
Etr, which represent physically the energy of the
system about its center of mass.

Reduction by Translations: Geometrical
Description

The kinetic energy T in eqn [1] specifies a metric
ds2 =

P
� m�jdR�j2 on the OCS (=R3n). The transla-

tion group (=R3) acts freely on the OCS, with an
action that is generated by PCM. This action defines
an orthogonal decomposition of the OCS,
R3n = R3 �R3n�3, where R3 is the orbit of the origin
(the other orbits of the translation group action are
parallel spaces), and R3n�3 is the orthogonal subspace
(henceforth the ‘‘translation-reduced configuration
space’’ or TRCS for short). The TRCS is physically
the space of configurations relative to the center of
mass. The vectors (r1, . . . , rn�1) are coordinates on
the TRCS. The TRCS possesses a metric which is the
projection of the metric on the OCS onto the TRCS
by means of the translation group action. The metric
can be projected because translations preserve the
original metric (they are isometries). Jacobi vectors
are Euclidean coordinates on the TRCS with respect
to this metric.

The tree method of constructing Jacobi vectors
can be understood in terms of certain group actions
which take place as each subset of particles is split
into two further subsets. The group action in
question leaves the center of mass of the original
subset invariant, while moving the two new subsets
apart along a line. This motion in the configuration
space is orthogonal to all the other group actions

that are created in the process of splitting subsets of
particles, including the original action of the
translation group. Thus, each splitting of a subset
of particles generates a three-dimensional subspace
of the OCS, on which one of the r� are coordinates.
The conjugate momentum p� is the generator of the
group action moving the two new subsets apart. The
final result is that the OCS is decomposed into n
orthogonal, three-dimensional subspaces, one of
which contains the action of the original translation
group, and the others of which represent the
decomposition of the TRCS into n� 1, three-
dimensional orthogonal subspaces.

The TRCS can also be seen as a global section of a
flat, trivial, principal fiber bundle created by the
action of the translation group on the OCS.
Alternatively, the TRCS can be seen as the quotient
space, R3n=R3. The construction is fairly simple
because the translation group is Abelian.

The wave function  can be seen as a member of
the Hilbert space of wave functions on the TRCS,
upon which the reduced Hamiltonian Htr of eqn [8]
acts. Alternatively, it can be seen as the function
obtained by restricting � on the OCS to the TRCS,
where � has a dependence along the orbits of the
translation group given by exp (iRCM � PCM=�h), that
is, by an irreducible representation (irrep) of the
translation group.

Reduction by Rotations: Coordinate
Description

The Hamiltonian Htr acts on wave functions  
defined on the TRCS and has 3n� 3 degrees of
freedom. Consider a coordinate transformation to
eliminate further degrees of freedom due to the
rotational invariance. This coordinate transforma-
tion takes us from the Jacobi vectors {r�,�= 1, . . . ,
n� 1} to orientational and shape coordinates. Shape
coordinates are a set of 3n� 6 coordinates
{q�,�= 1, . . . , 3n� 6} that specify the shape of the
n-particle system, that is, they are 3n� 6 independent
functions of the interparticle distances (hence rota-
tionally invariant). We will call the space upon which
the q� are coordinates ‘‘shape space.’’ For example, in
the case of the three-body problem, shape space is the
space of all triangles.

As for orientational coordinates, to define them it
is necessary first to define a ‘‘body frame.’’ We
assume we are already given one frame, the ‘‘space
frame,’’ a fixed inertial frame. The body frame is a
3-frame attached in a conventional way to each shape
of the system of particles, which rotates with the
particles. The orientational coordinates, to be
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denoted by {�i, i = 1, 2, 3}, are three coordinates (e.g.,
Euler angles) specifying the SO(3) rotation that maps
the space frame into the body frame. We shall write
the new coordinates collectively as {�i, q�}.

There is a great deal of arbitrariness in the choice
of a body frame, since for a given shape a body frame
can be attached in many ways, the different choices
being related by proper rotations. The only require-
ment is that the body frame should change smoothly
as the shape changes. Popular choices for the body
frame are the principal axis and Eckart frames.

When the potential energy is transformed to the new
coordinates, it becomes a function only of the {q�},
that is, of the shape. The potential can be written as
V = V(q). V is a scalar field on shape space.

The transformation of the kinetic energy is more
complicated. When the (Euclidean) metric tensor on
the TRCS is transformed to orientational and shape
coordinates there results a (3n� 3)� (3n� 3) com-
ponent matrix which may be partitioned into blocks
according to the coordinates {�i, q�}, that is, accord-
ing to 3n� 3 = 3þ (3n� 6). This matrix cannot be
made diagonal or even block diagonal by any choice
of orientational or shape coordinates, or by any
choice of body frame.

The components of the metric tensor in the new
coordinates are conveniently expressed in terms of
three fields on shape space. The first is the moment-of-
inertia tensor E, which describes the 3� 3 upper block
of the metric tensor. Its components are given by

Eij ¼M
Xn�1

�¼1

jr�j2 �ij � r�ir�j

� �
½9�

The vectors and tensors in this equation can be
referred either to the space frame or the body frame,
but the body frame is more convenient because then
the components of the vectors r� are functions only
of the shape coordinates q�. Thus, the body frame
components Eij of the moment-of-inertia tensor
define a field on shape space.

The second field is the ‘‘gauge potential’’ A�, an
object with 3(3n� 6) components Ai

�, i = 1, 2, 3,
�= 1, . . . , 3n� 6, which describes the off-diagonal
blocks of the metric tensor. It is defined by

A� ¼ E�1 M
Xn�1

�¼1

r� �
@r�
@q�

 !
½10�

in which all vectors are understood to be referred to
the body frame (so the partial derivatives make
sense). The gauge potential A� is responsible for the
‘‘falling cat’’ phenomenon, in which a flexible body
of zero angular momentum nevertheless manages to
rotate.

The third field is the (3n� 6)� (3n� 6) lower
block of the metric tensor on the TRCS, an object
with two shape indices. It is given by

g�	 ¼M
Xn�1

�¼1

@r�
@q�
� @r�
@q	

� �
� A� � E � A	 ½11�

where again the vectors are referred to the body
frame. The notation suggests (correctly) that g�	 is
the metric tensor on shape space.

On transforming the wave function from the
Jacobi vectors to coordinates (�i, q�), it is convenient
to introduce a Jacobian factor,  (r1, . . . , rn�1) =
D1=4
(�i, q�), where D = (det E)(det g�	). This
causes the new wave function 
 to have the
normalization Z

dR
Y3n�6

�¼1

dq�

 !
j
j2 ½12�

where dR is the Haar measure on the group SO(3).
The factor D depends only on the q�, not the �i.
Then the Schrödinger equation can be written as
Htr
= Etr
, where Htr is a differential operator
involving @=@�i and @=@q�.

The orientational derivatives @=@�i in Htr are
conveniently expressed in terms of the angular
momentum operator L. When acting on the original
wave function � on the OCS, the angular momen-
tum is

L ¼
Xn

�¼1

R� � P� ½13�

When this is transformed to the coordinates
(r1, . . . , rn�1, RCM), it becomes L = LCM þ Ltr,
where LCM = RCM � PCM, and

Ltr ¼
Xn�1

�¼1

r� � p� ½14�

Physically, Ltr is the angular momentum of the
system about the center of mass.

We shall henceforth drop the ‘‘tr’’ on Htr, Etr, and
Ltr, thereby restricting attention to the energy and
angular momentum about the center of mass.

The angular momentum L, when acting on wave
functions  (r1, . . . , rn�1) on the TRCS, is a vector of
differential operators involving @=@r�. When these
are transformed to orientational and shape coordi-
nates, the components of L become differential
operators involving only orientational derivatives,
@=@�i. There are no shape derivatives, @=@q�, since
L generates rotations, that is, changes in orientation,
not shape. Thus, one can solve for the operators
@=@�i in terms of the components of L. This is true
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both for the space and the body components of L,
although the differential operators are not the same
in the two cases. The space components of L satisfy
the usual angular momentum commutation rela-
tions, [Li, Lj] = i�h�ijk Lk, while the body components
of satisfy [Li, Lj] =�i�h�ijk Lk (with a minus sign
relative to the space commutation relations).

Thus, the Hamiltonian can be expressed in
terms of L and the shape momentum operators,
p� =�i�h@=@q�. The result is

H¼ 1
2 L � E�1 � Lþ 1

2 ðp� � L � A�Þg�	ðp	 � L � A	Þ
þ V2ðqÞ þ VðqÞ ½15�

where all vectors are referred to the body frame,
where g�	 is the contravariant metric tensor on
shape space, and where V2 is given by

V2 ¼
�h2

2
D�1=4 @

@q�
g�	

@D1=4

@q	

� �
½16�

V2 looks like a potential (it is a function of only q),
hence the notation, but physically it belongs to the
kinetic energy. It is sometimes called an ‘‘extrapoten-
tial.’’ It arises from nonclassical commutators in the
transformation of the kinetic energy (hence the �h2

dependence). The first term of eqn [15] is the kinetic
energy of rotation, also called the ‘‘vertical’’ kinetic
energy, the next two terms are the remainder of the
kinetic energy, somewhat imprecisely thought of as
the kinetic energy of vibrations or changes in shape,
also called the ‘‘horizontal kinetic energy,’’ and the
final term is the (true) potential, discussed above.

Since the Hamiltonian commutes with the angular
momentum, [H, L] = 0, 
 can be chosen to be
simultaneous eigenfunctions of L2 and Lz (the latter
being the space component), as well as of energy.
Let 
lm be these eigenfunctions, where l and m are
the quantum numbers of L2 and Lz, respectively.
Then by the transformation properties of 
 under
rotations, we can write


lmð�i; q�Þ ¼
Xþl

k¼�l

�lkðq�ÞDl
kmð�iÞ ½17�

where D is a standard rotation matrix and �lk are
functions only of q�. In these equations we use the
phase and other standard conventions of the theory of
rotations. The wave function � is a function only of q�

and can loosely be thought of as the wave function on
shape space. It is not a scalar like �,  , or 
, but rather
has 2l þ 1 components indexed by k.

The Schrödinger equation for � can be written
as H�= E�, where H has the same form as in
eqn [15], except that now the components of the
angular momentum Li are interpreted, no longer

as differential operators in �i, but as (2l þ 1)�
(2l þ 1) matrices that act on the ‘‘spinor’’ �. These
matrices are the transposes of the usual angular
momentum matrices in angular momentum theory,
that is, (Li)kk0 = hk0jLijki.

This is the final form of the Schrödinger equation
after all reductions by all continuous symmetries
have been carried out. The fully reduced system has
3n� 5 degrees of freedom (3n� 6 for the shape
coordinates, and one for the ‘‘spinor’’ index k).

Reduction by Rotations: Geometrical
Description

The proper rotation group SO(3) acts on the OCS
by R� 7!RR�, and on the TRCS by r� 7!Rr�, where
R 2 SO(3). Rotations acting on the OCS do not
commute with translations, but the action preserves
the translation fibers, and thus can be projected onto
the TRCS.

The action of SO(3) on the TRCS is effective but
not free, that is, most orbits are diffeomorphic to
SO(3), but a subset of measure zero (the ‘‘singular’’
orbits) are diffeomorphic to S2 or a single point.
Configurations of the n-particle system in which the
particles do not lie on a line (‘‘noncollinear shapes’’)
have SO(3) orbits, those in which the particles do lie
on a line but are not coincident have S2 orbits, and
the n-body collision (a single shape) has an orbit that
is a single point. Thus, the action of SO(3) on the
TRCS foliates the TRCS into a (3n� 6)-parameter
family of copies of SO(3), plus the singular orbits. If
we exclude the singular orbits, then the TRCS has the
structure of an SO(3) principal fiber bundle. In
general, the bundle is not trivial. Shape space may
be defined as the quotient space under the SO(3)
action. Omitting the singular shapes, shape space is
the base space of the bundle. The coordinates q�

introduced above are coordinates on shape space.
The singular shapes and orbits are physically acces-
sible, and there are important questions regarding the
behavior of the system in their neighborhood.

The definition of a body frame is equivalent to the
choice of a section of the fiber bundle, generally
only locally defined over some region of shape
space. A configuration (a point in the TRCS) on the
section defines an orientation of the n-particle
system for the given shape, which serves as a
reference orientation to which others can be
referred. We think of the reference orientation as
one in which the space and body frames coincide; in
other orientations of the same shape, the body frame
has been rotated with the body to a new orientation.
The choice of the section (body frame) allows us to
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impose coordinates on each (nonsingular) rotation
fiber, that is, we label points on the fiber by the
rotation that takes us from the section to the actual
configuration in question. This is why a choice of
body frame is necessary before defining orienta-
tional coordinates. Sections are only defined locally.
Popular choices of body frame, such as the principal
axis frame, imply multivalued sections, unless
branch cuts are introduced. Orientational coordi-
nates are simply coordinates on the group manifold
SO(3), transferred to the nonsingular rotation fibers,
with the group identity element mapped onto the
point where the fiber intersects the section.

The metric tensor determines much of the geome-
try of the reduction by rotations. Since the metric on
the TRCS is SO(3)-invariant, horizontal subspaces in
the SO(3) fiber bundle (the TRCS minus the singular
orbits) can be defined as the spaces orthogonal to the
fibers (hence orthogonal to the vertical subspaces).
This is a standard construction in Kaluza–Klein
theories, which reappears here. Thus, the bundle has
a connection, induced by the metric.

The moment-of-inertia tensor is the metric tensor
restricted to a fiber, evaluated in a basis of left-
(body frame) or right-invariant (space frame) vector
fields on SO(3), which are transported to the fibers
to create a basis of vertical vector fields.

The coordinate description of the connection is
the gauge potential A�, in which the � index refers
to shape coordinates q�, and the components of the
3-vector A refer to the standard set of left- or right-
invariant vector fields on SO(3). The coordinate
representative of the curvature 2-form is conveni-
ently denoted by B�	 , defined by

B�	 ¼
@A	

@q�
� @A�

@q	
� A� � A	 ½18�

where it is understood that body frame components
are used. Direct calculation shows that it is nonzero,
hence the fiber bundle is not flat, for any value of
n � 3. The curvature form B�	 appears in the
classical equation of motion and in the quantum
commutation relations.

The field B�	 satisfies differential equations on
shape space that have the form of Yang–Mills field
equations. It is interesting that the sources of this
field are singularities of the monopole type, located
on the singular shapes. In the case n = 3, the source
is a single monopole located at the three-body
collision, which is similar to a Dirac monopole in
electromagnetic theory.

The (3n� 6)-dimensional horizontal subspaces of
the TRCS are annihilated by three differential forms,
whose values on a velocity vector of the system are

the components of the classical angular momentum L
(body or space components, depending on the basis
of forms). Thus, horizontal motions are those for
which L = 0, and horizontal lifts of curves in shape
space are motions of the system with vanishing
angular momentum. Since angular momentum is
conserved, such motions are generated by the
classical equations of motion and are physically
allowed. For loops in shape space, the holonomy
generated by the horizontal lift is physically the
rotation that a flexible body experiences when it is
carried under conditions of vanishing angular
momentum from an initial shape, through intermedi-
ate shapes and back to the initial shape. An example
is the rotation generated by the ‘‘falling cat.’’

Since the metric on the TRCS is SO(3)-invariant,
it may be projected onto shape space, which there-
fore is a Riemannian manifold in its own right. The
projected metric is ds2 = g�	 dq� dq	. This metric is
not flat (the Riemann curvature tensor is nonzero
for all values n � 3). Geodesics in shape space have
horizontal lifts that are free particle motions (V = 0)
of zero angular momentum. Conversely, such
motions project onto geodesics on shape space.

A popular choice of body frame in molecular
physics is the Eckart frame, which has advantages
for the description of small vibrations and other
purposes. The section defining the Eckart frame is a
flat vector subspace of the TRCS of dimension 3n� 6
that is orthogonal (horizontal) to a particular fiber
(over an equilibrium shape) at a particular
orientation.

The geometrical meaning of eqn [17] is that
rotations act on a set of wave functions 
 that span
an irrep of SO(3) by multiplication by the represen-
tative element of the group. In standard physics
notation, l indexes the irrep, and m indexes the basis
vectors spanning the irrep. Thus, the values of these
wave functions at any point on the fiber are known
once their values are given at a reference point. A
convenient choice for the reference point is the point
on the section, and the wave functions �lk are simply
the values of the 
lm on this reference point (with a
change of notation, m! k). Thus, the wave func-
tions �lk are properly not ‘‘wave functions on shape
space,’’ but rather wave functions on the section.

Shape space in the case n = 3 is homeomorphic to
the region x3 � 0 of R3, and in the case n = 4 to R6.
A convenient tool for understanding the structure
of shape space is by its foliation under the action of
the kinematic rotations, eqn [5]. The kinematic
rotations commute with ordinary rotations, and
hence have an action on shape space. This action
preserves the eigenvalues of the moment-of-inertia
tensor.
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Concluding Remarks

The quantum n-body problem provides an interesting
example in which nonabelian gauge theories find
application in nonrelativistic quantum mechanics. The
fields E, A�, and g�	 , and fields derived from them such
as the curvature tensor B�	 and the Riemann curvature
tensor derived from g�	, satisfy a complex set of
differential equations on shape space that can be
derived by considering the vanishing of the Riemann
tensor on the TRCS. The resulting field equations are
useful in perturbation theory, for example, in the study
of small vibrations of a molecule. This means of
constructing field equations on the base space of a
bundle is standard in Kaluza–Klein theories, which are
an important line of thinking in modern attempts to
understand gauge field theories in particle physics.

The rotations generated by flexible bodies of vanish-
ing angular momentum (the ‘‘falling cat’’) are an
example of a ‘‘geometric phase,’’ that is, a nonabelian
generalization of ‘‘Berry’s phase.’’ It is interesting how
the associated gauge potential A� in this problem plays
a role in the dynamics of the n-particle system.

The Hamiltonian [15] is the starting point for
numerous practical calculations, for example, the
numerical evaluation of energy levels, cross-sections
and reaction rates in molecular physics. One can
compute, for example, chemical reaction rates for
molecular processes in atmospheric or astrophysical
contexts, where experiments would be difficult or
expensive. The numerical analysis of the Hamiltonian
[15] usually requires the introduction of a basis set and
the processing of large matrices. Current techniques
for basis set selection are not very satisfactory, and this
is an area where research into wavelets and numerical
analysis could have an impact.

See also: Bosons and Fermions in External Fields;
Gravitational N-Body Problem (Classical); Integrable
Systems: Overview.
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Introduction

The study of second-order phase transitions at
nonzero temperatures has a long and distinguished
history in statistical mechanics. Many key physical
phenomena, such as the loss of ferromagnetism
in iron at the Curie temperature or the critical
endpoint of CO2, are now understood in precise
quantitative detail. This understanding began in the
work of Onsager, and is based upon what may now
be called the Landau–Ginzburg–Wilson theory.

The content of this sophisticated theory may be sum-
marized in a few basic principles: (1) The collective
thermal fluctuations near second-order transitions
can be accurately described by simple classical
models, that is, quantum-mechanical effects can be
entirely neglected. (2) The classical models identify
an ‘‘order parameter,’’ a collective variable which
has to be treated on par with other thermodynamic
variables, and whose correlations exhibit distinct
behavior in the phases on either side of the
transition. (3) The thermal fluctuations of the
order parameter near the transition are controlled
by a continuum field theory whose structure is
usually completly dictated by simple symmetry
considerations.
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This article will not consider such nonzero
temperature phase transitions, but will instead
describe second-order phase transitions at the
absolute zero of temperature. Such transitions are
driven by quantum fluctuations mandated by the
Heisenberg uncertainty principle: one can imagine
moving across the quantum critical point by
effectively ‘‘tuning the value of Planck’s constant,
�h.’’ Clearly, quantum mechanics plays a central role
at such transitions, unlike the situation at nonzero
temperatures. The reader may object that absolute
zero is an idealization not realized by any experi-
mental system; hence, the study of quantum phase
transitions is a subject only of academic interest. As
we will illustrate below, knowledge of the zero-
temperature quantum critical points of a system is
often the key to understanding its finite-temperature
properties, and in some cases the influence of a zero-
temperature critical point can be detected at
temperatures as high as ambient room temperature.

We will begin in the following section by
introducing some simple lattice models which
exhibit quantum phase transitions. Next the theory
of the critical point in these models is based upon
a natural extension of the Landau–Ginzburg–Wilson
(LGW) method, and this will be presented. This
section will also describe the consequences of a zero-
temperature critical point on the nonzero tempera-
ture properties. Finally, we will consider more
complex models in which quantum interference
effects play a more subtle role, and which cannot
be described in the LGW framework: such quantum
critical points are likely to play a central role in
understanding many of the correlated electron
systems of current interest.

Simple Models

Quantum Ising Chain

This is a simple model of N qubits, labeled by the
index j = 1, . . . , N. On each ‘‘site’’ j there are two
qubit quantum states "j ij and #j ij (in practice, these
could be two magnetic states of an ion at site j in a
crystal). The Hilbert space therefore consists of 2N

states, each consisting of a tensor product of the
states on each site. We introduce the Pauli spin
operators, �̂�j , on each site j, with �= x, y, z:

�̂x ¼
0 1

1 0

� �
; �̂y ¼

0 �i

i 0

� �
�̂z ¼

1 0

0 �1

� � ½1�

These operators clearly act on the two states of the
qubit on site j, and the Pauli operators on different
sites commute.

The quantum Ising chain is defined by the simple
Hamiltonian

HI ¼ �J
XN�1

j¼1

�̂ z
j �̂

z
jþ1 � g J

XN
j¼1

�̂ x
j ½2�

where J > 0 sets the energy scale, and g � 0 is a
dimensionless coupling constant. In the thermody-
namic limit (N!1), the ground state of HI exhibits
a second-order quantum phase transition as g is
tuned across a critical value g = gc (for the specific
case of HI it is known that gc = 1), as we will now
illustrate.

First, consider the ground state of HI for g� 1.
At g = 0, there are two degenerate ‘‘ferromagnetically
ordered’’ ground states

*j i ¼
YN
j¼1

"j ij; +j i ¼
YN
j¼1

#j ij ½3�

Each of these states breaks a discrete ‘‘Ising’’
symmetry of the Hamiltonian rotations of all
spins by 180� about the x-axis. These states are
more succinctly characterized by defining the
ferromagnetic moment, N0, by

N0 ¼ *h j�̂z
j *j i ¼ � +h j�̂z

j +j i ½4�

At g = 0 we clearly have N0 = 1. A key point is
that in the thermodynamic limit, this simple picture
of the ground state survives for a finite range of
small g (indeed, for all g < gc), but with 0 < N0 < 1.
The quantum tunneling between the two ferromag-
netic ground states is exponentially small in N (and
so can be neglected in the thermodynamic limit),
and so the ground state remains 2-fold degenerate
and the discrete Ising symmetry remains broken.
The change in the wave functions of these states
from eqn [3] can be easily determined by perturba-
tion theory in g: these small g quantum fluctuations
reduce the value of N0 from unity but do not cause
the ferromagnetism to disappear.

Now consider the ground state of HI for g� 1.
At g =1 there is a single nondegenerate ground
state which fully preserves all symmetries of HI:

)i¼ 2�N=2
YN
j¼1

"j ijþ #j ij
� �

½5�

It is easy to verify that this state has no ferromagnetic
moment N0 =

�
)
���̂ z

j

��)i= 0. Further, perturbation
theory in 1=g shows that these features of the ground
state are preserved for a finite range of large g values
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(indeed, for all g > gc). One can visualize this ground
state as one in which strong quantum fluctuations
have destroyed the ferromagnetism, with the local
magnetic moments quantum tunneling between ‘‘up’’
and ‘‘down’’ on a timescale of order �h=J.

Given the very distinct signatures of the small g
and large g ground states, it is clear that the ground
state cannot evolve smoothly as a function of g.
These must be at least one point of nonanalyticity as
a function of g: for HI it is known that there is only
a single nonanalytic point, and this is at the location
of a second-order quantum phase transition at
g = gc = 1.

The character of the excitations above the ground
state also undergoes a qualitative change across the
quantum critical point. In both the g < gc and g > gc

phases, these excitations can be described in the
Landau quasiparticle scheme, that is, as super-
positions of nearly independent particle-like
excitations; a single well-isolated quasiparticle has
an infinite lifetime at low excitation energies.
However, the physical nature of the quasiparticles
is very different in the two phases. In the ferromag-
netic phase, with g < gc, the quasiparticles are
domain walls between regions of opposite
magnetization:

j; jþ 1j i ¼
Yj

k¼1

"j ik
YN
‘¼jþ1

#j i‘ ½6�

This is the exact wave function of a stationary
quasiparticle excitation between sites j and jþ 1 at
g = 0; for small nonzero g the quasiparticle acquires
a ‘‘cloud’’ of further spin-flips and also becomes
mobile. However its qualitative interpretation as a
domain wall between the two degenerate ground
states remains valid for all g < gc. In contrast, for
g > gc, there is no ferromagnetism, and the non-
degenerate paramagnetic state has a distinct quasi-
particle excitation:

jj i ¼ 2�N=2 "j ij� #j ij
� �Y

k 6¼j

�
"j ikþ #j ik

�
½7�

This is a stationary ‘‘flipped spin’’ quasiparticle at
site j, with its wave function exact at g =1. Again,
this quasiparticle is mobile and applicable for all
g > gc, but there is no smooth connection between
eqns [7] and [6].

Coupled Dimer Antiferromagnet

This model also involves qubits, but they are now
placed on the sites, j, of a two-dimensional square
lattice. Models in this class describe the magnetic

excitations of many experimentally important spin
gap compounds.

The Hamiltonian of the dimer antiferromagnet is
illustrated in Figure 1 and is given by

Hd¼ J
X
hjki2A

�̂x
j �̂

x
k þ �̂

y
j �̂

y
k þ �̂

z
j �̂

z
k

� �
þ J

g

X
hjki2B

�̂x
j �̂

x
k þ �̂

y
j �̂

y
k þ �̂

z
j �̂

z
k

� �
½8�

where J > 0 is the exchange constant, g � 1 is the
dimensionless coupling, and the set of nearest-
neighbor links A and B are defined in Figure 1. An
important property of Hd is that it is now invariant
under the full O(3) group of spin rotations under
which the �̂ � transform as ordinary vectors (in
contrast to the Z2 symmetry group of HI). In
analogy with HI, we will find that Hd undergoes a
quantum phase transition from a paramagnetic
phase which preserves all symmetries of the
Hamiltonian at large g, to an antiferromagnetic
phase which breaks the O(3) symmetry at small g.
This transition occurs at a critical value g = gc,
and the best current numerical estimate is
1=gc = 0.52337(3).

As in the previous section, we can establish the
existence of such a quantum phase transition by
contrasting the disparate physical properties at large
g with those at g � 1. At g =1 the exact ground
state of Hd is

spin gapj i ¼
Y
hjki2A

1ffiffiffi
2
p "j ij #j ik� #j ij "j ik
� �

½9�

and is illustrated in Figure 2. This state is non-
degenerate and invariant under spin rotations, and
so is a paramagnet: the qubits are paired into spin
singlet valence bonds across all the A links.

The excitations above the ground state are
created by breaking a valence bond, so that the
pair of spins form a spin triplet with total spin
S = 1 – this is illustrated in Figure 3. It costs a large
energy to create this excitation, and at finite g the

Figure 1 The coupled dimer antiferromagnet. Qubits (i.e.,

S = 1=2 spins) are placed on the sites, the A links are shown as

full lines, and the B links as dashed lines.
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triplet can hop from link to link, creating a gapped
‘‘triplon’’ quasiparticle excitation. This is similar to
the large g paramagnet for HI, with the important
difference that each quasiparticle is now 3-fold
degenerate.

At g = 1, the ground state of Hd is not known
exactly. However, at this point Hd becomes equiva-
lent to the nearest-neighbor square lattice antiferro-
magnet, and this is known to have antiferromagnetic
order in the ground state, as illustrated in Figure 4.
This state is similar to the ferromagnetic ground
state of HI, with the difference that the magnetic
moment now acquires a staggered pattern on the
two sublattices, rather than the uniform moment of
the ferromagnet. Thus, in this ground state

hAFj�̂�j jAFi¼N0�jn� ½10�

where 0 < N0 < 1 is the antiferromagnetic moment,
�j =	1 identifies the two sublattices in Figure 4, and
n� is an arbitrary unit vector specifying the

orientation of the spontaneous magnetic moment
which breaks the O(3) spin rotation invariance of
Hd. The excitations above this antiferromagnet are
also distinct from those of the paramagnet: they are
a doublet of spin waves consisting of a spatial
variation in the local orientation, n�, of the
antiferromagnetic order: the energy of this excita-
tion vanishes in the limit of long wavelengths, in
contrast to the finite energy gap of the triplon
excitation of the paramagnet.

As with HI, we can conclude from the distinct
characters of the ground states and excitations for
g� 1 and g � 1 that there must be a quantum
critical point at some intermediate g = gc.

Quantum Criticality

The simple considerations of the previous section
have given a rather complete description (based on
the quasiparticle picture) of the physics for g� gc

and g� gc. We turn, finally, to the region g � gc.
For the specific models discussed in the previous
section, a useful description is obtained by a method
that is a generalization of the LGW method
developed earlier for thermal phase transitions.
However, some aspects of the critical behavior
(e.g., the general forms of eqns [13]–[15]) will
apply also to the quantum critical point of the
section ‘‘Beyond LGW theory.’’

Following the canonical LGW strategy, we need
to identify a collective order parameter which
distinguishes the two phases. This is clearly given
by the ferromagnetic moment in eqn [4] for the
quantum Ising chain, and the antiferromagnetic
moment in eqn [10] for the coupled dimer antiferro-
magnet. We coarse-grain these moments over some
finite averaging region, and at long wavelengths this
yields a real order parameter field �a, with the index
a = 1, . . . , n. For the Ising case we have n = 1 and �a

is a measure of the local average of N0 as defined in
eqn [4]. For the antiferromagnet, a extends over the
three values x, y, z (so n = 3), and three components
of �a specify the magnitude and orientation of the
local antiferromagnetic order in eqn [10]; note the
average orientation of a specific spin at site j is �j

times the local value of �a.
The second step in the LGW approach is to write

down a general field theory for the order parameter,
consistent with all symmetries of the underlying
model. As we are dealing with a quantum transition,
the field theory has to extend over spacetime, with
the temporal fluctuations representing the sum over
histories in the Feynman path-integral approach.
With this reasoning, the proposed partition function

( = – )/√2

Figure 2 The paramagnetic state of Hd for g > gc. The state

illustrated is the exact ground state for g =1, and it is

adiabatically connected to the ground state for all g > gc.

Figure 3 The triplon excitation of the g > gc paramagnet. The

stationary triplon is an eigenstate only for g =1 but it becomes

mobile for finite g.

Figure 4 Schematic of the ground state with antiferromagnetic

order with g < gc.
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for the vicinity of the critical point takes the
following form:

Z� ¼
Z
D�aðx; �Þ


 exp

	
�
Z

ddx d�

�
1

2
ð@��aÞ2
�

þ c2ðrx�aÞ2 þ s�2
a

�
þ u

4!
�2

a


 �2
��

½11�

Here � is imaginary time; there is an implied
summation over the n values of the index a, c is a
velocity, and s and u > 0 are coupling constants.
This is a field theory in d þ 1 spacetime dimensions,
in which the Ising chain corresponds to d = 1 and
the dimer antiferromagnet to d = 2. The quantum
phase transition is accessed by tuning the ‘‘mass’’ s:
there is a quantum critical point at s = sc and the
s< sc(s> sc) regions correspond to the g< gc(g> gc)
regions of the lattice models. The s< sc phase has
h�ai 6¼ 0 and this corresponds to the spontaneous
breaking of spin rotation symmetry noted in eqns [4]
and [10] for the lattice models. The s> sc phase is
the paramagnet with h�ai=0. The excitations in this
phase can be understood as small harmonic oscilla-
tions of �a about the point (in field space) �a =0. A
glance at eqn [11] shows that there are n such
oscillators for each wave vector. These oscillators
clearly constitute the g> gc quasiparticles found
earlier in eqn [7] for the Ising chain (with n=1)
and the triplon quasiparticle (with n=3) illustrated
in Figure 3 for the dimer antiferromagnet.

We have now seen that there is a perfect
correspondence between the phases of the quantum
field theory Z� and those of the lattice models HI

and Hd. The power of the representation in eqn [11]
is that it also allows us to get a simple description of
the quantum critical point. In particular, readers
may already have noticed that if we interpret the
temporal direction � in eqn [11] as another spatial
direction, then Z� is simply the classical partition
function for a thermal phase transition in a ferro-
magnet in d þ 1 dimensions: this is the canonical
model for which the LGW theory was originally
developed. We can now take over standard results
for this classical critical point, and obtain some
useful predictions for the quantum critical point of
Z�. It is useful to express these in terms of the
dynamic susceptibility defined by

	ðk; !Þ ¼ i

�h

Z
ddx



Z 1

0

dt �̂ðx; tÞ; �̂ð0; 0Þ
h iD E

T
e�ikxþi!t ½12�

Here �̂ is the Heisenberg field operator correspond-
ing to the path integral in eqn [11], the square
brackets represent a commutator, and the angular
brackets an average over the partition function at a
temperature T. The structure of 	 can be deduced
from the knowledge that the quantum correlators of
Z� are related by analytic continuation in time to
the corresponding correlators of the classical statis-
tical mechanics problem in d þ 1 dimensions. The
latter are known to diverge at the critical point as
�1=p2�� where p is the (d þ 1)-dimensional momen-
tum, � is defined to be the anomalous dimension of
the order parameter (�= 1=4 for the quantum Ising
chain). Knowing this, we can deduce the form of the
quantum correlator in eqn [12] at the zero-tempera-
ture quantum critical point

	ðk; !Þ � 1

ðc2k2 � !2Þ1��=2
; T ¼ 0; g ¼ gc ½13�

The most important property of eqn [13] is the
absence of a quasiparticle pole in the spectral
density. Instead, Im(	(k,!)) is nonzero for all ! > ck,
reflecting the presence of a continuum of critical
excitations. Thus the stable quasiparticles found at
low enough energies for all g 6¼ gc are absent at the
quantum critical point.

We now briefly discuss the nature of the phase
diagram for T > 0 with g near gc. In general, the
interplay between quantum and thermal fluctuations
near a quantum critical point can be quite compli-
cated, and we cannot discuss it in any detail here.
However, the physics of the quantum Ising chain is
relatively simple, and also captures many key
features found in more complex situations, and is
summarized in Figure 5. For all g 6¼ gc there is a
range of low temperatures (T <� jg� gcj) where the
long time dynamics can be described using a dilute
gas of thermally excited quasiparticles. Further, the

g

T

gc

0

Domain wall
quasiparticles

Quantum
critical

Flipped-spin
quasiparticles

Figure 5 Nonzero temperature phase diagram of H I: The

ferromagnetic order is present only at T = 0 on the shaded line

with g < gc: The dashed lines at finite T are crossovers out of

the low-T quasiparticle regimes where a quasiclassical descrip-

tion applies. The state sketched on the paramagnetic side used

the notation !j ij = 2�1=2( "j ij þ #j ij) and  j ij = 2�1=2( "j ij� #j ij):
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dynamics of these quasiparticles is quasiclassical,
although we reiterate that the nature of the
quasiparticles is entirely distinct on opposite sides
of the quantum critical point. Most interesting,
however, is the novel quantum critical region,
T >� jg� gcj, where neither quasiparticle picture nor
a quasiclassical description are appropriate. Instead,
we have to understand the influence of temperature
on the critical continuum associated with eqn [13].
This is aided by scaling arguments which show that
the only important frequency scale which charac-
terizes the spectrum is kBT=�h, and the crossovers
near this scale are universal, that is, independent of
specific microscopic details of the lattice Hamilto-
nian. Consequently, the zero-momentum dynamic
susceptibility in the quantum critical region takes
the following form at small frequencies:

	ðk ¼ 0; !Þ � 1

T2��
1

ð1� i!=�RÞ
½14�

This has the structure of the response of an
overdamped oscillator, and the damping frequency,
�R, is given by the universal expression

�R ¼ 2 tan



16

� � kBT

�h
½15�

The numerical proportionality constant in eqn. [15]
is specific to the quantum Ising chain; other models
also obey eqn [15] but with a different numerical
value for this constant.

Beyond LGW Theory

The quantum transitions discussed so far have
turned to have a critical theory identical to that
found for classical thermal transitions in d þ 1
dimensions. Over the last decade it has become
clear that there are numerous models, of key
physical importance, for which such a simple
classical correspondence does not exist. In these
models, quantum Berry phases are crucial in estab-
lishing the nature of the phases, and of the critical
boundaries between them. In less technical terms, a
signature of this subtlety is an important simplifying
feature which was crucial in the analyses of the
section ‘‘Simple models’’: both models had a
straightforward g!1 limit in which we were able
to write down a simple, nondegenerate, ground-state
wave function of the ‘‘disordered’’ paramagnet. In
many other models, identification of the disordered
phase is not as straightforward: specifying absence
of a particular magnetic order is not enough to
identify a quantum state, as we still need to write
down a suitable wave function. Often, subtle
quantum interference effects induce new types of

order in the disordered state, and such effects are
entirely absent in the LGW theory.

An important example of a system displaying such
phenomena is the S = 1=2 square lattice antiferro-
magnet with additional frustrating interactions. The
quantum degrees of freedom are identical to those of
the coupled dimer antiferromagnet, but the Hamil-
tonian preserves the full point-group symmetry of
the square lattice:

Hs ¼
X
j<k

Jjk �̂ x
j �̂

x
k þ �̂

y
j �̂

y
k þ �̂

z
j �̂

z
k

� �
þ � � � ½16�

Here the Jjk > 0 are short-range exchange interac-
tions which preserve the square lattice symmetry,
and the ellipses represent possible further multiple
spin terms. Now imagine tuning all the non-nearest-
neighbor terms as a function of some generic
coupling constant g. For small g, when Hs is nearly
the square lattice antiferromagnet, the ground state
has antiferromagnetic order as in Figure 4 and
eqn [10]. What is now the disordered ground state
for large g? One natural candidate is the spin-singlet
paramagnet in Figure 2. However, because all
nearest neighbor bonds of the square lattice are
now equivalent, the state in Figure 2 is degenerate
with three other states obtained by successive 90�

rotations about a lattice site. In other words, the
state in Figure 2, when transferred to the square
lattice, breaks the symmetry of lattice rotations by
90�. Consequently it has a new type of order, often
called valence-bond-solid (VBS) order. It is now
believed that a large class of models like Hs do
indeed exhibit a second-order quantum phase
transition between the antiferromagnetic state and
a VBS state – see Figure 6. Both the existence of VBS
order in the paramagnet, and of a second-order
quantum transition, are features that are not
predicted by LGW theory: these can only be

ggc

or

Antiferromagnetic
order VBS order

Figure 6 Phase diagram of Hs. Two possible VBS states are

shown: one which is the analog of Figure 2, and the other in

which spins form singlets in a plaquette pattern. Both VBS states

have a 4-fold degeneracy due to breaking of square lattice

symmetry. So the novel critical point at g = gc (described by Zz)
has the antiferromagnetic and VBS orders vanishing as it is

approached from either side: this coincident vanishing of orders

is generically forbidden in LGW theories.
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understood by a careful study of quantum inter-
ference effects associated with Berry phases of spin
fluctuations about the antiferromagnetic state. We
will not enter into details of this analysis here, but will
conclude our discussion by writing down the theory so
obtained for the quantum critical point in Figure 6:

Zz ¼
Z
Dz�ðx; �ÞDA�ðx; �Þ


 exp �
Z

d2x d�

	
jð@� � iA�Þ

�
z�j2 þ sjz�j2

þ u

2
ðjz�j2Þ2 þ

1

2e2
ð����@�A�Þ2

��
½17�

Here �, �,� are spacetime indices which extend over
the two spatial directions and � , � is a spinor index
which extends over " , # , and z� is complex spinor
field. In comparing Zz to Z�, note that the vector
order parameter �a has been replaced by a spinor z�,
and these are related by �a = z
��

a
�
z
, where �a are

the Pauli matrices. So the order parameter has
fractionalized into the z�. A second novel property

of Zz is the presence of a U(1) gauge field A�: this
gauge force emerges near the critical point, even
though the underlying model in eqn [16] only has
simple two spin interactions. Studies of fractiona-
lized critical theories like Zc in other models with
spin and/or charge excitations is an exciting avenue
for further theoretical research.

See also: Bose–Einstein Condensates; Boundary
Conformal Field Theory; Fractional Quantum Hall Effect;
Ginzburg–Landau Equation; High Tc Superconductor
Theory; Quantum Central-Limit Theorems; Quantum
Spin Systems; Quantum Statistical Mechanics: Overview.
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Introduction

The theory of quantum spin systems is concerned with
the properties of quantum systems with an infinite
number of degrees of freedom that each have a finite-
dimensional state space. Occasionally, one is specifically
interested in finite systems. Among the most common
examples, one has an n-dimensional Hilbert space
associated with each site of a d-dimensional lattice.

A model is normally defined by describing
a Hamiltonian or a family of Hamiltonians, which
are self-adjoint operators on the Hilbert space, and
one studies their spectrum, the eigenstates, the
equilibrium states, the system dynamics, and non-
equilibrium stationary states, etc.

More particularly, the term ‘‘quantum spin sys-
tem’’ often refers to such models where each degree
of freedom is thought of as a spin variable, that is,
there are three basic observables representing the
components of the spin, S1, S2, and S3, and these
components transform according to a unitary repre-
sentation of SU(2). The most commonly encountered
situation is where the system consists of N spins, each

associated with a fixed irreducible representation of
SU(2). One speaks of a spin-J model if this represen-
tation is the (2J þ 1)-dimensional one. The possible
values of J are 1/2, 1, 3/2, . . .

The spins are usually thought of as each being
associated with a site in a lattice, or more generally, a
vertex in a graph. In a condensed-matter-physics
model, each spin may be associated with an ion in a
crystalline lattice. Quantum spin systems are also used
in quantum information theory and quantum compu-
tation, and show up as abstract mathematical objects
in representation theory and quantum probability.

In this article we give a brief introduction to the
subject, starting with a very short review of its history.
The mathematical framework is sketched and the most
important definitions are given. Three sections, ‘‘Sym-
metries and symmetry breaking,’’ ‘‘Phase transitions,’’
and ‘‘Dynamics,’’ together cover the most important
aspects of quantum spin systems actively pursued today.

A Very Brief History

The introduction of quantum spin systems was the
result of the marriage of two developments during
the 1920s. The first was the realization that angular
momentum (hence, also the magnetic moment) is
quantized (Pauli 1920, Stern and Gerlach 1922) and
that particles such as the electron have an intrinsic
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angular momentum called spin (Compton 1921,
Goudsmit and Uhlenbeck 1925).

The second development was the attempt in
statistical mechanics to explain ferromagnetism and
the phase transition associated with it on the basis of a
microscopic theory (Lenz and Ising 1925). The
fundamental interaction between spins, the so-called
exchange operator which is a subtle consequence
of the Pauli exclusion principle, was introduced
independently by Dirac and Heisenberg in 1926.
With this discovery, it was realized that magnetism is
a quantum effect and that a fundamental theory
of magnetism requires the study of quantum-mechan-
ical models. This realization and a large amount of
subsequent work notwithstanding, some of the most
fundamental questions, such as a derivation of
ferromagnetism from first principles, remain open.

The first and most important quantum spin model
is the Heisenberg model, so named after Heisenberg.
It has been studied intensely ever since the early
1930s and its study has led to an impressive variety
of new ideas in both mathematics and physics. Here,
we limit ourselves to listing only some landmark
developments.

Spin waves were discovered independently by
Bloch and Slater in 1930 and they continue to play
an essential role in our understanding of the
excitation spectrum of quantum spin Hamiltonians.
In two papers published in 1956, Dyson advanced
the theory of spin waves by showing how interac-
tions between spin waves can be taken into account.

In 1931, Bethe introduced the famous Bethe
ansatz to show how the exact eigenvectors of the
spin-1/2 Heisenberg model on the one-dimensional
lattice can be found. This exact solution, directly
and indirectly, led to many important developments
in statistical mechanics, combinatorics, representa-
tion theory, quantum field theory and more.
Hulthén used the Bethe ansatz to compute the
ground-state energy of the antiferromagnetic spin-
1/2 Heisenberg chain in 1938.

In their famous 1961 paper, Lieb, Schultz, and
Mattis showed that some quantum spin models in
one dimension can be solved exactly by mapping
them into a problem of free fermions. This paper is
still one of the most cited in the field.

Robinson, in 1967, laid the foundation for the
mathematical framework, which we describe in the
next section. Using this framework, Araki estab-
lished the absence of phase transitions at positive
temperatures in a large class of one-dimensional
quantum spin models in 1969.

During the more recent decades, the mathematical
and computational techniques used to study quantum
spin models have fanned out in many directions.

When it was realized in the 1980s that the magnetic
properties of complex materials play an important role
in high-Tc superductivity, a variety of quantum spin
models studied in the literature proliferated. This
motivated a large number of theoretical and experi-
mental studies of materials with exotic properties that
are often based on quantum effects that do not have a
classical analog. An example of unexpected behavior is
the prediction by Haldane of the spin liquid ground
state of the spin-1 Heisenberg antiferromagnetic chain
in 1983. In the quest for a mathematical proof of this
prediction (a quest still ongoing today), Affleck,
Kennedy, Lieb, and Tasaki introduced the AKLT
model in 1987. They were able to prove that the
ground state of this model has all the characteristic
properties predicted by Haldane for the Heisenberg
chain: a unique ground state with exponential decay of
correlations and a spectral gap above the ground state.

There are also particle models that are defined on
a lattice, or more generally, a graph. Unlike spins,
particles can hop from one site to another. These
models are closely related to quantum spin systems
and, in some cases, are mathematically equivalent.
The best-known example of a model of lattice
fermions is the Hubbard model. Such systems are
not discussed further in this article.

Mathematical Framework

Quantum spin systems present an area of mathema-
tical physics where the demands of mathematical
rigor can be fully met and, in many cases, this can be
done without sacrificing the ability to include all
physically relevant models and phenomena. This
does not mean, however, that there are few open
problems remaining. But it does mean that, in
general, these open problems are precisely formu-
lated mathematical questions.

In this section we review the standard mathema-
tical framework for quantum spin systems, in which
the topics discussed in the subsequent section can be
given a precise mathematical formulation. It is
possible, however, to skip this section and read the
rest with only a physical or intuitive understanding
of the notions of observable, Hamiltonian,
dynamics, symmetry, ground state, etc.

The most common mathematical setup is as follows.
Let d � 1, and let L denote the family of finite subsets
of the d-dimensional integer lattice Zd. For simplicity
we will assume that the Hilbert space of the ‘‘spin’’
associated with each x 2 Zd has the same dimension
n � 2: H{x} ffi Cn. The Hilbert space associated with
the finite volume � 2 L is then H� =

N
x2�Hx. The

algebra of observables for the spin of site x consists of
the n� n complex matrices: A{x} ffiMn(C). For any
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� 2 L, the algebra of observables for the system in � is
given byA� =

N
x2�A{x}. The primary observables for

a quantum spin model are the spin-S matrices
S1, S2, and S3, where S is the half-integer such that
n = 2Sþ 1. They are defined as Hermitian matrices
satisfying the SU(2) commutation relations. Instead
of S1 and S2, one often works with the spin-raising
and -lowering operators, Sþ and S�, defined by the
relations S1 = (Sþ þ S�)=2, and S2 = (Sþ � S�)=(2i). In
terms of these, the SU(2) commutation relations are

½ Sþ; S�� ¼ 2S3; ½ S3; S�� ¼ �S� ½1�

where we have used the standard notation for the
commutator for two elements A and B in an algebra:
[A, B] = AB� BA. In the standard basis S3, Sþ, and
S� are given by the following matrices:

S3 ¼

S
S� 1

. .
.

�S

0BB@
1CCA

S�= (Sþ)�, and

Sþ ¼

0 cS

0 cS�1

. .
. . .

.

0 c�Sþ1

0

0BBBBB@

1CCCCCA
where, for m = �S, �Sþ 1, . . . , S,

cm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SðSþ 1Þ �mðm� 1Þ

p
In the case n = 2, one often works with the Pauli
matrices, 	1, 	2, 	3, simply related to the spin
matrices by 	 j = 2Sj, j = 1, 2, 3.

Most physical observables are expressed as finite
sums and products of the spin matrices
S j

x , j = 1, 2, 3, associated with the site x 2 �:

S j
x ¼

O
y2�

Ay

with Ax = Sj, and Ay = 1 if y 6¼ x.
The A� are finite-dimensional C�-algebras for the

usual operations of sum, product, and Hermitian
conjugation of matrices and with identity 1�.

If �0 	 �1, there is a natural embedding of A�0

into A�1
, given by

A�0
ffi A�0


 1�1n�0
	 A�1

The algebra of local observables is then defined by

Aloc ¼
[
�2L
A�

Its completion is the C�-algebra of quasilocal
observables, which we will simply denote by A.

The dynamics and symmetries of a quantum spin
model are described by (groups of) automorphisms
of the C�-algebra A, that is, bijective linear trans-
formations � on A that preserve the product and
� operations. Translation invariance, for example, is
expressed by the translation automorphisms �x, x 2
Zd, which map any subalgebra A� to A�þx, in the
natural way. They form a representation of the
additive group Zd on A.

A translation-invariant interaction, or potential,
defining a quantum spin model, is a map � :L ! A
with the following properties: for all X 2 L,
we have �(X) 2 AX, �(X) =�(X)�, and for x 2 Zd,
�(Xþ x) = �x(�(X)). An interaction is called finite
range if there exists R > 0 such that �(X) = 0
whenever diam(X) > R. The Hamiltonian in � is
the self-adjoint element of A� defined by

H� ¼
X
X	�

�ðXÞ

For the standard Heisenberg model the interaction is
given by

�ðfx; ygÞ ¼ �JSx � Sy; if jx� yj ¼ 1 ½2�

and �(X) = 0 in all other cases. Here, Sx � Sy is the
conventional notation for S1

xS1
y þ S2

xS2
y þ S3

xS3
y . The

magnitude of the coupling constant J sets a natural
unit of energy and is irrelevant from the mathema-
tical point of view. Its sign, however, determines
whether the model is ferromagnetic (J > 0), or
antiferromagnetic (J < 0). For the classical Heisen-
berg model, where the role of Sx is played by a unit
vector in R3, and which can be regarded, after
rescaling by a factor S�2, as the limit S!1 of the
quantum Heisenberg model, there is a simple trans-
formation relating the ferro- and antiferromagnetic
models (just map Sx to �Sx for all x in the even
sublattice of Zd). It is easy to see that there does not
exist an automorphism ofAmapping Sx to�Sx, since
that would be inconsistent with the commutation
relations [1]. Not only is there no exact mapping
between the ferro- and the antiferromagnetic models,
their ground states and equilibrium states have
radically different properties. See below for the
definitions and further discussion.

The dynamics (or time evolution), of the system in
finite volume � is the one-parameter group of
automorphisms of A� given by

�
ð�Þ
t ðAÞ ¼ eitH�Ae�itH� ; t 2 R
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For each t 2 R, �(�)
t is an automorphism of A and

the family {�(�)
t j t 2 R} forms a representation of the

additive group R.
Each �(�)

t can trivially be extended to an auto-
morphism on A, by tensoring with the identity map.
Under quite general conditions, �(�)

t converges
strongly as �! Zd in a suitable sense, that is, for
every A 2 A, the limit

lim
�"Zd

�
ð�Þ
t ðAÞ ¼ �tðAÞ

exists in the norm in A, and it can be shown that it
defines a strongly continuous one-parameter group
of automorphisms of A. � " Zd stands for any
sequence of � 2 L such that � eventually contains
any given element of L. A sufficient condition on the
potential � is that there exists � > 0 such that k�k�
is finite, with

k�k� ¼
X
X30

e�jXjk�ðXÞk ½3�

Here j � j denotes the number of elements in X. One
can show that, under the same conditions, � defined
on Aloc by

�ðAÞ ¼ lim
�"Zd
½H�;A�

is a norm-closable (unbounded) derivation on A and
that its closure is, up to a factor i, the generator of
{�t j t 2 R}, that is, formally

�t ¼ eit�

For the class of �with finite k�k� for some � > 0, Aloc

is a core of analytic vectors for �. This means that, for
each A 2 Aloc, the function t 7!�t(A) can be extended
to a function �z(A) analytic in a strip jIm zj < a
for some a > 0.

A state of the quantum spin system is a linear
functional on A such that !(A�A) � 0, for all A 2 A
(positivity), and !(1) = 1 (normalization). The res-
triction of ! to A�, for each � 2 L, is uniquely
determined by a density matrix, that is, �� 2 A�,
such that

!ðAÞ ¼ tr ��A; for all A 2 A�

where tr denotes the usual trace of matrices. �� is
non-negative definite and of unit trace. If the density
matrix is a one-dimensional projection, the state is
called a vector state, and can be identified with a
vector  2 H�, such that C = ran ��.

A ground state of the quantum spin system is a
state ! satisfying the local stability inequalties:

!ðA��ðAÞÞ � 0; for all A 2 Aloc ½4�

The states describing thermal equilibrium are
characterized by the Kubo–Martin–Schwinger
(KMS) condition: for any 
 � 0 (related to absolute
temperature by 
= 1=(kBT), where kB is the Boltz-
mann constant), ! is called 
-KMS if

!ðA�i
ðBÞÞ ¼ !ðBAÞ; for all A;B 2 Aloc ½5�

The most common way to construct ground states
and equilibrium states, namely solutions of [4] and [5],
respectively, is by taking thermodynamic limits of
finite-volume states with suitable boundary condi-
tions. A ground state of the finite-volume Hamiltonian
H� is a convex combination of vector states that are
eigenstates of H� belonging to its smallest eigenvalue.
The finite-volume equilibrium state at inverse tem-
perature 
 has density matrix �
 defined by

�
 ¼ Zð�; 
Þ�1e�
H�

where Z(�, 
) = tr e�
H� is called the partition
function. By considering limit points as
�! Zd, one can show that a quantum spin model
always has at least one ground state and at least one
equilibrium state for all 
.

In this section, the basic concepts have so far been
discussed in the most standard setup. Clearly, many
generalizations are possible: one can consider non-
translation-invariant models; models with random
potentials; the state spaces at each site may have
different dimensions; instead of Zd one can consider
other lattices or define models on arbitrary graphs;
one can allow interactions of infinite range that
satisfy weaker conditions than those imposed by the
finiteness of the norm [3], or restrict to subspaces of
the Hilbert space by imposing symmetries or
suitable hardcore conditions; and one can study
models with infinite-dimensional spins. Examples of
all these types of generalizations have been consid-
ered in the literature and have interesting
applications.

Symmetries and Symmetry Breaking

Many interesting properties of quantum spin sys-
tems are related to symmetries and symmetry
breaking. Symmetries of a quantum spin model are
realized as representations of groups, Lie algebras,
or quantum (group) algebras on the Hilbert space
and/or the observable algebra. The symmetry prop-
erty of the model is expressed by the fact that the
Hamiltonian (or the dynamics) commutes with this
representation. We briefly discuss the most common
symmetries.

Translation invariance. The translation auto-
morphisms �x have already been defined on the
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observable algebra of infinite quantum spin systems
on Zd. One can also define translation automorph-
isms for finite systems with periodic boundary
conditions, which are defined on the torus
Zd=TZd, where T = (T1, . . . , Td) is a positive integer
vector representing the periods.

Other graph automorphisms. In general, if G is a
group of automorphisms of the graph �, and
H� =

N
x2� Cn is the Hilbert space of a system of

identical spins defined on �, then, for each g 2 G, one
can define a unitary Ug on H� by linear extension of
Ug

N
’x =

N
’g�1(x), where ’x 2 Cn, for all x 2 �.

These unitaries form a representation of G. With the
unitaries one can immediately define automorphisms
of the algebra of observables: for A 2 A�, and U 2 A�

unitary, �(A) = U�AU defines an automorphism, and
if Ug is a group representation, the corresponding �g

will be, too. Common examples of graph automorph-
isms are the lattice symmetries of rotation and
reflection. Translation symmetry and other graph
automorphisms are often referred to collectively as
spatial symmetries.

Local symmetries (also called gauge symmetries).
Let G be a group and ug, g 2 G, a unitary repre-
sentation of G on Cn. Then, Ug =

N
x2� ug is a

representation on H�. The Heisenberg model [2], for
example, commutes with such a representation of
SU(2). It is often convenient, and generally equiva-
lent, to work with a representation of the Lie
algebra. In that case the SU(2) invariance of the
Heisenberg model is expressed by the fact that H�

commutes with the following three operators:

Si ¼
X
x2�

Si
x; i ¼ 1; 2; 3

Note: sometimes the Hamiltonian is only sym-
metric under certain combinations of spatial and
local symmetries. CP symmetry is an example.

For an automorphism � , we say that a state ! is
�-invariant if ! � � = � . If ! is �g-invariant for all
g 2 G, we say that ! is G-invariant.

It is easy to see that if a quantum spin model has a
symmetry G, then the set of all ground states or all

-KMS states will be G-invariant, meaning that if !
is in the set, then so is ! � �g, for all g 2 G. By a
suitable averaging procedure, it is usually easy to
establish that the sets of ground states or equili-
brium states contain at least one G-invariant
element.

An interesting situation occurs if the model is
G-invariant, but there are ground states or KMS
states that are not. This means that, for some
g 2 G, and some ! in the set (of ground states or
KMS states), ! � � 6¼ !. When this happens, one says
that there is spontaneous symmetry breaking, a

phenomenon that also plays an important role in
quantum field theory.

The famous Hohenberg–Mermin–Wagner theo-
rem, applied to quantum spin models, states that, as
long as the interactions do not have very long range
and the dimension of the lattice is 2 or less,
continuous symmetries cannot be spontaneously
broken in a 
-KMS state for any finite 
.

Quantum group symmetries. We restrict ourselves
to one important example: the SUq(2) invariance of
the spin-1/2 XXZ Heisenberg chain with
q 2 [0, 1], and with special boundary terms. The
Hamiltonian of the SUq(2)-invariant XXZ chain of
length L is given by

HL ¼
XL�1

x¼1

� 1

�
S1

xS1
xþ1 þ S2

xS2
xþ1

� �
� S3

xS3
xþ1 � 1=4

� �
þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1���2
p

S3
xþ1 � S3

x

� �
where q 2 (0, 1] is related to the parameter � � 1
by the relation � = (qþ q�1)=2. When q = 0, HL is
equivalent to the Ising chain. Thus, the XXZ model
interpolates between the Ising model (the primordial
classical spin system) and the isotropic Heisenberg
model (the most widely studied quantum spin model).
In the limit of infinite spin (S!1), the model
converges to the classical Heisenberg model (XXZ
or isotropic). An interesting feature of the XXZ
model are its non-translation-invariant ground
states, called kink states.

In this family of models, one can see how aspects
of discreteness (quantized spins) and continuous
symmetry (SU(2), or quantum symmetry SUq(2)) are
present at the same time in the quantum Heisenberg
models, and the two classical limits (q! 0 and
S!1) can be used as a starting point to study its
properties.

Quantum group symmetry is not a special case of
invariance under the action of a group. There is no
group, but there is an algebra represented on the
Hilbert space of each spin, for which there is a good
definition of tensor product of representations, and
‘‘many’’ irreducible representations. In this example,
the representation of SUq(2) on H[1, L] commuting
with HL is generated by

S3 ¼
XL

x¼1

11 
 � � � 
 S3
x 
 1xþ1 
 � � � 1L

Sþ ¼
XL

x¼1

t1 
 � � � 
 tx�1 
 Sþx 
 1xþ1 
 � � � 1L

S� ¼
XL

x¼1

11 
 � � � 
 S�x 
 t�1
xþ1 
 � � � t�1

L
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where

t ¼ q�1 0
0 q

� �
Quantum group symmetries were discovered in
exactly solvable models, starting with the spin-1/2
XXZ chain. One can exploit their representation
theory to study the spectrum of the Hamiltonian in
very much the same way as ordinary symmetries.
The main restriction to its applicability is that the
tensor product structure of the representations is
inherently one-dimensional, that is, relying on an
ordering from left to right. For the infinite XXZ
chain the left-to-right and right-to-left orderings can
be combined to generate an infinite-dimensional
algebra, the quantum affine algebra Uq (̂sl2).

Phase Transitions

Quantum spin models of condensed matter physics
often have interesting ground states. Not only are
the ground states often a good approximation of the
low-temperature behavior of the real systems that
are modeled by it, and studying them is therefore
useful, it is in many cases also a challenging
mathematical problem. This is in contrast with
classical lattice models for which the ground states
are usually simple and easy to find. In more than
one way, ground states of quantum spin systems
display behavior similar to equilibrium states of
classical spin systems at positive temperature.

The spin-1/2 Heisenberg antiferromagnet on
� 	 Zd, with Hamiltonian

H� ¼
X

x;y;2�jx�yj¼1

Sx � Sy ½6�

is a case in point. Even in the one-dimensional case
(d = 1), and even though the model in that case is
exactly solvable by the Bethe ansatz, its ground state is
highly nontrivial. Analysis of the Bethe ansatz solution
(which is not fully rigorous) shows that spin–spin
correlation function decays to zero at infinity, but
slower than exponentially (roughly as inverse distance
squared). For d = 2, it is believed, but not mathemati-
cally proved, that the ground state has Néel order, that
is, long-range antiferromagnetic order, accompanied by
a spontaneous breaking of the SU(2) symmetry. Using
reflection positivity, Dyson, Lieb, and Simon were able
to prove the Néel order at sufficiently low temperature
(large 
), for d � 3 and all S � 1=2. This was later
extended to the ground state for d = 2 and S � 1, and
d � 3 and S � 1=2, that is, all the cases where Néel
order is expected except d = 2, S = 1=2.

In contrast, no proof of long-range order in the
Heisenberg ferromagnet at low temperature exists. This
is rather remarkable since proving long-range order in
the ground states of the ferromagnet is a trivial problem.

Of particular interest are the so-called quantum
phase transitions. These are phase transitions that
occur as a parameter in the Hamiltonian is varied and
which are driven by the competing effects of energy
and quantum fluctuations, rather than the balance
between energy and entropy which drives usual
equilibrium phase transitions. Since entropy does not
play a role, quantum phase transitions can be oberved
at zero temperature, that is, in the ground states.

An important example of a quantum phase
transition occurs in the two-or higher-dimensional
XY model with a magnetic field in the Z-direction.
It was proved by Kennedy, Lieb, and Shastry that, at
zero field, this model has off-diagonal long-range
order (ODLRO), and can be interpreted as a hard-
core Bose gas at half-filling. It is also clear that if the
magnetic field exceeds a critical value, hc, the model
has a simple ferromagnetically ordered ground state.
There are indications that there is ODLRO for all
jhj < hc. However, so far there is no proof that
ODLRO exists for any h 6¼ 0.

What makes the ground-state problem of quantum
spin systems interesting and difficult at the same time
is that ground states, in general, do not minimize the
expectation value of the interaction terms in the
Hamiltonian individually although, loosely speaking,
the expectation value of their sum (the Hamiltonian)
is minimized. However, there are interesting excep-
tions to this rule. Two examples are the AKLT model
and the ferromagnetic XXZ model.

The wide-ranging behavior of quantum spin models
has required an equally wide range of mathematical
approaches to study them. There is one group of
methods, however, that can make a claim of sub-
stantial generality: those that start from a representa-
tion of the partition function based on the Feynman–
Kac formula. Such representations turn a d-dimen-
sional quantum spin model into a (d þ 1)-dimensional
classical problem, albeit one with some special
features. This technique was pioneered by Ginibre in
1968 and was quickly adopted by a number of authors
to solve a variety of problems. Techniques borrowed
from classical statistical mechanics have been adapted
with great success to study ground states, the low-
temperature phase diagram, or the high-temperature
regime of quantum spin models that can be regarded as
perturbations of a classical system. More recently, it
was used to develop a quantum version of Pirogov–
Sinai theory which is applicable to a large class of
problems, including some with low-temperature
phases not related by symmetry.
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Dynamics

Another feature of quantum spin systems that makes
them mathematically richer than their classical
couterpart is the existence of a Hamiltonian
dynamics. Quite generally, the dynamics is well
defined in the thermodynamic limit as a strongly
continuous one-parameter group of automorphisms
of the C�-algebra of quasilocal observables. Strictly
speaking, a quantum spin model is actually defined
by its dynamics �t, or by its generator �, and not by
the potential �. Indeed, � is not uniquely determined
by �t. In particular, it is possible to incorporate
various types of boundary conditions into the
definition of �. This approach has proved very useful
in obtaining important structural results, such as the
proof by Araki of the uniqueness the KMS state at
any finite 
 in one dimension. Another example is a
characterization of equilibrium states by the energy–
entropy balance inequalities, which is both physically
appealing and mathematically useful: ! is a 
-KMS
state for a quantum spin model in the setting of the
section on the mathematical framework in this article
(and in fact also for more general quantum systems),
if and only if the inequality


!ðX��ðXÞÞ � !ðX�XÞ log
!ðX�XÞ
!ðXX�Þ

is satisfied for all X 2 Aloc. This characterization
and several related results were proved in a series of
works by various authors (mainly Roepstorff, Araki,
Fannes, Verbeure, and Sewell).

Detailed properties of the dynamics for specific
models are generally lacking. One could point to
the ‘‘immediate nonlocality’’ of the dynamics as
the main difficulty. By this, we mean that, except in
trivial cases, most local observables A 2 Aloc,
become nonlocal after an arbitrarily short time,
that is, �t(A) 62 Aloc, for any t 6¼ 0. This nonlocality
is not totally uncontrolled however. A result by
Lieb and Robinson establishes that, for models with
interactions that are sufficiently short range (e.g.,
finite range), the nonlocality propagates at a
bounded speed. More precisely, under quite general
conditions, there exist constants c, v > 0 such that,
for any two local observables A, B 2 A{0},

k½�tðAÞ; �xðBÞ�k 
 2kAkkBke�cðjxj�vjtjÞ

Attempts to understand the dynamics have gen-
erally been aimed at one of the two issues: return to
equilibrium from a perturbed state, and convergence
to a nonequilibrium steady state in the presence of

currents. Some interesting results have been
obtained although much remains to be done.
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Introduction

Quantum theory actually started at the beginning of
the twentieth century as a many-body theory,
attempting to solve problems to which classical
physics gave unsatisfactory answers.

This article aims to follow the developments of
quantum statistical mechanics, hereafter called
QSM, staying close to the underlying physics and
sketching its methods and perspectives. The next
section outlines the historical path, and the first
achievements by Planck (1900) and Debye (1913);
the subsequent free quantum gas theory will be
recalled in the first original insights due to Fermi,
Dirac (1926) and Bose, Einstein (1924–25), when
many open problems began to find a coherent
treatment.

In this framework, an interesting new idea
appeared: the elementary units of the systems could
be ‘‘particles’’, in the usual or in a broad meaning, a
notion which includes photons, phonons, and
quasiparticles of current use in condensed matter
physics. The description of a classical harmonic
system through independent normal modes is an
example of a very fruitful use of collective variables.

The subsequent section will deal with more recent
achievements, related to the properties of quantum
N-body systems, which are fundamental for the
derivation of their macroscopic behavior. In parti-
cular, the works by Dyson–Lenard and Lieb–
Lebowitz on the stability of matter have to be
recalled: a system made of electrons and ions has a
thermodynamic behavior, thanks to the quantum
nature of its constituents, where the Pauli exclusion
principle plays an essential role.

We will then present relations that arise in
quantum field theory, that is, from the second
quantization methods; related technical and concep-
tual problems will also be presented briefly.

This is necessary for taking into account the
recent works and perspectives, which will be
considered in the last section. Here the new inputs
and challenges from outstanding achievements in
physics laboratories will be taken into account,
referring to some exactly solvable models which
help in understanding and in fixing the boundaries
of approximate methods.

The Crisis of Classical Physics:
The Quantum Free Gas

Let us briefly recall some of what Lord Kelvin called
the ‘‘nineteenth century clouds’’ over the physics
of that time (1884), and the subsequent new ideas,
(Gallavotti 1999).

It is well known that the classical Dulong–Petit law
of specific heat of solid crystals may be derived from
the model of point particles interacting through
harmonic forces; the equipartition of the mean energy
among the degrees of freedom implies, for N
particles, the linear dependence of the internal energy
UN on absolute temperature T, hence a constant heat
capacity CN (kB is the Boltzmann’s constant)

UN ¼ 6 � 1

2
NkBT; CN :¼ @UN

@T
¼ 3NkB ½1�

Experimentally this is relatively well satisfied at high
temperatures but it is violated for low T: one
observes that UN vanishes faster than linearly as T
goes to zero, so that CN vanishes. Moreover, the
contributions to the heat capacity from the internal
degrees of freedom of the molecular gases or from
the free electrons in conducting solids are negligible,
at room temperature: these degrees of freedom, in
spite of the equipartition principle, seem frozen.

The analysis of the blackbody radiation problem
from the classical point of view, that is, using
equipartition among the normal modes of the
electromagnetic field in the ‘‘black’’ cavity at
temperature T, gives the following dependence,
Rayleigh–Jeans law (1900), of the spectral energy
density u(�, T), on frequency � and temperature T
(c is the speed of light in vacuum):

uð�;TÞ ¼ 8��2

c3
kBT ½2�

The experimental curves for any positive T show a
maximum for a frequency �max(T) which increases
linearly with T according to Wien’s displacement
law (1893). The spectral energy density decreases
fast enough to zero as �!1 in such a way that the
overall (integrated) energy is (finite and) propor-
tional to T4, according to Stefan’s law (1879); the
agreement with the classical form holds for low
frequencies. The analytic form of the classical
u(�, T) in [2] does not present maxima and the
overall radiated energy is clearly divergent (this bad
behavior for large �, present in many formulas for
other models, sometimes in the corresponding
‘‘short-distance’’ form, is called an ‘‘ultraviolet
catastrophe’’).

302 Quantum Statistical Mechanics: Overview



The effort by M Planck (1900) to understand the
right dependence of u from � and T was based on a
thermodynamic argument about the possible
energy–entropy relation, and on an assumption
similar to the discretization rules on which the
‘‘old quantum theory’’ for the atomic structure is
based. The electromagnetic field is represented, via
Fourier analysis, as a set of infinitely many
independent harmonic oscillators, two for every
wave vector k, to take into account the polarization.
The frequency depends linearly on the wave number
k = jkj (linear dispersion law), and the spacing
becomes negligible for macroscopic dimensions of
the cavity. The key idea for computing the partition
function is the discretization of the phase space of
each oscillator (of frequency �=!=2�). Putting
there the adimensionalized Lebesgue measure
dp dq=h, where h is a constant with physical
dimensions of an action, we consider the regions
RE bounded by the constant-energy ellipses and
their areas jREj, and find

jREj ¼
Z

RE

dpdq

h
¼ 2�E

h!
¼ E

h�

If these adimensional areas have integer values, that
is, E = nh�, n = 0, 1, 2, . . . , the annular region (‘‘cell’’
Cn) between REn

and REnþ1
has unit area and so we

approximate the partition function with the series
(�= 1=(kBT), the ubiquitous parameter in statistical
mechanics, often called ‘‘inverse temperature’’)

Zdiscr¼
X

n

expð��nh�Þ¼ 1

1� expð��h�Þ

In this way, the probabilistic weight given to this
cell is

pðCnÞ¼
expð��nh�ÞP

j expð��jh�Þ
¼ expð��nh�Þð1� expð��h�ÞÞ ½3�

A well-defined value for the constant h (i.e., h =
6.626 . . . � 10�27 erg s, the Planck constant), com-
bined with the usual computation for the density of
states, gives a formula which quantitatively agrees
with experimental data (see Figure 1)

uð�;TÞ ¼ 8��2

c3

h�

expðh�=kBTÞ � 1
½4�

Moreover, for a certain range of parameters, that
is, such that �h�� 1, there is agreement with the
classical law.

The ‘‘quantum of light,’’ introduced by Einstein in
1905 in his work on photoelectric effect, was later
(1926) called photon by G N Lewis. The picture for

representing the radiating system was one of a gas
of noninteracting photons, carrying energy and
momentum, and being continuously created and
absorbed.

A slightly different approach was used about the
same time, for the problem of specific heat of
crystalline solids.

The simpler model considers N points on the
nodes of the lattice Z3, in a cubic box of side L, and
interacting through harmonic forces; similarly to the
radiation problem, the system is represented by a
collection of independent harmonic oscillators (nor-
mal modes), which are ‘‘quantized’’ as before: the
corresponding quanta were called phonons (by
Fraenkel, in 1932) for the role of the acoustic band
of frequencies. In this simplified approach (by
Debye, in 1913) the different phonons are deter-
mined by a finite set of wave vectors

k ¼ 2�

L
n; ni integer; i ¼ 1; 2; 3; jkj � kM

where the maximal modulus kM is such that the
total number of different k’s is 3N (degrees of
freedom).

Moreover, the frequency–wave number relation is
simplified too, extrapolating the low-frequency
(acoustic) linear relation �= jkjv0 (v0 is the sound
speed). In this way, the density of states which is
quadratic in the frequency, has a cutoff to zero at
the maximal frequency, �D, corresponding to
jkMj, with an associate temperature �D = h�D=kB

(Debye’s temperature). The expected energy UN in
the canonical ensemble, after the computation of the
canonical partition function, is given in term of the
Debye function D(�):

UN ¼ 3NkBTD
�

T

� �
DðyÞ :¼ 3

y3

Z y

0

x3dx

exp x� 1

½5�

u 
(ν

,T
i)

T1

T2

T3

ν

Figure 1 Dependence of the electromagnetic energy density

on �, for T1 < T2 < T3.
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The agreement with experimental data, for the
specific heat of different materials (i.e., different
�D), at low and high temperatures, is rather good.
At low temperatures, one recovers the empirical T3

behavior (see Figure 2). More careful measurements
at low T put into evidence, for metallic solids, the
role of the conduction electrons: their contribution
to the heat capacity turns out to be linear in T, with
a coefficient such that at room temperature it is
much smaller than the lattice contribution, so that a
satisfactory agreement with the classical law is
found.

Soon after the beginning of quantum mechanics in
its modern form (1925–26), physicists considered
many-particle systems, dealing initially with the
simplest situations, with a relatively easy formal
apparatus, yet sufficient enough to understand in the
main lines the ‘‘anomalous,’’ that is, nonclassical,
behavior.

For a system of N free particles in a cubic box of
side L, quantum theory brings the labeling of the
one-particle states with the wave vectors k, recalling
the de Broglie relation for the momentum p = �hk,
with a possible additional spin (intrinsic angular
moment) label �

k¼ 2�

L
n; n 2 Z3nf0g

and the statistics of the particles: because of
indistinguishability, the wave function of several
identical particles has to be symmetric (B–E, Bose–
Einstein statistics) or antisymmetric (F–D, Fermi–
Dirac statistics) in the exchange of the particles. This
has the deep implication that no more than one
fermion shares the same quantum state.

We may here recall the spin–statistics connection,
which, in the framework of a local relativistic
theory, states that integer spin particles are bosons,
while particles with half-odd-integer spin are
fermions.

As the state is completely defined by the knowl-
edge of occupation numbers nk,�, we have the
simple and relevant statement on the ground states
for the N spinless bosons and N spin-1/2 fermion
systems are described by the statement:

B�E system : nk ¼ N�k;k0

F�D system : nk;� ¼ 1ðjkj � kFÞ8�
½6�

The constant kF (Fermi wave number), or the
equivalent pF = �hkF and "F = pF

2=2m (Fermi momen-
tum and energy, respectively) denotes the higher
occupied level. In the continuum approximation,
this implies the following relation between Fermi
energy "F and density �= N=L3:

"F ¼
�h2

2m
ð3�2�Þ2=3 ½7�

Going to the positive-temperature case, the grand
canonical partition function is computed by con-
sidering that occupation numbers are non-negative
integers for the B–E case and just 0 or 1 for the F–D
case. This implies the simple formulas, with obvious
meaning of symbols and leaving more details to the
vast literature (see Figure 3):

<nk;�>�;�

¼ 1

expð�ð"k��ÞÞ�1
; þ for F�D; � for B�E ½8�

It is useful to introduce the Fermi temperature
TF ="F=kB; using some realistic data, that is, for
common metals like copper, TF ranges roughly
between 104–105 K, that is, well above the ‘‘nor-
mal,’’ room temperatures: the quantum nature (i.e.,
quantum degeneracy) of the conduction electrons,
modeled as free electrons, is macroscopically visible
in normal conditions.

c 
(T

 )

T

Figure 2 The specific heat of crystal solids according to

Debye.
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Figure 3 Expected fermionic occupation number, for T = 0,
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The presence of an external field, like the periodic
one given by the ionic lattice of a crystal, changes
the situation in a relevant way, as the one-particle
spectrum generally gets a band structure, and the
allowed momenta are described in the reciprocal
lattice: the Fermi sphere becomes a surface, and its
structure is central for further developments.

For massive bosons, the strange superfluid fea-
tures of liquid 4He at low temperature, that is,
below the critical value 2.17 K, led F London, just
after Kapitza’s discovery in 1937, to speculate that
these were related to a macroscopic occupation of
the ground state (B–E condensation). A more
realistic model has to take into account interaction
between bosons (see last section) as the microscopic
interactions in superfluid liquid 4He are not
negligible.

Quantum N-Body Properties:
Second Quantization

The main step in analyzing a quantum N-body
system is its energy spectrum, and in particular its
ground state, as it may represent a good approxima-
tion of the low-temperature states: its structure, the
relations with possible symmetries of the Hamilto-
nian, its degeneracy, the dependence of its energy on
the number of particles, are further relevant ques-
tions. The last one is related to the possibility of
defining a thermodynamics for the system (Ruelle
1969). As a physically very interesting example,
consider a system of electrically charged particles, N
electrons with negative unit charge, and K atoms
with positive charge z, say, interacting through
electrostatic forces; the classical Coulomb potential
as a function of distance behaves badly, as it
diverges at zero and decreases slowly at infinity.
The first question is about the stability: thanks to
the exclusion principle, for the ground-state energy
E0

N, K an extensive estimate from below is valid:

E0
N;K 	 �c0ðN þ KzÞ

so that a finite-volume grand partition function
exists, while for the thermodynamic limit, which
involves large distances, we need more, that is,
charge neutrality, which allows for screening, and a
fast-decreasing effective interaction.

Let us see an example (quantum spin, Heisenberg
model) belonging to the class of lattice models,
where the identical microscopic elements are distin-
guishable by their fixed positions, that is, the nodes
of a lattice like Zd. To any site x 2 Zd is associated
a copy Hx of a (2sþ 1)-dimensional Hilbert space
H, where an irreducible unitary representation of

SU(2) is given, so that the nonzero values for s are
1=2, 1, 3=2, . . . . For any x, the generators
S	(x), (	= 1, 2, 3) satisfy the well-known commuta-
tion relations of the angular momentum; moreover,P

	 S	
2(x) = s(sþ 1)1, and operators related to

different sites commute. The ferromagnetic, iso-
tropic, next-neighbors, magnetic field Hamiltonian
for the finite system is

H� ¼ �J
X
<x;y>

SðxÞ � SðyÞ � h
X

x

S3ðxÞ ½9�

where J is the positive strength of the next-neighbors
coupling (<x, y> means that x and y are next
neighbors); h is the intensity of the magnetic field
oriented along the third axis. This model is consider-
ably studied even now with several variants regarding
possible anisotropies of the interaction, the possibly
infinite range of the interaction, and the sign of J, for
other (e.g., antiferromagnetic) couplings. Among the
relevant results, the Mermin–Wagner theorem, at
variance with the analogous classical spin model,
states the absence of spontaneous magnetization in
this zero-field model for d = 2 for any positive
temperature; this can also be formulated as absence
of symmetry breaking for this model (Fröhlich and
Pfister in 1981 shed more light on this point).

As mentioned earlier, a useful mathematical tool
for dealing with quantum systems of many particles
or quasiparticles, is the occupation-number repre-
sentation for the state of the system. The vector
space for a system with an indefinite number of
particles is the Fock space: it is the direct sum of all
spaces with any number of particles, starting with
the zero-particle, vacuum state. The operators which
connect these subspaces are the creation and
annihilation operators, very similar to the raising
and lowering operators introduced by Dirac for the
spectral analysis of the harmonic-oscillator Hamil-
tonian and the angular momentum, in the context of
one-particle quantum theory.

It is perhaps worth sketching the action of these
operators on the Fock space.

We consider spinless bosons first, as spin might
easily be taken into account, if necessary. We
suppose that a one-particle Hamiltonian has eigen-
functions labeled by a set of quantum numbers k,
say, as the wave vector for the purely kinetic one-
particle Hamiltonian. Let jnk1

, nk2
, . . . , nkp

> denote
a vector state with

P
i = 1,..., p nki

particles, where nki

denotes the number of particles with wave vector
ki, i = 1, . . . , p; j0 > denotes the no-particle, vacuum
state. We define the creation operators a
k as follows:

a
kj . . . nk; . . .i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nk þ 1

p
j . . . ; nk þ 1; . . .i ½10�
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Its adjoint ak is called the annihilation operator,
for its action on the vectors

akj . . . nk; . . .i ¼ ffiffiffiffiffi
nk

p j . . . ; nk � 1; . . .i ½11�

The operator a
k creates a new particle with that
momentum: for any k

a
kakj . . . nk; . . .i ¼ nkj . . . nk; . . .i

a
kak :¼ n̂k (the occupation-number operator)

The vacuum state belongs to Ker ak for any k, and
the whole space is generated by application of
creation operators on the vacuum state.

The following basic commutation relations, for
any k, k0, are valid:

½ak; a


k0
� ¼ �ðk; k0Þ; ½ak; ak0 � ¼ ½a
k; a
k0 � ¼ 0 ½12�

For fermions, multiple occupancy is forbidden, so
that the analogous annihilation (	k) and creation
(	
k) operators satisfy anticommutation relations:

½	k;	


k0
�þ ¼ �ðk;k

0Þ; ½	k;	k0 �þ ¼ ½	
k;	
k0 �þ ¼ 0 ½13�

The presence of spin is dealt by an additional spin
label � to these symbols, and a �(�,�0), where
necessary.

The Hamiltonian for a system of particles, say
spinless bosons, in a box �, made of its kinetic part
together with a two-body (
v(x� y)) interaction, is
written in terms of the ‘‘field operators’’; if {�k(x)}
are the one-particle eigenfunctions of the single-
particle purely kinetic Hamiltonian for the spinless
case, and their complex conjugates are {�
k(x)}, we
define the fields

�ðxÞ ¼
X

k

�kðxÞak; �
ðxÞ ¼
X

k

�
kðxÞa
k ½14�

So that the full Hamiltonian is given by

H� ¼
Z

�

dx �
ðxÞ ��h2

2m

 !
��ðxÞ

þ 

Z

�

dx

Z
�

dy vðx� yÞ�
ðxÞ�ðxÞ�
ðyÞ�ðyÞ

½15�

We mention that a theoretical breakthrough in the
analysis of superfluidity was made by Bogoliubov
(1946), who, starting from the Hamiltonian in [15],
introduced the following Hamiltonian in the
momentum representation:

H� ¼
X

k

"ka
kak þ
1

2

X
k;k0;q

v̂qa
k�qa

k0þq

akak0 ½16�

where "k is the one-particle kinetic energy and v̂q is
the Fourier transform of the two-body potential.
To study the excitation spectrum above the ground
state, he introduced an approximation about the
persistency of a macroscopic occupation of the
ground state and a diagonalization procedure
leading to new quasiparticles with a characteristic
energy spectrum, linearly increasing near jkj= 0,
then presenting a positive minimum before the
subsequent increase (see Figure 4).

Some Mathematical Tools for
Macroscopic Quantum Systems

The formal apparatus of second quantization, born
in the context of the quantum field theory, brought
to statistical mechanics new ideas and techniques
and related difficulties. For instance, the renormali-
zation group was conceived in the 1970s to deal
both with critical phenomena (i.e., power singula-
rities of thermodynamic quantities around the
critical point) and with divergences in quantum
field theory. This subject is currently being devel-
oped and applied in models of quantum statistical
mechanics (QSM) (Benfatto and Gallavotti, 1995).

Another issue, which has again strong relations
with quantum field theory, is the algebraic formula-
tion of QSM. This point of view, which is well
suited for the analysis of infinitely extended quan-
tum systems, uses a unified, synthetic, and rigorous
language. The procedure for passing from a finite
quantum system to its infinitely extended version
deserves some attention.

It is well known that, for finite quantum systems,
say N particles in a box �, an observable is represented
by a self-adjoint operator A on a Hilbert spaceH�, and
the normalized elements {j >} of this space are the
pure states � which define the expectations

� ðAÞ :¼ < jA >
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Figure 4 Excitation spectrum for superfluids.
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The mixed states (mixtures) are defined by convex
combinations of pure states, the coefficients having
an obvious statistical meaning.

Among the observables, the Hamiltonian plays a
special role, as it generates the dynamics of the
system, which evolves the pure states through the
unitary group (Schrödinger picture)

 ðtÞ 	exp � itH�

�h

� ����� ���� >
To the notion of equilibrium probability measure on
the phase space of a classical system, corresponds
the mixed state �H�,� such that

�H�;�ðAÞ :¼Z�;�
�1 trðexpð��H�ÞAÞ ½17�

The normalization factor Z�,� = tr( exp (�H��)) is
the canonical partition function.

Consider now the algebra A(�) of local observa-
bles; sending � to infinity, by induction, it is possible
to define the algebra A of quasilocal observables.
The main point is a set of algebraic relations like the
canonical commutation relations (CCRs) and the
canonical anticommutation relations (CARs) for
the creation/annihilation operators: the observables
of A, through the GNS (Gel’fand, Naimark, and
Segal) construction may be represented as operators
on the appropriate Hilbert spaces, depending on the
chosen state; the representations, at variance with
the finite case, might be inequivalent. It is possible to
define the equilibrium state for the infinite system
and how to insert in a natural way the possible
group invariance of the system (Rd or Zd, typically),
ending with characterization of the pure phases of
the system as the ergodic components in the
decomposition of an equilibrium state. These states
have the property that coarse-grained observables
have sharp values (Ruelle 1969, Sewell 2002): if
Avl(A) is the space average on scale l, that is, over
boxes of side l, for an ergodic state �,

lim
l!1

�ð½AvlðAÞ � �ðAÞ�2Þ ¼ 0

Another issue which is worth mentioning is the
characterization of equilibrium states through
the KMS (Kubo–Martin–Schwinger) condition. The
strong formal similarity between the finite-volume
quantum evolution operator 	t := exp(�itH�=�h)
and the statistical equilibrium density operator
exp(��H�), leads to the identity, valid for any
couple of bounded observables A and B, using the
short symbol < � >�, � for the expectations with
respect to the statistical operator:

<AtB>�;�¼<BAtþi�h�>�;� ½18�

This relation is suitably extended for infinite size,
and therefore defines a KMS state; it implies some
physically relevant properties like stability with
respect to local disturbances and dissipativity
(Sewell 2002).

A final issue in this section concerns another
formalism stemming from the Feynman path-integral
formulation of quantum mechanics: here a functional
integral represents the statistical equilibrium density
operator W� = exp(��H). For a d-dimensional sys-
tem of N particles in a potential field (X 2 RdN)
V = V(X) =

P
i<j �(xi � xj) and Hamiltonian H =

�(1=2) �þ V the Feynman–Kac formula which, for
a test function �, may be written as follows:

ðW��ÞðXÞ¼
Z

P�X;Yðd!Þ exp �
Z �

0

dsVð!ðsÞÞ�ðYÞdY

� �
where P�X, Y(d!) is the Wiener measure on the space
of paths {!(s), s 2 [0, �]}. For details on the con-
struction and several other related features on the
treatment of the different statistics, see Glimm and
Jaffe (1981).

New Problems and Challenges

In this final section, we recall some phenomena
which have been observed recently in physics
laboratories, and which presumably deserve con-
siderable efforts to overcome the heuristic level of
explanation. About this last point, it is worth
quoting a method that has been used to get results
even without clear justifications of the underlying
hypotheses, that is, the mean-field procedure. It
started with the Curie–Weiss theory of magnetism
and is based on the following drastic simplification:
the microscopic element of the system feels an
average interaction field due to other elements,
indipendently of the positions of the latter. This
method might provide relatively good results if the
range of the interaction is very large, and in fact, a
clear version with due limiting procedure was
introduced by Kac, and applied by Lebowitz and
Penrose in the 1960s for a microscopic derivation of
van der Waals equation, and soon extended by Lieb
to quantum systems.

We will briefly outline some aspects of three
recent achievements of condensed matter physics for
which modeling is still on the way of further
progress: the B–E condensation, the high-Tc super-
conductivity, and the fractional quantum Hall effect.
The first consists in trapping an ultracold (at less
than 50mK) dilute bosonic gas, for example,
104–107 atoms of 87Rb, finding experimental evi-
dence for Bose condensation. To understand the
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properties of this system, an important tool is the
Gross–Pitaevskii energy functional for the conden-
sate wave function �,

E½�� ¼
Z

dx
�h2

2m
jr�j2 þ VextðxÞj�j2 þ

g

2
j�j4

" #

where the quartic term represents the reduced
(mean-field) interaction among particles.

The second issue, that is, the high-temperature
superconductivity, certainly deserves much atten-
tion. It has been observed recently in some ceramic
materials well above 100 K, and a clear model which
takes into account the formation of pairs and the
peculiar isotropy–anisotropy aspects of the normal
conductivity and superconductivity is still lacking
(Mattis 2003).

Finally, let us consider the fractional quantum
Hall effect; recall that the integer version, that is, a
discretization of the Hall resistivity RH by multiples
of h=(e2), finds an explanation in terms of band
spectra, formation of magnetic Landau levels, and
localization from surface impurities, that is, without
taking into account direct interactions among
electrons.

The fractional discretization of RH (Störmer 1999)
has a theoretical interpretation, in terms of subtle
collective behavior of the two-dimensional semicon-
ductor electron system: the quasiparticles which
represent the excitations may behave as composite
fermions or bosons, or exhibit a fractional statistics
(see Fractional Quantum Hall Effect).

This brief excursion through these new fascinating
phenomena shows the rich interplay between theory

and experiments: these phenomena are a source of
new ideas and suggest new models for further
progress.

See also: Bose–Einstein Condensates; Dynamical
Systems and Thermodynamics; Exact Renormalization
Group; Falicov–Kimball Model; Fermionic Systems;
Finitely Correlated States; Fractional Quantum Hall
Effect; High Tc Superconductor Theory; Hubbard Model;
Quantum Phase Transitions; Quantum Spin Systems;
Stability of Matter.
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Introduction: From Periodic
to Quasiperiodic Systems

Periodic systems occur in many branches of physics.
Their mathematical analysis was stimulated in
particular by the analysis of the periodic transla-
tional symmetry of crystals. The systematic study of
the compatibility between translational and crystal-
lographic point or reflection symmetry leads to the
concept of space group symmetry. Mathematical
crystallography in three dimensions (3D) culminated

in 1892 in the complete classification of the 230
space groups due to Fedorov and Schoenflies
(see Schwarzenberger (1980, pp. 132–135). One
characteristic property of periodic systems is that
their Fourier transform has a pure point spectrum.
Since the Fourier spectrum is experimentally acces-
sible through diffraction experiments, it provides
a main tool for the structure determination of
crystals.

With quantum mechanics in the twentieth cen-
tury, it became possible to describe crystal structures
quantitatively as ordered systems of atomic nuclei
and electrons with electromagnetic interactions.
The representation theory of crystallographic
space groups now opened the way to verify the
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space group symmetry of atomic systems for
example from the band structure of crystals. It
was then believed that in physics atomic long-
range order is linked to periodicity and hence to
the paradigm of the 230 space groups in 3D.

Mathematical analysis beyond this paradigm
started independently in various directions. Bohr
(1925) studied quasiperiodic functions and their
Fourier transform. He interpreted them as restric-
tions of periodic functions in nD to their values on a
linear subspace of orientation irrational with respect
to a lattice. Mathematical crystallography in general
dimension n > 3, including point group symmetry,
was started around 1949 in work by Hermann and
by Zassenhaus (see Schwarzenberger (1980)), and
completed in 1978 for n = 4 in Brown et al. (1978).
A different route was taken by Penrose (1974). He
constructed an aperiodic tiling (covering without
gaps or overlaps) of the plane. Its tiles in two
rhombus shapes provide global 5-fold point symme-
try and make the tiling incompatible with any
periodic lattice in 2D. The connection between
Penrose’s aperiodic tiling and irrational subspaces
in periodic structures was made by de Bruijn (1981).
He interpreted the Penrose rhombus tiling as the
intersection of geometric objects from cells of a
hypercubic lattice in 5D with a 2D subspace,
irrational and invariant under 5-fold noncrystallo-
graphic point symmetry. Kramer and Neri (1984)
embedded the icosahedral group as a point group
into the hypercubic lattice in 6D and constructed a
3D irrational subspace invariant under the noncrys-
tallographic icosahedral point group. From intersec-
tions of boundaries of the hypercubic lattice cells
with this subspace, they constructed a 3D tiling of
global icosahedral point symmetry with two rhom-
bohedral tiles.

Shechtman et al. (1984) discovered in the system
AlMn diffraction patterns of icosahedral point
symmetry. Since icosahedral symmetry is incompa-
tible with a lattice in 3D, they concluded that there
exists atomic long-range order without a lattice. The
new paradigm of quasiperiodic long-range order in
quasicrystals was established and since then stimu-
lated a broad range of theoretical and experimental
research.

The interplay between the notions – (1) of
crystallographic symmetry in nD, n > 3, (2) of
subspaces invariant under a point group but
irrational and hence incompatible with a lattice,
and (3) of discrete geometric periodic objects in nD
providing quasiperiodic tilings on these subspaces –
forms the mathematical basis for a new quasiper-
iodic long-range order found in quasicrystals. The
present-day theory of quasicrystals offers the most

elaborate study of quasiperiodic systems. Therefore,
we shall focus in what follows on the concepts
developed in this theory.

In the following section, we briefly review basic
concepts of periodic systems and lattices in nD, their
classification in terms of point symmetry and space
groups, and their cell structure. In a section on
quasipe riodic point sets and funct ions, a quasiper-
iodic system is taken as a geometric object on an
irrational mD subspace in an n-dimensional space
and lattice. Noncrystallographic point symmetry is
shown to select the irrational subspace. Next,
scaling symmetry in quasiperiodic systems is demon-
strated. Then, examples of quasiperiodic systems
with point and scaling symmetry are given. The
penultimate section discusses quasiperiodic tilings
and their windows. Finally, the notion of a funda-
mental domain for quasiperiodic functions compa-
tible with a tiling is illustrated.

Concepts from Periodic Systems

A distribution f p(x) of geometric objects on Eucli-
dean space En (a real linear space equipped with
standard Euclidean scalar product h , i and metric)
with coordinates x 2 En is called ‘‘periodic’’ if it is
invariant under translations bi in n linearly indepen-
dent directions,

ðpÞ : f p : f pðxþ biÞ¼ f pðxÞ; i¼ 1; . . . ; n ½1�

The set of all translations on En forms the discrete
additive abelian translation group

T¼ b 2 En : b¼
Xn

i

mib
i; ðm1; . . . ;mnÞ 2 Zn

( )
½2�

Any orbit (set of all images of an initial point) under
the action T � En ! En yields a lattice � on En.
Since T acts fixpoint-free, there is a one-to-one
correspondence � $ T. A fundamental domain on
En is defined as a subset of points x 2 En which
contains a representative point from any orbit under
T. Such a fundamental domain can be chosen, for
example, as the unit cell of the lattice � or as the
Voronoi cell (eqn [5]). By eqn [1], the functional
values on En of a periodic function f p(x) are
completely determined from its values on a funda-
mental domain of En.

Given the lattice basis (b1, . . . , bn) of eqn [2]
in En, the vector components of the basis form the
n� n basis matrix B of �. The most general change
of the basis preserving the lattice is given by acting
with any element h of the general linear group
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Gl(n, Z), with integral matrix entries and determi-
nant �1, on the lattice basis,

Glðn;ZÞ 3 h : B!B0 ¼Bh ½3�

The crystallographic classification of inequivalent
lattices in En starts from Gl(n, Z). In addition to
translations, it employs crystallographic point sym-
metry operations, (Brown et al. 1978, p. 9). A
crystallographic point group operation of a lattice �
is a Euclidean isometry g which belongs to a group
G 3 g with representations D : G ! O(n, R) and
D : G ! Gl(n, Z) such that

G¼fg : DðgÞB¼BDðgÞg ½4�

The maximal crystallographic point group for given
lattice � is the holohedry of �. The group generated
by T, G is a space group which classifies the lattice.
For finer details in the classification of space groups,
we refer to Brown et al. (1978). For crystallography
in E3, this classification yields 230 space groups.
Crystallography in En is described in Schwarzenberger
(1980) and in Brown et al. (1978) where it is
elaborated for E4.

From a lattice � 2 En and from the Euclidean metric,
one constructs a cell structure as follows: the Voronoi
cell V(b), centered at a lattice point b 2 �, known in
physics as the Wigner–Seitz cell, is the set of points

VðbÞ¼ fx 2 En : jx� bj � jx� b0j; b0 2�g ½5�

Any Voronoi cell has a hierarchy of boundaries Xp

of dimension p, 0 � p � n which we denote as
p-boundaries.

The set of Voronoi cells at all lattice points form
the �-periodic Voronoi complex of � 2 En. The
Voronoi cells and complexes associated with a
lattice admit a notion of geometric duality. We
denote dual objects by a star, �. They are built from
convex hulls of sets of lattice points (Kramer and
Schlottmann 1989) as follows. A Voronoi p-boundary
Xp is shared by several Voronoi cells V(b) and
determines a set of lattice points

SðXpÞ : fb 2 � : Xp 2 VðbÞg ½6�

The boundary dual to Xp is defined as the convex
hull X�(n�p) := conv{b : b 2 S(Xp)}. X�(n�p) can be
shown to be an (n� p)-boundary of a dual
Delone cell. A Delone cell D is defined as the
convex hull of all lattice points whose Voronoi cells
share a single vertex, called a hole of the lattice.
Since these vertices fall into classes of orbits under
translations, they determine translationally inequi-
valent classes of Delone cells D�, D�, . . . .

Fourier analysis applied to a periodic function f p(x)
on En reduces to an n-fold Fourier series. The Fourier

spectrum is a pure point spectrum and the Fourier
coefficients can be referred to the points of a reciprocal
lattice �� (eqn [7]) in Fourier space E�n. We denote
objects belonging to this Fourier space by the index �.
The basis matrix B� of the reciprocal lattice �� 2 E�n

is obtained from B as the inverse transpose,

hb�i; bji¼ �ij$B� ¼ ðB�1ÞT ½7�

The values of the Fourier coefficients of f p(x) reduce
to integrals over the fundamental domain of the
lattice �. From eqns [4] and [7] it follows that the
orthogonal representation of a point group G in
coordinate and in Fourier space coincides. The
Fourier spectrum and its point symmetry in crystals
are observed in diffraction experiments.

Quasiperiodic Point Sets and Functions

Quasiperiodic functions are characterized from their
Fourier spectrum (Bohr 1925) by

(qp�) The Fourier point spectrum of a quasiper-
iodic function forms a Z-module M� of rank
n, n > m on Fourier space E�m.

A Z-module of rank n, n > m on E�m is defined as a set

M� ¼ b� : b� ¼
Xn

j

mjb
�i; ðm1; . . . ;mnÞ 2Zn

( )
½8�

with the Z-module basis (b�1, . . . , b�n) linearly
independent with respect to integral linear combina-
tions. The step from a lattice �� to a module M� is
nontrivial since the set of all module points becomes
dense on E�m. The Fourier coefficients of a
quasiperiodic function are assigned to the discrete
set of module points (eqn [8]).

Bohr in his analysis of quasiperiodic functions
(Bohr 1925, II, pp. 111–125) shows that a general
Z-module M� of rank n can be taken as the
projection to a subspace E�m of dimension m of a
(nonunique) lattice �� 2 E�n, n > m. It is convenient
to consider in Fourier space E�n an orthogonal
splitting which we denote as

E�n¼E�mk þE
�ðn�mÞ
? ;E�mk ? E

�ðn�mÞ
? ½9�

A characterization of a quasiperiodic function
f qp(x) on coordinate space is obtained as follows.
From �� one can construct with the help of eqn [7]
the lattice � := (��)� reciprocal to �� on a coordi-
nate space En and associate to it via the Fourier
series a quasiperiodic function on a coordinate
subspace Em

k of En = Em
k þ E(n�m)

? , equipped with a

Z-module M (eqn [11]). As a result one finds a
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characterization of a quasiperiodic function in
coordinate space:

(qp) A quasiperiodic function f qp(xk), xk 2 Em
k can

always be interpreted as the restriction to a
subspace Em

k of a �-periodic function f p(x)
on En,

En¼Em
k þE

ðn�mÞ
? ; x¼ xk þ x?

f pðxk þ c?Þ¼: f qpðxkÞ
½10�

In the interpretation (qp) (eqn [10]), the Z-modules
in Fourier space (eqn [8]) and in coordinate space
Em
k become projections of reciprocal lattices,

M� ¼ �kð��Þ;M¼ �kð�Þ ½11�

The linear independence of the module basis
enforces a splitting (eqn [9]), irrational with respect
to the lattice �� 2 E�n.

As in the classification of crystal lattices, point
symmetry plays a crucial role in the classification of
Z-modules for quasiperiodic systems like quasicrys-
tals. Noncrystallographic point groups G (with a
representation incompatible with any lattice) give
rise to quasiperiodic systems as follows:

(qp) Given a point group G with orthogonal
representations Dk : G!O(m, R), D? :G!O
(n�m, R) such that Dk is incompatible with
any lattice in Em

k , we now require in En instead
of eqn [10] a lattice � with basis B and a
representation D : G!Gl(n, Z) such that

DkðGÞ 0
0 D?ðGÞ

� �
B¼BDðGÞ ½12�

Equation [12] requires that the matrix B provides an
irrational reduction of the representation D(G) into
the two representations Dk(G), D?(G). Periodic
functions restricted as in the second line of eqn
[10] are quasiperiodic.

For any finite group G, a representation D(G)
allowing for lattice embedding can always be
constructed by the technique of induced representa-
tions. Its reduction into representations Dk(G),
D?(G) contained in this induced representation is
obtained by standard techniques. If Dk(G) is non-
crystallographic and inequivalent to D?(G), the
subspace decomposition (eqn [12]) is unique.

Quasiperiodic functions compatible with tilings
and their windows can be constructed from the dual
cell structure (eqns [5] and [6]) of the embedding
lattice (Kramer and Schlottmann 1989). Examples
are given in the sections ‘‘Point symm etry in
quasipe riodic syst ems’’ an d ‘‘Qu asiperi odic tilings
and their windows ’’.

Scaling and Quasiperiodicity

Quasiperiodic systems lack periodicity but can have
scaling symmetries originating from a non-Euclidean
extension of eqn [12].

Example 1: Scaling in the Square Lattice Z 2

We begin with the Fibonacci scaling on the square
lattice Z2 of E2. The symmetric matrix

h¼ 1 1
1 0

� �
2Glð2;ZÞ ½13�

has eigenvalues

�1¼ � ��1¼ � � þ1; �2¼ � :¼ð1þ
ffiffiffi
5
p
Þ=2 ½14�

Evaluation of the orthogonal eigenvectors allows us
to define a lattice basis B= (b1,b2) and rewrite the
eigenvalue equation similar to eqn [12] as

���1 0

0 �

" #
B¼B

1 1

1 0

� �

B¼
�

ffiffiffiffiffiffiffiffiffi
��þ3

5

q ffiffiffiffiffiffiffi
�þ2

5

q
ffiffiffiffiffiffiffi
�þ2

5

q ffiffiffiffiffiffiffiffiffi
��þ3

5

q
264

375 ½15�

This relation shows that h with respect to the basis
B acts as a non-Euclidean point symmetry of the
square lattice and generates an infinite discrete
group. Equation [15] provides an orthogonal
splitting E2 = Ek þ E?. The element h acts on the
two subspaces as a discrete linear scaling by
���1, � , respectively. It maps points of Z2 in E2,
hence also their projections to Ek, into one
another.

Figure 1 shows the lattice basis from eqn [15].
We choose as fundamental domain of Z2 two
squares A, B whose boundaries are parallel or
perpendicular to Ek. A horizontal line Ek intersects
these two squares at vertical distances varying with
respect to their horizontal boundaries. The quasi-
periodic restriction f qp(xk) = f p(xk þ c?) of a
Z2-periodic function f p(x) to a line x = xk þ c?
picks up varying functional values on these sec-
tions. Clearly, one needs all the values of f p on its
fundamental domain in E2 to obtain all the values
taken by f qp.

Scaling symmetry appears in conjunction with
noncrystallographic point symmetry (cf. the follow-
ing section). Combined with quasiperiodic tilings, it
gives rise to a hierarchy of self-similar tilings whose
tiles scale with � .
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Point Symmetry in Quasiperiodic
Systems

Quasiperiodic systems with noncrystallographic
point symmetry provide the structure theory and
physics of quasicrystals. We illustrate the general
scheme (qp) of eqn [12] by examples of 5-fold and
icosahedral point symmetry. For generalizations, see
Janssen (1986).

Example 2: 5-Fold Point Symmetry from
the Root Lattice A4

The A4 root lattice basis in E4 may be derived (Baake
et al. 1990) from five orthonormal unit vectors
(e1, e2, e3, e4, e5) in E5 as

B ¼ ðb1; b2; b3; b4Þ
:¼ðe1 � e2; e2 � e3; e3 � e4; e4 � e5Þ ½16�

As the generator of the cyclic group C5 of 5-fold
rotations, we take the cyclic permutation (12345) in
cycle notation acting on the vectors (e1, e2, e3, e4, e5).

A possible choice of the basis for eqn [12] is the
irrational matrix

B ¼ ðb1;b2;b3;b4Þ

¼

1 c c0 c0 c

0 s s0 �s0 �s

1 c0 c c c0

0 s0 �s s �s0

26664
37775

1 0 0 0

�1 1 0 0

0 �1 1 0

0 0 �1 1

0 0 0 �1

26666664

37777775
c¼ cos

2�

5

� �
¼ � � 1

2
; s¼ sin

2�

5

� �
¼

ffiffiffiffiffiffiffiffiffiffiffi
� þ 2
p

2

c0 ¼ cos
4�

5

� �
¼ � �

2
; s0 ¼ sin

4�

5

� �
¼ �

ffiffiffiffiffiffiffiffiffiffiffi
3� �
p

2

½17�

Equation [12] for the representation of the generator
(12345) of the cyclic group C5 becomes

c �s 0 0

s c 0 0

0 0 c0 �s0

0 0 s0 c0

26664
37775ðb1;b2;b3;b4Þ

¼ ðb1; b2; b3; b4Þ

0 0 0 �1

1 0 0 �1

0 1 0 �1

0 0 1 �1

26664
37775 ½18�

The left of eqn [18] generates two 2D inequivalent
representations of 5-fold planar rotations which are
incompatible with any 2D lattice.

The lattice A4 in addition has a scaling symmetry
with a factor � . The scaling transformation may be
expressed in terms of the basis (eqn [16]) and an
element h 2 Gl(4, Z) as

�� 0 0 0

0 �� 0 0

0 0 ��1 0

0 0 0 ��1

26664
37775ðb1; b2; b3; b4Þ

¼ ðb1; b2; b3; b4Þ

0 �1 0 1
0 �1 �1 1
1 �1 �1 0
1 0 �1 0

2664
3775 ½19�

It is easily verified that the operations of scaling and
of 5-fold rotation (eqns [19] and [18]) commute
with one another.

V ⊥ A

B

B
A

D

b 

2
b1

X1

X1

x ⊥

x

X i
*

X i
*

Figure 1 The square lattice with Fibonacci scaling. Lattice

points are black squares, holes white circles. The vectors

(b1, b2) indicate the lattice basis. The directions xk, x? of

scalings by ���1, � run horizontally and vertically, respectively.

Perpendicular and parallel projections V? of Voronoi and Dk of

Delone cells are attached to the lattice and hole points,

respectively. Two different pairs of dual 1-boundaries X1, X �1 of

Voronoi and Delone squares are marked on the right. The

product polytopes X �1, k � X1,? of their projections form two

squares A, B and yield a periodic tiling of E2. A single pair A, B

forms a fundamental domain of the lattice. The characteristic

functions on A, B are windows for the tiles. A general

quasiperiodic function f qp (xk) is the restriction of a periodic

function f p (x), defined on A, B, to its values on a horizontal line

x = xk þ c?. If the periodic function f p (x ) on A, B takes only

values independent of x?, its quasiperiodic restriction f qp (xk) :=
f p (xk þ c?) to this line repeats its values on the long and short

tiles Ak, Bk, respectively, of the standard Fibonacci tiling. Then

Ak, Bk form a fundamental domain for quasiperiodic functions

compatible with the tiling.
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Example 3: Icosahedral Point Symmetry from
Lattices � = Z 6, D6

The icosahedral group G = H3 has two inequivalent
3D noncrystallographic representations. H3 allows
for an induced embedding representation D : H3!
Gl(6, Z), (Kramer and Neri 1984, Kramer et al.
1992, Kramer and Papadopolos 1997) into a
hypercubic lattice � = Z6. This representation
reduces into two 3D orthogonal inequivalent irre-
ducible noncrystallographic representations Dk :
H3!O(3, R), D? : H3!O(3, R). The irrational
basis matrix of eqn [12] for � = Z6 becomes
(Kramer et al. 1992, p. 185, eqn (7))

B¼ðb1; b2; b3; b4; b5; b6Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2ð� þ 2Þ

s
0 1 1 � 0 �

1 � � 0 1 0

� 0 0 1 � 1

0 � � 1 0 1

� 1 1 0 � 0

1 0 0 � 1 �

2666666664

3777777775
½20�

with � =�� , 1 =�1. The six basis vectors with
components in the upper three rows span the so-
called primitive icosahedral Z-module associated
with Dk in E3

k in the sense of eqn [11]. In this
space they point along the directions of six 5-fold
axes of the icosahedron.

A second lattice in E6 which admits icosahedral
point symmetry is the root lattice D6. The basis of
this root lattice, often denoted as the P-lattice, is
obtained from eqn [20] by a centering matrix
given in Kramer et al. (1992, p. 185, eqn (8)). The
corresponding Z-module is inequivalent to the
module projected from eqn [20]. The third
lattice of icosahedral point symmetry in E6 is
� = I := P� reciprocal to the root lattice D6. All
three icosahedral modules admit (powers of)
�-scaling.

Quasiperiodic Tilings and Their Windows

Quasiperiodic sets of points arise from the general
scheme (qp) (eqn [12]) by choosing particular
periodic functions in the embedding space En, called
the ‘‘windows,’’ whose intersections with Ek are the
quasiperiodic sets of points.

The window for the construction of a discrete
quasiperiodic point set based on eqn [12] is given by
the characteristic function �(x?) on the projection
V?(x?) := �?(V(b)) of the Voronoi cell (eqn [5]),
attached to any lattice point b 2 �.

Example 4: The Quasiperiodic Fibonacci Point Set

If in the Fibonacci system (Figure 1), one attaches to
any point b of the square lattice as a window the
characteristic function � of the perpendicular pro-
jection V?(b) of the unit square attached to b, the
function f qp(xk) becomes the standard quasiperiodic
Fibonacci sequence of points.

The dual cell geometry of Voronoi and Delone
cells and their dual boundaries (eqns [5] and [6])
allows us to construct dual canonical quasiperiodic
tilings (T , �), (T �, �) (Kramer and Schlottmann
1989). To this end one constructs from local projec-
tions of pairs of dual boundaries Xm, k, X�(n�m),? or
X�m, k, X(n�m),? the direct product polytopes Xm, k �
X�(n�m),? or X�k �X? called ‘‘klotz polytopes.’’ The

characteristic functions on these polytopes form the
windows for the tiles Xm, k, X�(n�m), k, respectively.

Example 5: The Quasiperiodic Fibonacci Tiling

The Voronoi cells V of the square lattice are squares
centered at lattice points, the Delone cells D are
squares centered at the vertices of Voronoi squares.
The product polytopes X�1,? �X1, k from projections
of dual 1-boundaries X�1, X1 of Delone and Voronoi
squares (cf. Figure 1) become the two types of square
windows A, B. If a parallel line section x = xk þ c?
crosses one of these squares, the tile Ak or Bk is
formed. The standard Fibonacci tiling results.

Example 6: Canonical Tilings from the Root
Lattices A4, D6

The two rhombus tiles of the planar quasiperiodic
Penrose pattern (Penrose 1974) (T , A4) are the projec-
tions of 2-boundaries of the Voronoi complex of the
root lattice A4 2 E4 (Baake et al. 1990). The triangle
tiles of the dual tiling (T �, A4) are shown in Figure 2.

They are projections of 2-boundaries from the
Delone complex of the same lattice. A full analysis
of dual Voronoi and Delone boundaries of the root
lattice D6 is given in Kramer et al. (1992). It leads to
icosahedral tilings (T , D6) and (T �, D6) of E3, (Kramer
et al. 1992, Kramer and Papadopolos 1997, Kramer
and Schlottmann 1989) and to models of icosahedral
quasicrystals.

Fundamental Domains for Quasiperiodic
Tilings

Canonical tilings allow us to construct quasiperiodic
functions equipped with a quasiperiodic counterpart
of fundamental domains or cells in crystals: assume
that the tiles of a tiling (T , �) all are translates in Em

of a finite minimal set of prototiles (X1, . . . , Xr).
Consider the class of quasiperiodic functions which
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take identical values on any translate of a prototile.
These values are prescribed on the finite set of
prototiles in Em which define a fundamental domain
for this class of quasiperiodic functions. Only this
class of quasiperiodic functions is compatible with
the tiling. It can be characterized in the scheme (qp)
(eqn [12]) by �-periodic functions on En whose
values on the tile windows of the previous section
are independent of the perpendicular coordinate. A
fundamental domain for the triangle tiling (T �, A4)
is given by the shaded parts in Figure 2. The
fundamental domain property appears in relation
with the theory of covering of quasiperiodic sets (see
Kramer and Papadopolos (2000)).

Example 7: Fundamental Domain
for the Fibonacci Tiling

Attach to the squares A, B in Figure 1 a periodic
function f p(x) with functional values independent of
the perpendicular coordinate x? within the two
squares. Consider the functional values f qp(xk) =
f p(xk þ c?) picked up on a parallel line. Clearly,
these values become independent of the perpendi-
cular coordinate of any intersection with a square
A, B. The general prescription of values on a
fundamental domain of � 2 E2 needed for a
quasiperiodic function reduces to a prescription of
its functional values in Ek on the fundamental
domain formed by the two prototiles Ak, Bk.

Conclusion

For quasiperiodic systems, the general construction
was introduced in the section ‘‘Quasiperiodic point
sets and functions’’, and illustrations were given in
four subsequent sections. Further reading resources are
provided by the references given at the end. Here, we
mention some of the many possible generalizations.

Bohr (1925) considers quasiperiodic as special
cases of almost periodic systems. The module of an
almost periodic function has a countable basis.

Moody (1997) discusses the notion of Meyer sets.
These describe discrete sets on locally compact
abelian groups and as particular cases encompass
quasiperiodic systems.

Lagarias (2000) studies aperiodic sets character-
ized by the following properties, shared with
periodic and quasiperiodic sets:

(ap1): inequivalent patches of points are volume
bounded,

(ap2): pure point Fourier spectrum,
(ap3): linear repetitivity of patches, and
(ap4): self-similarity.

See also: Compact Groups and Their Representations;
Finite Group Symmetry Breaking; Lie Groups: General
Theory; Localization for Quasiperiodic Potentials;
Symmetries and Conservation Laws; Symmetry and
Symmetry Breaking in Dynamical Systems.
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Determinants in Finite Dimensions

The determinant of a linear transformation
A : V�!W acting between finite-dimensional com-
plex vector spaces is an element det A of a complex
line LA. The abstract element det A is called the
Quillen determinant of A, and the complex line LA

is called the determinant line of A. A choice of
(linear) isomorphism

	 : LA�!C ½1�

associates to det A the complex number

det 	A :¼ 	ðdet AÞ 2 C ½2�

which can equivalently be written as the ratio

det 	A ¼ det A

	�1ð1Þ ½3�

taken in the one-dimensional complex vector space
LA relative to the canonical generator 	�1(1). It is
not necessarily the case that det A determines a
generator for LA; specifically, if dim V = m and
dim W = n, then det A = 0 if m 6¼ n (by ‘‘fiat’’), while
if m = n, then det A = 0 precisely when A is not
invertible. For the moment, set m = n.

For k 2 {0, 1, . . . , n} the kth exterior power opera-
tor is defined by

^k A :^kV�!^k W

^k Aðv1^v2^		 	^vkÞ :¼Av1^Av2^		 	^Avk ½4�

where v1, . . . ,vk 2V and ^0V :=C and ^0A := 1.
When k = n, DetV := ^n V and DetW := ^n W are
complex lines and the determinant line of A is

LA :¼ Det V� 
Det W ½5�

while for any basis {e1, . . . , en} for V, with dual basis
{e�1, . . . , e�n} for V�,

detA :¼ e�1 ^ 	 	 	 ^ e�n
 ð^nAÞðe1 ^ 	 	 	 ^ enÞ 2 LA ½6�

There is a canonical isomorphism for A 2Hom(V,W),
B 2Hom(U,V)

LAB ffi LA 
 LB ½7�

coming from the isomorphism

Det V� 
Det V�!C ½8�

defined by the canonical pairing Det V� �Det V!C,
and this preserves the determinant elements

det ðABÞ ! det A
 det B ½9�

The Classical Determinant

When V = W these constructions take on a more
familiar form. Then 	 can be chosen to be the
canonical isomorphism [8] and evaluation on
det A 2 LA outputs the classical determinant

det CA ¼
X



ð�1Þ
a1;
ð1Þ 	 	 	 an;
ðnÞ ½10�

where the sum is over permutations of {1, . . . , n} and
(ai, j) is the matrix of A with respect to any basis of V –
changing the basis may change the summands on the
right-hand side of [10], but not their sum. It is
fundamental that when V = W the classical determi-
nant is an intrinsic invariant of the operator A, inde-
pendent of the choice of basis for V; when V 6¼W that
is no longer so since there is then no canonical bilinear
pairing Det V� �Det W�!C; the choice of a non-
degenerate pairing is equivalent to a choice of 	 in [1].

The identification of [10] from [6] and [8]
amounts to the identity in Det V

ð^nAÞðe1 ^ 	 	 	 ^ enÞ ¼ det CA : e1 ^ 	 	 	 ^ en ½11�
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Since ^n(AB) = ^n A 	 ^nB, [11] in turn implies the
characterizing multiplicativity property of the classical
determinant

det CðABÞ ¼ detCA . det CB ½12�

for A, B 2 End(V), specializing the general fact in
[7]. Similarly, the group Gl(V, C) of invertible
elements of End(V) is identified with those A with
det C A 6¼ 0.

The classical determinant can also be thought of
in the following ways. First, the direct sum of the
operators defined in [4] yields the total exterior
power operator ^A : ^V �!^V on the exterior
algebra ^V =
n

k = 0 ^kV and this has trace

tr ð^AÞ ¼ det CðI þ AÞ ½13�

where I is the identity. Alternatively, one can do
something a little more sophisticated and use the
holomorphic functional calculus to define the
logarithm log� B of B 2 End(V) by

log� B ¼ i

2�

Z
��

log� � ðB� �IÞ�1 d� ½14�

Here log� � is the branch of the complex logarithm
defined by �� 2� < arg(�) � � and �� is a positively
oriented contour enclosing spec(B) but not any point
of the spectral cut R� = {rei� j r � 0}. Then, if B is
invertible,

tr ðlog� BÞ ¼ log� det CB ½15�

The Fredholm Determinant

The advantage of the constructions [13] and [15] is
that they extend to a restricted class of bounded linear
operators on infinite-dimensional Hilbert spaces. This
is consequent on the fact that both of the formulas [13]
and [15] are computed as operator traces.

(Recall that a trace on a Banach algebra B is a
linear functional � :B!C which has the property
�([a, b]) = 0 for all a, b in B, where [a, b] := ab� ba
is defined by the product structure on B. Since one
can define the logarithm log� b of an element b of B
with spectral cut R� by the formula [14], one in this
case obtains a determinant det� ,� (b) on such
elements by setting

log� det �;�ðbÞ ¼ �ðlog� bÞ ½16�

If a, b, ab 2 B have common spectral cuts �, the trace
property of � translates into the multiplicativity
property det � , �(ab) = det � , �(a)det � , �(b) via a version
of the Campbell–Hausdorff formula.)

The operator trace arises as follows. Let H be a
complex separable Hilbert space with inner product

< ,> , let C(H) be the algebra of compact operators
on H, and let

L1 ¼ A 2 CðHÞ j kAk2
1 :¼

X1
i¼1

�iðA�AÞ <1
( )

½17�

be the ideal of trace-class operators, where the sum
is over the real discrete eigenvalues �i(A

�A)& þ0 of
the compact self-adjoint operator A�A. For any
orthonormal basis {	j} of H the map

tr : L1�!C; A 7! tr ðAÞ :¼
X

j

<	j;A	j>

is a trace functional on L1(H), independent of the
choice of basis. Lidskii’s theorem states that

tr ðAÞ ¼
X

�2specðAÞ
� ½18�

with the sum over the eigenvalues of A counted up
to algebraic multiplicity; for general trace-class
operators this equality is highly nontrivial.

If A is trace class, then for each non-negative
integer k so is each of the exterior power operators
^kA : ^k H�!^k H, defined as in [4]. Following
[13], a determinant can therefore be defined on the
semigroup I þ L1 := {I þ A jA 2 L1} of determinant-
class operators by the absolutely convergent sum

det FðI þ AÞ :¼ tr ð^AÞ ¼ 1þ
X1
k¼1

tr ð^kAÞ ½19�

On the other hand, since tr is tracial and log� (I þ A)
defined by [14] is trace class, then according to [16],
there is a determinant given on invertible determinant-
class operators by

log� detFðI þ AÞ ¼ tr ðlog�ðI þ AÞÞ ½20�

which, as the left-hand side already suggests,
coincides with the Fredholm determinant.

The Fredholm determinant retains the character-
izing properties of the classical determinant in finite
dimensions, that detF : I þ L1�!C is multiplicative,

detF ðI þ AÞðI þ BÞð Þ ¼ detFðI þ AÞ detFðI þ BÞ;
A;B 2 L1 ½21�

and detF(I þ A) 6¼ 0 if and only if I þ A is invertible.
It is, moreover, essentially unique; any other multi-
plicative functional on I þ L1 is equal to some power
of the Fredholm determinant, or, equivalently, any
trace on L1 is a constant multiple of the operator
trace. The trace property, the operator trace, and the
multiplicativity of the Fredholm determinant do not,
however, persist to any functional extension of the
operator trace (resp. Fredholm determinant) on the
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space of pseudodifferential operators of any real
order acting on function spaces (fields over space-
time). In quantum physics, this is a primary cause of
anomalies. More precisely, determinants of differen-
tial operators arise in quantum field theories (QFTs)
and string theory through the formal evaluation of
their defining Feynman path integrals and the
calculation of certain stable quantum numbers,
which are in some sense ‘‘topological.’’

From the latter perspective, it is instructive to be
aware also of the following, third, construction of the
Fredholm determinant, which equates the existence
of a nontrivial determinant to the existence of
nontrivial topology of the general linear group.
First, in a surprising contrast to Gl(n, C), the general
linear group Gl(H) of an infinite-dimensional Hilbert
space H with the norm topology is contractible, and
hence topologically trivial. By transgression proper-
ties in cohomology, this implies any vector bundle
with structure group Gl(H) is isomorphic to the
trivial bundle. In order to recapture some topology
(and hence, in applications, some physics), it is
necessary to reduce to certain infinite-dimensional
subgroups of Gl(H). The most obvious one is the
group Gl(1) of of invertible operators differing from
the identity by an operator of finite rank. As the
inductive limit of the Gl(n, C), the cohomology and
homotopy groups of Gl(1) are a stable version of
those of Gl(n, C). Precisely, Gl(1) is torsion free and
its cohomology ring is an exterior algebra with odd
degree generators, while Bott (1959) periodicity
identifies �k(Gl(1)) to be isomorphic to Z if k is
odd and trivial if k is even. Topologically, it is
preferable to consider the closure of Gl(1) in Gl(H),
which yields the group Glcpt(H) of operators differing
from the identity by a compact operator, but this is
now a little ‘‘too large’’ for analysis and differential
geometry. Given our earlier comments, there is an
intermediate natural choice of the Banach Lie group
Gl1(H) of operators differing from the identity by a
trace-class operator (in fact, there is a tower of such
Schatten class groups). Moreover, the inclusions
Gl(1) 
 Gl1(H) 
 Glcpt(H) are homotopy equiva-
lences, and so the cohomology of Gl1(H) is just the
exterior algebra mentioned above

H�ðGl1ðHÞÞ ¼ ^ð!1; !3; !5; . . .Þ;
deg!j ¼ 2j� 1 ½22�

The advantage of considering Gl1(H) is that precise
analytical representatives for the classes !j can be
written down:

!j ¼
i

2�

� �j ðj� 1Þ!
ð2j� 1Þ! �2j�1

where

� ¼ tr ðZ�1dZÞ ½23�

is the 1-form on Gl1(H).
This equation makes sense because the derivative

dZ is trace class, and hence so is Z�1dZ. Now,
locally � = d log detF (Z), so that the 1-form !1

pulled back by a path � : S1!Gl1(H) is precisely the
winding number of the curve traced out in C� by the
function detF (�). In fact, this is just a special case of
the Bott periodicity theorem, which tells us that the
stable homotopy group �2j�1(Gl1(H)) is isomorphic to
Z and an isomorphism is defined by assigning to a map
f : S2j�1!Gl1(H) the integer

R
S2j�1 f �!j 2 Z (it is not

obvious a priori that it is an integer).
Notice that it was not necessary to have mentioned

the Fredholm determinant of Z at this point. Indeed,
the third definition of the Fredholm determinant is to
see it as the integral of the 1-form �, define

log� detFðIþ AÞ :¼
Z



� ½24�

where 
 : [0, 1]!Gl1(H) is any path with 
(0) = I
and 
(1) = I þ A; this uses the connectedness of
Gl1(H) and independence of the choice of 
, as
guaranteed by Bott periodicity.

Interestingly, this is closely tied in with the
Atiyah–Singer index theorem for elliptic pseudodif-
ferential operators (which in full generality uses the
Bott periodicity theorem). Here, there is the follow-
ing simple but quintessential version of that theorem
which links it to the winding number of the
determinant of the symbol of a differential operator

D ¼
X
�j�m

a�ðxÞD�
x ½25�

on Euclidean space Rn with �= (�1, . . . ,�n) a multi-
index of non-negative integers, j�j=�1 þ � � � þ �n,
and Dx = i@=@xi. Here D acts on C1(Rn, V) with V
a finite-dimensional complex vector space and
the coefficients of D are matrices varying smoothly
with x which are required to decay suitably fast,
D�

xa�(x)
�� ��= O(jxj�j�j) as jxj!1. If the symbol �D

of D, defined by

�Dðx; 
Þ ¼
X
�j�m

a�ðxÞ
� ½26�

with 
= (
1, . . . , 
n) 2 Rn, satisfies the ellipticity
condition of being invertible on the 2n� 1 sphere
S2n�1 in (x, 
) space, then D is a Fredholm operator.
The index theorem then states

index ðDÞ ¼
Z

S2j�1

��Dð!nÞ
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the higher-dimensional analog of the winding
number of the determinant.

Fredholm Operators and Determinant
Line Bundles

The operators whose determinants are considered in
this article are all Fredholm operators. Recall that a
linear operator A : H1!H2 between Hilbert spaces
is Fredholm if it is invertible modulo compact
operators; that is, there is a ‘‘parametrix’’
Q : H2!H1 such that QA� I and AQ� I are
compact operators on H1 and H2, respectively.
Equivalently, the range A(H1) of A is closed in H2,
and the kernel Ker(A) = {	 2 H1 jA	= 0} and
cokernel Coker(A) = H2=A(H1) of A are finite
dimensional. (This is equally true for Banach and
Frechet spaces, we restrict our attention to Hilbert
spaces for brevity.) The space Fred of all such
Fredholm operators with the norm topology has the
homotopy type of the classifying space Z� BGl(1).
The first factor parametrizes the connected compo-
nents of Fred, two Fredholm operators are in the
same component if and only if they have the same
index

index ðAÞ ¼ dim KerðAÞ � dim CokerðAÞ

Mostly we restrict our attention to the connected
component Fred0 of operators of index zero. The
cohomology of Fred0 � BGl(1) is a polynomial
ring

H�ðFred0Þ ¼ R½ch1; ch2; ch3; . . .�

whose generators may be formally realized as the
even degree components of the Chern character of
an infinite-dimensional bundle over Fred0. In fact,
the generators !2j�1 of H�(Gl1(H)) are related to the
chj through transgression, see Chern and Simons
(1974). We shall be interested here in the first
generator ch1, a transgression of the Fredholm
determinant ‘‘winding number 1-form’’ !1, which
coincides with the real Chern class of a canonical
complex line bundle DET0!Fred0. The fiber of
DET0 at A 2 Fred0 is the determinant line Det(A) of
the Fredholm operator A, which is defined as
follows (Segal 2004).

Just as for finite-rank operators (see the subsec-
tion ‘‘Determ inant s in finite dimensi ons’’), the
determinant of a Fredholm operator A : H1!H2

exists abstractly not as a number but as an element
detA of a complex line Det(A). For simplicity, we
suppose that index (A) = 0. Elements of the

determinant line Det(A) are equivalence classes
[E,�] of pairs (E,�), where E : H1!H2 such that
A� E is trace class and relative to the equivalence
relation (Eq,�) � (E, det F(q)�) for q : H1!H1 of
determinant class and where detF (q) is the Fredholm
determinant of q. Complex multiplication on Det(A)
is defined by �[A,�] = [A,��]. The abstract, or
Quillen, determinant of A is the preferred element
det A := [A, 1] in Det(A).

Here are some essential properties of the determi-
nant line. First, det A is nonzero if and only if A is
invertible. Next, quotients of abstract determinants
in Det(A) are given by Fredholm determinants; for if
A1 : H1!H2, A2 : H1!H2 are Fredholm operators
such that Ai � A are trace class, then if A2 is
invertible we see that A�1

2 A1 is determinant class
and hence from the definition that

detðA1Þ
detðA2Þ

¼ detFðA�1
2 A1Þ ½27�

where the quotient on the left-hand side is taken in
Det(A). The principal functorial property of the
determinant line is that given a commutative
diagram with exact rows and Fredholm columns

0 �! H1 �! H01 �! H001 �! 0

#A #A0 #A00

0 �! H2 �! H02 �! H002 �! 0

½28�

then there is canonical isomorphism of complex
lines

DetðA0Þ ffi DetðAÞ �DetðA00Þ ½29�

preserving the Quillen determinants det (A0)$
det (A)� det (A00). A consequence of this property is
that given Fredholm operators A : H2!H3 and
B : H1!H2, then

DetðABÞ ffi DetðAÞ �DetðBÞ

with det (AB)$ det (A)� det (B), generalizing the
elementary property [9].

The principal context of interest for studying
determinant lines is the case where one has a
family A= {Ax j x 2 B} of Fredholm operators
parametrized by a manifold B, satisfying suitable
continuity properties, and one aims to make sense
of the determinant as a function A!C. It is then
of no difficulty to show that the corresponding
family of determinant lines DET(A) = [Det(Ax)
defines a complex line bundle over B endowed
with a canonical section det : B�!DET(A)
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assigning to x 2 B the Quillen determinant
det (Ax) 2 Det(Ax) (Quillen 1985, Segal 2004). To
identify the Quillen determinant section with a
function on A, we need to identify a trivialization
of the line bundle DET(A), giving a global basis
for the fibers. This is the same thing as giving a
non(or never)vanishing section  : B!DET(A),
with respect to which we have the regularized
determinant function (cf. [3]):

x 7! det  ðAxÞ :¼
det ðAxÞ
 ðxÞ ½30�

If A is trivializable, so a nonzero section exists, there
will be many such sections and some extra data is
needed to fix a natural choice of  .

Each of the properties mentioned above for
determinant lines carries forward to determinant
line bundles in a natural way. In particular, one
easily deduces from [28], or from the exact
sequence

0�!KerAx�!H1;x�!
Ax

H2;x�!CokerAx�! 0

that if the kernels KerAx have constant dimension as
x varies, then there is a canonical isomorphism

DetðAÞ ffi ^maxKerðAÞ� � ^maxCokerðAÞ ½31�

where Ker(A) is the finite-rank complex vector
bundle over B with fiber KerAx, and Coker(A)
similarly. The interesting feature here is that it
shows the determinant bundle to be the top
exterior power of the index bundle Ind(A) =
[Ker(A)]� [Coker(A)] 2 K(B) in the even K-theory
of B, and in this sense determinant theory may be
seen as a particular aspect of index theory –
understood is the very broadest sense; in fact,
the computation of determinants is usually a
considerably more complex and difficult task than
computing an index.

Determinant Bundles for Differential
Operators over Manifolds

The Quillen determinant has been of particular
interest in the case of families of Dirac operators.
Such a family is associated to a C1 fibration
� : M�!B of closed boundaryless finite-dimensional
Riemannian manifolds of even dimension. If there is
a graded Hermitian vector bundle E= Eþ 
 E�!M
of Clifford modules, then from the Riemannian
structure one can construct a Levi-Civita connection
on the vertical tangent bundle T(M=B) which can be
lifted to a Clifford connection on E; for example, the
spinor connection if we have a family of spin
manifolds. This data yields a smooth family of

first-order elliptic differential operators D = {Dx :
C1(Mx; Eþx )�!C1(Mx; E�x ) j x 2 B} of chiral Dirac-
type, with Dx a Dirac-type operator acting over the
manifold Mx = ��1(x) parametrized by the fibration,
along with a determinant line bundle DET(D)!B
endowed with a canonical section x 7! det (Dx).
There are various contexts in mathematics and
physics in which one would like to assign to the
determinant section a naturally associated smooth
function (a regularized determinant) det reg : B�!C,
which can, for example, then be integrated. As
discussed in the previous section, this depends on
identifying a trivializing (nonzero) section of
DET(D). For such a section to exist, the first Chern
class c1(DET(D) 2 H2(B) must vanish, and this in
turn can be computed as a term in the Atiyah–Singer
(1984) index theorem for families. Indeed, this is
clear from the formal identification [31] which here
takes on a precise meaning.

The following simple example, which is the basic
topological anomaly computation in string theory,
may help to explain the type of computation. Let
Mx be a copy of � a compact Riemann surface, so
that M is a family of surfaces parametrized by B.
Let T = [Tx be the vertical complex tangent line
bundle on M, where Tx is the complex tangent line
bundle to Mx. Each fiber has an associated
@-operator @x which we couple to the Hermitian
bundle Ex := T�m

x for m a non-negative integer. In
this way, we get a family D� of @-operators coupled
to E= T�m whose index bundle is the element
Ind(D�) = f!(T

�m) 2 K(B). The Atiyah–Singer index
theorem for families in this situation coincides with
the Grothendieck–Riemann–Roch theorem and this
says that

chðf!ðT�mÞÞ ¼ f�ðchðT�mÞToddðTÞÞ

where ch is the Chern character class and Todd(T) is
the Todd class defined for a vector bundle F whose
first few terms are

ToddðFÞ ¼ 1þ 1
2 c1ðFÞ þ 1

12 c1ðFÞ2 þ � � �

and where f� : Hi(M)!Hi�1(B) is integration over
the fibers. That is, with 
= c1(T),

chðf!ðT�mÞÞ ¼ f� 1þm
 þ 1
2 m2
2 þ � � �

� ��
� 1þ 1

2 
 þ 1
12 


2 þ � � �
� ��

¼ f� 1þ mþ 1
2

� �

 þ 1

12 m2 þmþ 1
6

� ��
� 
2 þ � � �

�
So we have

c1ðf!ðT�mÞÞ ¼ 1
12 ð6m2þ 6mþ 1Þf�ð
2Þ 2H2ðBÞ ½32�
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But for any element of K-theory, c1(E)=
c1(DET(E)), and so the left-hand side of [32] is the
first Chern class of the determinant line bundle
DET(D�). If we take, in particular, B=Conf(�), the
space of conformal classes of metrics on � (or
compact subsets of this space), and couple the
family D� to a background trivial real bundle of
rank d=2, or its negative in K-theory, then taking
m=1 [32] is easily seen to be modified to

c1ðD�;�d=2Þ¼
ðd � 26Þ

24
f�ð
2Þ

It follows for this topological anomaly to vanish
one must have background spacetime of dimension
d = 26. The idea here is that Conf(�) is a
configuration space for bosonic strings in Rd

with the requirement that the determinant section
of the determinant line bundle be conformally
invariant, corresponding to the classical invariance
of the string Lagrangian defining the string path
integral from which the determinant arises. That
is, in order to evaluate the path integral on the
reduced configuration space, one requires a trivia-
lization of the determinant line bundle which
defines a conformally invariant regularized deter-
minant function. The above calculation says that
there is a topological obstruction to this occurring
when the background space dimension differs
from 26.

This is the most basic example of determinant
anomaly computations, which have acquired
considerably more sophisticated constructions in
modern versions of string theory and QFT. One
immediate deficiency in the approach explained so
far is that not all anomalies are topological and so
even though the first Chern class of the determinant
line bundle may vanish, there may still be local and
global obstructions to the existence of a determi-
nant function with the correct symmetry properties.
To be more precise, one needs to say not just that a
trivialization of the determinant line bundle for-
mally exists, but to actually be able to construct a
specific preferred trivialization. For this more
refined objective, one needs to know more about
the differential geometry of the determinant line.
One approach is to fix a canonical choice of
connection and, if the determinant bundle is
topologically trivial, to construct a determinant
section (up to phase) using the parallel transport
of the connection.

The principal contribution to such a theory was
made in a remarkable four page paper by Quillen
(1985) in which using zeta-function regularization
he presented a construction of a metric and

connection on the determinant line bundle for a
family of @-operators over a Riemann surface
coupled to a holomorphic vector bundle. (This is
the first paper one should read on determinant line
bundles; Quillen’s motivation, in fact, did not come
from physics but from a problem in number
theory.)

To outline this construction, which was extended
to general families of Dirac-type operators in Bismut
and Freed (1986), first we recall that if � is
an invertible Laplacian-type second-order elliptic
differential operator acting on the space of sections
of a vector bundle over a compact manifold of
dimension n, then it has a spectrum consisting of
real discrete eigenvalues {�} forming an unbounded
subset of the positive real line. The zeta function
of � is defined in the complex half-plane Re(s) >
n=2 by

�ð�; sÞ ¼ tr ð��sÞ ¼
X
�

��s; ReðsÞ > n

2

and extends to a meromorphic function of s on the
whole complex plane. It turns out that the extension
has no pole at s = 0 and this means that we may
define the zeta-function regularized determinant of
� by

det�ð�Þ :¼ exp � d

dsjs¼0
�ð�; sÞ

� �
since (d=ds)js = 0�

s = log� this formally represents a
regularized product of the eigenvalues of �. A
metric is now defined on the determinant line
bundle DET(D) by defining the norm square of the
element det (Dx) 2 Det(Dx) by

k detðDxÞk2 :¼ det�ðD�xDxÞ

over the subset B0 of x 2 B where Dx is invertible.
Elsewhere in B, one includes a factor defined by the
induced L2 metric in the kernel and cokernel. See
Quillen (1985) and Bismut and Freed (1986) for full
details.

A connection is defined by similarly constructing
a regularized version of the connection we would
define if we were working with finite-rank bundles.
First, one includes in the data associated to the
fibration � : M�!B defining the family of opera-
tors D a splitting of the tangent bundle
TM = T(M=B)
 ��(TB). This assumption and the
Riemannian geometry of the fibration yield a
connection r(�) defined along the fibers of the
fibration. The connection form over B0 is then
defined by

!ðxÞ¼ tr �ðD�1
x rð�ÞDxÞ
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where the zeta-regularized trace tr � is defined on a
vertical bundle endomorphism-valued 1 form x 7!Ax

on M by

tr �ðAxÞ :¼ fps¼0tr ðAx D�xDx

� ��sÞjmer

where the superscript indicates we are considering the
meromorphically extended form, and fps = 0(G(s))
means the finite part of a meromorphic function G
on C; that is, the constant term in the Laurent
expansion of G(s) near s = 0.

A theorem of Bismut and Freed, generalizing
Quillen’s original computation, computes the curva-
ture �(DET(D)) of this connection to be the 2-form
component in the local Atiyah–Singer families index
density. This is a refined version of the topological
version of that theorem which we utilized earlier; it
expresses the characteristic classes on B in terms of
specific canonical differential forms constructed by
integrating, along the fibers of the fibration,
canonically defined vertical characteristic forms.
More precisely, they prove the formula (Bismut
and Freed 1986 and Berline et al. 1992)

�ðDETðDÞÞ ¼ ð2�iÞ�n=2
Z

M=B

bAðM=BÞchðEÞ
 !

½2�

½33�

where (�)[2] 2 �2(B) means the 2-form component
of a differential form � on B. Here bA(M=B) =
det1=2((RM=B=2)= sinh (RM=B=2)) is the verticalbA-genus differential form, while ch(E) is the vertical
Chern character form associated to the curvature
form of the bundle E.

This theory seems a long way from the classical
theory of stable characteristic classes and the
Fredholm determinant discussed in earlier sections.
There are, however, interesting parallels which
may guide the search for an understanding of the
geometry of families of elliptic operators, of which
determinants form a component. The prototypical
situation where determinants arise in the quantiza-
tion of gauge theory is the following. Consider the
infinite-dimensional affine space A of connections
on a complex vector bundle E with structure
group G sitting over Sn the n-sphere. The Lie
group G is assumed to be compact. For each
connection A 2 A, we consider a Dirac operator
DA : C1(Sn, Sþ � E)�!C1(Sn, S� � E), where E is
a Hermitian vector bundle coupled to the spinor
bundles S�. The group G of based gauge transfor-
mations acts on A and symmetry properties of
conservation laws lead one to be interested in
constructing a determinant function on the quo-
tient space A=G. More precisely, g 2 G transforms
DA to Dg.A and by equivariance the Quillen

determinant section pushes down to a section of
a reduced determinant line bundle over A=G. As
seen earlier, the topological obstruction to realiz-
ing this determinant section as a function on A=G
can be computed from the Atiyah–Singer index
theorem for families applied to the corresponding
index bundle Ind(DA=G) in the K(A=G) by picking
out the degree-2 component in H2(A=G) of the
Chern character ch(Ind(DA=G)). On the other hand,
it turns out that this characteristic class is the
transgression of the element of H1(G, Z) defined by
the zeta-determinant trace

�� :¼ tr� D�ADg:A

� ��1
dG D�ADg:A

� �� �
:¼ fps¼0tr D�ADg:A

� ��1
dG D�ADg:A

� �
D�ADg:A

� ��sÞjmer

which counts the winding number of the zeta
determinant G�!C� defined by det�(D

�
ADg.A). This

provides an interesting parallel of the classical
theory descr ibed in the section ‘‘The Fredho lm
determi nant.’’ For more details of this and more
advanced ideas take a look at Singer (1985). (A
similar parallel holds between the topological
derivation of the conformal anomaly outlined at
the beginning of this section and what it called the
Polyakov multiplicative anomaly formula for the
zeta determinant of the Laplacian with respect to
conformal changes in the metric on the surface.)

Aspects of more recent work in this direction have
been the extension of the theory to manifolds with
boundary, and how it encodes into the structures of
topological and conformal field theories, see Segal
(2004) and Mickelsson and Scott (2001), and more
generally into M-theory (Freed and Moore 2004).

See also: Anomalies; Feynman Path Integrals;
Index Theorems; Regularization for Dynamical
�-Functions.
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Introduction

A classic question in probability theory, studied by
M Kac, S O Rice, and many others, is to find the
expected number and distribution of zeros or critical
points of a random polynomial. The same question
can be asked for random holomorphic functions or
sections of bundles, and are the subject of ‘‘random
algebraic geometry.’’

While this theory has many physical applications,
in this article we focus on a variation on a standard
question in the theory of disordered systems. This
is to find the expected distribution of minima of
a potential function randomly chosen from an
ensemble, which might be chosen to model a crystal
with impurities, a spin glass, or another disordered
system. Now whereas standard potentials are real-
valued functions, analogous functions in supersym-
metric theories, such as the superpotential and
the central charge, are holomorphic sections of a
line bundle. Thus, one is interested in finding the
distribution of critical points of a randomly chosen
holomorphic section.

Two related and much-studied problems of this
type are (1) the problem of finding attractor points
in the sense of Ferrara, Kallosh, and Strominger, and
(2) the problem of finding flux vacua as posed by
Giddings, Kachru, and Polchinski. These problems
involve a good deal of fascinating mathematics and
are good illustrations of the general theory.

A note on general references for further reading on
the subject of this article is in order. For background
on random algebraic geometry and some of its other
applications, as well as references in the text not
listed here, consult Edelman and Kostlan (1995) and
Zelditch (2001). The attractor problem is discussed in
Ferrara et al. (1995) and Moore (2004), while IIb flux
vacua were introduced in Giddings et al. (2002).
Background on Calabi–Yau manifolds can be found in
Cox and Katz (1999) and Gross et al. (2003).

Elementary Random Algebraic Geometry

Let us introduce this subject with the problem of
finding the expected distribution of zeros of a
random polynomial,

f ðzÞ ¼ c0 þ c1zþ � � � þ cNzN

We define a random polynomial to be a probability
measure on a space of polynomials. A natural choice
might be independent Gaussian measures on the
coefficients,

d� ½f � ¼ d�½c0; . . . ; cN� ¼
YN
i¼0

d2ci
�i

2�
e�jcij2=2�2

i ½1�

We still need to choose the variances. At first the
most natural choice would seem to be equal
variance for each coefficient, say �i = 1=2. We can
characterize this ensemble by its two-point
function,

Gðz1; �z2Þ � E½ f ðz1Þf �ð�z2Þ�

¼
Z

d�½ f � f ðz1Þf �ð�z2Þ

¼
XN
n¼0

ðz1�z2Þn

¼ 1� zNþ1
1 �zNþ1

2

1� z1�z2

We now define d�0(z) to be a measure with unit
weight at each solution of f (z) = 0, such that its
integral over a region in C counts the expected
number of zeros in that region. It can be written in
terms of the standard Dirac delta function, by
multiplication by a Jacobian factor,

d�0ðzÞ ¼ E½�ð2Þðf ðzÞÞ@f ðzÞ �@f �ð�zÞ� ½2�

To compute this expectation value, we introduce a
constrained two-point function,

Gf ðzÞ¼0ðz1, �z2Þ ¼
E½�ð2Þðf ðzÞÞ f ðz1Þ f �ð�z2Þ�

E½�ð2Þðf ðzÞÞ�

It could be explicitly computed by using the
constraint f (z) = 0 to solve for a coefficient ci in



the Gaussian integral, that is, projecting on the
linear subspace 0 =

P
ciz

i. The result, in terms of
G(z1, �z2), is

E½�ð2Þðf ðzÞÞ� ¼ 1

�Gðz;�zÞ

Gf ðzÞ¼0ðz1;�z2Þ¼Gðz1;�z2Þ �
Gðz1;�zÞGðz;�z2Þ

Gðz;�zÞ

as can be verified by considering

E½�ð2Þðf ðzÞÞ f ðzÞf �ð�z2Þ� / Gf ðzÞ¼0ðz;�z2Þ

¼ Gðz;�z2Þ �
Gðz;�zÞGðz;�z2Þ

Gðz;�zÞ ¼ 0

Using this, eqn [2] can be evaluated by taking
derivatives:

d�0ðzÞ ¼
1

Gðz;�zÞ lim
z1;z2!z

D1
�D2Gzðz1;�z2Þ

¼ 1

�
@ �@ log Gðz;�zÞ

For the constant variance ensemble eqn [2],

d�0ðzÞ ¼
d2z

�

1

ð1� z�zÞ2
� ðN þ 1Þ2ðz�zÞN

ð1� ðz�zÞNþ1Þ2

 !
½3�

We see that as N !1, the zeros concentrate on the
unit circle jzj= 1 (Hammersley 1954).

A similar formula can be derived for the distribu-
tion of roots of a real polynomial on the real axis,
using d�(t) = E[�(f (t))jdf=dtj]. One obtains (Kac
1943):

d�r
0ðtÞ ¼

dt

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ð1� t2Þ2
� ðN þ 1Þ2t2N

ð1� t2Nþ2Þ2

s
Integrating, one finds the expected number of real
zeros of a degree N random real polynomial is EN �
(2=�) log N, and as N !1 the zeros are concen-
trated at t = �1.

While concentration of measure is a fairly
generic property for random polynomials, it is by
no means universal. Let us consider another
Gaussian ensemble, with variance �n = N!=n!
(N � n)!. This choice leads to a particularly simple
two-point function,

Gðz;�zÞ ¼ ð1þ z�zÞN ½4�

and the distribution of zeros

d�0 ¼
1

�
@ �@ log G ¼ N d2z

�ð1þ z�zÞ2
½5�

Rather than concentrate the zeros, in this ensemble
zeros are uniformly distributed according to the

volume of the Fubini–Study (SU(2)-invariant) Kähler
metric

! ¼ @ �@K; K ¼ logð1þ z�zÞ

on complex projective space CP1.
We can better understand the different behaviors

in our two examples by focusing on a Hermitian
inner product (f , g) on function space, associated to
the measure eqn [1] by the formal expression

d�½f � ¼ ½Df � e�ðf; f Þ

In making this precise, let us generalize a bit further
and allow f to be a holomorphic section of a line
bundle L, say O(N) over CP1 in our examples. We
then choose an orthonormal basis of sections
(si, sj) = �ij, and write

f �
X

i

cisi ½6�

and

d�½f � ¼ 1

ð2�ÞN
YN
i¼1

d2ci e�jcij2=2

We can then compute the two-point function

Gðz1;�z2Þ � E½sðz1Þs�ð�z2Þ� ¼
XN
i¼1

siðz1Þs�i ð�z2Þ ½7�

and proceed as before.
In these terms, the simplest way to describe the

measure for our first example is that it follows from
the inner product on the unit circle,

ðf ; gÞ ¼
I
jzj¼1

dz

2�z
f �ðzÞgðzÞ

Thus, we might suspect that this has something to
do with the concentration of eqn [3] on the unit
circle. Indeed, this idea is made precise and general-
ized in Shiffman and Zelditch (2003).

Our second example belongs to a class of problems
in which M is compact and L positive. In this case,
the space H0(M,L) of holomorphic sections is finite
dimensional, so we can take the basis to consist of all
sections. Then, if M is in addition Kähler, we can
derive all the other data from a choice of Hermitian
metric h(f , g) on L. In particular, this determines a
Kähler form ! as the curvature of the metric
compatible connection, and thus a volume form
Vol! =!n=n!. We then define the inner product to be

ðf; gÞ ¼
Z
M

Vol ! hðf; gÞ

Thus, the measure equation [1] and the final distribu-
tion equation [2] are entirely determined by h. In
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these terms, the underlying reason for the simplicity of
eqn [5] is that we started with the SU(2)-invariant
metric h, so the final distribution must be invariant
as well. More generally, eqn [7] is a Szegö kernel.
Taking L=L	N

1 for N large, this has a known
asymptotic expansion, enabling a rather complete
treatment (Zelditch 2001).

Our two examples also make the larger point that
a wide variety of distributions are possible. Thus, to
get convincing results, we must put in some informa-
tion about the ensemble of random polynomials or
sections which appear in the problem at hand.

The basic computation we just discussed can be
vastly generalized to multiple variables, multipoint
correlation functions, many different ensembles, and
different counting problems. We will discuss the
distribution of critical points of holomorphic
sections below.

The Attractor Problem

We now turn to our physical problems. Both are
posed in the context of compactification of the type
IIb superstring theory on a Calabi–Yau 3-fold M.
This leads to a four-dimensional effective field
theory with N = 2 supersymmetry, determined by
the geometry of M.

Let us begin by stating the attractor problem
mathematically, and afterwards give its physical
background. We begin by reviewing a bit of the
theory of Calabi–Yau manifolds. By Yau’s proof of
the Calabi conjecture, the moduli space of Ricci-flat
metrics on M is determined by a choice of complex
structure on M, denote this J, and a choice of Kähler
class. Using deformation theory, it can be shown
that the moduli space of complex structures, denote
this Mc(M), is locally a complex manifold of
dimension h2, 1(M). A point J in Mc(M) picks out a
holomorphic 3-form �J 2 H3, 0(M, C), unique up to
an overall choice of normalization. The converse is
also true; this can be made precise by defining the
period map Mc(M)! P(H3(M, Z)	C) to be the
class of � in H3(M, Z)	C up to projective
equivalence. One can prove that the period map is
injective (the Torelli theorem), locally in general and
globally in certain cases such as the quintic in CP4.

Now, the data for the attractor problem is a charge,
a class � 2 H3(M, Z). An attractor point for � is then
a complex structure J on M such that

� 2 H3;0
J ðM;CÞ 
H0;3

J ðM;CÞ ½8�

This amounts to h2, 1 complex conditions on the h2, 1

complex structure moduli, so picks out isolated
points in Mc(M), the attractor points.

There are many mathematical and physical ques-
tions one can ask about attractor points, and it
would be very interesting to have a general method
to find them. As emphasized by G Moore, this is one
of the simplest problems arising from string theory
in which integrality (here due to charge quantiza-
tion) plays a central role, and thus it provides a
natural point of contact between string theory and
number theory. For example, one might suspect that
attractor Calabi–Yau’s are arithmetic, that is, are
projective varieties whose defining equations live in
an algebraic number field. This can be shown to
always be true for K3� T2, and there are
conjectures about when this is true more generally
(Moore 2004).

A simpler problem is to characterize the distribu-
tion of attractor points in Mc(M). As these are
infinite in number, one must introduce some
control parameter. While the first idea which
might come to mind is to bound the magnitude of
�, since the intersection form on H3(M, Z) is
antisymmetric, there is no natural way to do this.
A better way to get a finite set is to bound the
period of �, and consider the attractor points
satisfying

Z2
max � jZð�; zÞj2 �

j
R

M � ^ �j2R
M � ^ ��

½9�

As an example of the type of result we will discuss
below, one can show that for large Zmax, the density
of such attractor points asymptotically approaches
the Weil–Peterson volume form on Mc.

We now briefly review the origins of this problem,
in the physics of 1/2 BPS (Bogomoln’yi–Prasad–
Sommerfield) black holes in N = 2 supergravity. We
begin by introducing local complex coordinates zi

on Mc(M). Physically, these can be thought of as
massless complex scalar fields. These sit in vector
multiplets of N = 2 supersymmetry, so there must be
h2, 1(M) vector potentials to serve as their bosonic
partners under supersymmetry. These appear
because the massless modes of the type IIb string
include various higher rank-p form gauge potentials,
in particular a self-dual 4-form which we denote C.
Self-duality means that dC = � dC up to nonlinear
terms, where � is the Hodge star operator in ten
dimensions. Now, Kaluza–Klein reduction of this
4-form potential produces b3(M) 1-form vector
potentials AI in four dimensions. Given an explicit
basis of 3-forms !I for H3(M, R) \H3(M, Z), this
follows from the decomposition

C ¼
Xb3

I¼1

AI ^ !I þmassive modes
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However, because of the self-duality relation, only
half of these vector potentials are independent; the
other half are determined in terms of them by four-
dimensional electric–magnetic duality. Explicitly,
given the intersection form �ij on H3 	H3, we have

dAi ¼ �ij �4 dAj ½10�

where �4 denotes the Hodge star in d = 4. Thus we
have h2, 1 þ 1 independent vector potentials. One of
these sits in the N = 2 supergravity multiplet, and
the rest are the correct number to pair with the
complex structure moduli. We now consider 1/2 BPS
black hole solutions of this four-dimensional N = 2
theory. Choosing any S2 which surrounds the
horizon, we can define the charge � as the class in
H3(M, Z) which reproduces the corresponding mag-
netic charges

Qi ¼
1

2�

Z
S2

dAi �
Z

M

!i ^ �

Using eqn [10], this includes all charges.
One can show that the mass M of any charged

object in supergravity satisfies a BPS bound,

M2 � jZð�; zÞj2 ½11�

The quantity jZ(�; z)j2, defined in eqn [9], depends
explicitly on �, and implicitly on the complex
structure moduli z through �. A 1/2 BPS solution
by definition saturates this bound.

We now explain the ‘‘attractor paradox.’’
According to Bekenstein and Hawking, the entropy
of any black hole is proportional to the area of its
event horizon. This area can be found by finding
the black hole as an explicit solution of four-
dimensional supergravity, which clearly depends on
the charge �. In fact, we must fix boundary
conditions for all the fields at infinity, in particular
the complex structure moduli, to get a particular
black hole solution. Now, normally varying the
boundary conditions varies all the data of a
solution in a continuous way. On the other hand,
if the entropy has any microscopic interpretation as
the logarithm of the number of quantum states of
the black hole, one would expect eS to be integrally
quantized. Thus, it must remain fixed as the
boundary conditions on complex structure moduli
are varied, in contradiction with naive expectations
for the area of the horizon, and seemingly contra-
dicting Bekenstein and Hawking.

The resolution of this paradox is the attractor
mechanism. Let us work in coordinates for which
the four-dimensional metric takes the form

ds2 ¼ �f ðrÞ dt2 þ dr2þ AðrÞ
4�

d�2
S2

With some work, one can see that in the 1/2 BPS
case, the equations of motion imply that as r
decreases, the complex structure moduli z follow
gradient flow with respect to jZ(�, z)j2 in eqn [11],
and the area A(r) of an S2 at radius r decreases.
Finally, at the horizon, z reaches a value z� at which
jZ(�, z�)j2 is a local minimum, and the area of
the event horizon is A = 4�jZ(�, z�)j2. Since z� is
determined by minimization, this area will not
change under small variations of the initial z,
resolving the paradox.

A little algebra shows that the problem of finding
nonzero critical points of jZ(�, z)j2 is equivalent to
that of finding critical points DiZ = 0 of the period
associated to �,

Z ¼
Z

M

� ^ � ½12�

usually called the central charge, with respect to the
covariant derivative

Di Z ¼ @i Zþ ð@i KÞZ ½13�

Here

e�K�
Z

� ^ �� ½14�

The mathematical significance of this rephrasing is
that K is a Kähler potential for the Weil–Peterson
Kähler metric on Mc(M), with Kähler form
!= @ �@K, and eqn [13] is the unique connection on
H(3, 0)(M, C) regarded as a line bundle over Mc(M),
whose curvature is �!. These facts can be used to
show that Di� provides a basis for H(2, 1)(M, C), so
that the critical point condition forces the projection
of � on H(2, 1) to vanish. This justifies our original
definition eqn [8].

Flux Vacua in IIb String Theory

We will not describe our second problem in as much
detail, but just give the analogous final formulation.
In this problem, a ‘‘choice of flux’’ is a pair of
elements of H3(M, Z), or equivalently a single
element

F 2 H3ðM;Z
 �ZÞ ½15�

where � 2 H � {� 2 CjIm� > 0} is the so-called
‘‘dilaton-axion.’’

A flux vacuum is then a choice of complex
structure J and � for which

F 2 H3;0
J ðM;CÞ 
H1;2

J ðM;CÞ ½16�

Now we have h2, 1 þ h0, 3 = h2, 1 þ 1 complex condi-
tions on the joint choice of h2, 1 complex structure
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moduli and � , so this condition also picks out
special points, now in Mc �H.

The critical point formulation of this problem is
that of finding critical points of

W ¼
Z

� ^ F ½17�

under the covariant derivatives eqn [13] and

D�W ¼ @�W þ ð@�WÞZ

with K the sum of eqn [14] and the Kähler potential
�log Im� for the metric on the upper half-plane of
constant curvature �1.

This is a sort of complexified version of the
previous problem and arises naturally in IIb com-
pactification by postulating a nonzero value F for a
certain 3-form gauge field strength, the flux. The
quantity eqn [17] is the superpotential of the
resulting N = 1 supergravity theory, and it is a
standard fact in this context that supersymmetric
vacua (critical points of the effective potential) are
critical points of W in the sense we just stated.

We can again pose the question of finding the
distribution of flux vacua in Mc(M)�H. Besides
jWj2, which physically is one of the contributions to
the vacuum energy, we can also use the ‘‘length of
the flux’’

L ¼ 1

Im�

Z
Re F ^ Im F ½18�

as a control parameter, and count flux vacua for
which L 
 Lmax. In fact, this parameter arises
naturally in the actual IIb problem, as the ‘‘orienti-
fold three-plane charge.’’

What makes this problem particularly interesting
physically is that it (and its analogs in other string
theories) may bear on the solution of the cosmolo-
gical constant problem. This begins with Einstein’s
famous observation that the equations of general
relativity admit a one-parameter generalization,

R�	 � 1
2g�	R ¼ 8�T�	 þ �g�	

Physically, the cosmological constant � is the
vacuum energy, which in our flux problem takes
the form � = � � � �3jWj2 (the other terms are
inessential for us here).

Cosmological observations tell us that � is very small,
of the same order as the energy of matter in the present
era, about 10�122M4

Planck in Planck units. However, in a
generic theory of quantum gravity, including string
theory, quantum effects are expected to produce a large
vacuum energy, a priori of order M4

Planck. Finding an
explanation for why the theory of our universe is in this
sense nongeneric is the cosmological constant problem.

One of the standard solutions of this problem is
the ‘‘anthropic solution,’’ initiated in work of
Weinberg and others, and discussed in string theory
in Bousso and Polchinski (2000). Suppose that we
are discussing a theory with a large number of
vacuum states, all of which are otherwise candidates
to describe our universe, but which differ in �. If the
number of these vacuum states were sufficiently
large, the claim that a few of these states realize a
small � would not be surprising. But one might still
feel a need to explain why our universe is a vacuum
with small �, and not one of the multitude with
large �.

The anthropic argument is that, according to
accepted models for early cosmology, if the value of
j�j were even 100 times larger than what is
observed, galaxies and stars could not form. Thus,
the known laws of physics guarantee that we will
observe a universe with � within this bound; it is
irrelevant whether other possible vacuum states
‘‘exist’’ in any sense.

While such anthropic arguments are controversial,
one can avoid them in this case by simply asking
whether or not any vacuum state fits the observed
value of �. Given a precise definition of vacuum
state, this is a question of mathematics. Still,
answering it for any given vacuum state is extremely
difficult, as it would require computing � to 10�122

precision. But it is not out of reach to argue that out
of a large number of vacua, some of them are
expected to realize small �. For example, if we
could show that the number of otherwise physically
acceptable vacua was larger than 10122, and that the
distribution of � among these was approximately
uniform over the range (�M4

Planck, M4
Planck), we would

have made a good case for this expectation. This style
of reasoning can be vastly generalized and, given
favorable assumptions about the number of vacua in
a theory, could lead to falsifiable predictions inde-
pendent of any a priori assumptions about the choice
of vacuum state (Douglas 2003).

Asymptotic Counting Formulas

We have just defined two classes of physically
preferred points in the complex structure moduli
space of Calabi–Yau 3-folds, the attractor points
and the flux vacua. Both have simple definitions in
terms of Hodge structure, eqn [8] and eqn [16], and
both are also critical points of integral periods of the
holomorphic 3-form.

This second phrasing of the problem suggests the
following language. We define a random period of
the holomorphic 3-form to be the period for a
randomly chosen cycle in H3(M, Z) of the types we
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just discussed (real or complex, and with the
appropriate control parameters). We are then inter-
ested in the expected distribution of critical points
for a random period. This brings our problem into
the framework of random algebraic geometry.
Before proceeding to use this framework, let us
first point out some differences with the toy
problems we discussed. First, while eqn [12] and
eqn [17] are sums of the form eqn [6], we take not
an orthonormal basis but instead a basis si of
integral periods of �. Second, the coefficients ci are
not normally distributed but instead drawn from a
discrete uniform distribution, that is, correspond to
a choice of � in H3(M, Z) or F as in eqn [15],
satisfying the bounds on jZj or L. Finally, we do not
normalize the distribution (which is thus not a
probability measure) but instead take each choice
with unit weight.

These choices can of course be modified, but are
made in order to answer the question, ‘‘how many
attractor points (or flux vacua) sit within a specified
region of moduli space?’’ The answer we will get is a
density �(Zmax) or �(Lmax) on moduli space, such
that as the control parameter becomes large, the
number of critical points within a region R
asymptotes to

NðR; ZmaxÞ �
Z

R

�ðZmaxÞ

The key observation is that to get such asympto-
tics, we can start with a Gaussian random
element s of H3(M, R) or H3(M, C). In other
words, we neglect the integral quantization of
the charge or flux. Intuitively, this might be
expected to make little difference in the limit
that the charge or flux is large, and in fact one
can prove that this simplification reproduces the
leading large L or jZj asymptotics for the density
of critical points, using standard ideas in lattice
point counting.

This justifies starting with a two-point function
like eqn [7]. While the integral periods si of � can
be computed in principle (and have been in many
examples) by solving a system of linear PDEs, the
Picard–Fuchs equations, it turns out that one does
not need such detailed results. Rather, one can
use the following ansatz for the two-point
function,

Gðz1;�z2Þ ¼
Xb3

I¼1

�IJsIðz1Þs�J ð�z2Þ

¼
Z

M

�ðz1Þ ^ ��ð�z2Þ

¼ exp�Kðz1;�z2Þ

In words, the two-point function is the formal
continuation of the Kähler potential on Mc(M) to
independent holomorphic and antiholomorphic
variables. This incorporates the quadratic form
appearing in eqn [18] and can be used to count
sections with such a bound.

We can now follow the same strategy as before,
by introducing an expected density of critical
points,

d�ðzÞ ¼ E½�ðnÞðDisðzÞÞ�ðnÞð �Di�sð�zÞÞ j det
1
i;j
2n

Hijj� ½19�

where the ‘‘complex Hessian’’ H is the 2n� 2n
matrix of second derivatives

H � @i
�D�j�sðzÞ @iDjsðzÞ

�@�i
�D�j�sðzÞ �@�iDjsðzÞ

 !
½20�

(note that @Ds = DDs at a critical point). One can
then compute this density along the same lines.
The holomorphy of s implies that @i

�D�js =!i�js,
which is one simplification. Other geometric
simplifications follow from the fact that eqn [19]
depends only on s and a finite number of its
derivatives at the point z.

For the attractor problem, using the identity

DiDjs ¼ F ijk!
k�k �D�ks ¼ 0

from special geometry of Calabi–Yau 3-folds, the
Hessian becomes trivial, and detH = jsj2n. One thus
finds (Denef and Douglas 2004) that the asymptotic
density of attractor points with large jZj 
 Zmax in a
region R is

NðR; jZj 
 ZmaxÞ �
2nþ1

ðnþ 1Þ�n
Znþ1

max � volðRÞ

where vol(R) =
R

R !
n=n! is the volume of R in the

Weil–Peterson metric. The total volume is known to
be finite for Calabi–Yau 3-fold moduli spaces, and
thus so is the number of attractor points under this
bound.

The flux vacuum problem is complicated by the
fact that DDs is nonzero and thus the determinant
of the Hessian does not take a definite sign, and
implementing the absolute value in eqn [19] is
nontrivial. The result (Douglas, et al. 2004) is

�ðzÞ � 1

b3!
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det �ðzÞ

p Z
HðzÞ�C

j detðHH� � jxj2 � 1Þj

� eHt�ðzÞ�1H�jxj2dH dx

where H(z) is the subspace of Hessian matrices eqn
[20] obtainable from periods at the point z, and �(z)
is a covariance matrix computable from the period
data.
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A simpler lower bound for the number of
solutions can be obtained by instead computing the
index density

�IðzÞ ¼ E
h
�ðnÞðDisÞ�ðnÞð �Di�sÞ det

1
i;j
2n

Hij

i
½21�

so-called because it weighs the vacua with a Morse–
Witten sign factor. This admits a simple explicit
formula (Ashok and Douglas 2004),

IvacðR;L 
 LmaxÞ

� ð2�LmaxÞb3

�nþ1b3!

Z
R

detðR þ ! � 1Þ ½22�

where R is the (nþ 1)� (nþ 1)-dimensional matrix
of curvature 2-forms for the Weil–Peterson metric.

One might have guessed this density by the
following reasoning. If s had been a single-valued
section on a compact Mc (it is not), topological
arguments determine the total index to be [cnþ1(L 	
T�M)], and this is the simplest density constructed
solely from the metric and curvatures in the same
cohomology class.

It is not in general known whether this integral over
Calabi–Yau moduli space is finite, though this is true
in examples studied so far. One can also control jWj2
as well as other observables, and one finds that the
distribution of jWj2 among flux vacua is to a good
approximation uniform. Considering explicit exam-
ples, the prefactor in eqn [22] is of order 10100�10300,
so assuming that this factor dominates the integral, we
have justified the Bousso–Polchinski solution to the
cosmological constant problem in these models.

The finite L corrections to these formulas can be
estimated using van der Corput techniques, and are
suppressed by better than the naive L�1=2 or jZj�1 one
might have expected. However the asymptotic for-
mulas for the numbers of flux vacuum break down in
certain limits of moduli space, such as the large
complex structure limit. This is because eqn [18]
is an indefinite quadratic form, and the fact that
it bounds the number of solutions at all is somewhat
subtle. These points are discussed at length in
(Douglas et al. 2005).

Similar results have been obtained for a wide
variety of flux vacuum counting problems, with
constraints on the value of the effective potential at
the minimum, on the masses of scalar fields, on
scales of supersymmetry breaking, and so on. And in
principle, this is just the tip of an iceberg, as the

study of more or less any class of superstring vacua
leads to similar questions of counting and distribu-
tion, less well understood at present. Some of these
are discussed in Douglas (2003), Acharya et al.
(2005), Denef and Douglas (2005), Blumenhagen
et al. (2005).

See also: Black Hole Mechanics; Chaos and Attractors;
Compactification of Superstring Theory; Supergravity.
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Introduction

The concept of random dynamical system is a
comparatively recent development combining ideas
and methods from the well-developed areas of
probability theory and dynamical systems.

Let us consider a mathematical model of some
physical process given by the iterates Tk

0 =T0� � � �k �T0,
k� 1, of a smooth transformation T0 :M

’

of a
manifold into itself. A realization of the process
with initial condition x0 is modeled by the sequence
(Tk

0 (x0))k�1, the orbit of x0.
Due to our inaccurate knowledge of the particular

physical system or due to computational or theore-
tical limitations (e.g., lack of sufficient computa-
tional power, inefficient algorithms, or insufficiently
developed mathematical or physical theory), the
mathematical models never correspond exactly to
the phenomenon they are meant to model. More-
over, when considering practical systems, we cannot
avoid either external noise or measurement or
inaccuracy errors, so every realistic mathematical
model should allow for small errors along orbits not
to disturb the long-term behavior too much. To be
able to cope with unavoidable uncertainty about the
‘‘correct’’ parameter values, observed initial states
and even the specific mathematical formulation
involved, let randomness be embedded within the
model to begin with.

This article presents the most basic classes of
models, defines the general concept, and presents
some developments and examples of applications.

Dynamics with Noise

To model random perturbations of a transformation
T0, we may consider a transition from the
image T0(x) to some point according to a given
probability law, obtaining a Markov chain, or, if T0

depends on a parameter p, we may choose p at
random at each iteration, which also can be seen as
a Markov chain but whose transitions are strongly
correlated.

Random Noise

Given T0 : M

’

and a family {p(� j x) : x 2M} of
probability measures on M such that the support of
p(� j x) is close to T0(x), the random orbits are

sequences (xk)k�1 where each xkþ1 is a random
variable with law p(� j xk). This is a Markov
chain with state space M and transition probabilities
{p(� j x)}x2M. To extend the concept of invariant
measure of a transformation to this setting, a
probability measure � is said to be ‘‘stationary’’ if
�(A) =

R
p(A j x) d�(x) for every measurable (Borel)

subset A. This can be conveniently translated by
saying that the skew-product measure �� pN on
M�MN given by

dð�� pNÞðx0; x1; . . . ; xn; . . .Þ
¼ d�ðx0Þpðdx1 j x0Þ � � � pðdxnþ1 j xnÞ � � �

is invariant by the shift map S : M�MN ’

on the
space of orbits. Hence, we may use the ergodic
theorem and get that time averages of all continuous
observables ’ : M! R, that is, writing x = (xk)k�0

and

~’ðxÞ ¼ lim
n!þ1

1

n

Xn�1

k¼0

’ðxkÞ

¼ lim
n!þ1

1

n

Xn�1

k¼0

’ð�0ðSkðxÞÞÞ

exist for �� pN-almost all sequences x, where
�0 : M�MN !M is the natural projection on the
first coordinate. It is well known that stationary
measures always exist if the transition probabilities
p(� j x) depend continuously on x.

A function ’ : M! R is invariant if ’(x) =R
’(z)p(dz j x) for �-almost every x. We then say

that � is ergodic if every invariant function is
constant �-almost everywhere. Using the ergodic
theorem again, if � is ergodic, then ~’=

R
’ d�,

�-almost everywhere.
Stationary measures are the building blocks for

more sophisticated analysis involving, for example,
asymptotic sojourn times, Lyapunov exponents, decay
of correlations, entropy and/or dimensions, exit/
entrance times from/to subsets of M, to name just a
few frequent notions of dynamical and probabilistic/
statistical nature.

Example 1 (Random jumps). Given � > 0 and
T0 : M!M, let us define

p�ðA j xÞ ¼ mðA \ BðT0ðxÞ; �ÞÞ
mðBðT0ðxÞ; �ÞÞ

where m denotes some choice of Riemannian
volume form on M. Then p�; (� j x) is the normalized
volume restricted to the �-neighborhood of T0(x).
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This defines a family of transition probabilities
allowing the points to ‘‘jump’’ from T0(x) to any
point in the �-neighborhood of T0(x) following a
uniform distribution law.

Random Maps

Alternatively, we may choose maps T1, T2, . . . , Tk

independently at random near T0 according to a
probability law � on the space T(M) of maps, whose
support is close to T0 in some topology, and
consider sequences xk = Tk � � � � � T1(x0) obtained
through random iteration, k � 1, x0 2M.

This is again a Markov chain whose transition
probabilities are given for any x 2M by

pðA j xÞ ¼ � fT 2 TðMÞ: TðxÞ 2 Agð Þ

so this model may be reduced to the first one.
However, in the random-maps setting, we may
associate, with each random orbit, a sequence of
maps which are iterated, enabling us to use ‘‘robust
properties’’ of the transformation T0 (i.e., properties
which are known to hold for T0 and for every
nearby map T) to derive properties of the random
orbits.

Under some regularity conditions on the map
x 7! p(A j x) for every Borel subset A, it is possible
to represent random noise by random maps on
suitably chosen spaces of transformations. In fact,
the transition probability measures obtained in the
random-maps setting exhibit strong spatial correla-
tion: p( � j x) is close to p( � j y) as x is near y.

If we have a parametrized family T :U �M!M
of maps, we can specify the law � by giving a
probability � on U. Then with every sequence
T1, . . . , Tk, . . . of maps of the given family, we
associate a sequence !1, . . . ,!k, . . . of parameters in
U since

Tk � � � � � T1 ¼ T!k
� � � � � T!1

¼ Tk
!1;...;!k

for all k � 1, where we write T!(x) = T(!, x). In this
setting, the shift map S becomes a skew-product
transformation

S : M� UN ’ ðx; !Þ 7! T!1
ðxÞ; �ð!Þð Þ

to which many of the standard methods of dynami-
cal systems and ergodic theory can be applied,
yielding stronger results that can be interpreted in
random terms.

Example 2 (Parametric noise). Let T : P�M!M
be a smooth map where P, M are finite-dimensional
Riemannian manifolds. We fix p0 2 P, denote by m
some choice of Riemannian volume form on P, set

Tw(x) = T(w, x), and for every � > 0 write
�� = (m(B(p0, �))�1� (m jB(p0, �)), the normalized
restriction of m to the �-neighborhood of p0. Then
(Tw)w2P, together with ��, defines a random pertur-
bation of Tp0

, for every small enough � > 0.

Example 3 (Global additive perturbations). Let M
be a homogeneous space, that is, a compact
connected Lie group admitting an invariant
Riemannian metric. Fixing a neighborhood U of
the identity e 2M, we can define a map T : U �
M!M, (u, x) 7!Lu(T0(x)), where Lu(x) = u � x is
the left translation associated with u 2M. The
invariance of the metric means that left (and also
right) translations are isometries, hence fixing u 2 U
and taking any (x, v) 2 TM, we get

kDTuðxÞ � vk ¼ kDLuðT0ðxÞÞðDT0ðxÞ � vÞk
¼ kDT0ðxÞ � vk

In the particular case of M = Td, the d-dimensional
torus, we have Tu(x) = T0(x)þ u, and this simplest
case suggests the name ‘‘additive random pertur-
bations’’ for random perturbations defined using
families of maps of this type.

For the probability measure on U, we may
take ��, any probability measure supported in the
�-neighborhood of e and absolutely continuous
with respect to the Riemannian metric on M, for
any � > 0 small enough.

Example 4 (Local additive perturbations). If
M = Rd and U0 is a bounded open subset of M
strictly invariant under a diffeomorphism T0, that is,
closure (T0(U0)) � U0, then we can define an
isometric random perturbation setting:

(i) V = T0(U0) (so that closure (V) = closure
(T0(U0)) � U0);

(ii) G ’ Rd the group of translations of Rd; and
(iii) V a small enough neighborhood of 0 in G.

Then for v 2 V and x 2 V, we set Tv(x) = xþ v, with
the standard notation for vector addition, and
clearly Tv is an isometry. For ��, we may take any
probability measure on the �-neighborhood of 0,
supported in V and absolutely continuous with
respect to the volume in Rd, for every small enough
� > 0.

Random Perturbations of Flows

In the continuous-time case, the basic model to start
with is an ordinary differential equation
dXt = f (t, Xt)dt, where f : [0,þ1)! X (M) and
X (M) is the family of vector fields in M. We
embed randomness in the differential equation
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basically through ‘‘diffusion,’’ the perturbation is
given by white noise or Brownian motion ‘‘added’’
to the ordinary solution.

In this setting, assuming for simplicity that
M = Rn, the random orbits are solutions of stochas-
tic differential equations

dXt ¼ f ðt;XtÞdt þ � � �ðt;XtÞdWt;

0 � t � T; X0 ¼ Z

where Z is a random variable, �, T > 0 and both
f : [0, T]� Rn ! Rn and � : [0, T]� Rn ! L(Rk, Rn)
are measurable functions. The space of linear maps
Rk ! Rn is written on L(Rk, Rn) and Wt is the
white-noise process on Rk. The solution of this
equation is a stochastic process:

X : R � �!M ðt; !Þ 7!Xtð!Þ

for some (abstract) probability space �, given by

Xt ¼ Zþ
Z T

0

f ðs;XsÞdsþ
Z T

0

� � �ðs;XsÞdWs

where the last term is a stochastic integral in the
sense of Itô. Under reasonable conditions on f and �,
there exists a unique solution with continuous paths,
that is,

½0;þ1Þ 3 t 7! Xtð!Þ

is continuous for almost all ! 2 � (in general these
paths are nowhere differentiable).

Setting Z = �x0
, the probability measure concen-

trated on the point x0, the initial point of the path is
x0 with probability 1. We write Xt(!)x0 for paths of
this type. Hence, x 7! Xt(!)x defines a map
Xt(!) : M

’

which can be shown to be a home-
omorphism and even diffeomorphisms under suit-
able conditions on f and �. These maps satisfy a
cocycle property

X0ð!Þ ¼ IdM ðidentity map of MÞ
Xtþsð!Þ ¼ Xtð�ðsÞð!ÞÞ �Xsð!Þ

for s, t � 0 and ! 2 �, for a family of measure-
preserving transformations �(s) : (�, P)

’

on a
suitably chosen probability space (�, P). This
enables us to write the solution of this kind of
equations also as a skew product.

The Abstract Framework

The illustrative particular cases presented can all be
written in skew-product form as follows.

Let (�, P) be a given probability space, which will
be the model for the noise, and let T be time, which
usually means Zþ, Z (discrete, resp. invertible
system) or Rþ, R (continuous, resp. invertible

system). A random dynamical system is a skew
product

St : ��M

’

; ð!; xÞ 7! ð�ðtÞð!Þ; ’ðt; !ÞðxÞÞ

for all t 2 T, where � : T� �! � is a family
of measure-preserving maps �(t) : (�, P)

’

and
’ : T� ��M!M is a family of maps
’(t, !) : M

’

satisfying the cocycle property: for
s, t 2 T, ! 2 �,

’ð0; !Þ ¼ IdM

’ðt þ s; !Þ ¼ ’ðt; �ðsÞð!ÞÞ � ’ðs; !Þ

In this general setting an invariant measure for the
random dynamical system is any probability mea-
sure � on ��M which is St-invariant for all t 2 T
and whose marginal is P, that is, �(S�1

t (U)) =�(U)
and �(��1

� (U)) = P(U) for every measurable U �
��M, respectively, with �� : ��M! � the nat-
ural projection.

Example 5 In the setting of the previous examples
of random perturbations of maps, the product
measure 	= P� � on ��M, with � =UN, P = �N

�

and � any stationary measure, is clearly invariant.
However, not all invariant measures are product
measures of this type.

Naturally an invariant measure is ergodic if every
St-invariant function is �-almost everywhere
constant. That is, if  : ��M! R satisfies
 � St = �-almost everywhere for every t 2 T,
then  is �-almost everywhere constant.

Applications

The well-established applications of both probability
or stochastic differential equations (solution of
boundary value problems, optimal stopping, sto-
chastic control etc.) and dynamical systems (all
kinds of models of physical, economic or biological
phenomena, solutions of differential equations,
control systems etc.) will not be presented here.
Instead, this section focuses on topics where the
subject sheds new light on these areas.

Products of Random Matrices and the
Multiplicative Ergodic Theorem

The following celebrated result on products of
random matrices has far-reaching applications on
dynamical systems theory.

Let (Xn)n�0 be a sequence of independent and
identically distributed random variables on
the probability space (�, P) with values in
L(Rk, Rk) such that E( logþ kX1k) < þ1, where
logþ x = max {0, log x} and k � k is a given norm on
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L(Rk, Rk). Writing ’n(!) = Xn(!) � � � � �X1(!) for
all n � 1 and ! 2 � we obtain a cocycle. If we set

B ¼
�
ð!; yÞ 2 �� Rk : lim

n!þ1

1

n
log k’nð!Þyk

exists and is finite or is�1
�
;

�0 ¼ f! 2 � : ð!; yÞ 2 B for all y 2 Rkg

then �0 contains a subset �00 of full probability and
there exist random variables (which might take the
value �1) 
1 � 
2 � � � � � 
k with the following
properties.

1. Let I = {kþ 1 = i1 > i2 > � � � > ilþ1 = 1} be any
(l þ 1)-tuple of integers and then we define

�I ¼f! 2 �00 : 
ið!Þ ¼ 
jð!Þ; ih > i; j � ihþ1;

and 
ihð!Þ > 
ihþ1
ð!Þ for all 1 < h < lg

the set of elements where the sequence 
i jumps
exactly at the indexes in I. Then for
! 2 �I, 1<h � l,

�I;h ð!Þ ¼
�

y 2 Rk : lim
n!þ1

1

n
log k’nð!Þk � 
ihð!Þ

�
is a vector subspace with dimension ih�1 � 1.

2. Setting �I,kþ1(!) = {0}, then

lim
n!þ1

1

n
log k’nð!Þk ¼ 
ihð!Þ

for every y 2 �I,h(!)n�I,hþ1(!).
3. For all ! 2 �00 there exists the matrix

Að!Þ ¼ lim
n!þ1

’nð!Þð Þ	’nð!Þ½ 
1=2n

whose eigenvalues form the set {e
i : i = 1, . . . , k}.

The values of 
i are the random Lyapunov
characteristics and the corresponding subspaces are
analogous to random eigenspaces. If the sequence
(Xn)n�0 is ergodic, then the Lyapunov characteristics
become nonrandom constants, but the Lyapunov
subspaces are still random.

We can easily deduce the multiplicative ergodic
theorem for measure-preserving differentiable maps
(T0,�) on manifolds M from this result. For simplicity,
we assume that M � Rk and set p(A j x) = �T0(x)(A) = 1
if T0(x) 2 A and 0 otherwise. Then the measure �� pN

on M�MN is �-invariant (as defined earlier) and we
have that �0 � �= T0 � �0, where �0 : MN !M is the
projection on the first coordinate, and also (�0)	(��
pN) =�. Then, setting for n � 1

X : M! LðRk;RkÞ and Xn ¼ X � �0 � �n

x 7! DT0ðxÞ

we obtain a stationary sequence to which we can
apply the previous result, obtaining the existence of
Lyapunov exponents and of Lyapunov subspaces on
a full measure subset for any C1 measure-preserving
dynamical system.

By a standard extension of the previous setup, we
obtain a random version of the multiplicative ergodic
theorem. We take a family of skew-product maps
St : �� M

’

as in the section ‘‘The abstract frame-
work’’ with an invariant probability measure � and
such that ’(t, !) : M

’
is (for simplicity) a local

diffeomorphism. We then consider the stationary family

Xt : �! LðTMÞ; ! 7! D’ðt; !Þ : TM

’

t 2 T

where D’(t, !) is the tangent map to ’(t, !). This is
a cocycle since for all t, s 2 T, ! 2 � we have

Xðsþ t; !Þ ¼ Xðs; �ðtÞ!Þ �Xðt; !Þ

If we assume that

sup
0�t�1

sup
x2M

logþ kD’ðt; !ÞðxÞk
� �

2 L1ð�;PÞ

where k � k denotes the norm on the corresponding
space of linear maps given by the induced norm
(from the Riemannian metric) on the appropriate
tangent spaces, then we obtain a sequence of
random variables (which might take the value �1)

1 � 
2 � � � � � 
k, with k being the dimension of
M, such that

lim
t!þ1

1

t
log kXtð!; xÞyk ¼ 
ið!; xÞ

for every y 2 Ei!, x) = �i(!, x) n �iþ1(!, x) and
i = 1, . . . , kþ 1, where (�i(!, x))i is a sequence of
vector subspaces in TxM as before, measurable with
respect to (!, x). In this setting, the subspaces Ei(!, x)
and the Lyapunov exponents are invariant, that is,
for all t 2 T and �-almost every (!, x) 2 ��M, we
have


iðStð!; xÞÞ ¼ 
ið!; xÞ and EiðStð!; xÞÞ ¼ Eið!; xÞ

The dependence of Lyapunov exponents on the
map T0 has been a fruitful and central research
program in dynamical systems for decades extending
to the present day. The random multiplicative
ergodic theorem sets the stage for the study of the
stability of Lyapunov exponents under random
perturbations.

Stochastic Stability of Physical Measures

The development of the theory of dynamical systems
has shown that models involving expressions as
simple as quadratic polynomials (as the logistic
family or Hénon attractor), or autonomous ordinary
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differential equations with a hyperbolic singularity
of saddle type, as the Lorenz flow, exhibit sensitive
dependence on initial conditions, a common feature
of chaotic dynamics: small initial differences are
rapidly augmented as time passes, causing two
trajectories originally coming from practically indis-
tinguishable points to behave in a completely
different manner after a short while. Long-term
predictions based on such models are unfeasible,
since it is not possible to both specify initial
conditions with arbitrary accuracy and numerically
calculate with arbitrary precision.

Physical measures Inspired by an analogous situa-
tion of unpredictability faced in the field of
statistical mechanics/thermodynamics, researchers
focused on the statistics of the data provided by
the time averages of some observable (a continuous
function on the manifold) of the system. Time
averages are guaranteed to exist for a positive-
volume subset of initial states (also called an
observable subset) on the mathematical model if
the transformation, or the flow associated with the
ordinary differential equation, admits a smooth
invariant measure (a density) or a physical measure.

Indeed, if �0 is an ergodic invariant measure for the
transformation T0, then the ergodic theorem ensures
that for every �-integrable function ’ : M! R and
for �-almost every point x in the manifold M, the time
average ~’(x) = limn!þ1 n�1

Pn�1
j=0 ’(Tj

0(x)) exists and
equals the space average

R
’ d�0. A physical measure

� is an invariant probability measure for which it is
required that time averages of every continuous
function ’ exist for a positive Lebesgue measure
(volume) subset of the space and be equal to the space
average �(’).

We note that if � is a density, that is, absolutely
continuous with respect to the volume measure, then
the ergodic theorem ensures that � is physical.
However, not every physical measure is absolutely
continuous. To see why in a simple example, we
consider a singularity p of a vector field which is an
attracting fixed point (a sink), then the Dirac mass
�p concentrated on p is a physical probability
measure, since every orbit in the basin of attraction
of p will have asymptotic time averages for any
continuous observable ’ given by ’(p) = �p(’).

Physical measures need not be unique or even
exist in general but, when they do exist, it is
desirable that the set of points whose asymptotic
time averages are described by physical measures
(such a set is called the basin of the physical
measures) be of full Lebesgue measure – only an
exceptional set of points with zero volume would
not have a well-defined asymptotic behavior. This is

yet far from being proved for most dynamical
systems, in spite of much recent progress in this
direction.

There are robust examples of systems admitting
several physical measures whose basins together are
of full Lebesgue measure, where ‘‘robust’’ means
that there are whole open sets of maps of a manifold
in the C2 topology exhibiting these features. For
typical parametrized families of one-dimensional
unimodal maps (maps of the circle or of the interval
with a unique critical point), it is known that the
above scenario holds true for Lebesgue almost every
parameter. It is known that there are systems
admitting no physical measure, but the only known
cases are not robust, that is, there are systems
arbitrarily close which admit physical measures.

It is hoped that conclusions drawn from models
admitting physical measures to be effectively obser-
vable in the physical processes being modeled.
In order to lend more weight to this expectation,
researchers demand stability properties from such
invariant measures.

Stochastic stability There are two main issues
concerning a mathematical model, both from theo-
retical and practical standpoints. The first one is to
describe the asymptotic behavior of most orbits, that
is, to understand what happens to orbits when time
tends to infinity. The second and equally important
one is to ascertain whether the asymptotic behavior
is stable under small changes of the system, that is,
whether the limiting behavior is still essentially the
same after small changes to the law of evolution. In
fact, since models are always simplifications of the
real system (we cannot ever take into account the
whole state of the universe in any model), the lack
of stability considerably weakens the conclusions
drawn from such models, because some properties
might be specific to it and not in any way
resembling the real system.

Random dynamical systems come into play in this
setting when we need to check whether a given
model is stable under small random changes to the
law of evolution.

In more precise terms, we suppose that there is a
dynamical system (a transformation or a flow) admit-
ting a physical measure �0 and we take any random
dynamical system obtained from this one through the
introduction of small random perturbations on the
dynamics, as in Examples 1– 4 or in the section on
‘‘Random perturbations of flows,’’ with the noise level
� > 0 close to zero.

In this setting if, for any choice �� of invariant
measure for the random dynamical system for all
� > 0 small enough, the set of accumulation points of
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the family (��)�>0, when � tends to 0 – also known as
zero-noise limits – is formed by physical measures or,
more generally, by convex linear combinations of
physical measures, then the original unperturbed
dynamical system is stochastically stable.

This intuitively means that the asymptotic beha-
vior measured through time averages of continuous
observables for the random system is close to the
behavior of the unperturbed system.

Recent progress in one-dimensional dynamics has
shown that, for typical families (ft)t2(0,1) of maps of
the circle or of the interval having a unique critical
point, a full Lebesgue measure subset T of the set of
parameters is such that, for t 2 T, the dynamics of ft

admits a unique stochastically stable (under additive
noise type random perturbations) physical measure
�t whose basin has full measure in the ambient space
(either the circle or the interval). Therefore, models
involving one-dimensional unimodal maps typically
are stochastically stable.

In many settings (e.g., low-dimensional dynamical
systems), Lyapunov exponents can be given by time
averages of continuous functions – for example, the
time average of log kDT0k gives the biggest expo-
nent. In this case, stochastic stability directly implies
stability of the Lyapunov exponents under small
random perturbations of the dynamics.

Example 6 (Stochastically stable examples). Let
T0 : S1 ’

be a map such that 
, the Lebesgue (length)
measure on the circle, is T0-invariant and ergodic.
Then 
 is physical.

We consider the parametrized family Tt : S1 �
S1 ! S1, (t, x) 7! xþ t and a family of probability
measures �� = (
(��, �))�1 � (
 j (��, �)) given by the
normalized restriction of 
 to the �-neighborhood of
0, where we regard S1 as the Lie group R=Z and use
additive notation for the group operation. Since 
 is
Tt-invariant for every t 2 S1,
 is also an invariant
measure for the measure-preserving random system

S : ðS1 � �N; 
� �N
� Þ

’

for every � > 0, where � = (S1)N. Hence, (T0, 
)
is stochastically stable under additive noise
perturbations.

Concrete examples can be irrational rotations,
T0(x) = xþ � with � 2 RnQ, or expanding maps of
the circle, T0(x) = b � x for some b 2 N, n � 2.
Analogous examples exist in higher-dimensional tori.

Example 7 (Stochastic stability depends on the type
of noise). In spite of the straightforward method
for obtaining stochastic stability in Example 6, for
example, an expanding circle map T0(x) = 2 � x, we
can choose a continuous family of probability

measures �� such that the same map T0 is not
stochastically stable.

It is well known that 
 is the unique absolutely
continuous invariant measure for T0 and also the
unique physical measure. Given � > 0 small, let us
define transition probability measures as follows:

p�ð� j zÞ ¼

 j ½��ðzÞ � �; ��ðzÞ þ �


ð½��ðzÞ � �; ��ðzÞ þ �
Þ

where �� j (��, �) � 0, �� j [S1 n (�2�, 2�)] � T0, and
over (�2�,��] [ [�, 2�), we can define �� by inter-
polation in order that it be smooth.

In this setting, every random orbit starting at
(��, �) never leaves this neighborhood in the
future. Moreover, it is easy to see that every
random orbit eventually enters (��, �). Hence,
every invariant probability measure �� for this
Markov chain model is supported in [��, �]. Thus,
letting �! 0, we see that the only zero-noise limit
is �0, the Dirac mass concentrated at 0, which is
not a physical measure for T0.

This construction can be achieved in a random-
maps setting, but only in the C0 topology – it is not
possible to realize this Markov chain by random
maps that are C1 close to T0 for � near 0.

Characterization of Measures Satisfying
the Entropy Formula

Significant effort has been put in recent years in
extending important results from dynamical systems
to the random setting. Among many examples are:
the local conjugacy between the dynamics near a
hyperbolic fixed point and the action of the derivative
of the map on the tangent space, the stable/unstable
manifold theorems for hyperbolic invariant sets and
the notions and properties of metric and topological
entropy, dimensions and equilibrium states for
potentials on random (or fuzzy) sets.

The characterization of measures satisfying the
entropy formula is one important result whose
extension to the setting of iteration of independent
and identically distributed random maps has
recently had interesting new consequences back
into nonrandom dynamical systems.

Metric entropy for random perturbations Given a
probability measure � and a partition 
 of M, except
perhaps for a subset of �-null measure, the entropy
of � with respect to 
 is defined to be

H�ð
Þ ¼ �
X
R2


�ðRÞ log�ðRÞ
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where the convention that 0 log 0 = 0 has been used.
Given another finite partition �, we write 
 _ � to
indicate the partition obtained through intersection
of every element of 
 with every element of �, and
analogously for any finite number of partitions. If �
is also a stationary measure for a random-maps
model (see the section ‘‘Random maps’’), then for
any finite measurable partition 
 of M,

h�ð
Þ ¼ inf
n�1

1

n

Z
H�

_n�1

i¼0

Ti
!

� ��1

ð Þ

 !
dpNð!Þ

is finite and is called the entropy of the random
dynamical system with respect to 
 and to �.

We define h� = sup
 h�(
) as the metric entropy
of the random dynamical system, where the
supremo is taken over all �-measurable partitions.
An important point here is the following notion:
setting A the Borel �-algebra of M, we say that a
finite partition 
 of M is a random generating
partition for A if_þ1

i¼0

ðTi
!Þ
�1ð
Þ ¼ A

(except �-null sets) for pN-almost all ! 2 � =UN.
Then a classical result from ergodic theory ensures
that we can calculate the entropy using only a
random generating partition 
, that is, h� = h�(
).

The entropy formula There exists a general
relation ensuring that the entropy of a measure-
preserving differentiable transformation (T0,�) on a
compact Riemannian manifold is bounded from
above by the sum of the positive Lyapunov
exponents of T0

h�ðT0Þ �
Z X

iðxÞ>0


iðxÞ d�ðxÞ

The equality (entropy formula) was first shown
to hold for diffeomorphisms preserving a measure
equivalent to the Riemannian volume, and then the
measures satisfying the entropy formula were
characterized: for C2 diffeomorphisms the equality
holds if and only if the disintegration of � along the
unstable manifolds is formed by measures abso-
lutely continuous with respect to the Riemannian
volume restricted to those submanifolds. The
unstable manifolds are the submanifolds of M
everywhere tangent to the Lyapunov subspaces
corresponding to all positive Lyapunov exponents,
analogous to ‘‘integrating the distribution of Lya-
punov subspaces corresponding to positive expo-
nents’’ – this particular point is a main subject of

smooth ergodic theory for nonuniformly hyperbolic
dynamics.

Both the inequality and the characterization of
stationary measures satisfying the entropy formula
were extended to random iterations of independent
and identically distributed C2 maps (noninjective
and admitting critical points), and the inequality
reads

h� �
ZZ X


iðx;!Þ>0


iðx; !Þ d�ðxÞ dpNð!Þ

where the functions 
i are the random variables
provided by the random multiplicative ergodic
theorem.

Construction of Physical Measures
as Zero-Noise Limits

The characterization of measures which satisfy the
entropy formula enables us to construct physical
measures as zero-noise limits of random invariant
measures in some settings, outlined in the following,
obtaining in the process that the physical measures
so constructed are also stochastically stable.

The physical measures obtained in this manner
arguably are natural measures for the system, since
they are both stable under (certain types of)
random perturbations and describe the asymptotic
behavior of the system for a positive-volume subset
of initial conditions. This is a significant contribu-
tion to the state-of-the-art of present knowledge on
dynamics from the perspective of random dynami-
cal systems.

Hyperbolic measures and the entropy formula The
main idea is that an ergodic invariant measure � for
a diffeomorphism T0 which satisfies the entropy
formula and whose Lyapunov exponents are every-
where nonzero (known as hyperbolic measure)
necessarily is a physical measure for T0. This follows
from standard arguments of smooth nonuniformly
hyperbolic ergodic theory.

Indeed � satisfies the entropy formula if and only
if � disintegrates into densities along the unstable
submanifolds of T0. The unstable manifolds Wu(x)
are tangent to the subspace corresponding to every
positive Lyapunov exponent at �-almost every point
x, they are an invariant family, that is,
T0(Wu(x)) = Wu(x) for �-almost every x, and dis-
tances on them are uniformly contracted under
iteration by T�1

0 .
If the exponents along the complementary direc-

tions are nonzero, then they must be negative
and smooth ergodic theory ensures that there exist
stable manifolds, which are submanifolds Ws(x) of
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M everywhere tangent to the subspace of negative
Lyapunov exponents at �-almost every point x, form
a T0-invariant family (T0(Ws(x)) = Ws(x), �-almost
everywhere), and distances on them are uniformly
contracted under iteration by T0.

We still need to understand that time averages
are constant along both stable and unstable mani-
folds, and that the families of stable and unstable
manifolds are absolutely continuous, in order to
realize how a hyperbolic measure is a physical
measure.

Given y 2Ws(x), the time averages of x and y
coincide for continuous observables simply because
dist (Tn

0 (x), Tn
0 (y))! 0 when n! þ1. For unstable

manifolds, the same holds when considering time
averages for T�1

0 . Since forward and backward time
averages are equal �-almost everywhere, the set of
points having asymptotic time averages given by �
has positive Lebesgue measure if the set

B ¼
[
fWsðyÞ: y 2WuðxÞ \ suppð�Þg

has positive volume in M, for some x whose time
averages are well defined.

Now, stable and unstable manifolds are trans-
verse everywhere where they are defined, but they
are only defined �-almost everywhere and depend
measurably on the base point, so we cannot use
transversality arguments from differential topol-
ogy, in spite of Wu(x) \ supp(�) having positive
volume in Wu(x) by the existence of a smooth
disintegration of � along the unstable manifolds.
However, it is known for smooth (C2) transforma-
tions that the families of stable and unstable
manifolds are absolutely continuous, meaning
that projections along leaves preserve sets of zero
volume. This is precisely what is needed for
measure-theoretic arguments to show that B has
positive volume.

Zero-noise limits satisfying the entropy
formula Using the extension of the characteriza-
tion of measures satisfying the entropy formula
for the random-maps setting, we can build random
dynamical systems, which are small random pertur-
bations of a map T0, having invariant measures ��
satisfying the entropy formula for all sufficiently
small � > 0. Indeed, it is enough to construct small
random perturbations of T0 having absolutely
continuous invariant probability measures �� for all
small enough � > 0.

In order to obtain such random dynamical
systems, we choose families of maps T : U �M!
M and of probability measures (��)�>0 as in
Examples 3 and 4, where we assume that o 2 U, so

that T0 belongs to the family. Letting Tx(u) = T(u, x)
for all (u, x) 2 U �M, we then have that Tx(��) is
absolutely continuous. This means that sets of
perturbations of positive ��-measure send points of
M onto positive-volume subsets of M. Such a
perturbation can be constructed for every contin-
uous map of any manifold.

In this setting, any invariant probability measure
for the associated skew-product map S : ��M

’

of
the form �N

� � �� is such that �� is absolutely
continuous with respect to volume on M. Then the
entropy formula holds:

h�� ¼
ZZ X


iðx;!Þ>0


iðx; !Þ d��ðxÞ d�N
� ð!Þ

Having this and knowing the characterization of
measures satisfying the entropy formula, it is natural
to look for conditions under which we can guaran-
tee that the above inequality extends to any zero-
noise limit �0 of �� when �! 0. In this case, �0

satisfies the entropy formula for T0.
If, in addition, we are able to show that �0 is a

hyperbolic measure, then we obtain a physical measure
for T0 which is stochastically stable by construction.

These ideas can be carried out completely for
hyperbolic diffeomorphisms, that is, maps admitting
a continuous invariant splitting of the tangent space
into two sub-bundles E� F defined everywhere with
bounded angles, whose Lyapunov exponents are
negative along E and positive along F. Recently,
maps satisfying weaker conditions were shown to
admit stochastically stable physical measures follow-
ing the same ideas.

These ideas also have applications to the con-
struction and stochastic stability of physical measure
for strange attractors and for all mathematical
models involving ordinary differential equations or
iterations of maps.

See also: Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Homeomorphisms and
Diffeomorphisms of the Circle; Lyapunov Exponents and
Strange Attractors; Nonequilibrium Statistical Mechanics
(Stationary): Overview; Random Walks in Random
Environments; Stochastic Differential Equations.
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Introduction

We wish to study energy correlations of quantum
spectra. Suppose the spectrum of a quantum system
has been measured or calculated. All levels in the
total spectrum having the same quantum numbers
form one particular subspectrum. Its energy levels are
at positions xn, n = 1, 2, . . . , N, say. We assume that
N, the number of levels in this subspectrum, is large.
With a proper smoothing procedure, we obtain the
level density R1(x), that is, the probability density of
finding a level at the energy x. As indicated in the top
part of Figure 1, the level density R1(x) increases with
x for most physics systems. In the present context,
however, we are not so interested in the level density.
We want to measure the spectral correlations
independently of it. Hence, we have to remove the
level density from the subspectrum. This is referred to
as unfolding. We introduce a new dimensionless
energy scale 
 such that d
= R1(x) dx. By construc-
tion, the resulting subspectrum in 
 has level density
unity, as shown schematically in the bottom part of
Figure 1. It is always understood that the energy
correlations are analyzed in the unfolded subspectra.

Surprisingly, a remarkable universality is found in
the spectral correlations of a large class of systems,
including nuclei, atoms, molecules, quantum chaotic

and disordered systems, and even quantum chromo-

dynamics on the lattice. Consider the nearest-
neighbor spacing distribution p(s). It is the prob-
ability density of finding two adjacent levels in
the distance s. If the positions of the levels are
uncorrelated, the nearest-neighbor spacing distribu-
tion can be shown to follow the Poisson law

pðPÞðsÞ¼ expð�sÞ ½1


While this is occasionally found, many more systems
show a rather different nearest-neighbor spacing
distribution, the Wigner surmise

pðWÞðsÞ¼ �

2
s exp ��

4
s2

� �
½2


As shown in Figure 2, the Wigner surmise excludes
degeneracies, p(W)(0) = 0, the levels repel each other.
This is only possible if they are correlated. Thus, the
Poisson law and the Wigner surmise reflect the absence
or the presence of energy correlations, respectively.

Now, the question arises: if these correlation
patterns are so frequently found in physics, is
there some simple, phenomenological model? –
Yes, random matrix theory (RMT) is precisely this.
To describe the absence of correlations, we choose,
in view of what has been said above, a diagonal
Hamiltonian

H¼ diagðx1; . . . ; xNÞ ½3


x

ξ

Figure 1 Original (top) and unfolded (bottom) spectrum.

0 1 2 3

s

0.0

0.5

1.0

p(
s)

Figure 2 Wigner surmise (solid) and Poisson law (dashed).
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whose elements, the eigenvalues xn, are uncorrelated
random numbers. To model the presence of correla-
tions, we insert off-diagonal matrix elements,

H¼
H11 � � � H1N

..

. ..
.

HN1 � � � HNN

264
375 ½4�

We require that H is real symmetric, HT = H. The
independent elements Hnm are random numbers.
The random matrix H is diagonalized to obtain the
energy levels xn, n = 1, 2, . . . , N. Indeed, a numerical
simulation shows that these two models yield, after
unfolding, the Poisson law and the Wigner surmise
for large N, that is, the absence or presence of
correlations. This is the most important insight into
the phenomenology of RMT.

In this article, we set up RMT in a more formal
way; we discuss analytical calculations of correla-
tion functions, demonstrate how this relates to
supersymmetry and stochastic field theory and
show the connection to chaos, and we briefly sketch
the numerous applications in many-body physics, in
disordered and mesoscopic systems, in models for
interacting fermions, and in quantum chromody-
namics. We also mention applications in other
fields, even beyond physics.

Random Matrix Theory

Classical Gaussian Ensembles

For now, we consider a system whose energy levels
are correlated. The N �N matrix H modeling it has
no fixed zeros but random entries everywhere. There
are three possible symmetry classes of random
matrices in standard Schrödinger quantum
mechanics. They are labeled by the Dyson index �.
If the system is not time-reversal invariant, H has to
be Hermitian and the random entries Hnm are
complex (�= 2). If time-reversal invariance holds,
two possibilities must be distinguished: if either the
system is rotational symmetric, or it has integer spin
and rotational symmetry is broken, the Hamilton
matrix H can be chosen to be real symmetric (�= 1).
This is the case in eqn [4]. If, on the other hand, the
system has half-integer spin and rotational symme-
try is broken, H is self-dual (�= 4) and the random
entries Hnm are 2� 2 quaternionic. The Dyson
index � is the dimension of the number field over
which H is constructed.

As we are interested in the eigenvalue correla-
tions, we diagonalize the random matrix, H =
U�1xU. Here, x = diag(x1, . . . , xN) is the diagonal
matrix of the N eigenvalues. For �= 4, every

eigenvalue is doubly degenerate. This is Kramers’
degeneracy. The diagonalizing matrix U is in the
orthogonal group O(N) for �= 1, in the unitary
group U(N) for �= 2 and in the unitary–symplectic
group USp(2N) for �= 4. Accordingly, the three
symmetry classes are referred to as orthogonal,
unitary, and symplectic.

We have not yet chosen the probability densities
for the random entries Hnm. To keep our assump-
tions about the system at a minimum, we treat all
entries on equal footing. This is achieved by
rotational invariance of the probability density
P(�)

N (H), not to be confused with the rotational
symmetry employed above to define the symmetry
classes. No basis for the matrices is preferred in any
way if we construct P(�)

N (H) from matrix invariants,
that is, from traces and determinants, such that it
depends only on the eigenvalues, P(�)

N (H) = P(�)
N (x). A

particularly convenient choice is the Gaussian

P
ð�Þ
N ðHÞ¼C

ð�Þ
N exp � �

4v2
tr H2

� �
½5�

where the constant v sets the energy scale and the
constant C(�)

N ensures normalization. The three
symmetry classes together with the probability
densities [5] define the Gaussian ensembles: the
Gaussian orthogonal (GOE), unitary (GUE) and
symplectic (GSE) ensemble for �= 1, 2, 4.

The phenomenology of the three Gaussian
ensembles differs considerably. The higher �, the
stronger the level repulsion between the eigenvalues
xn. Numerical simulation quickly shows that the
nearest-neighbor spacing distribution behaves like
p(�)(s) � s� for small spacings s. This also becomes
obvious by working out the differential probability
P(�)

N (H)d[H] of the random matrices H in eigenvalue–
angle coordinates x and U. Here, d[H] is the invariant
measure or volume element in the matrix space. When
writing d[�], we always mean the product of all
differentials of independent variables for the quantity
in the square brackets. Up to constants, we have

d½H� ¼ j�NðxÞj� d½x� d�ðUÞ ½6�

where d�(U) is, apart from certain phase contribu-
tions, the invariant or Haar measure on O(N), U(N),
or USp(2N), respectively. The Jacobian of the
transformation is the modulus of the Vandermonde
determinant

�NðxÞ ¼
Y
n<m

ðxn � xmÞ ½7�

raised to the power �. Thus, the differential
probability P(�)

N (H) d[H] vanishes whenever any
two eigenvalues xn degenerate. This is the level
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repulsion. It immediately explains the behavior of
the nearest-neighbor spacing distribution for small
spacings.

Additional symmetry constraints lead to new
random matrix ensembles relevant in physics, the
Andreev and the chiral Gaussian ensembles. If one
refers to the classical Gaussian ensembles, one
usually means the three ensembles introduced
above.

Correlation Functions

The probability density to find k energy levels at
positions x1, . . . , xk is the k-level correlation func-
tion R(�)

k (x1, . . . , xk). We find it by integrating out
N � k levels in the N-level differential probability
P(�)

N (H) d[H]. We also have to average over the
bases, that is, over the diagonalizing matrices U.
Due to rotational invariance, this simply yields the
group volume. Thus, we have

R
ð�Þ
k ðx1; . . . ; xkÞ

¼ N!

ðN � kÞ!

Z þ1
�1

dxkþ1 � � �
Z þ1
�1

dxNj�NðxÞj�Pð�ÞN ðxÞ ½8�

Once more, we used rotational invariance which
implies that P(�)

N (x) is invariant under permutation of
the levels xn. Since the same then also holds for the
correlation functions [8], it is convenient to normal-
ize them to the combinatorial factor in front of the
integrals. A constant ensuring this has been
absorbed into P(�)

N (x).
Remarkably, the integrals in eqn [8] can be done

in closed form. The GUE case (�= 2) is mathema-
tically the simplest, and one finds the determinant
structure

R
ð2Þ
k ðx1; . . . ; xkÞ¼ det½Kð2ÞN ðxp; xqÞ�p;q¼1;...;k ½9�

All entries of the determinant can be expressed in
terms of the kernel K(2)

N (xp, xq), which depends on
two energy arguments (xp, xq). Analogous but
more complicated formulae are valid for the
GOE (�= 1) and the GSE (�= 4), involving
quaternion determinants and integrals and deriva-
tives of the kernel.

As argued in the Introduction, we are interested in
the energy correlations on the unfolded energy scale.
The level density is formally the one-level correla-
tion function. For the three Gaussian ensembles it is,
to leading order in the level number N, the Wigner
semicircle

R
ð�Þ
1 ðx1Þ¼

1

2�v2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 Nv2 � x2

1

q
½10�

for jx1j � 2
ffiffiffiffiffi
N
p

v and zero for jx1j > 2
ffiffiffiffiffi
N
p

v. None of
the common systems in physics has such a level

density. When unfolding, we also want to take the
limit of infinitely many levels N!1 to remove
cutoff effects due to the finite dimension of the
random matrices. It suffices to stay in the center of
the semicircle where the mean level spacing is
D = 1=R(�)

1 (0) = �v=
ffiffiffiffiffi
N
p

. We introduce the dimen-
sionless energies �p = xp=D, p = 1, . . . , k, which have
to be held fixed when taking the limit N!1. The
unfolded correlation functions are given by

X
ð�Þ
k ð�1; . . . ; �kÞ¼ lim

N!1
DkR

ð�Þ
k ðD�1; . . . ;D�kÞ ½11�

As we are dealing with probability densities, the
Jacobians dxp=d�p enter the reformulation in the
new energy variables. This explains the factor Dk.
Unfolding makes the correlation functions transla-
tion invariant; they depend only on the differences
�p � �q. The unfolded correlation functions can be
written in a rather compact form. For the GUE
(�= 2), they read

X
ð2Þ
k ð�1; . . . ; �kÞ¼ det

sin �ð�p � �qÞ
�ð�p � �qÞ

� �
p;q¼1;...;k

½12�

There are similar, but more complicated, formulae
for the GOE (�= 1) and the GSE (�= 4). By
construction, one has X(�)

1 (�1) = 1.
It is useful to formulate the case where correla-

tions are absent, that is, the Poisson case, accord-
ingly. The level density R(P)

1 (x1) is simply N times the
(smooth) probability density chosen for the entries
in the diagonal matrix [4]. Lack of correlations
means that the k-level correlation function only
involves one-level correlations,

R
ðPÞ
k ðx1; . . . ; xkÞ ¼

N!

ðN � kÞ!Nk

Yk
p¼1

R
ðPÞ
1 ðxpÞ ½13�

The combinatorial factor is important, since we
always normalize to N!=(N � k)!. Hence, one finds

X
ðPÞ
k ð�1; . . . ; �kÞ ¼ 1 ½14�

for all unfolded correlation functions.

Statistical Observables

The unfolded correlation functions yield all statis-
tical observables. The two-level correlation function
X2(r) with r = �1 � �2 is of particular interest in
applications. If we do not write the superscript (�)
or (P), we mean either of the functions. For the
Gaussian ensembles, X(�)

2 (r) is shown in Figure 3.
One often writes X2(r) = 1� Y2(r). The two-level
cluster function Y2(r) nicely measures the deviation
from the uncorrelated Poisson case, where one has
X(P)

2 (r) = 1 and Y(P)
2 (r) = 0.
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By construction, the average level number in an
interval of length L in the unfolded spectrum is L.
The level number variance �2(L) is shown to be an
average over the two-level cluster function,

�2ðLÞ¼L� 2

Z L

0

ðL� rÞY2ðrÞdr ½15�

We find L�
ffiffiffiffiffiffiffiffiffiffiffiffi
�2(L)

p
levels in an interval of length L.

In the uncorrelated Poisson case, one has �2(P)(L) = L.
This is just Poisson’s error law. For the Gaussian
ensembles �2(�)(L) behaves logarithmically for large L.
The spectrum is said to be more rigid than in the
Poisson case. As Figure 4 shows, the level number
variance probes longer distances in the spectrum, in
contrast to the nearest-neighbor spacing distribution.

Many more observables, also sensitive to higher
order, k > 2 correlations, have been defined. In
practice, however, one is often restricted to analyz-
ing two-level correlations. An exception is, to some
extent, the nearest-neighbor spacing distribution
p(s). It is the two-level correlation function with
the additional requirement that the two levels in
question are adjacent, that is, that there are no levels
between them. Thus, all correlation functions are
needed if one wishes to calculate the exact nearest-
neighbor spacing distribution p(�)(s) for the
Gaussian ensembles. These considerations explain
that we have X(�)

2 (s) ’ p(�)(s) for small s. But while
X(�)

2 (s) saturates for large s, p(�)(s) quickly goes to

zero in a Gaussian fashion. Thus, although the
nearest-neighbor spacing distribution mathemati-
cally involves all correlations, it makes in practice
only a meaningful statement about the two-level
correlations. Luckily, p(�)(s) differs only very slightly
from the heuristic Wigner surmise [2] (correspond-
ing to �= 1), respectively from its extensions
(corresponding to �= 2 and �= 4).

Ergodicity and Universality

We constructed the correlation functions as averages
over an ensemble of random matrices. But this is not
how we proceeded in the data analysis sketched in
the Introduction. There, we started from one single
spectrum with very many levels and obtained the
statistical observable just by sampling and, if
necessary, smoothing. Do these two averages, the
ensemble average and the spectral average, yield the
same? Indeed, one can show that the answer is
affirmative, if the level number N goes to infinity.
This is referred to as ergodicity in RMT.

Moreover, as already briefly indicated in the
Introduction, very many systems from different
areas of physics are well described by RMT. This
seems to be at odds with the Gaussian assumption
[5]. There is hardly any system whose Hamilton
matrix elements follow a Gaussian probability
density. The solution for this puzzle lies in the
unfolding. Indeed, it has been shown that almost all
functional forms of the probability density P(�)

N (H)
yield the same unfolded correlation functions, if no
new scale comparable to the mean level spacing is
present in P(�)

N (H). This is the mathematical side of
the empirically found universality.

Ergodicity and universality are of crucial impor-
tance for the applicability of RMT in data analysis.

Wave Functions

By modeling the Hamiltonian of a system with a
random matrix H, we do not only make an
assumption about the statistics of the energies, but
also about those of the wave functions. Because of
the eigenvalue equation Hun = xnun, n = 1, . . . , N,
the wave function belonging to the eigenenergy xn

is modeled by the eigenvector un. The columns of
the diagonalizing matrix U = [u1 u2 � � �uN] are these
eigenvectors. The probability density of the compo-
nents unm of the eigenvector un can be calculated
rather easily. For large N it approaches a Gaussian.
This is equivalent to the Porter–Thomas distribu-
tion. While wave functions are often not accessible
in an experiment, one can measure transition
amplitudes and widths, giving information about
the matrix elements of a transition operator and a
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Figure 3 Two-level correlation function X (�)
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projection of the wave functions onto a certain state
in Hilbert space. If the latter are represented by a
fixed matrix A or a fixed vector a, respectively, one
can calculate the RMT prediction for the probability
densities of the matrix elements uynAum or the
widths ayun from the probability density of the
eigenvectors.

Scattering Systems

It is important that RMT can be used as a powerful
tool in scattering theory, because the major part of
the experimental information about quantum sys-
tems comes from scattering experiments. Consider
an example from compound nucleus scattering. In
an accelerator, a proton is shot on a nucleus, with
which it forms a compound nucleus. This then
decays by emitting a neutron. More generally, the
ingoing channel � (the proton in our example)
connects to the interaction region (the nucleus),
which also connects to an outgoing channel � (the
neutron). There are � channels with channel wave
functions which are labeled �= 1, . . . , �. The
interaction region is described by an N �N
Hamiltonian matrix H whose eigenvalues xn are
bound-state energies labeled n = 1, . . . , N. The
dimension N is a cutoff which has to be taken to
infinity at the end of a calculation. The �� �
scattering matrix S contains the information about
how the ingoing channels are transformed into the
outgoing channels. The scattering matrix S is
unitary. Under certain and often justified assump-
tions, a scattering matrix element can be cast into
the form

S��¼ ��� � i2�Wy
�G
�1W� ½16�

The couplings Wn� between the bound states n and
the channels � are collected in the N � � matrix W,
W� is its �th column. The propagator G�1 is the
inverse of

G¼ z1N �H þ i�
X
� open

W�W
y
� ½17�

Here, z is the scattering energy and the summation
is only over channels which are open, that is,
accessible. Formula [16] has a clear intuitive inter-
pretation. The scattering region is entered through
channel �, the bound states of H become resonances
in the scattering process according to eqn [17], the
interaction region is left through channel �. This
formulation applies in many areas of physics. All
observables such as transmission coefficients, cross
sections, and others can be calculated from the
scattering matrix S.

We have not made any statistical assumptions yet.
Often, one can understand generic features of a
scattering system by assuming that the Hamiltonian
H is a random matrix, taken from one of the three
classical ensembles. This is one RMT approach used
in scattering theory.

Another RMT approach is based on the scattering
matrix itself, S is modeled by a �� � unitary
random matrix. Taking into account additional
symmetries, one arrives at the three circular ensem-
bles, circular orthogonal (COE), unitary (CUE) and
symplectic (CSE). They correspond to the three
classical Gaussian ensembles and are also labeled
with the Dyson index �= 1, 2, 4. The eigenphases of
the random scattering matrix correspond to the
eigenvalues of the random Hamiltonian matrix. The
unfolded correlation functions of the circular
ensembles are identical to those of the Gaussian
ensembles.

Supersymmetry

Apart from the symmetries, random matrices con-
tain nothing but random numbers. Thus, a certain
type of redundancy is present in RMT. Remarkably,
this redundancy can be removed, without losing any
piece of information by using supersymmetry, that
is, by a reformulation of the random matrix model
involving commuting and anticommuting variables.
For the sake of simplicity, we sketch the main ideas
for the GUE, but they apply to the GOE and the
GSE accordingly.

One defines the k-level correlation functions by
using the resolvent of the Schrödinger equation,bRð2Þk ðx1; . . . ; xkÞ

¼ 1

�k

Z
P
ð2Þ
N ðHÞ

Yk

p¼1

tr
1

x�p �H
d½H� ½18�

The energies carry an imaginary increment x�p = xp �
i" and the limit " ! 0 has to be taken at the end of
the calculation. The k-level correlation functions
R(2)

k (x1, . . . , xk) as defined in eqn [8] can always be
obtained from the functions [18] by constructing a
linear combination of the bR(2)

k (x1, . . . , xk) in which
the signs of the imaginary increments are chosen
such that only the imaginary parts of the traces
contribute. Some trivial �-distributions have to be
removed. The k-level correlation functions [18]
can be written as the k-fold derivativebRð2Þk ðx1; . . . ; xkÞ

¼ 1

ð2�Þk
@kQk

p¼1 @Jp

Z
ð2Þ
k ðxþ JÞ

					
J¼0

½19�
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of the generating function

Z
ð2Þ
k ðxþ JÞ

¼
Z

P
ð2Þ
N ðHÞ

Yk

p¼1

det x�p þ Jp �H
� �

det x�p � Jp �H
� � d½H� ½20�

which depends on the energies and k new source
variables Jp, p = 1, . . . , k, ordered in 2k� 2k diag-
onal matrices

x ¼ diagðx1; x1; . . . ; xk; xkÞ
J ¼ diagðþJ1;�J1; . . . ;þJk;�JkÞ

½21�

We notice the normalization Z(2)
k (x) = 1 at J = 0. The

generating function [20] is an integral over an
ordinary N �N matrix H. It can be exactly rewritten
as an integral over a 2k� 2k supermatrix � contain-
ing commuting and anticommuting variables,

Z
ð2Þ
k ðxþ JÞ

¼
Z

Q
ð2Þ
k ð�Þsdet�Nðx� þ J � �Þd½�� ½22�

The integrals over the commuting variables are of
the ordinary Riemann–Stiltjes type, while those over
the anticommuting variables are Berezin integrals.
The Gaussian probability density [5] is mapped onto
its counterpart in superspace

Q
ð2Þ
k ð�Þ ¼ c

ð2Þ
k exp � 1

2v2
str �2

� �
½23�

where c(2)
k is a normalization constant. The supertrace

str and the superdeterminant sdet generalize the
corresponding invariants for ordinary matrices. The
total number of integrations in eqn [22] is drastically
reduced as compared to eqn [20]. Importantly, it is
independent of the level number N which now only
appears as the negative power of the superdeterminant
in eqn [22], that is, as an explicit parameter. This most
convenient feature makes it possible to take the limit of
infinitely many levels by means of a saddle point
approximation to the generating function.

Loosely speaking, the supersymmetric formulation
can be viewed as an irreducible representation of RMT
which yields a clearer insight into the mathematical
structures. The same is true for applications in
scattering theory and in models for crossover transi-
tions to be discussed below. This explains why super-
symmetry is so often used in RMT calculations.

It should be emphasized that the rôle of super-
symmetry in RMT is quite different from the one in
high-energy physics, where the commuting and
anticommuting variables represent physical parti-
cles, bosons and fermions, respectively. This is not
so in the RMT context. The commuting and

anticommuting variables have no direct physics
interpretation; they appear simply as helpful math-
ematical devices to cast the RMT model into an
often much more convenient form.

Crossover Transitions

The RMT models discussed up to now describe
four extreme situations, the absence of correla-
tions in the Poisson case and the presence of
correlations as in the three fully rotational
invariant models GOE, GUE, and GSE. A real
physics system, however, is often between these
extreme situations. The corresponding RMT mod-
els can vary considerably, depending on the
specific situation. Nevertheless, those models in
which the random matrices for two extreme
situations are simply added with some weight are
useful in so many applications that they acquired a
rather generic standing. One writes

Hð	Þ ¼ Hð0Þ þ 	Hð�Þ ½24�

where H(0) is a random matrix drawn from an
ensemble with a completely arbitrary probability
density P(0)

N (H(0)). The case of a fixed matrix is
included, because one may choose a product of
�-distributions for the probability density. The
matrix H(�) is random and drawn from the classical
Gaussian ensembles with probability density
P(�)

N (H(�)) for �= 1, 2, 4. One requires that the
group diagonalizing H(0) is a subgroup of the one
diagonalizing H(�). The model [24] describes a
crossover transition. The weight 	 is referred to as
transition parameter. It is useful to choose the
spectral support of H(0) and H(�) equal. One can
then view 	 as the root-mean-square matrix element
of H(�). At 	= 0, one has the arbitrary ensemble.
The Gaussian ensembles are formally recovered in
the limit 	!1, to be taken in a proper way such
that the energies remain finite.

We are always interested in the unfolded correla-
tion functions. Thus, 	 has to be measured in units
of the mean level spacing D such that 
=	=D is
the physically relevant transition parameter. It
means that, depending on the numerical value of
D, even a small effect on the original energy scale
can have sizeable impact on the spectral statistics.
This is referred to as statistical enhancement. The
nearest-neighbor spacing distribution is already
very close to p(�)(s) for the Gaussian ensembles if

 is larger than 0.5 or so. In the long-range
observables such as the level number variance
�2(L), the deviation from the Gaussian ensemble
statistics becomes visible at interval lengths L
comparable to 
.
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Crossover transitions can be interpreted as diffu-
sion processes. With the fictitious time t =	2=2, the
probability density PN(x, t) of the eigenvalues x of
the total Hamilton matrix H = H(t) = H(	) satisfies
the diffusion equation

�xPNðx; tÞ¼
4

�

@

@t
PNðx; tÞ ½25�

where the probability density for the arbitrary
ensemble is the initial condition PN(x, 0) = P(0)

N (x).
The Laplacian

�x¼
XN
n¼1

@2

@x2
n

þ
X
n<m

�

xn � xm

@

@xn
� @

@xm

� �
½26�

lives in the curved space of the eigenvalues x. This
diffusion process is Dyson’s Brownian motion in
slightly simplified form. It has a rather general meaning
for harmonic analysis on symmetric spaces, connecting
to the spherical functions of Gelfand and Harish-
Chandra, Itzykson–Zuber integrals, and to Calogero–
Sutherland models of interacting particles. All this
generalizes to superspace. In the supersymmetric
version of Dyson’s Brownian motion the generating
function of the correlation functions is propagated,

�sZkðs; tÞ ¼
4

�

@

@t
Zkðs; tÞ ½27�

where the initial condition Zk(s, 0) = Z(0)
k (s) is the

generating function of the correlation functions for
the arbitrary ensemble. Here, s denotes the eigenva-
lues of some supermatrices, not to be confused with
the spacing between adjacent levels. Since the
Laplacian �s lives in this curved eigenvalue space,
this diffusion process establishes an intimate con-
nection to harmonic analysis on superspaces. Advan-
tageously, the diffusion [27] is the same on the
original and on the unfolded energy scales.
Fields of Application

Many-Body Systems

Numerous studies apply RMT to nuclear physics
which is also the field of its origin. If the total
number of nucleons, that is, protons and neutrons, is
not too small, nuclei show single-particle and
collective motion. Roughly speaking, the former is
decoherent out-of-phase motion of the nucleons
confined in the nucleus, while the latter is coherent
in-phase motion of all nucleons or of large groups of
them such that any additional individual motion of
the nucleons becomes largely irrelevant. It has been
shown empirically that the single-particle excitations
lead to GOE statistics, while collective excitations
produce different statistics, often of the Poisson type.
Mixed statistics as described by crossover transitions
are then of particular interest to investigate the
character of excitations. For example, one applies
the model [24] with H(0) drawn from a Poisson
ensemble and H(�) from a GOE. Another application
of crossover transitions is breaking of time-reversal
invariance in nuclei. Here, H(0) is from a GOE and
H(�) from a GUE. Indeed, a fit of spectral data to this
model yields an upper bound for the time-reversal
invariance violating root-mean-square matrix element
in nuclei. Yet another application is breaking of
symmetries such as parity or isospin. In the case of
two quantum numbers, positive and negative parity,
say, one chooses H(0) = diag(H(þ), H(�)) block-
diagonal with H(þ) and H(�) drawn from two
uncorrelated GOE and H(�) from a third uncorre-
lated GOE which breaks the block structure. Again,
root-mean-square matrix elements for symmetry
breaking have been derived from the data.

Nuclear excitation spectra are extracted from
scattering experiments. An analysis as described
above is only possible if the resonances are isolated.
Often, this is not the case and the resonance widths
are comparable to or even much larger than the mean
level spacing, making it impossible to obtain the
excitation energies directly from the cross sections.
One then analyzes the latter and their fluctuations as
measured and applies the concepts sketched above
for scattering systems. This approach has also been
successful for crossover transitions.

Due to the complexity of the nuclear many-body
problem, one has to use effective or phenomenological
interactions when calculating spectra. Hence, one often
studies whether the statistical features found in the
experimental data are also present in the calculated
spectra which result from the various models for nuclei.

Other many-body systems, such as complex atoms
and molecules, have also been studied with RMT
concepts, but the main focus has always been on nuclei.
Quantum Chaos

Originally, RMT was intended for modeling systems
with many degrees of freedom such as nuclei. Surpris-
ingly, RMT proved useful for systems with few degrees
of freedom as well. Most of these studies aim at
establishing a link between RMT and classical chaos.
Consider as an example the classical motion of a point-
like particle in a rectangle billiard. Ideal reflection at the
boundaries and absence of friction are assumed,
implying that the particle is reflected infinitely many
times. A second billiard is built by taking a rectangle
and replacing one corner with a quarter circle as shown
in Figure 5. The motion of the particle in this Sinai



Figure 5 The Sinai billiard.
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billiard is very different from the one in the rectangle.
The quarter circle acts like a convex mirror which
spreads out the rays of light upon reflection. This effect
accumulates, because the vast majority of the possible
trajectories hit the quarter circle infinitely many times
under different angles. This makes the motion in the
Sinai billiard classically chaotic, while the one in the
rectangle is classically regular. The rectangle is separ-
able and integrable, while this feature is destroyed in the
Sinai billiard. One now quantizes these billiard systems,
calculates the spectra, and analyzes their statistics. Up
to certain scales, the rectangle (for irrational squared
ratio of the side lengths) shows Poisson behavior, the
Sinai billiard yields GOE statistics.

A wealth of such empirical studies led to the Bohigas–
Giannoni–Schmit conjecture. We state it here not in its
original, but in a frequently used form: spectra of
systems whose classical analogues are fully chaotic
show correlation properties as modeled by the Gaussian
ensembles. The Berry–Tabor conjecture is complemen-
tary: spectra of systems whose classical analogs are fully
regular show correlation properties which are often
those of the Poisson type. As far as concrete physics
applications are concerned, these conjectures are well-
posed. From a strict mathematical viewpoint, they have
to be supplemented with certain conditions to exclude
exceptions such as Artin’s billiard. Due to the defnition
of this system on the hyperbolic plane, its quantum
version shows Poisson-like statistics, although the
classical dynamics is chaotic. Up to now, no general
and mathematically rigorous proofs could be given.
However, semiclassical reasoning involving periodic
orbit theory and, in particular, the Gutzwiller trace
formula, yields at least a heuristic understanding.

Quantum chaos has been studied in numerous
systems. An especially prominent example is the
Hydrogen atom put in a strong magnetic field,
which breaks the integrability and drives the
correlations towards the GOE limit.
Disordered and Mesoscopic Systems

An electron moving in a probe, a piece of wire, say, is
scattered many times at impurities in the material.
This renders the motion diffusive. In a statistical
model, one writes the Hamilton operator as a sum of
the kinetic part, that is, the Laplacian, and a white-
noise disorder potential V(r) with second moment

hVðrÞVðr 0Þi ¼ cV�
ðdÞðr � r 0Þ ½28�

Here, r is the position vector in d dimensions. The
constant cV determines the mean free time between
two scattering processes in relation to the density of
states. It is assumed that phase coherence is present
such that quantum effects are still significant. This
defines the mesoscopic regime. The average over the
disorder potential can be done with supersymmetry.
In fact, this is the context in which supersymmetric
techniques in statistical physics were developed,
before they were applied to RMT models. In the
case of weak disorder, the resulting field theory in
superspace for two-level correlations acquires the
form Z

d�ðQÞf ðQÞ exp �SðQÞð Þ ½29�

where f (Q) projects out the observable under
consideration and where S(Q) is the effective
Lagrangian

SðQÞ ¼ �
Z

str DðrQðrÞÞ2 þ i2rMQðrÞ
� �

ddr ½30�

This is the supersymmetric nonlinear � model. It is
used to study level correlations, but also to obtain
information about the conductance and conduc-
tance fluctuations when the probe is coupled to
external leads. The supermatrix field Q(r) is the
remainder of the disorder average, its matrix
dimension is four or eight, depending on the
symmetry class. This field is a Goldstone mode. It
does not directly represent a particle as often the
case in high-energy physics. The matrix Q(r) lives
in a coset space of certain supergroups. A tensor M
appears in the calculation, and r is the energy
difference on the unfolded scale, not to be confused
with the position vector r.

The first term in the effective Lagrangian invol-
ving a gradient squared is the kinetic term, it stems
from the Laplacian in the Hamiltonian. The con-
stant D is the classical diffusion constant for the
motion of the electron through the probe. The
second term is the ergodic term. In the limit of
zero dimensions, d! 0, the kinetic term vanishes
and the remaining ergodic term yields precisely the
unfolded two-level correlations of the Gaussian
ensembles. Thus, RMT can be viewed as the zero-
dimensional limit of field theory for disordered
systems. For d > 0, there is a competition between
the two terms. The diffusion constant D and the
system size determine an energy scale, the Thouless
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energy Ec, within which the spectral statistics is of
the Gaussian ensemble type and beyond which it
approaches the Poisson limit. In Figure 6, this is
schematically shown for the level number variance
�2(L), which bends from Gaussian ensemble to
Poisson behavior when L > Ec. This relates to the
crossover transitions in RMT. Gaussian ensemble
statistics means that the electron states extend over
the probe, while Poisson statistics implies their
spatial localization. Hence, the Thouless energy is
directly the dimensionless conductance.

A large number of issues in disordered and
mesoscopic systems have been studied with the
supersymmetric nonlinear � model. Most results
have been derived for quasi-one-dimensional sys-
tems. Through a proper discretization, a link is
established to models involving chains of random
matrices. As the conductance can be formulated in
terms of the scattering matrix, the experience with
RMT for scattering systems can be applied and
indeed leads to numerous new results.
Quantum Chromodynamics

Quarks interact by exchanging gluons. In quantum
chromodynamics, the gluons are described by gauge
fields. Relativistic quantum mechanics has to be
used. Analytical calculations are only possible after
some drastic assumptions and one must resort to
lattice gauge theory, that is, to demanding numerics,
to study the full problem.

The massless Dirac operator has chiral symmetry,
implying that all nonzero eigenvalues come in pairs
(�
n, þ
n) symmetrically around zero. In chiral
RMT, the Dirac operator is replaced with block
off-diagonal matrices

W¼ 0 Wb

Wy
b 0

� �
½31�
where Wb is a random matrix without further
symmetries. By construction, W has chiral symmetry.
The assumption underlying chiral RMT is that the
gauge fields effectively randomize the motion of the
quark. Indeed, this simple schematic model correctly
reproduces low-energy sum rules and spectral statis-
tics of lattice gauge calculations. Near the center of
the spectrum, there is a direct connection to the
partition function of quantum chromodynamics.
Furthermore, a similarity to disordered systems exists
and an analog of the Thouless energy could be found.

Other Fields

Of the wealth of further investigations, we can
mention but a few. RMT is in general useful for
wave phenomena of all kinds, including classical
ones. This has been shown for elastomechanical and
electromagnetic resonances.

An important field of application is quantum
gravity and matrix model aspects of string theory.
We decided not to go into this, because the reason
for the emergence of RMT concepts there is very
different from everything else discussed above.

RMT is also successful beyond physics. Not
surprisingly, it always received interest in mathema-
tical statistics, but, as already said, it also relates to
harmonic analysis. A connection to number theory
exists as well. The high-lying zeros of the Riemann �
function follow the GUE predictions over certain
interval lengths. Unfortunately, a deeper under-
standing is still lacking.

As the interest in statistical concepts grows, RMT
keeps finding new applications. Recently, one even
started using RMT for risk management in finance.

See also: Arithmetic Quantum Chaos; Chaos and
Attractors; Determinantal Random Fields; Free Probability
Theory; Growth Processes in Random Matrix Theory;
Hyperbolic Billiards; Integrable Systems in Random
Matrix Theory; Integrable Systems: Overview; Number
Theory in Physics; Ordinary Special Functions; Quantum
Chromodynamics; Quantum Mechanical Scattering
Theory; Random Partitions; Random Walks in Random
Environments; Semi-Classical Spectra and Closed
Orbits; Supermanifolds; Supersymmetry Methods in
Random Matrix Theory; Symmetry Classes in Random
Matrix Theory.
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Stöckmann HJ (1999) Quantum Chaos: An Introduction. Cambridge:

Cambridge University Press.
Verbaarschot JJM and Wettig T (2000) Random matrix theory

and chiral symmetry in QCD. Annual Review of Nuclear and
Particle Science 50: 343–410.
Random Partitions

A Okounkov, Princeton University, Princeton, NJ,
USA

ª 2006 A Okounkov. Published by Elsevier Ltd.

All rights reserved.
Partitions

A partition of n is a monotone sequence of non-
negative integers,


 ¼ ð
1 
 
2 
 
3 
 � � � 
 0Þ

with sum n. The number n is also denoted by j
j and
is called the size of n. The number of nonzero terms
in 
 is called the length of 
 and often denoted by
‘(
). It is convenient to make the sequence 
 infinite
by adding a string of zeros at the end.

A geometric object associated to partition is its
diagram. The diagram of 
= (4, 2, 2, 1) is shown in
Figure 1. A larger diagram, flipped and rotated by 135�,
can be seen in Figure 2. Flipping the diagram introduces
an involution on the set of partitions of n known as
transposition. The transposed partition is denoted by
0.

Partitions serve as natural combinatorial labels for
many basic objects in mathematics and physics. For
example, partitions of n index both conjugacy classes
and irreducible representations of the symmetric
group S(n). Partitions 
 with ‘(
) � n index irredu-
cible polynomial representations of the general linear
group GL(n). More generally, the highest weight of a
rational representation of GL(n) can be naturally
viewed as two partitions of total length � n.

For an even more basic example, partitions 
 with

1 � m and ‘(
) � n are the same as upright lattice
paths making n steps up and m steps to the right
(just follow the boundary of 
). In particular, there
are nþm

n


 �
of such. By a variation on this theme,

partitions label the standard basis of fermionic Fock
space (Miwa et al. 2000). They also label a standard
basis of the bosonic Fock space.

In most instances, partitions naturally occur
together with some weight function. For example,
the dimension, dim 
, of an irreducible representation
of S(n), or some power of it, is what always appears in
harmonic analysis on S(n). By a theorem of Burnside,

MPlanchð
Þ ¼
ðdim 
Þ2

n!
½1�

is a probability measure on the set of partitions of n; it
is known as the Plancherel measure. Besides harmonic
analysis, there are many other contexts in which
it appears, for example, by a theorem of
Schensted (see Sagan (2001) and Stanley (1999)), the
distribution of the first part 
1 of a Plancherel random
partition 
 is the same as the distribution of the longest
increasing subsequence in a uniformly random permu-
tation of {1, 2, . . . , n}.
2

1.5

1

0.5

–2 –1 21

Figure 2 A Plancherel-random partition of 1000 and the limit

shape.



Partitions of n being just a finite set, one is often
interested in letting n ! 1. Even if the original
problem was not of a probabilistic origin, one can
still often benefit from adopting a probabilistic
viewpoint because of the intuition and techniques
that it brings. This is best illustrated by concrete
examples, which is what we now turn to. These
examples are not meant to be a panorama of
random partitions. This is an old and still rapidly
growing field and a simple list of all major
contributions will take more space than is allowed.
The books Kerov (2003), Pitman (n.d.) Sagan
(2001), and Stanley (1999) offer much more
information on the topics discussed below.

Plancherel Measure

Dimension of a Diagram

There are several formulas and interpretations
for the number dim� in [1]; see Sagan (2001) and
Stanley (1999). The one that often appears in the
context of growth processes is the following:
dim� is the number of ways to grow the diagram
� from the empty diagram ; by adding a square
at a time. That is, dim� is number of chains of
the form

; ¼ �ð0Þ � �ð1Þ � � � � � �ðn�1Þ � �ðnÞ ¼ �

where j�(k)j= k and � � � means inclusion of
diagrams.

From the classical formula

dim � ¼ j�j!Q
ð�i þ k� iÞ!

Y
i�j�k

ð�i � �j þ j� iÞ ½2�

where k is any number such that �kþ1 = 0, one sees
that the Plancherel measure is a discrete analog of
the eigenvalue density

e�ð1/2Þ
P

x2
i

Y
i<j

ðxi � xjÞ2

of a GUE random matrix (Mehta 1991). Indeed,
the first factor in [2], which looks like a multi-
nomial coefficient, is the analog of the Gaussian
weight. Kerov (2003) and Johansson were among
the first to recognize the analogy between Plan-
cherel measure and GUE. One comes across many
partition sums that are discrete analogs of random
matrix integrals.

The most compact formula for dim � is the hook
formula

dim�

j�j! ¼
Y
&2�

hð&Þ�1 ½3�

Here the product is over all squares & in the
diagram of � and

hð&Þ ¼ 1þ að&Þ þ lð&Þ

where a(&) and l(&) is the number of squares to the
right of the square & and below it, respectively.
(These are known as arm-length and leg-length.)

Limit Shape and Edge Scaling

When the diagram of � is very large, the logarithm
of the hook product approximates a double
integral. The analysis of the corresponding integral
plays the central role, (see Kerov (2003), chapter 3)
in the proof of the following law of large numbers
for the Plancherel measure.

Take the diagram of �, flip and rotate it as in Figure 1
and rescale by a factor of

ffiffiffi
n
p

so that it has unit area. In
this way one obtains a measure on continuous and, in
fact, Lipschitz functions. By a result of Logan and Shepp
and, independently, Vershik and Kerov these measures
converge as n!1 to the �-measure on a single
function �(x). This limit shape for the Plancherel
measure, is also plotted in Figure 2. Explicitly,

�ðxÞ ¼
2

�
x arcsinðx=2Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4� x2
p� �

; jxj � 2

jxj; jxj > 2

8<:
This is an analog of Wigner’s semicircle law (Mehta
1991) for spectra of random matrices. The Gaussian
correction to the limit shape was also found by
Kerov (2003).

The limit shape result can be refined to show
that �1=

ffiffiffi
n
p
! 2 in probability. Together with

Schensted’s theorem, this answers the question
posed by Ulam about the longest increasing
subsequence in a random permutation. Further
progress came in the work of Baik, Deift, and
Johansson (see Deift (2000)), who conjectured
(and proved for i = 1 and 2) that as n!1 the
joint distribution

�i � 2
ffiffiffi
n
p

n1=6
; i ¼ 1; 2; . . .

becomes exactly the same as the distribution of
largest eigenvalues of a GUE random matrix. In
particular, the longest increasing subsequence,
suitably scaled, is distributed exactly like the
largest eigenvalue. The distribution of the latter is
known as the Tracy–Widom distribution; it is
given in terms of a particular solution of the
Painlevé II equation. For more information about
the proof of the full conjecture, see Aldous and
Diaconis (1999), Deift (2000), and Okounkov
(2002).
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Correlation Functions

One way to prove the full BDJ conjecture is to use the
following exact formula first obtained in a more general
setting by Borodin and Olshanski (see Olshanski (2003),
and Okounkov (2002) for further generalizations).
Look at the downsteps of the zig-zag curve in Figure 2.
The x-coordinates of their midpoints are the numbers

Sð�Þ ¼ �i � iþ 1
2

� �
� Zþ 1

2 ½4�

The map � 7!S(�) makes a random partition a random
subset of Zþ 1

2, that is, a random point field on a lattice.
These random points should be treated like eigenvalues
of a random matrix. In particular, it is natural to consider
their correlations, that is, the probability that X � S(�)
for some fixed X � Zþ 1

2.
Many formulas work better if we replace the

Plancherel measures MPlanch, n on partitions of a
fixed number n by their Poisson average,

M� ¼ e��
X
n�0

�n

n!
MPlanch;n

Here � > 0 is a parameter. It equals the expected
size of �. For any finite set X, we have

Prob� X � Sð�Þð Þ ¼ det KBesselðxi; xj; �Þ
	 


xi;xj2X
½5�

where KBessel is the discrete Bessel kernel given by

KBesselðx;y;�Þ

¼
ffiffiffi
�

p Jx�1=2ð2
ffiffiffi
�
p
ÞJyþ1=2ð2

ffiffiffi
�
p
Þ� Jxþ1=2ð2

ffiffiffi
�
p
ÞJy�1=2ð2

ffiffiffi
�
p
Þ

x�y

Note that only Bessel function of integral order
enter this formula.

For large argument �, Jn(2
ffiffiffi
�
p

) has sine asymptotics
if n	 2

ffiffiffi
�
p

and Airy function asymptotics if n 

2
ffiffiffi
�
p

. Consequently, one gets the random matrix
behavior near the edge of the limit shape and
discrete sine kernel asymptotics of correlations in
the bulk of the limit shape.

Permutation Enumeration

A basic combinatorial problem is to count per-
mutations �1, . . . ,�p 2 S(n) of given cycle types
�(1), . . . ,�(p) such that

�1 � � ��p ¼ 1 ½6�

A geometric interpretation of this problem is to count
covers of the sphere S2 = CP1 branched over p given
points with monodromy �(1), . . . ,�(p). Elementary
character theory of S(n) gives (Jones 1998)

#f�i 2 C�ðiÞ ;
Y

�i ¼ 1g ¼
DY

f �ðiÞ
E

Planch
½7�

where C� is the conjugacy class with cycle type
� and

f �ð�Þ ¼ jC�j
���

dim �

is the central character of the irreducible representa-
tion �. Here ��� is the character of any � 2 C� in the
representation �.

Let � be of the form (��, 1, 1, . . . ) with �� fixed.
By a result of Kerov and Olshanski,

� n
j��j
��1

f �(�), is a
polynomial in � of degree j��j. See [11] for the
simplest example ��= (2), that is, for the central
character of a transposition. We thus recognize in
[7] a discrete analog of the GUE expectation of a
polynomial in traces of a random matrix. This
analogy becomes even clearer in the Gromov–Witten
theory of CP1, which can be viewed as taking into
account contributions of certain degenerate covers,
see Okounkov (2002).

There is a generalization, due to Burnside, of [7]
to counting branched covers of surfaces of any
genus g; see Jones (1998). The only modification
required is that a representation � is now counted
with the weight ( dim�)2�2g. For example, covers of
the torus correspond to a uniform measure on
partitions. In particular, the probability that two
random permutation from S(n) commute is p(n)/n!,
where p(n) is the number of partitions of n.

Generalizations of Plancherel Measure

Schur Functions and Cauchy Identity

Schur functions s�(x1, . . . , xn), where � is a parti-
tion with at most n parts, form a distinguished
linear basis of the algebra of symmetric polyno-
mials in x1, . . . , xn. Various definitions and many
remarkable properties of these function are dis-
cussed in, for example, Sagan (2001) and Stanley
(1999). One of them is that s�(x) is the trace of a
matrix with eigenvalues {xi} in an irreducible
GL(n) module with highest weight �. The follow-
ing stability of s�,

s�ðx1; . . . ; xn; 0Þ ¼ s�ðx1; . . . ; xnÞ; ‘ð�Þ � n

allows one to define Schur functions in infinitely
many variables. The formulas

p� ¼
X
�

���s�; s� ¼
X
�

���
zð�Þ p�

where

zð�Þ ¼ j�j!jC�j
¼ jAutð�Þj

Y
�i
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establish the transition between the basis of Schur
function and the basis of power sum functions

p� ¼
Y

p�i
; pk ¼

X
i

xk
i

In particular, the dimension function dim � is the
following specialization of the Schur function:

dim �

j�j! ¼ s� p1¼1; p2¼p3¼���¼0

��
We will discuss other important specializations of
Schur functions later.

A typical situation in which a random matrix
integral can be reduced to a sum over partition is
when one uses the Cauchy identity

1Q
ð1� xiyiÞ

¼ exp
X pkðxÞpkðyÞ

k

� 

¼
X
�

s�ðxÞs�ðyÞ ½8�

to expand the integrand in Schur function and
integrate term by term using, for example, the
orthogonality of characters or the identityZ

UðnÞ
s�ðAgBg�1Þ dg ¼ 1

dimn �
s�ðAÞs�ðBÞ ½9�

Here s�(A) denotes the Schur function in eigenvalues
of a matrix A, dg is the normalized Haar measure on
the unitary group U(n), and

dimn � ¼ s�ð1; . . . ; 1|fflfflfflffl{zfflfflfflffl}
n times

Þ

is the dimension of irreducible GL(n) module V�

with highest weight �. The meaning of [9] is that
normalized characters are algebra homomorphisms
from the center of the group algebra of U(n) to
numbers. This method of converting a random
matrix problem to a random partition problem is
known as character expansion (see, e.g., Kazakov
(2001)).

Inspired by the Cauchy identity, one can general-
ize Plancherel measure to

MSchur ¼
Y
ð1� xiyiÞs�ðxÞs�ðyÞ

where x and y, or, equivalently, pk(x) and pk(y), are
viewed as parameters. This is known as the Schur
measure. If p1(x) = p2(y) =

ffiffiffi
�
p

and all other pk’s
vanish, we get MSchur = M�. Many properties of the
Plancherel measure can be generalized to Schur
measure, in particular, exact formulas for correla-
tion functions, description of the limit shape, etc.
(Okounkov 2002).

Dimension Functions

We already met the function dimn �. There is a
useful formula

dimn � ¼
Y
&2�

nþ cð&Þ
hð&Þ ½10�

where c((i, j)) = j� i is the content of the square & in
ith row and jth column. From [10] it is clear that dimn

makes sense for arbitrary complex values of n. The
corresponding specializations of the Schur measure

x ¼
ffiffiffi
�

p
; . . . ;

ffiffiffi
�

p|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
z times

; y ¼
ffiffiffi
�

p
; . . . ;

ffiffiffi
�

p|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
z0 times

where �, z, z0 are parameters, are related to
the so-called Z-measures and their theory is much-
developed (Olshanski 2003). As z, z0, ��1 !1 in
such a way that zz0� ! �0, we get M�0

in the limit.
The enumerative problems discussed in the section

‘‘Permutation enumeration’’ have analogs for the
unitary groups U(n) and, suitably interpreted, the
answers are the same with the dimension dimn �
replacing dim�. For example, instead of counting the
solutions to [6], one may be interested in the volume
of the set of p-tuples of unitary matrices with given
eigenvalues that multiply to 1. Geometrically, such
data arise as the monodromy of a flat unitary
connection over S2n{p points}, which is a U(n) analog
of a branched cover. The analog of Burnside’s
formula is Witten’s formula for the volumes of
moduli spaces of flat connections on a genus g
surface with given holonomy around p punctures,
(see, e.g., Witten (1991) and Woodward (2004)). It
involves summing normalized characters over all
representations V�, not necessarily polynomial, with
the weight (dim V�)2�2g. If additionally weighted by
a Gaussian of the form exp(�A(f 2(�)þ (n=2)j�j)),
where

f 2ð�Þ ¼
1

2

X
i

�i � iþ 1
2

� �2� �iþ 1
2

� �2
h i

¼
X
&2�

cð&Þ ½11�

this becomes Migdal’s formula for the partition
function of the 2D Yang–Mills theory, the positive
constant A being the area of the surface (see, e.g.,
Witten (1991) and Woodward (2004)).

A further generalization naturally arising in the
theory of quantum groups is the quantum dimension

dimn;q � ¼ s�ðq1�n; q3�n; . . . ; qn�3; qn�1Þ

¼
Y
&2�

qnþcð&Þ � q�n�cð&Þ

qhð&Þ � q�hð&Þ
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where q is a parameter (it is more common to use
dimn, q1=2 instead). Obviously, dimn, q ! dimn as q! 1.
The function dimn, q is an important building block of,
for example, quantum invariants of knots and 3-folds,
and various related objects (see, e.g., Bakalov and
Kirillov (2001)). The Verlinde formula (Bakalov and
Kirillov 2001) can be viewed as an analog of Burnside’s
formula with weight dimn, q . When q is a root of unity
the summation over � is naturally truncated to a
finite sum.

The next level of generalization is obtained by
deforming Schur function to Jack and, more generally,
Macdonald symmetric functions (Macdonald 1995).
In particular, the Jack polynomial analog of the
Plancherel measure is

MJackð�Þ

¼
Y
&2�

n!ðt1t2Þn

ððað&Þ þ 1Þt1 þ lð&Þt2Þðað&Þt1 þ ðlð&Þ þ 1Þt2Þ

where t1, t2 are parameters, and a(&) and l(&)
denote, as above, the arm- and leg-length of a
square &. This measure depends only on the ratio
t2=t1 which is the usual parameter of Jack poly-
nomials. To continue the analogy with random
matrices, this should be viewed as a general 	
analog of the Plancherel measure.

The measure MJack naturally arises in Atiyah–
Bott localization computations on the Hilbert
scheme of n points in C2. By definition, this
Hilbert scheme parametrizes ideals I � C[x, y] of
codimension n as linear spaces. The torus (C�)2

acts on it by rescaling x and y and the fixed points
of this action are

I� ¼ Span of xj�1yi�1
� �

ði;jÞ=2�

where � is a partition of n. The weight of this fixed
point in the Atiyah–Bott formula is proportional to
MJack(�), the parameters t1 and �t2 being the
standard torus weights. Corresponding formulas in
K-theory involve a Macdonald polynomial analog of
dim �.

Nekrasov defines the partition functions of N = 2
supersymmetric gauge theories by formally applying
the Atiyah–Bott localization formula to (noncom-
pact) instanton moduli spaces. The resulting expres-
sion is a sum over partitions with a weight which is
a generalization of MJack. In this way, random
partitions enter gauge theory. What is more,
statistical properties of these random partitions are
reflected in the dynamics of gauge theories. For
example, the limit shape turns out to be precisely the
Seiberg–Witten curve (see Nekrasov and Okounkov
(2003), Okounkov (2002), and also Nakajima and
Yoshioka (2003)).

Harmonic Functions on Young Graph

Definitions

Partitions form a natural directed graph Y, known
as Young graph, in which there is an edge from � to
� if � is obtained from � by adding a square. We
will denote this by �%�. Let 
 be a non-negative
function (called multiplicity) on edges of Y. A
function � on the vertices of Y is harmonic if it
satisfies

�ð�Þ ¼
X
�-�


ð�; �Þ�ð�Þ ½12�

for any �. For given edge multiplicities 
, non-
negative harmonic functions normalized by �(;) = 1
form a convex compact (with respect to pointwise
convergence) set, which we will denote by H(
). The
extreme points of H(
) are the indecomposable or
ergodic harmonic functions. They are the most
important ones. One defines

dim
 �=� ¼
X

�¼�0%�1%���%�j�j�j�j¼�

Y

ð�i; �iþ1Þ

and dim
 �= dim
 �=;. For example, if 
 � 1 then
dim
 �= dim�. Any function � 2 H(
) defines a
probability measure on partitions of fixed size
n, n = 0, 1, 2, . . . , by

M�;nð�Þ ¼ �ð�Þ dim
 �; j�j ¼ n ½13�

The mean value property [12] implies a certain
coherence of these measures for different values of
n, which, in general, does not hold for measures like
MSchur. Two multiplicity functions 
 and 
0 are
gauge equivalent if


0ð�; �Þ ¼ f ð�Þ
ð�; �Þf ð�Þ�1

for some function f. In this case, H(
) and H(
0) are
naturally isomorphic and the measures M� are the same.

First Example: Thoma Theorem

Let F be a central function on the infinite symmetric
group S(1) =

S
n S(n), normalized by F(1) = 1.

Restricted to S(n), F is a linear combination of
irreducible characters

FjSðnÞ ¼
X
j�j¼n

�ð�Þ��

The branching rule ��jS(n�1) =
P

�%� �
� implies that

the Fourier coefficients � are harmonic with respect
to 
 � 1. They are non-negative if and only if F is a
positive-definite function on S(1), which means that
the matrix (F(gig

�1
j )) is non-negative definite for any

{gi} � S(1). The description of all indecomposable
positive-definite central functions on S(1) was first
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obtained by Thoma (see Kerov (2003, 1998) and
Olshanski (2003)). Rephrased in our language, it
says that the functions

�ð�Þ ¼ s�jp1¼1;pk¼
P


k
i
þð�1Þkþ1

P
	k

i
;k>1

are the extreme points of H(1). Here 
i and 	i are
parameters satisfying


1 � 
2 � � � � � 0; 	1 � 	2 � � � � � 0X

i þ 	i � 1

This set is known as the Thoma simplex. The origin

i = 	i = 0 corresponds to the Plancherel measure.

A general positive-definite central functions on
S(1) defines a measure on the Thoma simplex. This
measure can be interpreted as a point process on the
real line, for example, by placing particles at
positions {
i} and {�	i}. Interesting central func-
tions lead to interesting processes (see Olshanski
(2003)).

Second Example: Kingman Theorem

Let � be a partition of the naturals N into disjoint
subsets. For any n = 1, 2, . . . , � defines the induced
partition �n of {1, . . . , n} and hence a partition �(�n)
of the number n. A measure M on partitions � is
called exchangeable if

Mð�nÞ ¼ �ð�ð�nÞÞ; n ¼ 1; 2; . . .

for some function � on Y. This implies that � is
harmonic for


Kð�; �Þ ¼ �k

where �= 1�12�2 � � � and �= 1�12�2 � � � k�k�1

(kþ 1)�kþ1þ1 � � � . The description of all exchange-
able measures M was first obtained by Kingman.
In our language, it says that the extreme points of
H(
K) are

�ð�Þ ¼ m�jp1¼1;pk¼
P


k
i
;k>1

where m� is the monomial symmetric function (sum
of all monomials with exponents �) and 
i are
parameters as before. The corresponding measure
M
 can be described as follows. Let Xi be a
sequence of independent, identically distributed
random variables such that {
i} are the measures
of atoms of their distribution. This defines a
random partition � of N by putting i and j in the
same block of � if and only if Xi = Xj. A general
exchangeable measure M is then a convex linear
combination of M
, which can be viewed as
making the common distribution of Xi also
random. See Pitman (n.d.) for a lot more about
Kingman’s theorem.

The multiplicities 
K are gauge equivalent to
multiplicities


VPð�; �Þ ¼ k�k ½14�
which arise in the study of probability measures on
virtual permutationsS (Olshanski 2003). By definition,

S ¼ lim
 �

SðnÞ

with respect to the maps S(n) ! S(n� 1) that delete n
from the disjoint cycle decomposition of a permutation
� 2 S(n). For n � 5, this is the unique map that
commutes with the right and left action of S(n� 1).
Thus, S has a natural S(1)
 S(1) action; however, it
is not a group. A measure M on S is central if it is
invariant under the action of the diagonal subgroup in
S(1)
 S(1). Let the push-forward ofM to S(n) give
mass �(�) to a permutation with cycle type �. It is then
easy to see that � is harmonic with respect to [14].
Thus, Kingman’s theorem gives a description of
ergodic central measures on S. For example, 
i = 0
corresponds to the �-measure at the identity.

Ergodic Method

A unified approach to this type of problems was
proposed and developed by Vershik and Kerov. It is
based on the following ergodic theorem. Let � be an
ergodic harmonic function. Then

�ð�Þ ¼ lim
dim
�=�

dim
�
; j�j ! 1 ½15�

for almost all � with respect to the measure [13]
(Kerov 2003). This is similar to approximating a
Gibbs measure in infinite volume by a sequence of
finite-volume Gibbs measures with appropriate
boundary conditions. The ratio on the RHS of [15]
is known as the Martin kernel. Its asymptotics as
j�j ! 1 plays the essential role.

Let us call a sequence {�(n)} of partitions of n
regular if the limit in [15] exists for all �. For 
 � 1,
Vershik and Kerov proved that {�(n)} is regular if
and only if the following limits exist:

�ðnÞi
n
! 
i;

�ðnÞ0i
n
! 	i ½16�

that is, if the rows and columns of �(n), scaled by n,
have a limit. In this case, the limit in [15] is the
harmonic function with Thoma parameters 
i and
	i. This simultaneously proves Thoma classification
and gives a law of large numbers for the correspond-
ing measures [13]. It also gives a transparent
geometric interpretation of Thoma parameters.
Note that the behavior [16] is very different from
the formation of a smooth limit shape that we saw
earlier. For a common generalization of this result
and Kingman’s theorem see Kerov (1998).
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See also: Determinantal Random Fields; Growth
Processes in Random Matrix Theory; Integrable Systems
in Random Matrix Theory; Random Matrix Theory in
Physics; Symmetry Classes in Random Matrix Theory.
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Introduction

Random walks provide a simple conventional model to
describe various transport processes, for example,
propagation of heat or diffusion of matter through a
medium (for a general reference see, e.g., Hughes
(1995)). However, in many practical cases, the medium
where the system evolves is highly irregular, due to
factors such as defects, impurities, fluctuations, etc. It is
natural to model such irregularities as ‘‘random
environment,’’ treating the observable sample as a
statistical realization of an ensemble, obtained by
choosing the local characteristics of the motion (e.g.,
transport coefficients and driving fields) at random,
according to a certain probability distribution.

In the random walks context, such models are
referred to as ‘‘random walks in random environ-
ments’’ (RWRE). This is a relatively new chapter
in applied probability and physics of disordered
systems initiated in the 1970s. Early interest in
RWRE models was motivated by some problems

in biology, crystallography, and metal physics, but
later applications have spread through numerous
areas (see review papers by Alexander et al. (1981),
Bouchaud and Georges (1990), and a comprehensive
monograph by Hughes (1996)). After 30 years of
extensive work, RWRE remain a very active area of
research, which has been a rich source of hard and
challenging questions and has already led to many
surprising discoveries, such as subdiffusive behavior,
trapping effects, localization, etc. It is fair to say that
the RWRE paradigm has become firmly established
in physics of random media, and its models, ideas,
methods, results, and general effects have become an
indispensable part of the standard tool kit of a
mathematical physicist.

One of the central problems in random media
theory is to establish conditions ensuring homogeniza-
tion, whereby a given stochastic system evolving in a
random medium can be adequately described, on some
spatial–temporal scale, using a suitable effective
system in a homogeneous (nonrandom) medium. In
particular, such systems would exhibit classical diffu-
sive behavior with effective drift and diffusion coeffi-
cient. Such an approximation, called ‘‘effective
medium approximation’’ (EMA), may be expected to
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be successful for systems exposed to a relatively small
disorder of the environment. However, in certain
circumstances, EMA may fail due to atypical environ-
ment configurations (‘‘large deviations’’) leading to
various anomalous effects. For instance, with small but
positive probability a realization of the environment
may create ‘‘traps’’ that would hold the particle for an
anomalously long time, resulting in the subdiffusive
behavior, with the mean square displacement growing
slower than linearly in time.

RWRE models have been studied by various
nonrigorous methods including Monte Carlo simu-
lations, series expansions, and the renormalization
group techniques (see more details in the above
references), but only a few models have been
analyzed rigorously, especially in dimensions greater
than one. The situation is much more satisfactory in
the one-dimensional case, where the mathematical
theory has matured and the RWRE dynamics has
been understood fairly well.

The goal of this article is to give a brief
introduction to the beautiful area of RWRE. The
principal model to be discussed is a random walk
with nearest-neighbor jumps in independent and
identically distributed (i.i.d.) random environment
in one dimension, although we shall also comment
on some generalizations. The focus is on rigorous
results; however, heuristics will be used freely to
motivate the ideas and explain the approaches and
proofs. In a few cases, sketches of the proofs have
been included, which should help appreciate the
flavor of the results and methods.

Ordinary Random Walks: A Reminder

To put our exposition in perspective, let us give
a brief account of a few basic concepts and
facts for ordinary random walks, that is, evolving
in a nonrandom environment (see further details in
Hughes (1995)). In such models, space is modeled
using a suitable graph, for example, a d-dimensional
integer lattice Zd, while time may be discrete or
continuous. The latter distinction is not essential,
and in this article we will mostly focus on the
discrete-time case. The random mechanism of
spatial motion is then determined by the given
transition probabilities (probabilities of jumps) at
each site of the graph. In the lattice case, it is usually
assumed that the walk is translation invariant, so
that at each step distribution of jumps is the same,
with no regard to the current location of the walk.

In one dimension (d = 1), the simple (nearest-
neighbor) random walk may move one step to right
or to the left at a time, with some probabilities p and
q = 1� p, respectively. An important assumption is

that only the current location of the walk determines
the random motion mechanism, whereas the past
history is not relevant. In terms of probability theory,
such a process is referred to as ‘‘Markov chain.’’ Thus,
assuming that the walk starts at the origin, its position
after n steps can be represented as the sum of
consecutive displacements, Xn = Z1 þ � � � þ Zn,
where Zi are independent random variables with the
same distribution P{Zi = 1} = p, P{Zi = �1} = q.

The strong law of large numbers (LLN) states that
almost surely (i.e., with probability 1)

lim
n!1

Xn

n
¼ EZ1¼ p� q; P-a.s. ½1�

where E denotes expectation (mean value) with respect
to P. This result shows that the random walk moves
with the asymptotic average velocity close to p� q. It
follows that if p� q 6¼ 0, then the process Xn, with
probability 1, will ultimately drift to infinity (more
precisely, þ1 if p� q > 0 and �1 if p� q < 0). In
particular, in this case, the random walk may return to
the origin (and in fact visit any site on Z) only finitely
many times. Such behavior is called ‘‘transient.’’
However, in the symmetric case (i.e., p = q = 0.5) the
average velocity vanishes, so the above argument fails.
In this case, the walk behavior appears to be more
complicated, as it makes increasingly large excursions
both to the right and to the left, so that
limn!1Xn = þ1, limn!1 Xn = �1 (P-a.s.). This
implies that a symmetric random walk in one dimen-
sion is ‘‘recurrent,’’ in that it visits the origin (and
indeed any site on Z) infinitely often. Moreover, it can
be shown to be ‘‘null-recurrent,’’ which means that the
expected time to return to the origin is infinite. That is
to say, return to the origin is guaranteed, but it takes
very long until this happens.

Fluctuations of the random walk can be char-
acterized further via the central limit theorem
(CLT), which amounts to saying that the probability
distribution of Xn is asymptotically normal, with
mean n(p� q) and variance 4npq:

lim
n!1

P
Xn � nðp� qÞffiffiffiffiffiffiffiffiffiffiffi

4npq
p � x

( )

¼ �ðxÞ:¼ 1ffiffiffiffiffiffi
2�
p

Z x

�1
e�y2=2 dy ½2�

These results can be extended to more general
walks in one dimension, and also to higher dimen-
sions. For instance, the criterion of recurrence for a
general one-dimensional random walk is that it is
unbiased, EðX1 �X0Þ= 0. In the two-dimensional
case, in addition one needs EjX1 �X0j2 <1. In
higher dimensions, any random walk (which does
not reduce to lower dimension) is transient.
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Random Environments and Random Walks

The definition of an RWRE involves two ingredi-
ents: (1) the environment, which is randomly chosen
but remains fixed throughout the time evolution,
and (2) the random walk, whose transition prob-
abilities are determined by the environment. The set
of environments (sample space) is denoted by
� = {!}, and we use P to denote the probability
distribution on this space. For each !2�, we define
the random walk in the environment ! as the (time-
homogeneous) Markov chain {Xt, t = 0, 1, 2, . . .g on
Zd with certain (random) transition probabilities

pðx; y; !Þ ¼ P!fX1 ¼ yjX0 ¼ xg ½3�

The probability measure P! that determines the
distribution of the random walk in a given environ-
ment ! is referred to as the ‘‘quenched’’ law. We
often use a subindex to indicate the initial position
of the walk, so that, for example, P!x{X0 = x} = 1.

By averaging the quenched probability P!x further,
with respect to the environment distribution, we
obtain the ‘‘annealed’’ measure Px = P�P!x , which
determines the probability law of the RWRE:

PxðAÞ ¼
Z

�

P!xðAÞ Pðd!Þ ¼ EP!xðAÞ ½4�

Expectation with respect to the annealed measure
Px will be denoted by Ex.

Equation [4] implies that if some property A of the
RWRE holds almost surely with respect to the
quenched law P!x for almost all environments (i.e.,
for all !2�0 such that P(�0) = 1), then this property is
also true with probability 1 under the annealed law Px.

Note that the random walk Xn is a Markov
chain only conditionally on the fixed environment
(i.e., with respect to P!x), but the Markov property
fails under the annealed measure Px. This is because
the past history cannot be neglected, as it tells what
information about the medium must be taken into
account when averaging with respect to environ-
ment. That is to say, the walk learns more about
the environment by taking more steps. (This idea
motivat es the method of ‘‘environ ment viewed from
the pa rticle,’’ see related section below. )

The simplest model is the nearest-neighbor one-
dimensional walk, with transition probabilities

pðx; y; !Þ ¼
px if y ¼ xþ 1

qx if y ¼ x� 1

0 otherwise

8<:
where px and qx = 1� px (x2Z) are random vari-
ables on the probability space (�, P). That is to say,
given the environment !2�, the random walk
currently at point x2Z will make a one-unit step

to the right, with probability px, or to the left, with
probability qx. Here the environment is determined
by the sequence of random variables {px}. For most
of the article, we assume that the random probabil-
ities {px, x2Z} are i.i.d., which is referred to as
‘‘i.i.d. environment.’’ Some extensions to more
general environments will be mentioned briefly in
the sect ion ‘‘Some generali zations and variatio ns.’’
The study of RWRE is simplified under the follow-
ing natural condition called ‘‘(uniform) ellipticity:’’

0 < � � px � 1� � < 1; x2Z; P-a.s. ½5�

which will be frequently assumed in the sequel.

Transience and Recurrence

In this section, we discuss a criterion for the RWRE
to be transient or recurrent. The following theorem
is due to Solomon (1975).

Theorem 1 Set �x := qx=px, x2Z, and � := E ln �0.

(i) If � 6¼ 0 then Xt is transient (P0-a.s.); moreover,
if � < 0 then limt!0 Xt =þ1, while if � > 0
then limt!0 Xt =�1 (P0-a.s.).

(ii) If �= 0 then Xt is recurrent (P0-a.s.); moreover,

lim
t!1

Xt ¼ þ1; lim
t!1

Xt ¼ �1; P0-a.s.

Let us sketch the proof. Consider the hitting times
Tx := min {t � 0 : Xt = x} and denote by fxy the
quenched first-passage probability from x to y:

fxy :¼P!xf1 � Ty <1g

Starting from 0, the first step of the walk may be
either to the right or to the left, hence by the
Markov property the return probability f00 can be
decomposed as

f00 ¼ p0f10 þ q0f�1;0 ½6�

To evaluate f10, for n � 1 set

ux� uðnÞx :¼P!xfT0 < Tng; 0 � x � n

which is the probability to reach 0 prior to n,
starting from x. Clearly,

f10 ¼ lim
n!1

u
ðnÞ
1 ½7�

Decomposition with respect to the first step yields
the difference equation

ux ¼ pxuxþ1 þ qxux�1; 0 < x < n ½8�

with the boundary conditions

u0 ¼ 1; un ¼ 0 ½9�
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Using px þ qx = 1, eqn [8] can be rewritten as

uxþ1 � ux ¼ �xðux � ux�1Þ

whence by iterations

uxþ1 � ux ¼ ðu1 � u0Þ
Yx

j¼1

�j ½10�

Summing over x and using the boundary conditions
[9] we obtain

1� u1¼
Xn�1

x¼0

Yx

j¼1

�j

 !�1

½11�

(if x = 0, the product over j is interpreted as 1). In
view of eqn [7] it follows that f10 = 1 if and only if
the right-hand side of eqn [11] tends to 0, that is,X1

x¼1

expðYxÞ ¼ 1; Yx :¼
Xx

j¼1

ln �j ½12�

Note that the random variables ln �j are i.i.d., hence
by the strong LLN

lim
x!1

Yx

x
¼ E ln �0� �; P-a.s.

That is, the general term of the series [12] for large x
behaves like exp (x�); hence, for � > 0 the condition
[12] holds true (and so f10 = 1), whereas for � < 0 it
fails (and so f10 < 1).

By interchanging the roles of px and qx, we also
have f�1, 0 < 1 if � > 0 and f�1, 0 = 1 if � < 0. From
eqn [6], it then follows that in both cases f00 < 1,
that is, the random walk is transient.

In the critical case, �= 0, by a general result from
probability theory, Yx � 0 for infinitely many x
(P-a.s.), and so the series in eqn [12] diverges.
Hence, f10 = 1 and, similarly, f�1, 0 = 1, so by eqn [6]
f00 = 1, that is, the random walk is recurrent.

It may be surprising that the critical parameter
appears in the form �= E ln �0, as it is probably
more natural to expect, by analogy with the
ordinary random walk, that the RWRE criterion
would be based on the mean drift, E(p0� q0). In the
next section, we will see that the sign of d may be
misleading.

A canonical model of RWRE is specified by the
assumption that the random variables px take only
two values, � and 1� �, with probabilities

Pfpx ¼ �g ¼ �; Pfpx ¼ 1� �g ¼ 1� � ½13�

where 0 < � < 1, 0 < � < 1. Here �= (2�� 1)�
ln (1þ (1� 2�)=�), and it is easy to see that, for
example, � < 0 if � < 1=2, � < 1=2 or � > 1=2,
� > 1=2. The recurrent region where �= 0 splits into
two lines, �= 1=2 and �= 1=2. Note that the first

case is degenerate and amounts to the ordinary
symmetric random walk, while the second one
(except where �= 1=2) corresponds to Sinai’s
proble m (see the section ‘‘Sin ai’s local ization’’). A
‘‘phase diagram’’ for this model, showing various
limiting regimes as a function of the parameters �, �,
is presented in Figure 1.

Asymptotic Velocity

In the transient case the walk escapes to infinity,
and it is reasonable to ask at what speed. For a
nonrandom environment, px� p, the answer is
given by the LLN, eqn [1]. For the simple
RWRE, the asymptotic velocity was obtained by
Solomon (1975). Note that by Jensen’s inequality,
(E�0)�1� E��1

0 .

Theorem 2 The limit v := limt!1Xt=t exists
(P0-a.s.) and is given by

v ¼

1� E�0

1þ E�0
if E�0 < 1

� 1� E��1
0

1þ E��1
0

if E��1
0 < 1

0 otherwise

8>>>>><>>>>>:
½14�

Thus, the RWRE has a well-defined nonzero
asymptotic velocity except when (E�0)�1 � 1 �
E��1

0 . For instance, in the canonical example
eqn [13] (see Figure 1), the criterion E�0 < 1 for
the velocity v to be positive amounts to the
condition that both (1��)=� and (1� �)=� lie on
the same side of point 1.

η < 0
υ > 0

η < 0
υ = 0

η > 0
υ = 0

η > 0
υ < 0α

1
2

α = 12

β =

1

β

0 1

Figure 1 Phase diagram for the canonical model, eqn [13]. In the

regions where � < 0 or � > 0, the RWRE is transient toþ1 or�1,

respectively. The recurrent case, �= 0, arises when �= 1=2 or

�= 1=2. The asymptotic velocity � := limt!0 xt=t is given by eqn

[14]. Adapted from Hughes BD (1996) Random Walks and Random

Environments. Volume 2: Random Environments, Ch. 6, p. 391.

Oxford: Clarendon, by permission of Oxford University Press.
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The key idea of the proof is to analyze the hitting
times Tn first, deducing results for the walk Xt later.
More specifically, set 	i = Ti�Ti�1, which is the time
to hit i after hitting i� 1 (providing that i > X0). If
X0 = 0 and n � 1, then Tn = 	1 þ � � � þ 	n. Note that
in fixed environment ! the random variables {	i} are
independent, since the quenched random walk ‘‘for-
gets’’ its past. Although there is no independence with
respect to the annealed probability measure P0, one
can show that, due to the i.i.d. property of the
environment, the sequence {	i} is ergodic and therefore
satisfies the LLN:

Tn

n
¼ 	1 þ � � � þ 	n

n
! E0	1; P0-a:s:

In turn, this implies

Xt

t
! 1

E0	1
; P0-a:s: ½15�

(the clue is to note that XTn
= n).

To compute the mean value E0	1, observe that

	1 ¼ 1fX1¼1g þ 1fX1¼�1gð1þ 	 00 þ 	 01Þ ½16�

where 1A is the indicator of event A and 	 00, 	 01
are, respectively, the times to get from �1 to 0 and
then from 0 to 1. Taking expectations in a fixed
environment !, we obtain

E!
0	1 ¼ p0 þ q0ð1þ E!

0	
0
0 þ E!

0	1Þ ½17�

and so

E!
0	1 ¼ 1þ �0 þ �0E!

0	
0
0 ½18�

Note that E!
0	
0
0 is a function of {px, x < 0} and

hence is independent of �0 = q0=p0. Averaging eqn
[18] over the environment and using E0	

0
0 = E0	1

yields

E0	1 ¼
1þ E�0

1� E�0
if E�0 < 1

1 if E�0 � 1

8<: ½19�

and by eqn [15] ‘‘half’’ of eqn [14] follows. The
other half, in terms of E��1

0 , can be obtained by
interchanging the roles of px and qx, whereby �0 is
replaced with ��1

0 .
Let us make a few remarks concerning Theorems

1 and 2. First of all, note that by Jensen’s inequality
E ln �0 � ln E�0, with a strict inequality whenever
�0 is nondegenerate. Therefore, it may be possible
that, with P0-probability 1, Xt!1 but Xt=t! 0
(see Figure 1). This is quite unusual as compared
to the ordinary random walk (see the subsection
‘‘Ordinary random w alks: a reminder’’), and
indicates some kind of slowdown in the transient
case.

Furthermore, by Jensen’s inequality

E�0 ¼ Ep�1
0 � 1 � ðEp0Þ�1 � 1

so eqn [14] implies that if E�0 < 1, then

0 < v � 2 Ep0 � 1 ¼ E ðp0 � q0Þ

and the inequality is strict if p0 is genuinely random
(i.e., does not reduce to a constant). Hence, the
asymptotic velocity v is less than the mean drift
E(p0� q0), which is yet another evidence of slow-
down. What is even more surprising is that it is
possible to have E(p0� q0) > 0 but �= E ln �0 > 0, so
that P0-a.s. Xt! �1 (although with velocity v = 0).
Indeed, following Sznitman (2004) suppose that

Pfp0 ¼ �g ¼ �; Pfp0 ¼ 
g ¼ 1� �

with � > 1=2. Then Ep0 � �� > 1=2 if 1 > � >
1=2�, hence E(p0� q0) = 2 Ep0 � 1 > 0. On the
other hand,

E ln �0¼� ln
1� �
�
þ ð1� �Þ ln 1� 




> 0

if 
 is sufficiently small.

Critical Exponent, Excursions, and Traps

Extending the previous analysis of the hitting times,
one can obtain useful information about the limit
distribution of Tn (and hence Xt). To appreciate
this, note that from the recursion eqn [16] it follows

	 s
1 ¼ 1fX1¼1g þ 1fX1¼�1gð1þ 	 00 þ 	 01Þ

s

and, similarly to [17],

E!
0	

s
1 ¼ p0 þ q0E!

0ð1þ 	 00 þ 	 01Þ
s

Taking here expectation E, one can deduce that
E0	

s
1 <1 if and only if E�s

0 < 1. Therefore, it is
natural to expect that the root � of the equation

E��0 ¼ 1 ½20�

plays the role of a critical exponent responsible for
the growth rate (and hence, for the type of the limit
distribution) of the sum Tn = 	1 þ � � � þ 	n. In parti-
cular, by analogy with sums of i.i.d. random
variables one can expect that if � > 2, then Tn is
asymptotically normal, with the standard scalingffiffiffi

n
p

, while for � < 2 the limit law of Tn is stable
(with index �) under scaling 	 n1=�.

Alternatively, eqn [20] can be obtained from
consideration of excursions of the random walk.
Let TL

11 be the left-excursion time from site 1, that is
the time to return to 1 after moving to the left at the
first step. If �= E ln �0 < 0, then TL

11 <1 (P0-a.s.).
Fixing an environment !, let w1 = E!

1TL
11 be the
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quenched mean duration of the excursion TL
11 and

observe that w1 = 1þ E!
0	1, where 	1 is the time to

get back to 1 after stepping to 0.
As a matter of fact, this representation and

eqn [19] imply that the annealed mean duration of
the left excursion, E0TL

11, is given by

Ew1 ¼
2

1� E�0
if E�0 < 1

1 if E�0 � 1

8<: ½21�

Note that in the latter case (and bearing in mind � < 0),
the random walk starting from 1 will eventually drift to
þ1, thus making only a finite number of visits to 0,
but the expected number of such visits is infinite.

In fact, our goal here is to characterize the
distribution of w1 under the law P. To this end,
observe that the excursion TL

11 involves at least two
steps (the first and the last ones) and, possibly,
several left excursions from 0, each with mean time
w0 = E!

0TL
00. Therefore,

w1 ¼ 2þ
X1
j¼1

qj
0p0ðjw0Þ ¼ 2þ �0w0 ½22�

By the translation invariance of the environment, the
random variables w1 and w0 have the same distribu-
tion. Furthermore, similarly to recursion [22], we
have w0 = 2þ ��1w�1. This implies that w0 is a
function of px with x � �1 only, and hence w0 and
�0 are independent random variables. Introducing the
Laplace transform �(s) = E exp (�sw1) and condition-
ing on �0, from eqn [22] we get the equation

�ðsÞ ¼ e�2sE�ðs�0Þ ½23�

Suppose that

1� �ðsÞ
 as�; s! 0

then eqn [23] amounts to

1� as� þ � � � ¼ ð1� 2sþ � � �Þð1� as� E��0 þ � � �Þ

Expanding the product on the right, one can see that
a solution with �= 1 is possible only if E�0 < 1, in
which case

a ¼ Ew1 ¼
2

1� E�0

We have already obtained this result in eqn [21].
The case � < 1 is possible if E��0 = 1, which is

exactly eqn [20]. Returning to w1, one expects a
slow decay of the distribution tail,

Pfw1 > tg
 bt�1=�; t!1

In particular, in this case the annealed mean
duration of the left excursion appears to be infinite.

Although the above considerations point to the
critical parameter �, eqn [20], which may be
expected to determine the slowdown scale, they
provide little explanation of a mechanism of the
slowdown phenomenon. Heuristically, it is natural
to attribute the slowdown effects to the presence of
‘‘traps’’ in the environment, which may be thought
of as regions that are easy to enter but hard to leave.
In the one-dimensional case, such a trap would
occur, for example, between two long series of
successive sites where the probabilities px are fairly
large (on the left) and small (on the right).

Remarkably, traps can be characterized quantita-
tively with regard to the properties of the random
environment, by linking them to certain large-
deviation effects (see Sznitman (2002, 2004)). The
key role in this analysis is played by the function
F(u) := ln E�u

0, u2R. Suppose that �= E ln �0 < 0
(so that by Theorem 1 the RWRE tends to
þ1, P0-a.s.) and also that E�0 > 1 and E��1

0 > 1
(so that by Theorem 2, v = 0). The latter means that
F(1) > 0 and F(�1) > 0, and since F is a smooth
strictly convex function and F(0) = 0, it follows that
there is the second root 0 < � < 1, so that F(�) = 0,
that is, E��0 = 1 (cf. eqn [20]).

Let us estimate the probability to have a trap in
U = [�L, L] where the RWRE will spend anoma-
lously long time. Using eqn [11], observe that

P!1fT0 < TLþ1g � 1� expf�LSLg

where SL:= L�1
PL

x = 1 ln �x! � < 0 as L!1.
However, due to large deviations SL may exceed
level 
 > 0 with probability

PfSL > 
g
 expf�LIð
Þg; L!1

where I(x) := supu {ux� F(u)} is the Legendre trans-
form of F. We can optimize this estimate by
assuming that 
L � ln n and minimizing the ratio
I(
)=
. Note that F(u) can be expressed via the
inverse Legendre transform, F(u) = supx {xu� I(x)},
and it is easy to see that if � := min
>0 I(
)=
, then
F(�) = 0, so � is the second (positive) root of F.

The ‘‘left’’ probability P!�1{T0 < T�L�1} is esti-
mated in a similar fashion, and one can deduce that
for some constants K > 0, c > 0, and any �0 > �, for
large n

P P!0 max
k�n
jXkj � K ln n

� �
� c

� �
� n��

0

That is to say, this is a bound on the probability to
see a trap centered at 0, of size 	 ln n, which will
retain the RWRE for at least time n. It can be
shown that, typically, there will be many such traps
both in [�n�

0
, 0] and [0, n�

0
], which will essentially
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prevent the RWRE from moving at distance n�
0

from the origin before time n. In particular, it
follows that limn!1Xn=n

�0 = 0 for any �0 > �, so
recalling that 0 < � < 1, we have indeed a sublinear
growth of Xn. This result is more informative as
compared to Theorem 2 (the case v = 0), and it
clarifies the role of traps (see more details in
Sznitman (2004)). The nontrivial behavior of the
RWRE on the precise growth scale, n�, is char-
acterized in the next section.

Limit Distributions

Considerations in the previous section suggest that
the exponent �, defined as the solution of eqn
[20], characterizes environments in terms of dura-
tion of left excursions. These heuristic arguments
are confirmed by a limit theorem by Kesten et al.
(1975), which specifies the slowdown scale. We
state here the most striking part of their result.
Denote lnþ u := max { ln u, 0}; by an arithmetic
distribution one means a probability law on R
concentrated on the set of points of the form
0, �c, �2c, . . . .

Theorem 3 Assume that �1 � �= E ln �0 < 0
and the distribution of ln �0 is nonarithmetic
(excluding a possible atom at �1). Suppose that
the root � of eqn [20] is such that 0 < � < 1 and
E��0 lnþ �0 <1. Then

lim
n!1

P0fn�1=�Tn � tg ¼ L�ðtÞ

lim
t!1

P0ft��Xt � xg ¼ 1� L�ðx�1=�Þ

where L�(�) is the distribution function of a stable
law with index �, concentrated on [0,1).

General information on stable laws can be found
in many probability books; we only mention here
that the Laplace transform of a stable distribution
on [0,1) with index � has the form �(s) =
exp {�Cs�}.

Kesten et al. (1975) also consider the case � � 1.
Note that for � > 1, we have E�0

< (E��
0
)1/� ¼ 1, so

v> 0 by eqn [14]. For example, if � > 2 then, as
expected (see the previous section), there exists a
nonrandom �2 > 0 such that

lim
n!1

P0
Tn � n=v

�
ffiffiffi
n
p � t

� �
¼�ðtÞ

lim
t!1

P0
Xt � tv

v3=2�
ffiffi
t
p � x

� �
¼�ðxÞ

Let us describe an elegant idea of the proof based
on a suitable renewal structure. (1) Let Un

i (i � n) be

the number of left excursions starting from i up to
time Tn, and note that Tn = nþ 2

P
i Un

i . Since the
walk is transient to þ1, the sum

P
i�0 Un

i is finite
(P0-a.s.) and so does not affect the limit. (2) Observe
that if the environment ! is fixed then the condi-
tional distribution of Un

j , given Un
jþ1, . . . , Un

n = 0, is
the same as the distribution of the sum of 1þUn

jþ1 i.i.d.
random variables V1, V2, . . . , each with geo-
metric distribution P!0{Vi = k} = pjq

k
j (k = 0, 1, 2, . . . ).

Therefore, the sum
Pn

i = 1 Un
i (read from right to

left) can be represented as
Pn� 1

t = 0 Zt, where Z0 =
0, Z1, Z2, . . . is a branching process (in random
environment {pj}) with one immigrant at each step
and the geometric offspring distribution with parameter
pj for each particle present at time j. (3) Consider
the successive ‘‘regeneration’’ times 	�k , at which
the process Zt vanishes. The partial sums
Wk :=

P
	�

k
�t<	�

kþ1
Zt form an i.i.d. sequence, and the

proof amounts to showing that the sum of Wk has a
stable limit of index �. (4) Finally, the distribution of
W0 can be approximated using M0:=

P1
t = 1

Qn� 1
j = 0 �j

(cf. eqn [11]), which is the quenched mean number of
total progeny of the immigrant at time t = 0. Using
Kesten’s renewal theorem, it can be checked that
P{M0 > x}
Kx�� as x!1, so M0 is in the domain
of attraction of a stable law with index �, and the
result follows.

Let us emphasize the significance of the regenera-
tion times 	�i . Returning to the original random
walk, one can see that these are times at which the
RWRE hits a new ‘‘record’’ on its way to þ1, never
to backtrack again. The same idea plays a crucial
role in the analysis of the RWRE in higher
dimen sions (see the sub sections ‘‘Zero–on e laws
and LLNs’’ and ‘‘Kalikow ’s condition and Sznit man’s
condit ion (T 0 )’’).

Final ly, note that the condit ion �1 � � < 0
allows P{p0 = 1} > 0, so the distribution of �0 may
have an atom at 0 (and hence ln �0 at �1). In view
of eqn [20], no atom is possible at þ1. The
restriction for the distribution of ln �0 to be
nonarithmetic is important. This will be illustrated
in the section ‘‘Diode model ,’’ where we discu ss the
model of random diodes.

Sinai’s Localization

The results discussed in the previous section indicate
that the less transient the RWRE is (i.e., the critical
exponent decreasing to zero), the slower it moves.
Sinai (1982) proved a remarkable theorem showing
that for the recurrent RWRE (i.e., with
�= E ln �0 = 0), the slowdown effect is exhibited in
a striking way.
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Theorem 4 Suppose that the environment {px} is
i.i.d. and elliptic, eqn [5], and assume that
E ln �0 = 0, with P{�0 = 1} < 1. Denote �2 := E ln2

�0, 0 < �2 <1. Then there exists a function
Wn = Wn(!) of the random environment such that
for any " > 0

lim
n!1

P0
�2Xn

ln2 n
�Wn

���� ���� > "

� �
¼ 0 ½24�

Moreover, Wn has a limit distribution:

lim
n!1

P Wn � xf g ¼ GðxÞ ½25�

and thus also the distribution of �2Xn= ln2 n under
P0 converges to the same distribution G(x).

Sinai’s theorem shows that in the recurrent case, the
RWRE considered on the spatial scale ln2 n becomes
localized near some random point (depending on the
environment only). This phenomenon, frequently
referred to as ‘‘Sinai’s localization,’’ indicates an
extremely strong slowdown of the motion as com-
pared with the ordinary diffusive behavior.

Following Révész (1990), let us explain heuristi-
cally why Xn is measured on the scale ln2 n. Rewrite
eqn [11] as

P!1fTn < T0g ¼ 1þ
Xn�1

x¼1

expðYxÞ
 !�1

½26�

where Yx is defined in eqn [12]. By the CLT, the
typical size of jYxj for large x is of order of

ffiffiffi
x
p

, and
so eqn [26] yields

P!1fTn < T0g	 expf�
ffiffiffi
n
p
g

This suggests that the walk started at site 1 will
make about exp {

ffiffiffi
n
p

} visits to the origin before
reaching level n. Therefore, the first passage to
site n takes at least time 	 exp {

ffiffiffi
n
p

}. In other
words, one may expect that a typical displace-
ment after n steps will be of order of ln2 n (cf. eqn
[24]). This argument also indicates, in the spirit
of the trapping mechanism of slowdown discussed
at the end of the section ‘‘Critical exponent,
excursions, a nd traps,’’ th at there i s typically a
trap of size 	 ln2 n, which retains the RWRE until
time n.

It has been shown (independently by H Kesten
and A O Golosov) that the limit in [25] coincides
with the distribution of a certain functional of the
standard Brownian motion, with the density
function

G0ðxÞ ¼ 2

�

X1
k¼0

ð�1Þk

2kþ 1
exp �ð2kþ 1Þ2�2

8
jxj

( )

Environment Viewed from the Particle

This important technique, dating back to Kozlov
and Molchanov (1984), has proved to be quite
efficient in the study of random motions in random
media. The basic idea is to focus on the evolution of
the environment viewed from the current position of
the walk.

Let � be the shift operator acting on the space of
environments � = {!} as follows:

! ¼ fpxg 7!
�

�! ¼ fpx�1g

Consider the process

!n :¼ �Xn!; !0 ¼ !

which describes the state of the environment from
the point of view of an observer moving along with
the random walk Xn. One can show that !n is a
Markov chain (with respect to both P!0 and P0), with
the transition kernel

Tð!; d!0Þ ¼ p0 ��!ðd!0Þ þ q0 ���1!ðd!0Þ ½27�

and the respective initial law �! or P (here �! is the
Dirac measure, i.e., unit mass at !).

This fact as it stands may not seem to be of any
practical use, since the state space of this Markov
chain is very complex. However, the great advan-
tage is that one can find an explicit invariant
probability Q for the kernel T (i.e., such that
QT = Q), which is absolutely continuous with
respect to P.

More specifically, assume that E�0 < 1 and set
Q = f (!)P, where (cf. eqn [14])

f ¼ v ð1þ �0Þ
X1
x¼0

Yx

j¼1

�j

v ¼ 1� E�0

1þ E�0

½28�

Using independence of {�x}, we noteZ
�

Qðd!Þ ¼ Ef ¼ ð1� E�0Þ
X1
x¼0

ðE�0Þx¼ 1

hence Q is a probability measure on �. Furthermore,
for any bounded measurable function g on � we
have

QTg ¼
Z

�

Tgð!ÞQðd!Þ ¼ Ef Tg

¼ E f p0 ðg 
 �Þ þ q0 ðg 
 ��1Þ
� �� 	

¼ E g ðp0f Þ 
 ��1 þ ðq0f Þ 
 �
� �� 	

½29�
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By eqn [28],

ðp0f Þ 
 ��1 ¼ vp�1ð1þ ��1Þ
X1
x¼0

Yx
j¼1

�j�1

¼ v 1þ �0

X1
x¼0

Yx

j¼1

�j

 !
¼ vþ �0

1þ �0
f

and similarly

ðq0f Þ 
 � ¼ �vþ 1

1þ �0
f

So from eqn [29] we obtain

QTg ¼ Eðgf Þ ¼
Z

�

gð!Þ Qðd!Þ ¼ Qg

which proves the invariance of Q.
To illustrate the environment method, let us

sketch the proof of Solomon’s result on the
asymptotic velocity (see Theorem 2). Set d(x,!) :=
E!

x(X1�X0) = px� qx. Noting that d(x,!) =
d(0, � x!), define

Dn :¼
Xn

i¼1

dðXi�1; !Þ ¼
Xn

i¼1

dð0; �Xi�1!Þ

Due to the Markov property, the process Mn:=
Xn�Dn is a martingale with respect to the natural
filtration F n = �{X1, . . . , Xn} and the law P!0,

E!
0 ½Mnþ1 j F n� ¼Mn; P!0-a.s.

and it has bounded jumps, jMn�Mn�1j � 2. By
general results, this implies Mn=n! 0 (P!0-a.s.).

On the other hand, by Birkhoff’s ergodic
theorem

lim
n!1

Dn

n
¼
Z

�

dð0; !Þ Qðd!Þ; P0-a.s.

The last integral is easily evaluated to yield

Eðp0 � q0Þf ¼ vE
X1
x¼0

Yx

j¼1

�jð1� �0Þ

¼ vð1� E�0Þ
X1
x¼0

ðE�0Þx¼ v

and the first part of the formula [14] follows.
The case E�0 � 1 can be handled using a

comparison argument (Sznitman 2004). Observe
that if px � ~px for all x then for the corresponding
random walks we have Xt � ~Xt (P!0 - a.s.). We now
define a suitable dominating random medium by
setting (for 
 > 0)

~px :¼ px

1þ 
 þ



1þ 
 � px

Then E ~�0 = Eq0=(p0 þ 
) < 1 if 
 is large enough,
so by the first part of the theorem, P!0 - a.s.,

lim
n!1

Xn

n
� lim

n!1

~Xn

n
¼ 1� E~�0

1þ E~�0
½30�

Note that E~�0 is a continuous function of 
 with
values in [0, E�0] 3 1, so there exists 
� such that
E~�0 attains the value 1. Passing to the limit in
eqn [30] as 
 " 
�, we obtain limn!1Xn=n � 0
(P!0 - a.s.). Similarly, we get the reverse inequality,
which proves the second part of the theorem.

A more prominent advantage of the environment
method is that it naturally leads to statements of CLT
type. A key step is to find a function H(x, t,!) =
x� vt þ h(x,!) (called ‘‘harmonic coordinate’’) such
that the process H(Xn, n,!) is a martingale. To this
end, by the Markov property it suffices to have

E!
Xn

HðXnþ1; nþ 1; !Þ ¼ HðXn; n; !Þ; P!0-a.s.

For �(x,!) := h(xþ 1,!)� h(x,!) this condition
leads to the equation

�ðx; !Þ¼ �x�ðx� 1; !Þ þ v� 1þ ð1þ vÞ�x

If E�0 < 1 (so that v > 0), there exists a bounded
solution

�ðx; !Þ ¼ v� 1þ 2v
X1
k¼0

Yk
i¼0

�x�i

and we note that �(x,!) = �(0, �x!) is a stationary
sequence with mean E�(x,!) = 0. Finally, setting
h(0,!) = 0 we find

hðx; !Þ ¼

Xx�1

k¼0

�ðk; !Þ; x > 0

�
X�x

k¼1

�ð�k; !Þ; x < 0

8>>>><>>>>:
As a result, we have the representation

Xn � nv ¼ HðXn; n; !Þ þ hðXn; !Þ ½31�

For a fixed !, one can apply a suitable CLT for
martingale differences to the martingale term in eqn
[31], while using that Xn
 nv (P0-a.s.), the second
term in eqn [31] is approximated by the sum

Pnv
k = 0

�(k,!), which can be handled via a CLT for stationary
sequences. This way, we arrive at the following result.

Theorem 5 Suppose that the environment is
elliptic, eqn [5], and such that E�2þ"

0 < 1 for some
" > 0 (which implies that E�0 < 1 and hence v > 0).
Then there exists a nonrandom �2 > 0 such that

lim
n!1

P0
Xn � nvffiffiffiffiffiffiffiffi

n�2
p � x

� �
¼ �ðxÞ
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Note that this theorem is parallel to the result by
Kesten et al. (1975) on asymptotic normality when
� > 2 (see the section ‘‘Limit distribu tions’’). The
moment assumptions in Theorem 5 are more
restrictive, but they can be relaxed. On the other
hand, Theorem 5 does not impose the nonarithmetic
condition on the distribution of the environment
(cf. Theorem 3). More importantly, the environment
method proves to be quite efficient in more general
situations, including non-i.i.d. environments and
higher dimensions (at least in some cases, e.g., for
random bonds RWRE and balanced RWRE dis-
cussed subsequently).

Diode Model

In the preceding sections (except in the section
‘‘Limi t distri butions ,’’ wher e howev er we were
limited to a nonarithmetic case), we assumed that
0 < px < 1 and therefore excluded the situation
where there are sites through which motion is
permitted in one direction only. Allowing for such
a possibility leads to the ‘‘diode model’’ (Solomon
1975). Specifically, suppose that

Pfpx ¼ �g ¼ �; Pfpx ¼ 1g ¼ 1� � ½32�

with 0 < � < 1, 0 < � < 1, so that with probability
� a point x 2 Z is a usual two-way site and with
probability 1�� it is a repelling barrier (‘‘diode’’),
through which passage is only possible from left to
right. This is an interesting example of statistically
inhomogeneous medium, where the particle motion
is strongly irreversible due to the presence of special
semipenetrable nodes. The principal mathematical
advantage of such a model is that the random walk
can be decomposed into independent excursions
from one diode to the next.

Due to diodes, the RWRE will eventually drift to
þ1. If � > 1=2, then on average it moves faster
than in a nonrandom environment with px� �. The
situation where � � 1=2 is potentially more inter-
esting, as then there is a competition between the
local drift of the walk to the left (in ordinary sites)
and the presence of repelling diodes on its way.
Note that E�0 =��, where � := (1� �)=�, so the
condition E�0 < 1 amounts to � > �=(1þ �). In this
case (which includes � > 1=2), formula [14] for the
asymptotic velocity applies.

As explain ed in the section ‘‘C ritical expon ent,
excurs ions, an d traps ,’’ the quen ched mean durati on
w of the left excursion has Laplace transform given
by eqn [23], which now reads

�ðsÞ ¼ e�2sf1� �þ ��ðs�Þg

This equation is easily solved by iterations:

�ðsÞ ¼ ð1� �Þ
X1
k¼0

�ke�stk

tk :¼ 2
Xk

j¼0

� j

½33�

hence the distribution of w is given by

Pfw ¼ tkg ¼ ð1� �Þ�k; k ¼ 0; 1; . . .

This result has a transparent probabilistic meaning.
In fact, the factor (1��)�k is the probability that
the nearest diode on the left of the starting point
occurs at distance kþ 1, whereas tk is the corre-
sponding mean excursion time. Note that formula
[33] for tk easily follows from the recursion tk = 2þ
�tk� 1 (cf. eqn [22]) with the boundary condition
t0 = 2.

A self-similar hierarchy of timescales [33] indi-
cates that the process will exhibit temporal oscilla-
tions. Indeed, for �� > 1 the average waiting time
until passing through a valley of ordinary sites of
length k is asymptotically proportional to tk
 2�k,
so one may expect the annealed mean displacement
E0Xn to have a local minimum at n	 tk. Passing to
logarithms, we note that ln tkþ1� ln tk
 ln �, which
suggests the occurrence of persistent oscillations on
the logarithmic timescale, with period ln � (see
Figure 2). This was confirmed by Bernasconi and
Schneider (1985) who showed that for �� > 1

E0Xn
 n�Fðln nÞ; n!1 ½34�

where �= � ln�= ln � < 1 is the solution of eqn [20]
and the function F is periodic with period ln � (see
Figure 2).

In contrast, for ��= 1 one has

E0Xn

n ln �

2 ln n
; n!1

and there are no oscillations of the above kind.
These results illuminate the earlier analysis of the

diode model by Solomon (1975), which in the main
has revealed the following. If ��= 1, then Xn

satisfies the strong LLN:

lim
n!1

Xn

n= ln n
¼ ln �

2
; P0-a.s.

while in the case �� > 1 the asymptotic behavior of
Xn is quite complicated and unusual: if ni!1 is a
sequence of integers such that { ln ni}! 
 (here
{a} = a� [a] denotes the fractional part of a), then
the distribution of n��i Xni

under P0 converges to a
nondegenerate distribution which depends on 
.
Thus, the very existence of the limiting distribution
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of Xn and the limit itself heavily depend on the
subsequence ni chosen to approach infinity.

This should be compared with a more ‘‘regular’’
result Theorem 3. Note that almost all the condi-
tions of this theorem are satisfied in the diode
model, except that here the distribution of ln �0 is
arithmetic (recall that the value ln �0 = �1 is
permissible), so it is the discreteness of the environ-
ment distribution that does not provide enough
‘‘mixing’’ and hence leads to such peculiar features
of the asymptotics.

Some Generalizations and Variations

Most of the results discussed above in the simplest
context of RWRE with nearest-neighbor jumps in an
i.i.d. random environment have been extended to
some other cases. One natural generalization is to
relax the i.i.d. assumption, for example, by con-
sidering stationary ergodic environments (see details
in Zeitouni (2004)). In this context, one relies on an
ergodic theorem instead of the usual strong LLN.
For instance, this way one readily obtains an
extension of Solomon’s criterion of transience versus
recurrence (see Theorem 1). Other examples include
an LLN (along with a formula for the asymptotic
velocity, cf. Theorem 2), a CLT and stable laws for
the asymptotic distribution of Xn (cf. Theorem 3),
and Sinai’s localization result for the recurrent
RWRE (cf. Theorem 4). Usually, however, ergodic
theorems cannot be applied directly (like, e.g., to
Xn, as the sequence Xn�Xn�1 is not stationary). In
this case, one rather uses the hitting times which
possess the desired stationarity (cf. the sections
‘‘Asym ptotic veloc ity’’ and ‘‘Critical expon ent,
excurs ions, and traps’’). In some situ ations, in
addition to stationarity, one needs suitable mixing

conditions in order to ensure enough decoupling
(e.g., in Sinai’s problem). The method of environ-
ment viewed from the particle (discussed earlier) is
also suited very well to dealing with stationarity.

In the remainder of this section, we describe some
other generalizations including RWRE with
bounded jumps, RWRE where randomness is
attached to bonds rather than sites, and continuous-
time (symmetric) RWRE driven by the randomized
master equation.

RWRE with Bounded Jumps

The previous discussion was restricted to the case of
RWRE with nearest-neighbor jumps. A natural
extension is RWRE with bounded jumps. Let L, R
be fixed natural numbers, and suppose that from
each site x2Z jumps are only possible to the sites
xþ i, i = �L, . . . , R, with (random) probabilities

pxðiÞ � 0;
XR

i¼�L

pxðiÞ ¼ 1 ½35�

We assume that the random vectors px(�) determin-
ing the environment are i.i.d. for different x2Z
(although many results can be extended to the
stationary ergodic case).

The study of asymptotic properties of such a
model is essentially more complex, as it involves
products of certain random matrices and hence must
use extensively the theory of Lyapunov exponents
(see details and further references in Brémont
(2004)). Lyapunov exponents, being natural analogs
of logarithms of eigenvalues, characterize the
asymptotic action of the product of random matrices
along (random) principal directions, as described by
Oseledec’s multiplicative ergodic theorem. In most
situations, however, the Lyapunov spectrum can
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Figure 2 Temporal oscillations for the diode model, eqn [32]. Here �= 0.3 and �= 1=0.09, so that �� > 1 and �= 1=2. The dots

represent an average of Monte Carlo simulations over 10 000 samples of the environment with a random walk of 200 000 steps in

each realization. The broken curve refers to the exact asymptotic solution [34]. The arrows indicate the simulated locations of the

minima tk , the asymptotic spacing of which is predicted to be ln � 	 241. Reproduced from Bernasconi J and Schneider WR (1982).

Diffusion on a one-dimensional lattice with random asymmetric transition rates. Journal of Physics A: Mathematical and General 15:

L729–L734, by permission of IOP Publishing Ltd.
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only be accessed implicitly, which makes the
analysis rather hard.

To explain how random matrices arise here, let us first
consider a particular case R = 1, L � 1. Assume that
px(�L), px(1) � � > 0 for all x2Z (ellipticity condi-
tion, cf. eqn [5]), and consider the hitting probabilities
un : = P!n {T 0 <1 }, where T 0 := min { t � 0 :  Xt � 0}
(c f. t he s ect ion ‘‘Tr ansie nc e and r ecurr ence’’). B y
decomposing with respect to the first step, for n � 1
we obtain the difference equation

un ¼ pnð1Þunþ1 þ
XL

i¼0

pnð�iÞun�i ½36�

with the boundary conditions u0 = � � � = u�Lþ1 = 1.
Using that 1 = pn(1)þ

PL
i = 0 pn(�i), we can rewrite

eqn [36] as

pnð1Þ un � unþ1ð Þ ¼
XL

i¼1

pnð�iÞ un�i � unð Þ

or, equivalently,

vn ¼
XL

i¼1

bnðiÞvn�i ½37�

where vi := ui� uiþ1 and

bnðiÞ:¼
pnð�iÞ þ � � � þ pnð�LÞ

pnð1Þ
½38�

Recursion [37] can be written in a matrix form,
Vn = MnVn� 1, where Vn := (vn, . . . , vn�Lþ1)>,

Mn :¼

bnð1Þ � � � � � � bnðLÞ
1 . . . 0 0
..
. . .

. ..
. ..

.

0 � � � 1 0

0BB@
1CCA ½39�

and by iterations we get (cf. eqn [10])

Vn ¼Mn � � �M1V0; V0 ¼ ð1� u1; 0; . . . ;0Þ>

Note that Mn depends only on the transition
probability vector pn(�), and hence Mn � � �M1 is the
product of i.i.d. random (non-negative) matrices. By
Furstenberg–Kesten’s theorem, the limiting behavior
of such a product, as n!1, is controlled by the
largest Lyapunov exponent


1 :¼ lim
n!1

n�1 ln kMn . . . M1k ½40�

(by Kingman’s subadditive ergodic theorem, the limit
exists P-a.s. and is nonrandom). It follows that, P0-a.s.,
the RWRE Xn is transient if and only if 
1 6¼ 0, and
moreover, limn!1Xn ¼ þ1 (�1) when 
1 < 0 (> 0),
whereas limn!1Xn = �1, limn!1Xn = þ1 when

1 = 0.

For orientation, note that if pn(i) = p(i) are
nonrandom constants, then 
1 = ln�1, where �1 > 0
is the largest eigenvalue of M0, and so 
1 < 0 if and
only if �1 < 1. The latter means that the character-
istic polynomial ’(�) := det (M0��I) satisfies the
condition (�1)L’(1) > 0. To evaluate det (M0� I),
replace the first column by the sum of all columns
and expand to get ’(1) = (�1)L�1(b1 þ � � � þ bL).
Substituting expressions [38] it is easy to see that
the above condition amounts to p(1)�

PL
i = 1 ip�

(�i) > 0, that is, the mean drift of the random
walk is positive and hence Xn!þ1 a.s.

In the general case, L � 1, R � 1, similar con-
siderations lead to the following matrices of order
d := Lþ R� 1 (cf. eqn [39]):

Mn ¼

anðR� 1Þ � � � anð1Þ bnð1Þ � � � bnðLÞ
1 0 � � � � � � � � � 0

0 1 0 � � � � � � 0

..

. ..
. . .

. ..
. ..

. ..
.

..

. ..
. ..

. . .
. ..

. ..
.

0 � � � � � � 0 1 0

0BBBBBBBBBBBB@

1CCCCCCCCCCCCA
where bn(i) are given by eqn [38] and

anðiÞ :¼�
pnðiÞ þ � � � þ pnðRÞ

pnðRÞ

Suppose that the ellipticity condition is satisfied in
the form pn(i) � � > 0, i 6¼ 0, �L � i � R, and let

1 � 
2 � � � � � 
d be the (nonrandom) Lyapunov
exponents of {Mn}. The largest exponent 
1 is again
given by eqn [40], while other exponents are
determined recursively from the equalities


1 þ � � � þ 
k ¼ lim
n!1

n�1 ln k^kðMn � � �M1Þk

(1 � k � d). Here ^ denotes the external (antisym-
metric) product: x ^ y = �y ^ x (x, y2Rd), and
^kM acts on the external product space ^kRd,
generated by the canonical basis {ei1 ^ � � � ^ eik , 1 �
i1 < � � � < ik � d}, as follows:

^k Mðx1 ^ � � � ^ xkÞ :¼Mðx1Þ ^ � � � ^MðxkÞ

One can show that all exponents except 
R are
sign-definite: 
R� 1 > 0 > 
Rþ1. Moreover, it is the
sign of 
R that determines whether the RWRE is
transient or recurrent, the dichotomy being the same
as in the case R = 1 above (with 
1 replaced by 
R).
Let us also mention that an LLN and CLT can be
proved here (see Brémont (2004)).

In conclusion, let us point out an alternative
approach due to Bolthausen and Goldsheid (2000)
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who studied a more general RWRE on a strip
Z� {0, 1, . . . , m� 1}. The link between these two
models is given by the representation Xn = mYn þ Zn,
where m := max{L,R}, Yn2Z, Zn2 {0, . . . ,m�1}.
Random matrices arising here are constructed in-
directly using an auxiliary stationary sequence.
Even though these matrices are nonindependent,
thanks to their positivity the criterion of transience
can be given in terms of the sign of the largest
Lyapunov exponent, which is usually much easier to
deal with. An additional attractive feature of this
approach is that the condition px(R)> 0 (P-a.s.),
which was essential for the previous technique, can
be replaced with a more natural condition
P{px(R)> 0}> 0.

Random Bonds RWRE

Instead of having random probabilities of jumps
at each site, one could assign random weights
to bonds between the sites. For instance, the
transition probabilities px = p(x, xþ 1,!) can be
defined by

px ¼
cx; xþ1

cx�1;x þ cx; xþ1
½41�

where cx, xþ1 > 0 are i.i.d. random variables on the
environment space �.

The difference between the two models may not
seem very prominent, but the behavior of the walk
in the modified model [41] appears to be quite
differe nt. Indeed, worki ng as in the section ‘‘Tran-
sience and recurrence ,’’ we note that

�x ¼
qx

px
¼ cx�1;x

cx;xþ1

hence, exploiting formulas [11] and [41], we obtain,
P-a.s.,

1

1� u1
¼
Xn�1

x¼0

c01

cx;xþ1

 c01 n Ec�1

01 !1 ½42�

since Ec�1
01 > 0. Therefore, f00 = 1, that is, the

random walk is recurrent (P0-a.s.).
The method of environment viewed from the

particle can also be applied here (see Sznitman
(2004 )). Similarly to the section ‘‘Environm ent
viewed from the particl e,’’ we defin e a new prob-
ability measure Q = f (!) P using the density

f ð!Þ ¼ Z�1 c�1;0ð!Þ þ c01ð!Þ

 �

where Z = 2Ec01 is the normalizing constant (we
assume that Ec01 <1). One can check that Q is
invariant with respect to the transition kernel
eqn [41], and by similar arguments as in that

section, we obtain that limn!1Xn=n exists
(P!0-a.s.) and is given byZ

�

dð0; !Þ Qðd!Þ ¼ Z�1E c01 � c�1;0

� �
¼ 0

so the asymptotic velocity vanishes.
Furthermore, under suitable technical conditions

on the environment (e.g., c01 being bounded away
from 0 and 1, cf. eqn [5]), one can prove the
following CLT:

lim
n!1

P0
Xnffiffiffiffiffiffiffiffi
n�2
p � x

� �
¼ �ðxÞ ½43�

where �2 = (Ec01 � Ec�1
01 )�1. Note that �2 � 1 (with a

strict inequality if c01 is not reduced to a constant),
which indicates some slowdown in the spatial
spread of the random bonds RWRE, as compared
to the ordinary symmetric random walk.

Thus, there is a dramatic distinction between the
random bonds RWRE, which is recurrent and
diffusive, and the random sites RWRE, with a
much more complex asymptotics including both
transient and recurrent scenarios, slowdown effects,
and subdiffusive behavior. This can be explained
heuristically by noting that the random bonds
RWRE is reversible, that is, m(x)p(x, y) = m(y)�
p(y, x) for all x, y2Z, with m(x) := cx�1, x þ cx, xþ1

(this property also easily extends to multidimen-
sional versions). Hence, it appears impossible to
create extended traps which would retain the
particle for a very long time. Instead, the mechanism
of the diffusive slowdown in a reversible case is
associated with the natural variability of the
environment resulting in the occasional occurrence
of isolated ‘‘screening’’ bonds with an anomalously
small weight cx, xþ1.

Let us point out that the RWRE determined by
eqn [41] can be interpreted in terms of the random
conductivity model (see Hughes (1996)). Suppose
that each random variable cx, xþ1 attached to the
bond (x, xþ 1) has the meaning of the conductance
of this bond (the reciprocal, c�1

x, xþ1, being its
resistance). If a voltage drop V is applied across
the system of N successive bonds, say from 0
to N, then the same current I flows in each
of the conductors and by Ohm’s law we have
I = cx, xþ1 Vx, xþ1, where Vx, xþ1 is the voltage drop
across the corresponding bond. Hence

V ¼
XN
x¼0

Vx;xþ1 ¼ I
XN
x¼0

c�1
x;xþ1

which amounts to saying that the total resistance of
the system of consecutive elements is given by the
sum of the individual resistances. The effective
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conductivity of the finite system, �cN, is defined as
the average conductance per bond, so that

�c�1
N ¼

1

N

XN
x¼0

c�1
x;xþ1

and by the strong LLN, �c�1
N !Ec�1

01 as N!1 (P-a.s.).
Therefore, the effective conductivity of the infinite
system is given by �c = (Ec�1

01 )�1, and we note that
�c < Ec01 if the random medium is nondegenerate.

Returning to the random bonds RWRE, eqn [41],
it is easy to see that a site j is recurrent if and only if
the conductance cj,1 between x and 1 equals zero.
Using again Ohm’s law, we have (cf. eqn [42])

c�1
j;þ1 ¼

X1
x¼j

c�1
x;xþ1 ¼ 0; P-a.s.

and we recover the result about recurrence.

Continuous-Time RWRE

As in the discrete-time case, a random walk on Z with
continuous time is a homogeneous Markov chain
Xt, t2 [0,1), with state space Z and nearest-neighbor
(or at least bounded) jumps. The term ‘‘Markov’’ as
usual refers to the ‘‘lack of memory’’ property, which
amounts to saying that from the entire history of the
process development up to a given time, only the
current position of the walk is important for the future
evolution while all other information is irrelevant.

Since there is no smallest time unit as in the discrete-
time case, it is convenient to describe transitions of Xt

in terms of transition rates characterizing the
likelihood of various jumps during a very short time.
More precisely, if pxy(t) := P{Xt = y jX0 = x} are the
transition probabilities over time t, then for h! 0

pxyðhÞ ¼ cxyhþ oðhÞ ðx 6¼ yÞ
pxxðhÞ ¼ 1� h

X
y 6¼x

cxy þ oðhÞ ½44�

Equations for the functions pxy(t) can then be
derived by adapting the method of decomposition
commonly used for discrete-time Markov chains
(cf. the section ‘‘Trans ience and recurrence ’’). Here
it is more convenient to decompose with respect to
the ‘‘last’’ step, that is, by considering all possible
transitions during a small increment of time at the
end of the time interval [0, t þ h]. Using Markov
property and eqn [44] we can write

p0xðt þ hÞ ¼ h
X
y 6¼x

p0yðtÞ cyx

þ p0xðtÞ 1� h
X
y 6¼x

cxy

 !
þ oðhÞ

which in the limit h! 0 yields the master equation
(or Chapman–Kolmogorov’s forward equation)

d

dt
p0xðtÞ ¼

X
y 6¼x

cyxp0yðtÞ � cxyp0xðtÞ
� 	

p0xð0Þ ¼ �0ðxÞ
½45�

where �0(x) is the Kronecker symbol.
Continuous-time RWRE are therefore naturally

described via the randomized master equation, that
is, with random transition rates. The canonical
example, originally motivated by Dyson’s study of
the chain of harmonic oscillators with random
couplings, is a symmetric nearest-neighbor RWRE,
where the random transition rates cxy are nonzero
only for y = x�1 and satisfy the condition
cx, xþ1 = cxþ1, x, otherwise being i.i.d. (see Alexander
et al. (1981)). In this case, the problem [45] can be
formally solved using the Laplace transform, leading
to the equations

sþGþ0 þG�0 ¼ ½p̂0ðsÞ��1 ½46�

sþG�x þGþx ¼ 0 ðx 6¼ 0Þ ½47�

where G�
x , Gþx are defined as

G�x :¼ cx;x�1
p̂0xðsÞ � p̂0;x�1ðsÞ

p̂0xðsÞ
½48�

and p̂0x(s) :=
R1

0 p0x(t) e�stdt. From eqns [47] and
[48] one obtains the recursion

G�x ¼
1

cx;x�1
þ 1

sþGþx�1

� 
�1

x ¼ 0;�1;�2; . . .

½49�

The quantities G�0 are therefore expressed as infinite
continued fractions depending on s and the random
variables cx, x�1, cx, x�2, . . . . The function p̂00(s) can
then be found from eqn [46].

In its generality, the problem is far too hard, and
we shall only comment on how one can evaluate the
annealed mean

Ep̂00ðsÞ ¼ E sþGþ0 þG�0

 ��1

According to eqn [49], the random variables
Gþ0 , G�

0 are determined by the same algebraic
formula, but involve the rate coefficients from
different sides of site x, and hence are i.i.d.
Furthermore, eqn [49] implies that the random
variables Gþ0 , Gþ1 have the same distribution and,
moreover, Gþ1 and c01 are independent. Therefore,
eqn [49] may be used as an integral equation for the
unknown density function of Gþ0 . It can be proved
that the suitable solution exists and is unique, and
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although an explicit solution is not available, one
can obtain the asymptotics of small values of s,
thereby rendering information about the behavior of
p00(t) for large t. More specifically, one can show
that if c�:= (Ec�1

01 )�1 > 0, then

Ep̂00ðsÞ
 ð4c�sÞ�1=2; s! 0

and so by a Tauberian theorem

Ep00ðtÞ
 ð4�c�tÞ�1=2; t!1 ½50�

Note that asymptotics [50] appears to be the same
as for an ordinary symmetric random walk with
constant transition rates cx, xþ1 = cxþ1, x = c�, suggest-
ing that the latter provides an EMA for the RWRE
considered above.

This is further confirmed by the asymptotic
calculation of the annealed mean square displace-
ment, E0X2

t 
 2c�t as t!1 (Alexander et al. 1981).
Moreover, Kawazu and Kesten (1984) proved that
Xt is asymptotically normal:

lim
t!1

P0
Xtffiffiffiffiffiffiffiffiffi
2c�t
p � x

� �
¼ �ðxÞ ½51�

Therefore, if c� > 0, then the RWRE has the same
diffusive behavior as the corresponding ordered
system, with a well-defined diffusion constant
D = c�.

In the case where c�= 0 (i.e., Ec�1
01 =1), one may

expect that the RWRE exhibits subdiffusive beha-
vior. For example, if the density function of the
transition rates is modeled by

faðuÞ ¼ ð1� �Þ u��1f0<u<1g ð0 < � < 1Þ

then, as shown by Alexander et al. (1981),

Ep00ðtÞ
C�t�ð1��Þ=ð2��Þ

E0X2
t 
C0�t2ð1��Þ=ð2��Þ

In fact, Kawazu and Kesten (1984) proved that in
this case t��=(1þ�)Xt has a (non-Gaussian) limit
distribution as t!1.

To conclude the discussion of the continuous-
time case, let us point out that some useful
information about recurrence of Xt can be obtained
by considering an imbedded (discrete-time) random
walk ~Xn, defined as the position of Xt after n jumps.
Note that continuous-time Markov chains admit an
alternative description of their evolution in terms of
sojourn times and the distribution of transitions at a
jump. Namely, if the environment ! is fixed, then
the random sojourn time of Xt in each state x is
exponentially distributed with mean 1=cx, where
cx:=

P
y 6¼ x cxy, while the distribution of transitions

from x is given by the probabilities pxy = cxy=cx.

For the symmetric nearest-neighbor RWRE con-
sidered above, the transition probabilities of the
imbedded random walk are given by

px :¼ px;xþ1 ¼
cx;xþ1

cx�1;x þ cx;xþ1

qx :¼ px;x�1 ¼ 1� px

and we recognize here the transition law of a
random walk in the random bonds environment
considered in the previous subsection (cf. eqn [41]).
Recurrence and zero asymptotic velocity established
there are consistent with the results discussed in the
present section (e.g., note that the CLT for both Xn,
eqn [43], and Xt, eqn [51], does not involve any
centering). Let us point out, however, that a ‘‘naive’’
discretization of time using the mean sojourn time
appears to be incorrect, as this would lead to the
scaling t = n�1 with �1 := E(c�1, 0 þ c01)�1, while
from comparing the limit theorems in these two
cases, one can conclude that the true value of the
effective discretization step is given by
�� := (2c�)

�1 = (1=2)Ec�1
01. In fact, by the arith-

metic–harmonic mean inequality we have �� > �1,
which is a manifestation of the RWRE’s diffusive
slowdown.

RWRE in Higher Dimensions

Multidimensional RWRE with nearest-neighbor
jumps are defined in a similar fashion: from site
x2Zd the random walk can jump to one of the 2d
adjacent sites xþ e2Zd (such that jej= 1), with
probabilities px(e) � 0,

P
jej= 1 px(e) = 1, where the

random vectors px(�) are assumed to be i.i.d. for
different x2Zd. As usual, we will also impose the
condition of uniform ellipticity:

pxðeÞ � � > 0; P-a.s.

jej ¼ 1; x2Zd
½52�

In contrast to the one-dimensional case, theory of
RWRE in higher dimensions is far from maturity.
Possible asymptotic behaviors of the RWRE for d � 2
are not understood well enough, and many basic
questions remain open. For instance, no definitive
classification of the RWRE is available regarding
transience and recurrence. Similarly, LLN and CLT
have been proved only for a limited number of
specific models, while no general sharp results have
been obtained. On a more positive note, there has
been considerable progress in recent years in the so-
called ballistic case, where powerful techniques have
been developed (see Sznitman (2002, 2004) and
Zeitouni (2003, 2004)). Unfortunately, not much is
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known for nonballistic RWRE, apart from special
cases of balanced RWRE in d � 2 (Lawler 1982),
small isotropic perturbations of ordinary symmetric
random walks in d � 3 (Bricmont and Kupiainen
1991), and some examples based on combining
components of ordinary random walks and RWRE
in d � 7 (Bolthausen et al. 2003). In particular, there
are no examples of subdiffusive behavior in any
dimension d � 2, and in fact it is largely believed that
a CLT is always true in any uniformly elliptic, i.i.d.
random environment in dimensions d � 3, with
somewhat less certainty about d = 2. A heuristic
explanation for such a striking difference with the
case d = 1 is that due to a less restricted topology of
space in higher dimensions, it is much harder to force
the random walk to visit traps, and hence the
slowdown is not so pronounced.

In what follows, we give a brief account of some
of the known results and methods in this fast-
developing area (for further information and specific
references, see an extensive review by Zeitouni
(2004)).

Zero–One Laws and LLNs

A natural first step in a multidimensional context is
to explore the behavior of the random walk Xn as
projected on various one-dimensional straight lines.
Let us fix a test unit vector ‘2Rd, and consider the
process Z‘

n := Xn � ‘. Then for the events
A�‘ := { limn!1 Z‘

n = �1} one can show that

P0ðA‘ [ A�‘Þ 2 f0; 1g ½53�

That is to say, for each ‘ the probability that the
random walk escapes to infinity in the direction ‘ is
either 0 or 1.

Let us sketch the proof. We say that 	 is ‘‘record
time’’ if jZ‘

t j > jZ‘
kj for all k < t, and ‘‘regeneration

time’’ if in addition jZ‘
	 j � jZ‘

nj for all n � 	 . Note
that by the ellipticity condition [52], limn!1jZ‘

nj=
1 (P0-a.s.), hence there is an infinite sequence of
record times 0 = 	0 < 	1 < 	2 < � � � . If P0(A‘ [
A�‘)> 0, we can pick a subsequence of record
times 	 0i , each of which has a positive P0-
probability to be a regeneration time (because
otherwise jZ‘

nj would persistently backtrack
towards the origin and the event A‘ [ A�‘ could
not occur). Since the trials for different record
times are independent, it follows that a regenera-
tion time 	� occurs P0-a.s. Repeating this argu-
ment, we conclude that there exists an infinite
sequence of regeneration times 	�i , which implies
that jZ‘

nj!1 (P0-a.s.), that is, P(A‘ [ A�‘) = 1.
Regeneration structure introduced by the

sequence {	�i } plays a key role in further analysis

of the RWRE and is particularly useful for
proving an LLN and a CLT, due to the fact
that pieces of the random walk between con-
secutive regeneration times (and fragments of the
random environment involved thereby) are inde-
pendent and identically distributed (at least
starting from 	�1 ). In this vein, one can prove a
‘‘directional’’ version of the LLN, stating that for
each ‘ there exist deterministic v‘, v�‘ (possibly
zero) such that

lim
n!1

Z‘
n

n
¼ v‘ 1A‘

þ v�‘ 1A�‘ ; P0-a:s: ½54�

Note that if P0(A‘)2 {0, 1}, then eqn [54] in
conjunction with eqn [53] would readily imply

lim
n!1

Z‘
n

n
¼ v‘; P0-a:s: ½55�

Moreover, if P0(A‘)2 {0, 1} for any ‘, then there
exists a deterministic v (possibly zero) such that

lim
n!1

Xn

n
¼ v; P0-a:s: ½56�

Therefore, it is natural to ask if a zero–one law [53]
can be enhanced to that for the individual prob-
abilities P0(A‘). It is known that the answer is
affirmative for i.i.d. environments in d = 2, where
indeed P(A‘)2 {0, 1} for any ‘, with counterexamples
in certain stationary ergodic (but not uniformly
elliptic) environments. However, in the case d � 3
this is an open problem.

Kalikow’s Condition and Sznitman’s Condition (T0)

An RWRE is called ‘‘ballistic’’ (ballistic in direction ‘)
if v 6¼ 0 (v‘ 6¼ 0), see eqns [55] and [56]. In this
section, we describe conditions on the random
environment which ensure that the RWRE is ballistic.

Let U be a connected strict subset of Zd contain-
ing the origin. For x2U, denote by

gðx; !Þ :¼E!
0

XTU

n¼0

1fXn¼xg

the quenched mean number of visits to x prior to the
exit time TU := min {n � 0 : Xn =2U}. Consider an
auxiliary Markov chain bXn, which starts from 0,
makes nearest-neighbor jumps while in U, with
(nonrandom) probabilities

bpxðeÞ ¼
E gðx; !ÞpxðeÞ½ �

E gðx; !Þ½ � ; x2U ½57�

and is absorbed as soon as it first leaves U. Note
that the expectations in eqn [57] are finite; indeed, if
�x is the probability to return to x before leaving U,
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then, by the Markov property, the mean number of
returns is given byX1

k¼1

k�k
xð1� �xÞ ¼

�x

1� �x
<1

since, due to ellipticity, �x < 1.
An important property, highlighting the usefulness

of bXn, is that if bXn leaves U with probability 1, then the
same is true for the original RWRE Xn (under
the annealed law P0), and moreover, the
exit points bXT̂U

and XTU
have the same distribution

laws.
Let ‘2Rd, j‘j= 1. One says that Kalikow’s condi-

tion with respect to ‘ holds if the local drift of bXn in
the direction ‘ is uniformly bounded away from zero:

inf
U

inf
x2U

X
jej¼1

ðe � ‘Þ bpxðeÞ > 0 ½58�

A sufficient condition for [58] is, for example, that
for some � > 0

E ðdð0; !Þ � ‘Þþ
� �

� �E ðdð0; !Þ � ‘Þ�
� �

where d(0,!) = E!
0X1 and u� := max {�u, 0}.

A natural implication of Kalikow’s condition [58]
is that P0(A‘) = 1 and v‘ > 0 (see eqn [55]). More-
over, noting that eqn [58] also holds for all ‘0 in a
vicinity of ‘ and applying the above result with d
noncollinear vectors from that vicinity, we conclude
that under Kalikow’s condition there exists a
deterministic v 6¼ 0 such that Xn=n! v as n!1
(P0-a.s.). Furthermore, it can be proved that
(Xn� nv)=

ffiffiffi
n
p

converges in law to a Gaussian
distribution (see Sznitman (2004)).

It is not hard to check that in dimension d = 1
Kalikow’s condition is equivalent to v 6¼ 0 and
therefore characterizes completely all ballistic
walks. For d � 2, the situation is less clear; for
instance, it is not known if there exist RWRE with
P(A‘) > 0 and v‘ = 0 (of course, such RWRE cannot
satisfy Kalikow’s condition).

Sznitman (2004) has proposed a more compli-
cated transience condition (T0) involving certain
regeneration times 	�i similar to those described in
the previous subsection. An RWRE is said to satisfy
Sznitman’s condition (T0) relative to direction ‘ if
P0(A‘) = 1 and for some c > 0 and all 0 < 
 < 1

E0 exp
�

c sup
n�	�

1

jXnj

�
<1 ½59�

This condition provides a powerful control over 	�1
for d � 2 and in particular ensures that 	�1 has finite
moments of any order. This is in sharp contrast with
the one-dimensional case, and should be viewed as a
reflection of much weaker traps in dimensions d � 2.

Condition [59] can also be reformulated in terms of
the exit distribution of the RWRE from infinite thick
slabs ‘‘orthonormal’’ to directions ‘0 sufficiently close
to ‘. As it stands, the latter reformulation is difficult
to check, but Sznitman (2004) has developed a
remarkable ‘‘effective’’ criterion reducing the job to
a similar condition in finite boxes, which is much
more tractable and can be checked in a number of
cases.

In fact, condition (T0) follows from Kalikow’s
condition, but not the other way around. In the one-
dimensional case, condition (T0) (applied to ‘= 1 and
‘= �1) proves to be equivalent to the transient
behavior of the RWRE, which, as we have seen in
Theorem 2, may happen with v = 0, that is, in a
nonballistic scenario. The situation in d � 2 is quite
different, as condition (T0) implies that the RWRE is
ballistic in the direction ‘ (with v‘ > 0) and satisfies a
CLT (under P0). It is not known whether the ballistic
behavior for d � 2 is completely characterized by
condition (T0), although this is expected to be true.

Balanced RWRE

In this section we discuss a particular case of
nonballistic RWRE, for which LLN and CLT can
be proved. Following Lawler (1982), we say that an
RWRE is ‘‘balanced’’ if px(e) = px(�e) for all
x2Zd, jej= 1 (P-a.s.). In this case, the local drift
vanishes, d(x,!) = 0, hence the coordinate processes
Xi

n (i = 1, . . . , d) are martingales with respect to the
natural filtration F n = �{X0, . . . , Xn}. The quenched
covariance matrix of the increments �Xi

n :=
Xi

nþ1�Xi
n (i = 1, . . . , d) is given by

E!
0 �Xi

n�Xj
njF n

� �
¼ 2�ijpXn

ðeiÞ ½60�

Since the right-hand side of eqn [60] is uniformly
bounded, it follows that Xn=n! 0 (P0-a.s.). Further,
it can be proved that there exist deterministic positive
constants a1, . . . , ad such that for i ¼ 1, . . . , d

lim
n!1

1

n

Xn�1

k¼0

pXk
ðeiÞ ¼

ai

2
; P0-a.s. ½61�

Once this is proved, a multidimensional CLT for
martingale differences yields that Xn=

ffiffiffi
n
p

converges
in law to a Gaussian distribution with zero mean
and the covariances bij = �ijai.

The proof of [61] employs the method of environ-
ment viewed from the particle. Namely, define a
Markov chain !n := �Xn! with the transition kernel

Tð!; d!0Þ ¼
Xd

i¼1

p0ðeiÞ��!ðd!0Þ½

þ p0ð�eiÞ���1!ðd!0Þ�
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(cf. eqn [27]). The next step is to find a probability
measure Q on � invariant under T and absolutely
continuous with respect to P. Unlike the one-
dimensional case, however, an explicit form of Q is
not available, and Q is constructed indirectly as the
limit of invariant measures of certain periodic
modifications of the RWRE. Birkhoff’s ergodic
theorem then yields, P0-a.s.,

1

n

Xn�1

k¼0

pXk
ðei; !Þ ¼

1

n

Xn�1

k¼0

p0ðei; !kÞ

!
Z

�

p0ðei; !Þ Qðd!Þ � �

by the ellipticity condition [52], and eqn [61]
follows.

With regard to transience, balanced RWREs
admit a complete and simple classification. Namely,
it has been proved (see Zeitouni (2004)) that any
balanced RWRE is transient for d � 3 and recurrent
for d = 2 (P0-a.s.). It is interesting to note, however,
that these answers may be false for certain balanced
random walks in a fixed environment (P-probability
of such environments being zero, of course). Indeed,
examples can be constructed of balanced random
walks in Z2 and in Zd with d � 3, which are
transient and recurrent, respectively (Zeitouni
2004).

RWRE Based on Modification of Ordinary
Random Walks

A number of partial results are known for RWRE
constructed on the basis of ordinary random walks
via certain randomization of the environment. A
natural model is obtained by a small perturbation of
a simple symmetric random walk. To be more
precise, suppose that: (1) jpx(e)� 1=2dj < " for all
x2Zd and any jej= 1, where " > 0 is small enough;
(2) Epx(e) = 1=2d; (3) vectors px(�) are i.i.d. for
different x2Zd; and (4) the distribution of the
vector px(�) is isotropic, that is, invariant with
respect to permutations of its coordinates. Then for
d � 3 Bricmont and Kupiainen (1991) have proved
an LLN (with zero asymptotic velocity) and a
quenched CLT (with nondegenerate covariance
matrix). The proof is based on the renormalization
group method, which involves decimation in time
combined with a suitable spatial–temporal scaling.
This transformation replaces an RWRE by another
RWRE with weaker randomness, and it can be
shown that iterations converge to a Gaussian fixed
point.

Another class of examples is also built using small
perturbations of simple symmetric random walks, but
is anisotropic and exhibits ballistic behavior, providing

that the annealed local drift in some direction is strong
enough (see Sznitman (2004)). More precisely, sup-
pose that d � 3 and �2 (0, 1). Then there exists
"0 = "0(d, �) > 0 such that if jpx(e)� 1=2dj <
" (x2Zd, jej= 1) with 0 < " < "0, and for some e0

one has E[d(x,!) � e0] � "2.5� � (d = 3) or � "3� �

(d � 4), then Sznitman’s condition (T0) is satisfied
with respect to e0 and therefore the RWRE is ballistic
in the direction e0 (cf. the s ubsection ‘‘Kalikow’s
condition an d Sznitman’s c on ditio n (T0 )’’).

Examples of a different type are constructed in
dimensions d � 6 by letting the first d1 � 5 coordi-
nates of the RWRE Xn behave according to an
ordinary random walk, while the remaining
d2 = d� d1 coordinates are exposed to a random
environment (see Bolthausen et al. (2003)). One can
show that there exists a deterministic v (possibly
zero) such that Xn=n! v (P0-a.s.). Moreover, if
d1 � 13, then (Xn� nv)=

ffiffiffi
n
p

satisfies both quenched
and annealed CLT. Incidentally, such models can be
used to demonstrate the surprising features of the
multidimensional RWRE. For instance, for d � 7
one can construct an RWRE Xn such that the
annealed local drift does not vanish, Ed(x,!) 6¼ 0,
but the asymptotic velocity is zero, Xn=n! 0
(P0 - a.s.), and furthermore, if d � 15, then in this
example Xn=

ffiffiffi
n
p

satisfies a quenched CLT. (In fact,
one can construct such RWRE as small perturba-
tions of a simple symmetric walk.) On the other
hand, there exist examples (in high enough dimen-
sions) where the walk is ballistic with a velocity
which has an opposite direction to the annealed drift
Ed(x,!) 6¼ 0. These striking examples provide
‘‘experimental’’ evidence of many unusual properties
of the multidimensional RWRE, which, no doubt,
will be discovered in the years to come.

See also: Averaging Methods; Growth Processes in
Random Matrix Theory; Lagrangian Dispersion (Passive
Scalar); Random Dynamical Systems; Random Matrix
Theory in Physics; Stochastic Differential Equations;
Stochastic Loewner Evolutions.
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Probabilités et Statistiques 40: 309–336.

Bricmont J and Kupiainen A (1991) Random walks in asymmetric

random environments. Communications in Mathematical
Physics 142: 345–420.

Hughes BD (1995) Random Walks and Random Environments.
Volume 1: Random Walks. Oxford: Clarendon.

Hughes BD (1996) Random Walks and Random Environments.
Volume 2: Random Environments. Oxford: Clarendon.

Kawazu K and Kesten H (1984) On birth and death processes in

symmetric random environment. Journal of Statistical Physics
37: 561–576.

Kesten H, Kozlov MV, and Spitzer F (1975) A limit law for
random walk in a random environment. Compositio Mathe-
matica 30: 145–168.

Kozlov SM and Molchanov SA (1984) On conditions for

applicability of the central limit theorem to random walks
on a lattice. Soviet Mathematics Doklady 30: 410–413.

Lawler GF (1982) Weak convergence of a random walk in a

random environment. Communications in Mathematical Phy-
sics 87: 81–87.

Molchanov SA (1994) Lectures on random media. In: Bernard P

(ed.) Lectures on Probability Theory, Ecole d’Eté de
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Introduction

One of the tasks of classical mechanics has always
been to identify those Hamiltonian systems which,
by their peculiar properties, are considered solvable.
The integrable systems of Liouville and the separ-
able systems of Jacobi can serve as representative
examples here. The bi-Hamiltonian geometry, a
branch of Poisson geometry dealing with a special
kind of deformation of Poisson bracket, suggests
two further classes of Hamiltonian systems – the
bi-Hamiltonian systems and the cyclic systems of
Levi-Civita. The purpose of this article is to
investigate the second class of systems mentioned
above, and to explain why they are relevant for
classical mechanics. (see Bi-Hamiltonian Methods in
Soliton Theory and Multi-Hamiltonian Systems for
further details).

To define a cyclic system of Levi-Civita, one
must consider a symplectic manifold (S,!) endowed
with a tensor field of type (1, 1), seen as an
endomorphism N : TS ! TS that obeys two

conditions. The first condition is that the vector-
valued 2-form

TNðX;YÞ ¼ ½NX;NY� �N½NX;Y� �N½X;NY�
þN2½X;Y�

(called the Nijenhuis torsion of N) vanishes identi-
cally. In this case N is termed a ‘‘recursion
operator.’’ The second condition is that

!0ðX;YÞ ¼ !ðNX;YÞ

is a closed 2-form. The manifolds where these
conditions are fulfilled are called !N manifolds.
On these manifolds, each Hamiltonian vector field
Xh is embedded into the distribution

Dh ¼ hXh;NXh;N
2Xh; . . .i

which is the minimal invariant distribution con-
taining Xh. This can be called the Levi-Civita
distribution generated by Xh. Experience has
shown that Dh is seldom integrable. The cyclic
systems of Levi-Civita are, by definition, the
generators of the integrable Levi-Civita distribu-
tions. Even though this notion is new in classical
mechanics, many interesting classical systems dis-
play this property.

The aim of this article is to show that the cyclic
systems of Levi-Civita are closely related to
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separable systems of Jacobi. To this end, the
article is organized in four sections, of which the
first three clarify the above-mentioned concepts. In
the s ec t ion ‘‘!N manifol d s, ’’ the i de a o f !N
manifolds is explained from the viewpoint of bi-
Ham iltonian geom etry. The section ‘‘Cotangent
bundles’’ show s that cotangent bundles provide a
large class of !N manifolds, proving that such
manifolds are not rare. Next, two basic examples
of cycl ic syst em s of Levi-Civita are presented.
Finally, the relation between cyclic systems of
Levi-Civita and separable systems of Jacobi is
explained briefly.

!N Manifolds

Let us consider a symplectic manifold (S,!) with its
Hamiltonian vector fields Xh defined by

!ðXh; �Þ ¼ �dh

and with the Poisson bracket

ff ; gg ¼ !ðXf ;XgÞ

Both the Hamiltonian vector fields and the functions
on S form a Lie algebra, and these algebras are
homomorphic, since

½Xf ;Xg� ¼ Xff ;gg

The bi-Hamiltonian geometry is the study of the
deformations of the Lie algebras which preserve the
above morphism.

We start from the deformations of the Poisson
algebra of functions, by replacing the bracket {f , g}
with the linear pencil

ff ; gg� ¼ ff ; gg þ �ff ; gg
0; � 2 R

The problem is to find {f , g}0 in such a way that the
linear pencil satisfies the Jacobi identity for any
value of the parameter �. To solve this problem it
is convenient to represent the bracket {f , g}0 in
the form

ff ; gg0 ¼ !0ðXf ;XgÞ

(which is analogous to the standard representation
of the Poisson bracket of S) and then to notice that
there exists a unique (1, 1) tensor field N : TS ! TS
such that

!0ðXf ;XgÞ ¼ !ðNXf ;XgÞ

Due to the skew-symmetry of !0, the tensor field N
must satisfy the condition

!ðNXf ;XgÞ ¼ !ðXf ;NXgÞ

To the first order in �, the Jacobi identity on {f , g}�
gives

fff ; gg; hg0 þ fff ; gg0; hg þ cyclic permutations ¼ 0

This condition entails a constraint on !0. One can
readily check that !0 must be a closed 2-form:

d!0 ¼ 0

In turn, this constraint imposes a condition on N.
The translation of the closure of !0 on N is

½NXf ;Xg� þ ½Xf ;NXg� �N½Xf ;Xg� ¼ Xff ;gg0

To the second order in �, the Jacobi identity on
{f , g}� gives

fff ; gg0; hg0 þ cyclic permutations ¼ 0

entailing the condition

½NXf ;NXg� ¼ NXff ;gg0

on N. Thus, the Jacobi identity is satisfied at any
order in � if and only if N is torsion free and !0 is a
closed 2-form. Hence, according to the definition
given in the ‘‘Introduction,’’ the manifold S is an !N
manifold.

It may be of interest to notice that the bracket

½X;Y�N ¼ ½NX;Y� þ ½X;NY� �N½X;Y�

is a new (deformed) commutator on vector fields,
since the torsion of N vanishes. The same is also
true for

½X;Y�� ¼ ½X;Y� þ �½X;Y�N
since the torsion of (Idþ �N) vanishes too. There-
fore, one can write

½Xf ;Xg�� ¼ Xff ;gg�

This formula shows that this process of deformation
is rigid. For each change of the Poisson bracket,
there is a deformation of the commutator of vector
fields such that the basic correspondence between
functions and Hamiltonian vector fields, established
by the symplectic form !, remains a Lie algebra
morphism.

The same phenomenon can be observed in
connection with the definition of Hamiltonian
vector field. If one introduces the pencil of 2-forms

!� ¼ !þ �!0

and the pencil of derivations

d� ¼ dþ �dN

where dN is the derivation of type d and degree 1
canonically associated with N according to the
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theory of graded derivations of Frölicher and
Nijenhuis, one can prove that

d2
� ¼ 0; d�!� ¼ 0

and that

!�ðXh; �Þ ¼ �d�h

This means that, on an !N manifold, the symplectic
form ! and the de Rham differential d are deformed
in such a way that the basic relation between
functions and Hamiltonian vector fields established
by ! holds true.

Cotangent Bundles

Cotangent bundles are a source of examples of !N
manifolds. The construction begins on the
base manifold Q. For any (1, 1) tensor field
L : TQ ! TQ with vanishing Nijenhuis torsion,
one constructs the deformed Liouville 1-form

�0 ¼
Xn

i¼1

yiL
�ðdxiÞ

and its exterior derivative

!0 ¼ d�0

It can be proved that !0 satisfies the conditions
explained in the previous section, and conclude
that T�Q, endowed with the pencil of 2-form
!� =!þ� !0, is an !N manifold.

A subclass of these structures merits attention. It
is related to the polynomials

sð�Þ ¼ �n � s1�
n�1 þ s2�

n�2 þ � � � þ sn

� �
the coefficients of which are functions on Q
satisfying the condition

ds1 ^ ds2 ^ � � � ^ dsn 6¼ 0

(almost) everywhere on Q. Moreover, it is con-
venient to assume that the roots (�1,�2, . . . ,�n) of
s(�) are distinct and real, so that they are
functionally independent and can be used as
coordinates on Q. Therefore, the choice of s(�) is
equivalent to fix a special system of coordinates on
Q, as it happens in R3 when one introduces the
elliptical coordinates as the roots of the
polynomial

sð�Þ ¼ ð�� aÞð�� bÞð�� cÞ

� 1þ x2

�� a
þ y2

�� b
þ z2

�� c

� �
The peculiarity of this situation is that there exists
a unique recursion operator L : TQ ! TQ whose

characteristic polynomial is s(�). Thus, the choice
of s(�) also determines an !N structure on T�Q
according to the previous prescription. The con-
clusion is that there is a relation between pencils
of Poisson brackets on T�Q and coordinate
systems on Q. This relation is the clue to
understand the geometry of separable systems of
Jacobi.

Cyclic Systems of Levi-Civita

The systems of coupled harmonic oscillators are the
first example of cyclic systems of Levi-Civita. Let us
consider, for simplicity, a system formed by only
two particles, with masses m1 and m2, moving on a
line under the action of an internal elastic force. The
Lagrangian of the system is

L ¼ 1
2 m1 _x2

1 þm2 _x2
2

� �
� 1

2 kðx1 � x2Þ2

and the equations of motion are

M€xþ Kx ¼ 0; x ¼ x1

x2

� �
where

M ¼ m1 0
0 m2

� �
; K ¼ k �k

�k k

� �
Under a change of coordinates, the entries of the
matrices M and K obey the transformation law of
the components of a second-order covariant tensor.
Therefore, the entries of the matrix L = M�1K are
the components of a tensor field of type (1, 1) on R2.
The defining equations of the associated endo-
morphism L : TR2 ! R2 are

L�ðdx1Þ ¼ !2
1ðdx2 � dx1Þ

L�ðdx2Þ ¼ !2
2ðdx1 � dx2Þ

if !2
1 = k=m1 and !2

2 = k=m2, and these equations
clearly show that L is torsion free. The same
argument holds for any system of coupled harmonic
oscillators. Therefore, the cotangent bundle asso-
ciated with any system of coupled harmonic
oscillators is an !N manifold.

To compute the tensor field N in our example,
one has to follow the prescription, passing from

�0 ¼ !2
1y1 � !2

2y2

� �
ðdx2 � dx1Þ

to

!0 ¼ !2
1 dy1 � !2

2 dy2

� �
^ ðdx2 � dx1Þ
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and to

N
@

@x1

� �
¼ !2

1

@

@x1
� !2

2

@

@x2

N
@

@x2

� �
¼ �!2

1

@

@x1
þ !2

2

@

@x2

N
@

@y1

� �
¼ !2

1

@

@y1
� @

@y2

� �
N

@

@y2

� �
¼ !2

2 �
@

@y1
þ @

@y2

� �
The Levi-Civita distribution Dh is therefore spanned
by the vector fields

Xh ¼ k
y1

!2
1

@

@x1
þ y2

!2
2

@

@x2
þ ðx2 � x1Þ

@

@y1
� @

@y2

� �� �
NXh ¼ k y1 �

!2
1

!2
2

y2

� �
@

@x1
þ y2 �

!2
2

!2
1

y1

� �
@

@x2

�
þ !2

1 þ !2
2

� �
ðx2 � x1Þ

@

@y1
� @

@y2

� ��
related to the Hamiltonian

h ¼ y2
1

2m1
þ y2

2

2m2
þ 1

2
kðx1 � x2Þ2

of the system of coupled oscillators. Since
[Xh, NXh] = 0, the distribution is integrable; there-
fore, the system is a cyclic system of Levi-Civita.
This property holds for any system of coupled
harmonic oscillators. It will be apparent at the end
of this article that this result is due to the
eigenvectors of L defining the separation coordi-
nates of the coupled oscillators.

The second and final example of cyclic systems of
Levi-Civita is the Neumann system, that is, the
anisotropic harmonic oscillator on the sphere S2,
whose Lagrangian is

L ¼ 1
2 m _x2

1 þ _x2
2 þ _x2

3

� �
� 1

2 a1x2
1 þ a2x2

2 þ a3x2
3

� �
with the constraint

x2
1 þ x2

2 þ x2
3 ¼ 1

This constraint can be avoided by using the first two
Cartesian coordinates (x1, x2) as local coordinates
on S2. The Hamiltonian of the system can then be
written in the form

h ¼ 1
2 1þ x2

1

� �
y2

1 � x1x2y1y2

þ 1
2 1þ x2

2

� �
y2

2 þ 1
2 ða1 � a3Þx2

1

þ 1
2 ða2 � a3Þx2

2

where, for simplicity, m = 1. Formally one is back in
R2 as in the previous example, but the nonlinearity
of the equations of motion hinders us to readily see

the appropriate recursion operator L : TR2!TR2

to be used to construct the !N structure on T�R2.
Let us however recall that according to Neumann,
the system is separable in elliptical spherical (also
called spheroconical) coordinates, defined as the
roots of the restriction to S2 of the polynomial

sð�Þ ¼ ð�� aÞð�� bÞð�� cÞ x2
1

�� a
þ x2

2

�� b
þ x2

3

�� c

� �
¼�2 � ðs1�þ s2Þ

Let us, therefore, use this polynomial to construct
the unique recursion operator L having s(�) as its
characteristic polynomial. It is given by

L�ðds1Þ ¼ ds2 þ s1 ds1

L�ðds2Þ ¼ s2 ds1

or, after a brief computation, by

L�ðdx1Þ ¼ a1 dx1�x1 d 1
2ða1� a3Þx2

1þ 1
2 ða2� a3Þx2

2

� 	
L�ðdx2Þ ¼ a2 dx2�x2 d 1

2ða1� a3Þx2
1þ 1

2 ða2� a3Þx2
2

� 	
The situation stays the same as in the previous
example. Accordingly, the recursion operator N on
T�R2 is now given by

N� dx1 ¼ a1 dx1 � x1 df

N� dx2 ¼ a2 dx2 � x2 df

N� dy1 ¼ a1 dy1 � ða1 � a3Þx1 dgþ y1 df

N� dy2 ¼ a2 dy2 � ða2 � a3Þx2 dgþ y2 df

where the shorthand notations

f ¼ 1
2ða1 � a3Þx2

1 þ 1
2ða2 � a3Þx2

2

g ¼ x1y1 þ x2y2

have been used. The derivation dN, associated with
N, is accordingly defined by

dNx1 ¼N� dx1 ¼ a1 þ ða3 � a1Þx2
1

� 	
dx1

þ ða3 � a2Þx1x2 dx2

dNx2 ¼N� dx2 ¼ ða3 � a1Þx1x2 dx1

þ a2 þ ða3 � a2Þx2
2

� 	
dx2

dNy1 ¼N� dy1 ¼ ða3 � a1Þx1y2 � ða3 � a2Þx2y1½ � dx2

þ a1 þ ða3 � a1Þx2
1

� 	
dy1 þ ða3 � a1Þx1x2 dy2

dNy2 ¼N� dy2 ¼ ða3 � a2Þx2y1 � ða3 � a1Þx1y2½ � dx1

þ ða3 � a2Þx1x2 dy1 þ a2 þ ða3 � a2Þx2
2

� 	
dy2

on the coordinate functions. Recalling that dN

anticommutes with d, one can then easily check the
condition

ddNh ¼ ds1 ^ dh
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where s1 is the first coefficient of the polynomial
defining the elliptical spherical coordinates, and h is
the Hamiltonian of the Neumann system. By the
Frobenius theorem, this equation alone entails the
integrability of the distribution Dh, without the need
of computing Xh, NXh, and their commutator
[Xh, NXh]. Thus, it can be concluded that the
Neumann system too is a cyclic system of Levi-
Civita, and that the recursion operator N, generat-
ing the distribution Dh, is closely related to the
polynomial defining the separation coordinates of
the Neumann system.

Separable System of Jacobi

In 1838, Jacobi noticed that the Hamilton–Jacobi
equation

h x1; x2; . . . ; xn;
@W

@x1
; . . . ;

@W

@xn

� �
¼ e

of many Hamiltonian systems splits owing to an
appropriate choice of coordinates in a set of
ordinary differential equations. On account of
this property, these systems have been called
separable. In 1904, Levi-Civita gave a first partial
characterization of separable Hamiltonians by
means of his separability conditions. In a letter
addressed to Stäckel, he proved that h is separ-
able in a preassigned system of canonical coordi-
nates if and only if the conditions

@2h

@xj@xk

@h

@yj

@h

@yk
� @2h

@xj@yk

@h

@yj

@h

@xk

� @2h

@yj@xk

@h

@xj

@h

@yk
þ @2h

@yj@yk

@h

@xj

@h

@xk
¼ 0

are satisfied by h. One must notice the nontensorial
character of these conditions; they hold only in a
specific coordinate system, and if the coordinates are
changed, it is not possible to reconstruct the form of
the separability conditions in the new coordinates.
The nontensorial character is the major drawback of
the separability conditions of Levi-Civita, making
them practically useless in the search of separation
coordinates.

The contact between the theory of separable
system of Jacobi and the theory of cyclic systems
of Levi-Civita rests on two occurrences. The first is
the form of the integrability conditions of the
distribution Dh generated by any vector field Xh

on an !N manifold. Exploiting the Frobenius
integrability conditions and the properties of the
differential operator dN associated with the recur-
sion operator N, it can be proved that Dh is

integrable if and only if the 2-form ddNh vanishes
on Dh:

ddNh ¼ 0 on Dh

Suppose now that the dimension of Dh is maximal,
that is, equal to n = (1=2) dim S. Then Dh is spanned
by the n vector fields (Xh, NXh, . . . ,Nn�1Xh), and
the vanishing condition of ddNh on Dh turns out to
be equivalent to

ddNhðNjXh;N
kXhÞ ¼ 0

for any value of j and k from 0 to n� 1. Thus, the
number of separability conditions of h and the
number of integrability conditions of Dh are equal.
This circumstance strongly suggests that the two sets
of conditions are related. The nontensorial character
of the Levi-Civita conditions, compared with the
tensorial character of the integrability conditions of
Dh, further suggests that the former should be the
evaluation of the latter in a specific system of
coordinates. These coordinates are the ‘‘normal
coordinates’’ of an !N manifold, that will be
introduced in the following.

Assume that the minimal polynomial of N has
real and distinct roots (l1, . . . , ln). In this case, the
!N manifold is said to be semisimple. A two-
dimensional eigenspace is associated with each
root lk. Let us consider the distribution Ek spanned
by all the eigenvectors of N, except those
associated with lk. Since N is torsion free, each
distribution Ek is integrable. Let us fix the
attention on one of these distributions. It turns
out that its leaves are symplectic submanifolds of
codimension 2. So they are the level surfaces of a
pair of (local) functions which are not in involu-
tion. By collecting together the pairs of functions
associated with the n distributions (E1, . . . , En),
one obtains, at the end, a coordinate system
(�1,�1,�2,�2, . . . ,�n,�n) on S. Moreover, these
functions can be chosen in such a way to form a
system of canonical coordinates. The final result is
that, on a semisimple !N manifold, one can
construct a coordinate system such that

! ¼
Xn

j¼1

d�j ^ d�j

and

N�ðd�jÞ ¼ ljd�j

N�ðd�jÞ ¼ ljd�j

These coordinates are called the normal coordinates
(or sometimes, the Darboux–Nijenhuis coordinates) of
the !N manifold. One can prove that the separability
conditions of Levi-Civita are the integrability
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conditions of Dh, written in normal coordinates. This
result allows us to claim that the cyclic systems of Levi-
Civita on semisimple !N manifolds are all separable.

The reverse is also true. As has already been
shown in the example of the Neumann system, a
given separable system of Jacobi can be associated
with a recursion operator N in such a way that its
phase space (with the possible exclusion of a
singular locus) becomes an !N manifold, and the
Hamiltonian vector field Xh becomes a cyclic system
of Levi-Civita. A new interpretation of the process
of separation of variables follows from this result.
Indeed, to find separation coordinates for a given
system on a symplectic manifold S is equivalent to
deforming the Poisson bracket of S into a pencil

ff ; gg� ¼ ff ; gg þ �ff ; gg
0

in such a way that the recursion operator N defining
the pencil {f , g}� generates, with Xh, an integrable
distribution Dh. Therefore, classical mechanics is
deeply entangled with the theory of recursion opera-
tors, even if the insistence on the use of separation
coordinates has hidden this factor for a long time.

See also: Bi-Hamiltonian Methods in Soliton Theory;
Classical r-Matrices, Lie Bialgebras, and Poisson Lie
Groups; Integrable Systems and Algebraic Geometry;
Integrable Systems and Recursion Operators on
Symplectic and Jacobi Manifolds; Integrable Systems:
Overview; Multi-Hamiltonian Systems; Separation of

Variables for Differential Equations; Solitons and
Kac–Moody Lie Algebras.
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Phase Transitions in Lattice Systems

Introduction

Phase transitions are among the main objects of
equilibrium statistical mechanics, both classical and
quantum. There exist several approaches to the descrip-
tion of these phenomena. Their common point is that
the macroscopic behavior of a statistical mechanical
model can be different at the same values of the model
parameters. This corresponds to the multiplicity of
equilibrium phases, each of which has its own proper-
ties. In the mathematical formulation, models are

defined by interaction potentials and equilibrium phases
appear as states – positive linear functionals on algebras
of observables. In the classical case the states are defined
by means of the probability measures which satisfy
equilibrium conditions, formulated in terms of the
interaction potentials. Such measures are called Gibbs
measures and the corresponding states are called Gibbs
states. The observables are then integrable functions. In
the quantum case the states mostly are introduced by
means of the Kubo–Martin–Schwinger condition – a
quantum analog of the equilibrium conditions used for
classical models. The quantum observables constitute
noncommutative von Neumann algebras.

Infinite systems of particles studied in statistical
mechanics fall into two main groups. These are
continuous systems and lattice systems. In the latter
case, particles are attached to the points of various
crystalline lattices. In view of the specifics of our subject,
in this article we will deal with lattice systems only.
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One of the main problems of the mathematical
theory of phase transitions is to prove that the Gibbs
states of a given model can be multiple, that is, that
this model undergoes a phase transition. To solve
this problem one has to elaborate corresponding
mathematical tools. Typically, at high temperatures
(equivalently, for weak interactions), a model, which
undergoes a phase transition, has only one Gibbs
state. This state inherits all the symmetries possessed
by the interaction potentials. At low temperatures
this model has multiple Gibbs states, which may lose
the symmetries. In this case the phase transition is
accompanied by a symmetry breaking. Among the
symmetries important in the theory of lattice
systems, there is the invariance with respect to the
lattice translations. If the Gibbs state of a translation
invariant lattice model is unique, it ought to be
ergodic with respect to the group of lattice transla-
tions. This means in particular that the spacial
correlations in this state decay to zero at long
distances. Therefore, the lack of the latter property
may indicate a phase transition. In a number of
lattice models, phase transitions can be established
by means of their special property – reflection
positivity. The most important consequence of
reflection positivity are chessboard (another name
checkerboard) estimates, being extended versions of
Hölder’s inequalities. The proof of a phase transi-
tion is then performed either by means of a
combination of such estimates and contour methods,
or by means of infrared estimates obtained from the
chessboard estimates.

In this article we show how to prove phase
transitions by means of the infrared estimates for
some simple reflection positive models, both classi-
cal and quantum. The details on the reflection
positivity method in all its versions may be found
in the literature listed at the end of the article. There
we also provide short bibliographic comments.

Nonergodicity and Infrared Estimates

The following heuristic arguments should give an idea
how to establish the nonergodicity of a Gibbs state by
means of infrared estimates. Let us consider a classical
ferromagnetic translation-invariant model. (Of
course, we assume that it possesses Gibbs states,
which for models with unbounded spins is a
nontrivial property. A particular case of this model
is descr ibed in more detail in the subsec tion ‘‘Gaus-
sian dominati on.’’) This model descr ibes the system
of interacting N-dimensional spins x‘ 2 RN, indexed
by the elements ‘ 2 Zd of the d-dimensional simple
cubic lattice. The interaction is pairwise, attractive,
nearest-neighbor, and invariant with respect to the

rotations in RN. Consider a translation-invariant
Gibbs state of this model, which always exists. Let
K(‘, ‘0), ‘, ‘0 2 Zd, be the expectation of the scalar
product (x‘, x‘0 ) of spins in this state. Then K(‘, ‘0) is
also translation invariant and hence may be written as

Kð‘;‘0Þ ¼ 1

ð2�Þd
Z
ð��;��d

bKðpÞeiðp;‘�‘0Þdp; i¼
ffiffiffiffiffiffiffi
�1
p

½1�

where the generalized function bK is defined by the
Fourier seriesbKðpÞ ¼ X

‘02Zd

Kð‘; ‘0Þe�iðp;‘�‘0Þ; p 2 ð��; ��d ½2�

As the model is ferromagnetic, K(‘, ‘0) � 0. The
Gibbs state is nonergodic if K(‘, ‘0) does not tend to
zero as j‘� ‘0j!1. In this case bK should be
singular at p = 0. SetbKðpÞ ¼ ð2�Þd��ðpÞ þ gðpÞ ½3�

where �(p) is the Dirac �-function and g(p) is regular
at p = 0. Then the Gibbs state is nonergodic if � 6¼ 0.
Suppose we know that g(p)� 0 and that the
following two estimates hold. The first one is

gðpÞ � �=Jjpj2; p 6¼ 0 ½4�

where � > 0 is a constant and J > 0 is the interaction
intensity multiplied by the inverse temperature �.
This is the infrared estimate. The second estimate is

Kð‘; ‘Þ � K > 0 ½5�

where K is independent of J. By these estimates and
[1], [2], we get

� � K� �

ð2�ÞdJ

Z
ð��;��d

dp

jpj2
½6�

For d � 3, the latter integral exists; hence, � > 0 for
J large enough, which means that the state we
consider is nonergodic.

The quantum case is more involved. The infrared
bounds are obtained not for functions like bK(p) but
for the so-called Duhamel two-point functions. Then
one has to prove a number of additional statements,
which finally lead to the proof of the result desired.
In the section on reflection positivity in quantum
systems we indicate how to do this for a simple
quantum spin model.

Reflection Positivity and Phase
Transitions in Classical Systems

We begin by studying reflection positive (RP)
functionals. Gibbs states of RP models are such
functionals.
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Reflection Positive Functionals

Let � be a finite set of indices consisting of an
even number j�j of elements, which label real
variables x‘, ‘ 2 �. For �0 � �, we write
x�0 = (x‘)‘2�0 2 Rj�

0j. Suppose we are given a bijec-
tion � : �!�, � � �= id, such that the set � falls
into two disjoint parts �� with the property
� : �þ!��. Therefore, j�þj= j��j, and the map �
may be regarded as a reflection. For x� 2 Rj�j, we
set �(x�) = (x�(‘))‘2�. Now let A be an algebra of
functions A : Rj�j ! R. Then we define the map
# :A ! A by setting

#ðAÞðx�Þ ¼ Að�ðx�ÞÞ ½7�

Clearly, for all A, B 2 A and 	, 
 2 R,

#ð	Aþ 
BÞ ¼ 	#ðAÞ þ 
#ðBÞ
#ðA 	 BÞ ¼ #ðAÞ 	 #ðBÞ

½8�

By Aþ (respectively, A�), we denote the sub-
algebra of A consisting of functions dependent
on x�þ (respectively, x��). Then #(Aþ) =A� and
# � #= id.

Definition 1 A linear functional � :A!R is called
RP with respect to the maps � and #, if

8A 2 Aþ: �½A#ðAÞ� � 0 ½9�

Example 2 Let � be a Borel measure on the real
line (not necessarily positive), with respect to which
all real polynomials are integrable. Let also A be the
algebra of all real-valued polynomials on Rj�j, j�j
being even. Finally, let � and # be any of the maps
with the properties described above. Then the
functional

�ðAÞ ¼
Z

Rj�j
Aðx�Þ d��ðx�Þ

d��ðx�Þ ¼
Y
‘2�

d�ðx‘Þ
½10�

is RP. Indeed, let F : Rj�j=2!R be such that
A(x�) = F(x�þ ). Then

�½A#ðAÞ�¼
Z

Fðx�þÞ
Y
‘2�þ

d�ðx‘Þ 	
Z

Fðx��Þ
Y
‘2��

d�ðx‘Þ

¼
Z

Fðx�þÞ
Y
‘2�þ

d�ðx‘Þ
" #2

�0

In the above example the multiplicative structure of
the measure �� is crucial. It results in the positivity
of � with respect to all reflections. If one has just
one such reflection, the measure which defines �
may be decomposable onto two measures only. Let
�,A,�, and # be as above. Consider a Borel measure


 on Rj�j=2 such that every real-valued polynomial
on Rj�j=2 is 
-integrable.

Proposition 3 The functional

�ðAÞ ¼
Z

Rj�j
Aðx�Þ d
ðx�þÞ d
ðx��Þ ½11�

is RP.

In both these examples the states are symmetric,
that is,

�½A#ðBÞ� ¼ �½B#ðAÞ�; for all A;B 2 Aþ ½12�

In the sequel we shall suppose that all RP functionals
possess this property. Therefore, RP functionals obey
a Cauchy–Schwarz type inequality.

Lemma 4 If � is RP, then for any A, B 2 Aþ,

f�½A#ðBÞ�g2 � �½A#ðAÞ� 	 �½B#ðBÞ� ½13�

Proof For 	 2 R, by [8] we have

�½ðAþ 	BÞ#ðAþ 	BÞ�
¼ �½ðAþ 	BÞð#ðAÞ þ 	#ðBÞÞ� � 0

Since � is linear, the latter can be written as a
3-nomial, whose positivity for all 	 2 R is equivalent
to [13]. &

Now let an RP functional � be such that for

A;B;C1; . . . ;Cm;D1; . . . ;Dm 2 Aþ

there exists

� exp Aþ #ðBÞ þ
Xm
i¼1

Ci#ðDiÞ
 !" #

and that the seriesX1
n1;...;nm¼0

1

n1! 	 	 	nm!
	�f½C1#ðC1Þ�n1 	 	 	 ½Cm#ðCmÞ�nm


 exp½Aþ#ðBÞ�g ½14�

as well as the one with all Cis replaced by Dis
converge absolutely.

Lemma 5 Let the functional � and the functions
A, B, Ci, Di, i = 1, . . . , m, be as above. Then

� exp Aþ #ðBÞ þ
Xm
i¼1

Ci#ðDiÞ
 !" #( )2

� � exp Aþ #ðAÞ þ
Xm
i¼1

Ci#ðCiÞ
 !" #


 � exp Bþ #ðBÞ þ
Xm
i¼1

Di#ðDiÞ
 !" #

½15�
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Proof By the above assumptions

� exp Aþ #ðBÞ þ
Xm
i¼1

Ci#ðDiÞ
 !" #

¼ � F#ðGÞ exp
Xm
i¼1

Ci#ðDiÞ
 !" #

¼
X1

n1;...;nm¼0

1

n1! 	 	 	 nm!
	�½F#ðGÞ½C1#ðD1Þ�n1 	 	 	


 ½Cm#ðDmÞ�nm � ½16�

where F = eA, G = eB. Then by [13] and the Cauchy–
Schwarz inequality for sums we get

RHS½16�

�
X1

n1 ;...;nm¼0

1

n1! 	 	 	nm!
	�½F#ðFÞ½C1#ðC1Þ�n1 	 	 	 ½Cm#ðCmÞ�nm �

� �1=2


 1

n1! 	 	 	nm!
	�½G#ðGÞ½D1#ðD1Þ�n1 	 	 	 ½Dm#ðDmÞ�nm �

� �1=2

�
X1

n1 ;...;nm¼0

1

n1! 	 	 	nm!
	�½F#ðFÞ½C1#ðC1Þ�n1 	 	 	 ½Cm#ðCmÞ�nm �

( )1=2



X1

n1 ;...;nm¼0

1

n1! 	 	 	nm!
	�½G#ðGÞ½D1#ðD1Þ�n1 	 	 	 ½Dm#ðDmÞ�nm �

( )1=2

¼ � exp Aþ#ðAÞþ
Xm
i¼1

Ci#ðCiÞ
 !" #( )1=2


 � exp Bþ#ðBÞþ
Xm
i¼1

Di#ðDiÞ
 !" #( )1=2

which yields [15]. &

Main Estimate

Let � be a finite set and �0 be its nonempty subset.
Let also � and 
 be finite Borel measures on
RNj�j, N 2 N. For vectors b, c 2 RN, by (b, c) and
jbj, jcj we denote their scalar product

PN
k = 1 b(k)c(k)

and the corresponding norms, respectively. By x�

we denote (x‘)‘2�, x‘ 2 RN; hence, x� 2 RNj�j.

Lemma 6 Let the sets �, �0 and the measures �, 
 be
as above. Then for every (a‘)‘2�0 2 RNj�0 j and J � 0,Z

R2Nj�j
exp � J

2

X
‘2�0

jx‘�y‘�a‘j2
 !

d�ðx�Þd
ðy�Þ
" #2

�
Z

R2Nj�j
exp � J

2

X
‘2�0

jx‘�y‘j2
 !

d�ðx�Þd�ðy�Þ



Z

R2Nj�j
exp � J

2

X
‘2�0

jx‘�y‘j2
 !

d
ðx�Þd
ðy�Þ ½17�

Proof Take two copies of � and denote them by
��. Furthermore, by �0� � �� we denote the subsets
consisting of the elements of �0 � �. For an ‘ 2 �þ,
by �(‘) we denote its counterpart in ��. Then � is a
reflection and �(�0þ) = �0�. Let � = �þ [ ��, �0=

�0þ [ �0�, and A be the algebra of all polynomials
of (x�0 , y�0 ) 2 R2Nj�0 j. Note that x�0 may be regarded
as the pair (x�0þ

, x�0� ). Let Aþ (respectively, A�) be
the subalgebra of A consisting of the polynomials
which depend on x�0þ

, y�0þ
(respectively, x�0� , y�0�)

only. Introduce the measures

d~�ðx�Þ ¼ exp � J

2

X
‘2�0

jx‘j2
 !

d�ðx�Þ

d~
ðx�Þ ¼ exp � J

2

X
‘2�0

jxj2‘

 !
d
ðx�Þ

and define the following functional on A:

�ðFÞ ¼
Z

R2Nj�j
Fðx�0 ; y�0 Þ d~�ðx�þÞ


 d~
ðy�þÞ d~�ðx��Þ d~
ðy��Þ ½18�

It has the same structure as the one described by
Proposition 3, hence is RP with respect to the map #
defined by the reflection �. Set

�� ¼
Z

RNj�j
d~�ðx�Þ; �
 ¼

Z
RNj�j

d~
ðy�Þ ½19�

and

A � 0; B ¼ �J
X
‘2�0þ

1

2
ja‘j2 þ ða‘; y‘Þ

� �
C
ðkÞ
‘ ¼

ffiffi
J

p
x
ðkÞ
‘ ; D

ðkÞ
‘ ¼

ffiffi
J

p �
y
ðkÞ
‘ þ a

ðkÞ
‘

�
‘ 2 �0þ; k ¼ 1; . . . ;N

½20�

Then the left-hand side of [17] is

LHS ½17�

¼ 1

ð���
Þ2

					�
"

exp

 
Aþ #ðBÞ

þ
X
‘2�0þ

XN
k¼1

C
ðkÞ
‘ #

�
D
ðkÞ
‘

�!#					
2

½21�

with � given by [18]. Applying [15] and taking into
account [19], we arrive at

LHS ½17�

� 1

ð���
Þ2
Z

R2Nj�j
exp J

X
‘2�0þ

x‘x�ð‘Þ

0@ 1A

 d~�ðx�þÞ d~�ðx��Þ d~
ðy�þÞ d~
ðy��Þ



Z

R2Nj�j
exp J

X
‘2�0þ

y‘y�ð‘Þ

0@ 1A

 d~�ðx�þÞ d~�ðx��Þ d~
ðy�þÞ d~
ðy��Þ¼RHS ½17�

which completes the proof. &
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Gaussian Domination

Let � be a finite set, j�j even, and E be a set of
unordered pairs of elements of �, such that the
graph (�, E) is connected. If e 2 E connects given
‘, ‘0 2 �, we write e = h‘, ‘0i. We suppose that E
contains no loops h‘, ‘i. With each ‘ 2 � we
associate a random N-component vector x‘, called
spin. The joint probability distribution of the spins
(x‘)‘2� is defined by means of the local Gibbs
measure

d��ðx�Þ ¼
1

Z�
exp � J

2

X
h‘;‘0i2E

jx‘ � x‘0 j2
0@ 1Ad��ðx�Þ;

x� 2 RNj�j ½22�

Here the measure

d��ðx�Þ ¼
Y
‘2�

d�ðx‘Þ ½23�

describes the system if the interaction intensity
J equals zero. In general, J � 0, that is, the model
[22], [23] is ferromagnetic. The single-spin measure
� is a probability measure on RN and

Z�¼
Z

RNj�j
exp � J

2

X
h‘;‘0i2E

jx‘�x‘0 j2
0@ 1Ad��ðx�Þ ½24�

is the partition function. Set

Z�ðhÞ ¼
Z

RNj�j
exp � J

2

X
h‘;‘0i2E

jx‘ � x‘0 � h‘‘0 j2
0@ 1A


 d��ðx�Þ ½25�

where h‘‘0 = h‘0‘ 2 RN, h‘, ‘0i 2 E.

Definition 7 The model [22]–[23] admits Gaussian
domination if for all h = (h‘‘0 )h‘, ‘0i2E,

Z�ðhÞ � Z�ð0Þ ½26�

We prove that our model admits Gaussian domina-
tion if the graph satisfies the following:

Assumption 8 The set of edges E can be
decomposed

E ¼
[m
n¼1

En; En

\
En0 ¼ ;; if n 6¼ n0 ½27�

in such a way that for every n = 1, . . . , m, the graph
(�, EnEn) is disconnected and falls into two con-
nected components, (�(n)

þ , E(n)
þ ) and (�(n)

� , E(n)
� ), which

are isomorphic. This means that there exists a

bijection �n : �!�, �n � �n = id, such that
�n(�(n)

þ ) = �(n)
� and h�n(‘), �n(‘0)i 2 E(n)

� whenever
h‘, ‘0i 2 E(n)

þ . Finally, we assume that if h‘, ‘0i 2 En

and ‘ 2 �(n)
þ , then �n(‘) = ‘0.

By this assumption if h‘, ‘0i 2 En, then no other
elements of En can be of the form h‘, ‘00i or h‘00, ‘0i.
The basic example here is the torus which one obtains
from a rectangular box � � Zd, j�j even, by imposing
periodic conditions on its boundaries. The set of edges
is E = {h‘, ‘0ijj‘� ‘0j� = 1}, where j‘� ‘0j� is the
periodic distance on � (see the next subsection).
Then every plane which contains the center of the
torus and its axis cuts it out along a family of
edges onto two subgraphs with the property
desired (see Figure 1).

Theorem 9 The model [22]–[23] defined on the
graph obeying Assumption 8 admits Gaussian
domination.

Proof For �=�1, h = (h‘‘0)h‘, ‘0i2E, and n = 1, . . . , m,
we define the map

T�
n h


 �
‘‘0
¼

h‘‘0 ; if h‘; ‘0i 2 EðnÞ�
h�nð‘Þ�nð‘0Þ; if h‘; ‘0i 2 EðnÞ��
0; if h‘; ‘0i 2 En

8><>: ½28�

According to Assumption 8

Z�ðhÞ ¼
Z

RNj�j
exp � J

2

X
h‘;‘0i2E1

jx‘ � x‘0 � h‘‘0 j2
0@ 1A


 d
þ
�
ð1Þ
þ

x
�
ð1Þ
þ

� �
d
�

�
ð1Þ
�

x
�
ð1Þ
�

� �
½29�

where

d
�
�
ð1Þ
�

x
�
ð1Þ
�

� �
¼ exp � J

2

X
h‘;‘0i2E

ð1Þ
�

jx‘�x‘0 �h‘‘0 j2
0@ 1Ad�

�
ð1Þ
�

x
�
ð1Þ
�

� �
;

�¼�1

Figure 1 The torus.
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Set

d
�
�
ð1Þ
þ
ðx

�
ð1Þ
þ
Þ ¼ exp � J

2

X
h‘;‘0i2E

ð1Þ
þ

jx‘ � x‘0 � h�ð‘Þ�ð‘0Þj2

0B@
1CA


 d�
�
ð1Þ
þ
ðx

�
ð1Þ
þ
Þ

d
þ
�
ð1Þ
�

x
�
ð1Þ
�

� �
¼ exp � J

2

X
h‘;‘0i2E

ð1Þ
þ

jx�ð‘Þ � x�ð‘0Þ � h‘‘0 j2

0B@
1CA


 d�
�
ð1Þ
�
ðx

�
ð1Þ
�
Þ

Then we apply here Lemma 6, with �0þ= {‘ 2
�(1)
þ jh‘, ‘0i 2 E1}, and obtain

½Z�ðhÞ�2 �
Z

RNj�j
exp � J

2

X
h‘;‘0i2E1

jx‘ � x‘0 j2
0@ 1A


 d
þ
�
ð1Þ
þ



x

�
ð1Þ
þ

�
d
þ

�
ð1Þ
�



x

�
ð1Þ
�

�



Z

RNj�j
exp � J

2

X
h‘;‘0i2E1

jx‘ � x‘0 j2
0@ 1A


 d
�
�
ð1Þ
�



x

�
ð1Þ
�

�
d
�

�
ð1Þ
þ



x

�
ð1Þ
þ

�
¼ Z�ðTþ1 hÞZ�ðT�1 hÞ

Next we estimate both Z�(T�1 h) employing E2 and
T�

2 . Repeating this procedure due times we finally
get

½Z�ðhÞ�2
m

�
Y

�1;...;�m¼�1

Z�ðT�m
m 	 	 	T

�1

1 hÞ¼ ½Z�ð0Þ�2
m

½30�

Note that T�m
m 	 	 	T

�1

1 h=0 for any h2RNjEj and any
sequence �1, . . . ,�m = �1, which follows from [27]
and [28]. &

As might be clear from the proof given above, the
local Gibbs state

��ðAÞ ¼
Z

RNj�j
Aðx�Þ d��ðx�Þ ½31�

defined by means of the measure [22], is RP
with respect to all reflections �n, n = 1, . . . , m.
Indeed, the functional defined by the product
measure

d~��ðx�Þ ¼
def

exp � J

2

X
‘2�

jx‘j2
 !

d��ðx�Þ ½32�

is RP (see Example 2). The Gibbs measure [22] can
be written as

d��ðx�Þ ¼
1

Z�ð0Þ
exp

Xm
n¼1

XN
k¼1

X
‘2�0þ;n

C
ðkÞ
‘ #n C

ðkÞ
‘

� �0@ 1A

 d~��ðx�Þ ½33�

where C(k)
‘ , k = 1, . . . , N, are the same as in [20] and

�0þ,n =def{‘ 2 �(n)
þ jh‘, ‘0i 2 En}. Then the reflection

positivity of the Gibbs state [31] can be obtained
along the line of arguments used for proving Lemma
6. It appears that this is the only possible way to
construct an RP functional from another RP
functional.

Repeated application of the estimate [15] also
yields

��

Y
‘2�

F‘ðx‘Þ
 !

�
Y
‘2�

��

Y
‘02�

F‘ðx‘0 Þ
 !" #1=j�j

½34�

which holds for any family of functions
{F‘ : RN! [0,þ1)}‘2�, for which the above
expressions make sense. The estimate [34] is a
chessboard estimate, which is a very important
element of the theory of phase transitions in
RP models. The estimate [26] may be obtained
from [34].

Infrared Bound

Let us show now how to derive the infrared
estimates from the Gaussian domination [26].
Consider the system of N-dimensional spins
indexed by the elements of Zd with the nearest-
neighbor ferromagnetic interaction and the sin-
gle-spin measure �. To construct the periodic
local Gibbs measure of this system, we take the
box

� ¼ ð�L;L�d
\

Zd; L 2 N ½35�

and impose periodic conditions on its boundaries.
This defines the periodic distance

j‘� ‘0j� ¼
Xd

j¼1

j‘j � ‘0jj
2
L

" #1=2

; ‘; ‘0 2 �

j‘j � ‘0jjL ¼ minfj‘j � ‘0jj; L� j‘j � ‘0jjg

½36�

and hence the set of edges E, being unordered
pairs h‘, ‘0i such that j‘� ‘0j� = 1. Thus, we have
the graph (�, E) and the measure [22]. This is the
periodic local Gibbs measure of our model. By
[31] it defines the periodic local Gibbs state ��.
We have included the inverse temperature � into J
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and assumed that the single-spin measure � is
rotation invariant. Let us introduce the Fourier
transformation

x̂ðpÞ ¼ 1ffiffiffiffiffiffi
j�j

p X
‘2�

x‘e
ið‘;pÞ

x‘ ¼
1ffiffiffiffiffiffi
j�j

p X
p2�


x̂ðpÞe�ið‘; pÞ
½37�

�
 ¼
�

p ¼ ðp1; . . . ; pdÞj pj ¼ ��þ
�

L
�j;

�j ¼ 1; . . . ; 2L; j ¼ 1; . . . ; d

�
½38�

Then we can set

bKðkÞ� ðpÞ ¼ �� x̂ðkÞðpÞx̂ðkÞð�pÞ
h i

bK�ðpÞ ¼
XN
k¼1

bKðkÞ� ðpÞ
½39�

Thereby, cf. [1], [2],

K�ð‘; ‘0Þ ¼
def
��½ðx‘; x‘0 Þ� ¼

1

j�j
X
p2�


bK�ðpÞeiðp;‘�‘0Þ ½40�

By construction, for any ‘0 2 �,

K�ð‘; ‘0Þ ¼ K�ð‘þ ‘0; ‘
0 þ ‘0Þ ½41�

where addition is componentwise modulo 2L. This
means that K�(‘, ‘0) is invariant with respect to the
translations on the corresponding torus. One can
show that K�(‘, ‘0) converges, as L!þ1, to K(‘, ‘0)
discussed in the Introduction. The corresponding
Gibbs state of the whole model is called the periodic
Gibbs state. By construction, it is translation
invariant. Set

EðpÞ ¼
Xd

j¼1

½1� cos pj�; p 2 ð��; ��d ½42�

Theorem 10 For all p 2 �
 n {0},

bK�ðpÞ �
N

2JEðpÞ ½43�

Proof Consider the function f (	) = Z�(	h), 	 2 R,
where Z�(h) is defined by [25]. By Theorem 9 it has
a maximum at 	= 0; hence,

f 00ð0Þ � 0 ½44�

Obviously, f 00(0) depends on h = (h‘‘0)h‘, ‘0i2E,
h‘‘0 2 RN. Let us choose h such that only the

first components h(1)
‘‘0 are nonzero. Then [44]

holds if

J
X

h‘1;‘
0
1
i2E

X
h‘2;‘02i2E

�� x
ð1Þ
‘1
�x

ð1Þ
‘0

1

� �
x
ð1Þ
‘2
�x

ð1Þ
‘0

2

� �h i
h
ð1Þ
‘1‘
0
1
h
ð1Þ
‘2‘
0
2

�
X
h‘;‘0i2E

h
ð1Þ
‘‘0

h i2
½45�

This means that the eigenvalues of the matrix of the
real quadratic form (with respect to h) defined by
the left-hand side of [45] do not exceed one. The
same ought to be true for the extension of this form
to the complex case. Let us show that the complex
eigenvectors h(1)

‘‘0 (p) of this matrix and the corre-
sponding eigenvalues �(p) are

h
ð1Þ
‘‘0 ðpÞ ¼ ðe

iðp;‘Þ � eiðp;‘0ÞÞ=
ffiffiffiffiffiffi
j�j

p
�ðpÞ ¼ 2JEðpÞbKð1Þ� ðpÞ

p 2 �
 ½46�

For j = 1, . . . , d, let �j 2 Zd be the unit vector with
the jth component equal to 1. Then for h‘, ‘0i 2 E,
there exists �j such that ‘� ‘0=��j. Since the edge
h‘, ‘0i is an unordered set, let us fix ‘0= ‘þ �j.
Thereby,

1

j�j1=2
X
h‘;‘0i2E

x
ð1Þ
‘ � x

ð1Þ
‘0

� ��
eiðp;‘Þ � eiðp;‘0Þ

�

¼ 2

j�j1=2
X
‘2�

Xd

j¼1

x
ð1Þ
‘ eiðp;‘Þ � x

ð1Þ
‘ eiðp;‘Þ cosðp; �jÞ

h i
¼ 2x̂ð1ÞðpÞEðpÞ

In view of [41], one has

��½x̂ð1ÞðpÞx̂ð1Þðp0Þ� ¼ �0;pþp0
bKð1Þ� ðpÞ

Then employing the latter two facts and [37], we get

J
X

h‘2;‘02i2E

�� x
ð1Þ
‘1
� x

ð1Þ
‘0

1

� �
x
ð1Þ
‘2
� x

ð1Þ
‘0

2

� �
h‘2‘02ðpÞ

h
¼ 2JEðpÞ�� x

ð1Þ
‘1
� x

ð1Þ
‘0

1

� �
x̂ð1ÞðpÞ

h i
¼ 2JEðpÞ 	 1

j�j1=2
X
p02�


�� x̂ð1Þðp0Þx̂ð1ÞðpÞ
h i


 e�iðp0;‘1Þ � e�iðp0;‘0
1
Þ

� �
¼ 2JEðpÞbKð1Þ� ðpÞh‘1‘01ðpÞ

which proves [46]. Then by [45] bK(1)
� (p) � 1=2JE(p),

for p 6¼ 0. The same holds for bK(k)
� (p), k = 2, . . . , N,

which by [39] yields [43]. &

The result just proved and the convergence of
K�(‘, ‘0)!K(‘, ‘0), as L!þ1, imply the infrared
bound [4]. It turns out that the estimate [43]
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may be used directly to prove the phase transi-
tion. Consider

P�¼
def 1

j�j2
X

‘1;‘22�

��½ðx‘1 ; x‘2Þ�

¼ ��
1

j�j
X
‘2�

x‘

					
					
2

0@ 1A � 0 ½47�

where � is the box [35]. By [40] and [41], we have

P� ¼
1

j�j
bK�ð0Þ ½48�

One can show that if P =
def

limL!þ1 P� is positive,
then there exist multiple Gibbs states. By [40], [41],
and [48], we get that for any ‘ 2 �,

K�ð‘; ‘Þ ¼ P� þ
1

j�j
X

p2�
nf0g

bKðpÞ ½49�

Suppose that, cf. [5],

K�ð‘; ‘Þ � K > 0 ½50�

with K independent of � and J. Employing in [49]
this estimate and [43], and passing to the limit
L!þ1, we get

P � K� IðdÞN=2J ½51�

where

IðdÞ ¼def 1

ð2�Þd
Z
ð��;��d

dp

EðpÞ ½52�

which is finite for d � 3. Thereby, we have proved
the following:

Theorem 11 For the spin model [22], [23], there
exist multiple Gibbs states, and hence multiple
phases, if d � 3 and J > I (d)N=2K.

Finally, let us pay some attention to the estimate
[50], which is closely related with the properties of the
single-spin measure � (note that � played no role in
obtaining [26] and [43]). If it is the uniform measure
on the unit sphere SN�1 � RN, then K�(‘, ‘) = 1 and
[50] is trivial. In general, one has to employ some
technique to obtain such an estimate.

Reflection Positivity and Phase
Transitions in Quantum Systems

As in the classical case, the way of proving the phase
transition for appropriate models leads from an
estimate like [17] to Gaussian domination and then
to the infrared bound. However, here this way is
much more complicated, so in the frames of this

article we can only sketch its main elements basing
on the original paper by Dyson et al. (1978), where
the interested reader can find the details. As above,
we start by studying reflection positive functionals.

Reflection Positivity in Nonabelian Case

Again we consider a finite set �, j�j being even. For every
‘ 2 �, let a complex Hilbert space H‘ be given. This is
the single-spin physical Hilbert space for our quantum
system. We suppose that allH‘, ‘ 2 �, are the copies of a
certain finite-dimensional spaceH. The physical Hilbert
space H� corresponding to � is the tensor product of
H‘, ‘ 2 �. Let A� be the algebra of all linear operators
defined onH�. This is the algebra of observables in our
case; it is noncommutative (nonabelian) and contains the
unit element I – the identity operator. As above, � splits
into two subsets ��, which are the mirror images of each
other, that is, we are given a reflection � : �!�, such
that �(�þ) = ��. This allows us to introduce the
corresponding subalgebras A�� by setting the elements
ofAþ� to be of the form A� I, where A :H�þ !H�þ is a
linear operator and I is the identity operator on H�� .
Respectively, the elements of A�� are to be of the form
I � A. Then we define the map # :Aþ�!A

�
� as

#ðA� IÞ ¼ I � �A ½53�

where A 7! �A is complex (not Hermitian) conjugation; it
may be realized as transposing and taking Hermitian
conjugation. For A1, . . . , An 2 A, one has �A1 	 	 	 �An =
A1, 	 	 	An. We also suppose that # possesses the
properties [8]. A linear functional � :A� ! R is called
RP (with respect to the pair �,#) if it has the property [9].

Definition 12 A functional � is called generalized
reflection positive (GRP) if for any A1, . . . , An 2 Aþ� ,

�½A1#ðA1Þ 	 	 	An#ðAnÞ� � 0 ½54�

In principle, this notion differs from the reflection
positivity only in the nonabelian case. However, if
the algebras A�� commute (they do commute in our
case), a functional � is RP if and only if it is GRP.

Example 13 Let

�ðAÞ ¼ traceðAÞ; A 2 A� ½55�

Since the space H� is finite dimensional, this � is
well defined. It is GRP. Indeed, as the algebras A��
commute, we have

�½A1 � I 	 #ðA1 � IÞ 	 	 	An � I 	 #ðAn � IÞ�
¼ �½A1 � I 	 	 	An � I 	 #ðA1 � IÞ 	 	 	#ðAn � IÞ�
¼ �½A1 � I 	 	 	An � I 	 #ðA1 � I 	 	 	An � IÞ�
¼ trace½A1 	 	 	An� 	 trace½�A1 	 	 	 �An�
¼ trace½A1 	 	 	An�j j2� 0

Reflection Positivity and Phase Transitions 383



The Cauchy–Schwarz inequality [13] obviously
holds also in the quantum case. By means of this
inequality and the Trotter product formula

expðAþ BÞ ¼ lim
n!þ1

½expðA=nÞ expðB=nÞ�n ½56�

one can prove that every RP functional obeys an
estimate like [17]. Thereby, we have the following
analog of Lemma 6:

Lemma 14 Let A, B, C1, . . . , Cn 2 Aþ� be any self-
adjoint operators possessing real matrix representa-
tion and a1, . . . , am be any real numbers. Then

trace exp Aþ #ðBÞ �
Xm
n¼1

½Cn � #ðCnÞ � an�2
 !( )" #2

� trace exp Aþ #ðAÞ �
Xm
n¼1

½Cn � #ðCnÞ�2
 !( )


 trace exp Bþ #ðBÞ �
Xm
n¼1

½Cn � #ðCnÞ�2
 !( )

½57�

Gaussian Domination and Phase Transitions

To proceed further we need a concrete model with
finite-dimensional physical Hilbert spaces. As every
quantum model, it is defined by its Hamiltonian. Let
� � Z d be the box [35] and (� , E ) be the same
graph as in the sub section ‘‘Infrared bound.’’ The
periodic Hamiltonian of our model is

H� ¼
X
‘2�

Q‘ þ
1

2

X
h‘;‘0i2E

jS‘ � S‘0 j2 ½58�

where at each ‘ 2 � we have the copies Q‘,
S(1)
‘ , . . . , S(N)

‘ of N þ 1 basic operators, acting in the
Hilbert space H‘, and

jS‘ � S‘0 j2 ¼
XN
k¼1

S
ðkÞ
‘ � S

ðkÞ
‘0

� �2

The only condition we impose so far is that all these
operators can simultaneously be chosen as real
matrices. For h = (h‘‘0)h‘,‘0i2E 2 RNjEj, we set

Z�ðhÞ¼ trace

(
exp

 
��

X
‘2�

Q‘

��
2

X
h‘;‘0i2E

jS‘�S‘0 �h‘‘0 j2
!)

½59�

where �> 0 is the inverse temperature.

Theorem 15 For the model [58] and any
h = (h‘‘0)h‘, ‘0i2E 2 RNjEj,

Z�ðhÞ � Z�ð0Þ ½60�

The proof is performed by means of Lemma 14.
The periodic local Gibbs state of the model [58] at

the inverse temperature �, analogous to the state [31], is

��ðAÞ¼ tracefA expð��H�Þg=Z�ð0Þ; A2A� ½61�

As in the classical case, one can define the parameter
[47]. However, now the fact that limL!þ1P� > 0
does not yet imply the phase transition. One has to
prove a more general fact

lim
L0!þ1

lim
L!þ1

��
1

j�0j
X
‘2�0

S‘

					
					
2

0@ 1A8<:
9=; > 0 ½62�

where �0 is the box [35] of side 2L0. Furthermore, in
the quantum case the Gaussian domination [60]
does not lead directly to the estimate [43], which
yields [51]. Instead, one can get a bound like [43]
but for the Duhamel two-point function (DTF).
Given A, B 2 A�, their DTF is

ðA;BÞ ¼
Z 1

0

��ðAe�	�H�Be	�H�Þd	 ½63�

By means of [56] one can show that

ðA;BÞ¼ 1

Z�ð0Þ


 @2

@	@

trace½expð	Aþ
B��H�Þ�

� �
	¼
¼0

½64�

Let Ŝ(p)= (Ŝ(1)(p), . . . , Ŝ(N)(p)),p2�
, be the Fourier
image of S‘, defined by [37], [38]. Then�

ŜðpÞ; Ŝð�pÞ
�
¼
XN
k¼1

�
ŜðkÞðpÞ; ŜðkÞð�pÞ

�
Theorem 16 For all p 2 �
n{0}, it follows that�

ŜðpÞ; Ŝð�pÞ
�
� N

2�EðpÞ ½65�

To prove this statement one has to use the
Gaussian bound [60] exactly as in the case of
Theorem 10. The second derivative with respect to
	 gives the corresponding DTF (see [64]).

Now let us indicate how the infrared bound [65]
leads to the phase transition. To this end we use the
simplest quantum spin model with the Hamiltonian
[58], for which Q‘ = 0, N = 2, and S(k)

‘ , k = 1, 2,
being the copies of the Pauli matrices

Sð1Þ ¼ 0 1
1 0

� 

; Sð2Þ ¼ 1 0

0 �1

� 

Then

K
ðkÞ
� ð‘; ‘Þ ¼ �� S

ðkÞ
‘ 	 S

ðkÞ
‘

� �
¼ 1

for all ‘ 2 �; k ¼ 1; 2 ½66�
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which gives the bound K (see [50]). For A, B 2 A�,
by [A, B] we denote the commutator AB� BA. Set

�
ðkÞ
� ðpÞ ¼ �� ŜðkÞðpÞ; H�; Ŝ

ðkÞð�pÞ
h ih i� �

k ¼ 1; 2 ½67�

The phase transition in the model we consider can
be established by means of the following statement
(see Dyson 1978, Theorem 5.1).

Proposition 17 Suppose there exist �(k)(p), k = 1, 2,
p 2 (��, �]d such that, for all L 2 N,

�
ðkÞ
� ðpÞ � �ðkÞðpÞ; k ¼ 1; 2; p 2 �
 ½68�

Then the model undergoes a phase transition at a
certain finite � if d � 3 and

1

ð2�Þd
Z
ð��;��d

�ðkÞðpÞ
8EðpÞ

� �1=2

dp < 1 ½69�

for a certain, and hence for both, k = 1, 2.

Thus to prove the phase transition we have to
estimate �(k)

� (p), k = 1, 2. By means of the Cauchy–
Schwarz inequality, the estimate [69] may be
transformed into the following:

1

ð2�Þd
Z
ð��;��d

�ð1ÞðpÞ þ �ð2ÞðpÞ
h i

dp < 16=IðdÞ

where I (d) is the same as in [52]. The integral on
the left-hand side can be estimated from above by
8
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d(d þ 1)

p
; hence, the latter inequality holds if

IðdÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðd þ 1Þ

q
< 2

which holds for all d � 3. In particular, I (3) � 0.505.
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1980). A detailed analysis of the method, especially in
its applications to classical models with unbounded
spins, was given in Shlosman (1986). The techniques
based on the chessboard and contour estimates are
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Fröhlich J and Lieb EH (1978) Phase transitions in anisotropic

lattice spin systems. Communications in Mathematical Physics
60: 233–267.

Reflection Positivity and Phase Transitions 385



Fröhlich J, Simon B, and Spenser T (1976) Infrared bounds, phase

transitions and continuous symmetry breaking. Communica-
tions in Mathematical Physics 50: 79–85.

Georgii H-O (1988) Gibbs Measures and Phase Transitions.
Studies in Mathematics, vol.9. Berlin: Walter de Gruyter.

Kondratiev JG (1994) Phase transitions in quantum models of
ferroelectrics. In: Stochastic Processes, Physics and Geometry,

vol. II, pp. 465–475. Singapure: World Scientific.

Lieb EH (1989) Two Theorems on the Hubbard Model. Physical
Review Letters 62: 1201–1204.

Pastur LA and Khoruzhenko BA (1987) Phase transitions in

quantum models of rotators and ferroelectrics. Theoretical
and Mathematical Physics 73: 111–124.

Prum P (1986) Processus sur un Réseau et Mesures de Gibbs.
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Introduction

If A is a finite, say N 
N, matrix with
complex coefficients, the following easy equality
gives an expression for the polynomialQN

k = 1 (1� z�k) = det (Id� zA):

detðId� zAÞ ¼ exp �
X1
n¼1

zn

n
tr An

 !
½1�

(here, Id denotes the identity matrix and tr is the
trace of a matrix). Even in this trivial finite-
dimensional case, the z-radius of convergence of
the logarithm of the right-hand side only gives
information about the spectral radius (the modulus
of the largest eigenvalue) of A. The zeros of the
left-hand side (i.e., the inverses z = 1=�k of the
nonzero eigenvalues of A) can only be located
after extending holomorphically the right-hand
side. The purpose of this article is to discuss
some dynamical situations in which A is replaced
by a linear bounded operator L, acting on an
infinite-dimensional space, and for which a dyna-
mical determinant (or dynamical �-function), con-
structed from periodic orbits, takes the part of the
right-hand side. In the examples presented, L will
be a transfer operator associated to a weighted
discrete-time dynamical system: given a transfor-
mation f : M ! M on a compact manifold M and
a function g : M ! C, we set

L’ ¼ g 	 ’ � f�1 ½2�

(If f is not inversible, it is understood, e.g., that f
has at most finitely many inverse branches, and
that the right-hand side of [2] is the sum over
these inverse branches, see the next section.) We
let L act on a Banach space of functions or
distributions ’ on M. For suitable g (in particular
g = j det Tf�1j when this Jacobian makes sense), the
spectrum of L is related to the fine statistical
properties of the dynamics f: existence and
uniqueness of equilibrium states (related to the
maximal eigenvector of L), decay of correlations
(related to the spectral gap), limit laws, entro-
pies, etc: see, for example, Baladi (1998) or
Cvitanović et al. (2005). The operator L is not
always trace-class, indeed, it sometimes is not
compact on any reasonable space. Even worse, its
essential spectral radius may coincide with its
spectral radius. (Recall that the essential spectral
radius of a bounded linear operator L acting on a
Banach space is the infimum of those � > 0, such
that the spectrum of L outside of the disk of
radius � is a finite set of eigenvalues of finite
algebraic multiplicity.) However, various techni-
ques allow us to prove that a suitable dynamically
defined replacement for the right-hand side of [1]
extends holomorphically to a disk in which its
zeros describe at least part of the spectrum of L.
Some of these techniques have a ‘‘regularization’’
flavor, and we shall concentrate on them.

In the following section, we present the simplest
case: analytic expanding or hyperbolic dynamics,
for which no regularization is necessary and the
Grothendieck–Fredholm theory can be applied.
Next, we consider analytic situations where
finitely many neutral periodic orbits introduce
branch cuts in the dynamical determinant, and
see how to ‘‘regularize’’ them. Finally, we discuss a
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kneading operator regularization approach,
inspired by the work of Milnor and Thurston,
and applicable to dynamical systems with finite
smoothness.

Despite the terminology, none of the regulariza-
tion techniques discussed below match the following
‘‘�-regularization’’ formula:

Y1
k¼1

ak ¼ exp � d

ds

X1
k¼1

a�s
k js¼0

 !
½3�

(For information about the above �-regularization
and its applications to physics, we refer, e.g., to
Elizalde 1995. See also Voros (1987) and Fried
(1986) for more geometrical approaches and further
references, e.g., to the work of Ray and Singer.)

We do not cover all aspects of dynamical
�-functions here. For more information and refer-
ences, we refer to our survey Baladi (1998), to the
more recent surveys by Pollicott (2001) and Ruelle
(2002), and also to the exhaustive account by
Cvitanović et al. (2005), which contains a rich
array of physical applications.

The Grothendieck–Fredholm Case

Let M be a real analytic compact manifold (e.g., the
circle or the d-torus), and let f : M ! M be real
analytic and g : M!C be analytic.

First suppose that f is uniformly expanding, that
is, there is � > 1 so that kTf (v)k � �kvk. (For
example, f (z) = z2 on the unit circle, or a small
analytic perturbation thereof.) Consider

Lf ; g’ðxÞ ¼
X

y: f ðyÞ¼x

gðyÞ’ðyÞ ½4�

(For example, with g(y) = 1=j det Tf (y)j or
1=j det Tf (y)js.) Ruelle (1976) proved that an
operator L0, which is essentially the same as Lf , g

(the difference, if any, arises from the use of Markov
partitions, especially in higher dimensions), acting
on a Banach space of holomorphic and bounded
functions, is not only compact, but is in fact a
nuclear operator in the sense of Grothendieck. In
particular, the traces of all its powers are well
defined, and the Grothendieck–Fredholm (Gohberg
et al. 2000) determinant

d0ðzÞ ¼ exp �
X1
n¼1

z n

n
trLn

0

 !
½5�

extends to an entire function of finite order, the
zeros of which are exactly the inverses of the
nonzero eigenvalues of L0. (The order of the zero
coincides with the algebraic multiplicity of the

eigenvalue.) Ruelle also proved that the traces can
be written as sums over periodic orbits:

trLn
0 ¼

X�
x: f nðxÞ¼x

Qn�1
k¼0 gðf kxÞ

j detðId� Tf�n
x Þj

where
P� means that the fixed points of f n lying in

the intersection of two or more elements of the
Markov partition must be counted two or more
times. (Note that if f n(x) = x, then this closed orbit
gives a natural inverse branch for f�n.) Taking into
account the periodic orbits on the boundaries of the
Markov partition, Ruelle expresses the following
‘‘dynamical determinant’’:

df; gðzÞ

¼ exp �
X1
n¼1

zn

n

X
x: f nðxÞ¼x

Qn�1
k¼0 gðf kxÞ

jdetðId� Tf�n
x Þj

24 35 ½6�

as an alternated product of determinants d0(z) as in [5].
The expression [6] is sometimes also called a

‘‘dynamical �-function,’’ but we prefer to reserve this
terminology for the following power series:

�f; gðzÞ ¼ exp þ
X1
n¼1

zn

n

X
x: f nðxÞ¼x

Yn�1

k¼0

gðf kxÞ

24 35 ½7�

It is not difficult to write �f , g(z) as (Baladi 1998) an
alternated product of determinants df , gi

, for
i = 0, . . . , d, and appropriate weights gi.

In fact, the results just described hold in more
generality, for example, for piecewise bijective and
analytic interval maps. Such maps, f, appear
naturally, for example, when considering Schottky
subgroups of PSL(2, Z). We mention the recent
work of Guillopé–Lin–Zworski (2004), who let the
transfer operator associated to such f and weights
gs(y) = 1=jf 0(y)js act (as trace-class operators) on
suitable Hilbert spaces of holomorphic functions.
This allows them to obtain precise estimates for the
number of zeros of s 7! df , gs

[1] in the complex
plane: these zeros are the resonances (in the sense of
the spectrum of the Laplacian).

Note that the nuclearity properties extend also to
the Gauss map f (x) = {1=x}, which has infinitely
many inverse branches, if the weight g has summa-
bility properties over the branches (e.g.,
gs(y) = j1=f 0(y)js, where s is a complex parameter,
with <s > 1=2). The dynamical determinant df , gs

(z)
for the transfer operator of the Gauss map is related
to the Selberg �-function (see e.g., Chang and Mayer
(2001) and references therein).

Next, assume that M and g are as before, but f is a
uniformly hyperbolic real analytic diffeomorphism.
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For example, M is the 2-torus and f is a small real
analytic perturbation of the linear automorphism

2 1
1 1

� �
More generally, we may assume that f is a real
analytic Anosov diffeomorphism, that is, there are
C � 1 and � > 1 such that the tangent bundle
decomposes as TM = Eu 	 Es, where the dynamical
bundles Eu and Es are Tf-invariant, with kTf njEsk 

C��n and kTf�njEuk 
 C��n for all n 2 Zþ. In
general, the smoothness of x 7!Eu(x) and Es(x) is
only Hölder. Under the very strong additional
assumption that Eu(x) and Es(x) are real analytic,
Ruelle (1976) (see also Fried (1986)) showed that
the power series df , g(z) can again be written as a
finite alternated product (this product being again
an artifact of the Markov partition) of entire
functions of finite order. For this, he constructed
auxiliary transfer operators associated to the
expanding (and analytic!) quotiented dynamics
acting on holomorphic functions on disks. The
analyticity assumption on the dynamical bundles
was later lifted by Rugh (1996) (see also Fried
(1995)), who let their transfer operators act on
Banach topological tensor products of spaces of
holomorphic functions on a disk with the dual of
such a space. In all these cases, the transfer
operator is a nuclear operator in the sense of
Grothendieck and no regularization is needed.
(More recent work of Kitaev (1999), when applied
to this analytic setting, shows that the ‘‘mero-
morphic’’ function df , g(z) in fact does not have
poles.)
Regularization and Intermittency

Consider the interval M = [0, 1], and f defined on M
by f (x) = f1(x) = x=(1� x) on [0, 1/2], and f (x) =
f2(x) = (1� x)=x on [1/2, 1]. (This is the Farey
map, which appears naturally when considering
continued fractions.) Each of the two branches is
an analytic bijection onto [0, 1]. The second branch
is expanding, but the first one, f1, has a (parabolic)
neutral fixed point at x = 0 (the expansion is
f (x) = xþ x2 þ x3 þ � � �). Let g = gs be an analytic
weight of the form g(y) = 1=jf 0(y)js for <s � 1=2. We
are interested in the spectrum of the operator Lf , g

associated with the pair (f , g) by [4]. Clearly, the
expression [6] is not a good candidate for an analog
of the Fredholm determinant of Lf , g. Rugh (1996)
introduced a Banach space B of functions in a
complex neighborhood of M, having a controlled
singularity at 0, and such that the spectral radius of
Lf , g on B is equal to 1, and such that the following
regularized determinant

df; gðzÞ

¼ exp �
X1
n¼1

z n

n

X
x2ð0;1�: f nðxÞ¼x

Q
n�1
k¼0 gsð f kxÞ
1� Tf�n

x

24 35 ½8�

is a holomorphic function in the cut complex plane
{z 2 C j z 62 [1,1)}. Furthermore, its zeros z in this
cut plane are in bijection with the spectrum of Lf , gjB
outside of the unit interval [0, 1], and this spectrum
consists of eigenvalues 1/z of finite multiplicities.
Finally, these eigenvalues can only accumulate at 0
or 1, although each point in the unit interval belongs
to the spectrum of Lf , g. In particular, the essential
spectral radius of Lf , g on B coincides with its
spectral radius.

Let us define the Banach space B and explain the
key ideas in the proof of the above result (Rugh’s
claim is in fact more general than the statement
above and applies to a class of maps f with neutral
fixed points). The starting point is the decomposition

Lf ; g ¼ L1 þ L2

where Li’=’ � f�1
i � j(f�1

i )0js. The operator L2 is of
the type discussed in the previous section, and it is
nuclear when acting, for example, on bounded
holomorphic functions in a complex neighborhood
of M. Since f1 is not expanding (because of the
parabolic fixed point at 0), other ideas must be used
to handle the operator L1. The change of coordinates
(this idea goes back to Fatou) w = 1=x replaces the
weak contraction f�1

1 by the translation w 7!wþ 1 in
a suitable domain containing a half-plane <w > w0.
In order to take into account the weight gs, it is
convenient to use the change of variables
�(w) =’(1=w) �w�2s. Indeed, in the new coordinates
the operator L1 reads as

M1�ðwÞ ¼ �ðwþ 1Þ

The next step consists in letting M1 act on the
Banach space Bw of Laplace transforms of
L1(Rþ, Lebesgue), that is, functions

�ðwÞ ¼
Z 1

0

e�ðw�w0Þt ðtÞ dt

with the induced norm k�kBw
=
R
j (t)j dt. SinceM1

maps  to e�t (t), it is not difficult to see that the
spectrum ofM1 on Bw (and thus ofL1 on the pullback
B of Bw by �, which consists of functions in a complex
neighborhood of [0,1], holomorphic in a sector at 0,
and with a possible, but controlled, singularity at 0) is
the closed unit interval. One can check that L2 is
nuclear on B. Composing a bounded operator with a
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nuclear operator gives a nuclear operator. If 1=z 62
[0, 1], the resolvent (1� zL1)�1 is a bounded operator,
and therefore, for such z, the operator

PðzÞ :¼ zL2ð1� zL1Þ�1 ½9�

is nuclear on B. We view P(z) as a ‘‘regularized’’
version of Lf , g =L1 þ L2. Now, since

ð1� zLf ; gÞ�1 ¼ ð1� zðL1 þ L2ÞÞ�1

¼ ð1� zL1Þ�1 1� zL2ð1� zL1Þ�1
� ��1

it is not surprising that one can prove (Rugh 1996)
that the Fredholm determinant

u 7! det 1� L2ðu� L1Þ�1
� �

(which is holomorphic in u 62 [0, 1]) has as its zero set
sp(Lf , gjB) n [0, 1], and that this set consists in isolated
eigenvalues of finite multiplicity (equal to the order of
the corresponding zero) for Lf , g. Formally,

ð1� zL1Þ�1 ¼
X1
k¼0

z kL k
1 ½10�

so that the regularization we just described can be
viewed as mirroring an induction (or renormaliza-
tion) procedure, where the dynamics f is replaced by
the first-return map to the ‘‘chaotic’’ part of the
phase space [0, 1/2]. (For the Farey map, the induced
map is just the Gauss map.) The formal equality [10]
is also behind the fact that (Rugh 1996)

trPðzÞn ¼
X

x 6¼0: f nðxÞ¼x

Q
n�1
k¼0 gsðf kxÞ
1� Tf�n

x

An extension of this theory to the two-dimensional
setting has been obtained by Baladi, Pujals, and
Sambarino.
Regularization and Kneading
Determinants

Up to now we have only discussed analytic dynamical
systems, for which hyperbolicity (or uniform expan-
sion) guaranteed that the transfer operator (or a
regularized version thereof) was compact, even
nuclear, on a natural Banach space. When considering
hyperbolic invertible (or expanding noninvertible)
maps f, and weights g with ‘‘finite smoothness,’’ say
Cr for some finite r > 1, the transfer operator defined
by [2] or [4] is usually not compact on any infinite-
dimensional space. However, one can often prove a
‘‘Lasota–Yorke’’ type inequality (see e.g., Baladi
(1998)) which ensures that the essential spectral radius
�ess(Lf , g), defined in the ‘‘Introduction,’’ is strictly
smaller than the spectral radius. Then, the goal is to
prove that the dynamical determinant [6] defines a
holomorphic function in the disk of radius 1=�ess, and
that its zeros in this disk are exactly the inverses of the
eigenvalues of Lf , g. For uniformly expanding Cr maps
f on compact manifolds, and Cr weights, denoting by
� > 1 the expansion coefficient as in the section ‘‘The
Grothendieck–Fredholm case,’’ this goal was essen-
tially attained by Ruelle (1990). For Lf , g acting on the
Banach space of Cr functions on M, Ruelle proved
�ess(Lf , g) 
 ��r and was able to extend df , g(z) (and
interpret its zeros) in the disk of radius �r.

For Cr Anosov diffeomorphisms f, and Cr weights g,
Pollicott, Ruelle, Haydn, and others obtained important
results using the symbolic dynamics description (for
which the maximal smoothness which can be used is
r 
 1, because of the metric-space model). Later, Kitaev
(1999) was able to show that df , g(z) extends to a
holomorphic function in the disk of radius ��r=2,
but did not give any spectral interpretation of the
zeros of df , g(z). More recently, Liverani (2005) was able
to give such an interpretation, in a smaller disk however.

All the works mentioned in the previous paragraph
are based on some approximation scheme (Taylor
expansion style). In the early 1990s, a new approach,
with a regularization flavor, was launched (see e.g.,
Baladi and Ruelle (1996)), initially for piecewise
monotone interval maps. We present it next.

Consider a finite set of local homeomorphisms
 ! : U! !  !(U!), where each U! is a bounded
open interval of R, and of associated weight functions
g! which are continuous, of bounded variation, and
have support inside U!. For example, the  ! can be the
inverse branches of a single piecewise monotone
interval map f, and g! can be g �  ! for a single g.
(No contraction assumption is required on the  !:
their graph can even coincide with the diagonal on a
segment.) The transfer operator is now

M’ ¼
X
!

g! � ð’ �  !Þ

Ruelle obtained an estimate, noted bR, for the essential
spectral radius ofM acting on the Banach space BV of
functions of bounded variation. The main result of
Baladi and Ruelle (1996) links the eigenvalues of
M : BV ! BV outside of the disk of radius bR, with
the zeros of the following ‘‘sharp determinant’’:

det#ðId� zMÞ ¼ exp �
X1
n¼1

z n

n
tr#Mn

 !
½11�

where (with the understanding that y=jyj= 0 if y = 0)

tr#M¼
X
!

Z
1

2

 !ðxÞ � x

j !ðxÞ � xj dg!ðxÞ
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If the  ! are strict contractions which form the set
of inverse branches of a piecewise monotone interval
map f, and g! = g �  !, then integration by parts
together with the key property that

d
x

2jxj ¼ �; the Dirac delta at the origin of R

show that det#(Id� zM) = 1=�f , g(z) (recall [7]). If
one assumes instead only that the graph of each
admissible composition  n

w of n successive  !’s (with
n � 1) intersects the diagonal transversally, then

det#ðId� zMÞ

¼ exp �
X1
n¼1

zn

n

X
admissible n

w

X
x: n

wðxÞ¼x

L x;  n
w

� �24
�
Yn�1

k¼0

g!k
 k

wðxÞ
� �#

½12�

where L(x, ) 2 {�1, 1} is the Lefschetz number of a
transversal fixed point x = (x) (if  is C1 this is just
sgn (1�  0(x))). Therefore, we call the sharp determi-
nant det#(Id� zM) a Ruelle–Lefschetz (dynamical)
determinant. For a class of ‘‘unimodal’’ interval maps f
and constant weight g = 1, the expression [12] with
Lefschetz numbers, coming from the additional
transversality assumption, gives that det#(Id� zM)
is just 1=��(z), where the ‘‘negative �-function’’

��ðzÞ ¼ exp þ
X1
n¼1

zn

n
2#Fix�ðf nÞ � 1ð Þ

" #
½13�

is defined by counting (twice) the sets

Fix�ðf nÞ ¼ fxjf nðxÞ ¼ x; f strictly decreasing

in a neighborhood of xg

of ‘‘negative fixed points.’’ This negative �-function
was studied by Milnor and Thurston, who proved
the remarkable identity

ð��ðzÞÞ�1¼ detð1þ bDðzÞÞ
where bD(z) is a 1� 1 ‘‘matrix,’’ which is just a
power series in z with coefficients in {�1, 0,þ1},
given by the signed itinerary of the image of the
turning point (the so-called ‘‘kneading’’ data).

Returning now to the general setup  !, g!, the
crucial step in the proof of the spectral interpreta-
tion of the zeros of this Ruelle–Lefschetz determi-
nant consists in establishing the following
continuous version of the Milnor–Thurston identity:

det#ðId� zMÞ ¼ det �ðIdþ bDðzÞÞ ½14�

where the ‘‘kneading operator’’ bD(z) replaces (for-
mally) the finite kneading matrix of Milnor and
Thurston. In a suitable z-disk, one proves that this
operator bD(z) is a Hilbert–Schmidt operator on an
L2 space (its kernel is bounded and compactly
supported), thus allowing the use of regularized
determinants of order 2 (see e.g., Gohberg et al.
(2000)). By definition, det�(Idþ bD(z)) is the product of
this regularized determinant with the exponential of the
average of the kernel of bD(z) along the diagonal, which
is well defined. Another kneading operator, D(z), is
essential. If 1=z is not in the spectrum of M (on BV),
then D(z) is also Hilbert–Schmidt, and one can show
det�(Idþ bD(z)) = det�(IdþD(z))�1. The initial defini-
tions of bD(z) and D(z) were technical and we shall not
give them here. However, a more conceptual definition
of the D(z) was later implemented:

DðzÞ ¼ N ðId� zMÞ�1S ½15�

where N is an auxiliary transfer operator and S is
the convolution

S’ðxÞ ¼
Z

1

2

x� y

jx� yj’ðyÞ d�

where � is an auxiliary non-negative finite measure.
From [15], it becomes clear that the kneading
operator is a regularized (through the convolution
S) object which describes the inverse spectrum of the
transfer operator: the resolvent (Id� zM)�1 in [15]
means that poles can only appear if 1=z is an
eigenvalue. Since det�(Idþ bD(z)) = det�(IdþD(z))�1,
this can be translated into a statement for zeros of
det�(Idþ bD(z)). The Milnor–Thurston identity [14]
then implies that any zero of det#(Id� zM) is an
inverse eigenvalue of M.

The one-dimensional kneading regularization we
just presented is well understood. The higher-
dimensional theory is not as developed yet. Let
U! be now finitely many bounded open subsets of Rd,
 ! : U! !  !(U!) be local Cr homeomorphisms or
diffeomorphisms, while g! : U! ! C are compactly
supported Cr functions, for r � 1.

In 1995, A Kitaev wrote a two-page sketch proving a
higher-dimensional Milnor–Thurston formula, under
an additional transversality assumption. This assump-
tion guarantees that the set of fixed points of each fixed
period m is finite, so that the Ruelle–Lefschetz
determinant det#(Id� zM) can be defined through
[12]. Inspired by Kitaev’s unpublished note, Baillif
(2004) proved the following Milnor–Thurston formula:

det#ðId� zMÞ ¼
Yd�1

k¼0

det [ðIdþDkðzÞÞð�1Þkþ1

½16�

Here, the Dk(z) are kernel operators acting on (kþ 1)-
forms, constructed with the resolvent (Id� zMk)�1,
together with a convolution operator Sk, mapping
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(kþ 1)-forms to k-forms and which satisfies the
homotopy equation dS þ Sd = 1. The kernel �k(x, y)
of Sk has singularities of the form (x� y)=kx� ykd.
The transversality assumption allows Baillif to interpret
the determinant obtained by integrating the kernels
along the diagonal as a flat determinant in the sense of
Atiyah and Bott, whence the notation det[ in the right-
hand side of [16].

Baillif (2004) did not give a spectral interpretation
of zeros or poles of the sharp determinant [16], but
he noticed that for jzj very small, suitably high
iterates of the Dk(z) are trace-class on L2(Rd),
showing that the corresponding regularized determi-
nant has a nonzero radius of convergence under
weak assumptions. The spectral interpretation of the
sharp determinant [12] in arbitrary dimension, but
under additional assumptions, was subsequently
carried out by Baillif and the author of the present
article, giving a new proof of some of the results in
Ruelle (1990).

See also: Chaos and Attractors; Dynamical Systems and
Thermodynamics; Ergodic Theory; Hyperbolic Dynamical
Systems; Number Theory in Physics; Quantum
Ergodicity and Mixing of Eigenfunctions; Quillen
Determinant; Semi-Classical Spectra and Closed Orbits;
Spectral Theory for Linear Operators.
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Introduction

The description of phenomena at high energies
requires the investigation of relativistic wave equa-
tions, that is, equations which are invariant under
Lorentz transformations. Our discussion will be given
classically (i.e., nonquantum). A classification of the
wave equations may be based on the spin of the
particles (or physical fields), which was discovered
for the electron by Goudsmith and Uhlenbeck in
1925. For the greater part of physics, the three spin
numbers s = 0, 1=2, and 1 are sufficient; the respec-
tive equations named after their discoverers Klein–
Gordon, Dirac, and Proca for massive fields and
D’Alembert, Weyl, and Maxwell for massless fields,
respectively (see the following section).

In their original form, these equations look rather
different. However, their translation into spinor form
shows that the wave equations for bosons and fermions



have the same structure, if s > 0. Therefore, most of
the equations dealt with in this article are formulated
for spinor fields. (Strictly speaking, the exclusive use of
2-spinors restricts the relativistic invariance to the
proper Lorentz group SOþ(1, 3). However, all the
results presented here can be ‘‘translated back’’ into
tensor or bispinor form, respectively (Illge 1993).)
Relativistic wave equations for free fields with arbi-
trary spin s > 0 in Minkowski spacetime are discussed
in the section ‘‘Higher spin in Minkowski spac etime’’;
they were first given by Dirac (1936).

In the subsequent section, we explain how the field
theory can be extended to curved spacetimes. If a
Lagrangian is known, then there exists a well-known
mathematical procedure (‘‘Lagrange formalism’’) to
obtain the field equations, the energy–momentum
te ns or , e tc. A ll fie l d eq u at i on s fo r ‘‘lo w’’ s pin s � 1
arise from an action principle. Consequently, they can
be extended to curved spacetime by simply replacing the
flat metric and connection with their curved versions.

If s > 1, then the wave equations do not follow from
a variation principle without supplementary conditions.
Nevertheless, one can try to generalize the equations of
the section ‘‘Higher spin in Minkowski spacetime’’ to
curved spacetime by the ‘‘principle of minimal cou-
pling,’’ too. However, the arising equations are not
satisfactory, since there is an algebraic consistency
condition in curved space if s > 1 (Buchdahl 1962), and
another for charged fields in the presence of electro-
magnetism if s > 1=2 (Fierz and Pauli 1939).

There have been numerous attempts to avoid these
inconsistencies. As a rule, the alternative theories
require an extended spacetime structure or additional
new fields or they give up some important principle. An
extensive literature is devoted to just this problem –
unfortunately, a survey article or book is missing.

Finally, we present a possibility to describe fields
with arbitrary spin s > 0 within the framework of
Einstein’s general relativity without any auxiliary
fields and subsidiary conditions in a uniform manner.
The approach is based on irreducible representations
of type D(s, 0) and D(s� 1=2, 1=2) instead of
D(s=2, s=2) in the Fierz theory for bosons and
D(s=2þ 1=4, s=2� 1=4) in the Rarita–Schwinger
theory for fermions. It was first pointed out
by Buchdahl (1982) that this type of field equations
can be generalized to a curved spacetime if the mass is
positive. After a short time Wünsch (1985) simplified
them to their final form:

5A
P0’AB...E þm1�B...EP0 ¼ 0

rP0

ðA�B...EÞP0 �m2’AB...E ¼ 0
½1�

This system contains the well-known wave equa-
tions for low spin s = 1=2 and s = 1 as special cases.

By iteration we obtain second-order wave equations
of normal hyperbolic type. Further, Cauchy’s initial-
value problem is well posed and a Lagrangian is
known. For zero mass, we state the wave equations

rA
ðA0�jAjB0...E0Þ ¼ 0 ½2�

which are just the curved versions of the equations
for the potential of a massless field. They are
consistent in curved spacetime, too, and the Cauchy
problem is well posed (Illge 1988).

Last but not least, let us mention the esthetic
aspect. Equations [1] and [2] satisfy Dirac’s demand:
‘‘Physical laws should have mathematical beauty.’’

In the following, we assume that the spacetime
and all the spinor and tensor fields are of class C1.
All considerations are purely local. We will call a
symmetric (‘‘irreducible’’) spinor to be of type (n, k)
if and only if it has n unprimed and k primed indices
(irrespective of their position). Moreover, we use the
notations and conventions of Penrose and Rindler
(1984), especially for the curvature spinors �ABCD

and �ABA0B0 .

Wave Equations for Low Spin
in Minkowski Spacetime

The spin (or intrinsic angular momentum) of a
particle is found to be quantized. Its projection on
any fixed direction is an integer or half-integer
multiple of Planck’s constant �h; the only possible
values are

�s�h; ð�sþ 1Þ�h; . . . ; ðs� 1Þ�h; s�h

The spin quantum number s so defined can have one
of the values s = 0, 1=2, 1, 3=2, 2, . . . and is a
characteristic for all elementary particles along
with their mass m and electric charge e. The
particles with integer s are called ‘‘bosons,’’ those
with half-integer s ‘‘fermions.’’ The three numbers
s = 0, 1=2, and 1 are referred to as ‘‘low’’ spin; they
are sufficient for the greater part of physics.

The principle of first quantization associates a type
of field and a field equation to each type of elementary
particles. Massive particles, with rest mass m > 0, and
massless particles, with rest mass m = 0, are to be
distinguished. Accordingly, we obtain six linear wave
equations for s � 1, which read as follows in units
such that c = �h = 1 (see Table 1):

For the sake of simplicity, we consider only free
fields in Table 1; no source terms or interaction terms
appear here. The associated ‘‘free’’ Lagrangians are
given in Table 2.

Since the electromagnetic field tensor Fab satisfies the
first part of Maxwell’s equations @[cFab] = 0, it follows
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that a vector field Aa exists such that Fab = @aAb �
@bAa. This vector field is called the ‘‘electromagnetic
4-potential.’’ It is not uniquely determined by the field
Fab; the freedom in Aa is Aa ! Aa þ @a� where
� = �(x) is a real-valued function. This gauge transfor-
mation of Aa can be used, for example, to obtain the
Lorentz gauge condition @aAa = 0.

The wave equations listed in Table 1 look rather
different, but this formal disadvantage can be over-
come. To begin with, we remark that fermions
require spinors for their description. The Dirac and
Weyl equations are not describable by linear equa-
tions for tensor fields. On the other hand, bosons can
be described by spinors as well. All tensor equations
can be ‘‘translated’’ into spinor form using the mixed
spinor–tensor �a

AA0 . We will demonstrate this proce-
dure for the Proca field in some detail.

The (possibly complex) skew-symmetric tensor
Hab and the vector Ua have the spinor equivalents

Hab�
a
AA0�

b
BB0 ¼ ’AB"A0B0 þ �A0B0"AB

Ua�
a
AA0 ¼ �AA0

where ’ and � are both symmetric spinors:
’AB =’(AB), �A0B0 = �(A0B0). After a straightforward
calculation the Proca equation yields

@C0

ðA�BÞC0 þ ’AB ¼ 0; @C0

ðA0�B0ÞC þ �A0B0 ¼ 0

@C
A0’CA þ @C0

A �C0A0 þm2�AA0 ¼ 0

Further, from the equation @[cHab] = 0, we obtain
@C0

A �A0C0 = @C
A0’AC; thus, the first and second summand

in the third equation are equal. Consequently, we find
the following spinor form of the Proca equations:

@C
A0’CA þ

m2

2
�AA0 ¼ 0; @C0

ðA�BÞC0 þ ’AB ¼ 0

@C0

A �C0A0 þ
m2

2
�AA0 ¼ 0; @C0

ðA0�B0ÞC þ �A0B0 ¼ 0

½3�

If the tensor fields H and U are real, then we have

�A0B0 = �’A0B0 ,�AA0 = ��AA0 , and the second pair of equa-

tions is just the complex conjugate of the first.

Now it is readily seen that the Dirac and Proca
equations have the same structure. They are coupled
first-order systems of differential equations for pairs
of spinor fields. The only decisive difference is that
the spinors have one index if s = 1=2 and two indices
if s = 1.

We obtain a similar result for Maxwell fields. The
real tensor Fab has the spinor equivalent

Fab�
a
AA0�

b
BB0 ¼ ’AB"A0B0 þ �’A0B0"AB

with a symmetric spinor ’AB. The spinor form of
Maxwell’s equations is (Penrose and Rindler 1984)

@A
A0’AB ¼ 0 ½4�

and has the same structure as the Weyl equation.
Here we found an example for the power and utility

of spinor techniques since they allow the formulation
of the wave equations for bosons and fermions in a
uniform manner. Only the cases m > 0 and m = 0 are
to be distinguished. Moreover, the above results
suggest the way for generalizing the wave equations
to higher spin. Therefore, we can already end the
discussion of the fields with low spin and take them as
special cases of those with arbitrary spin.

Higher Spin in Minkowski Spacetime

Massive Fields

Relativistic wave equations for particles with arbi-
trary spin were first considered by Dirac (1936). His
equations read

@A
P0’AB...DQ0...T 0 þm1�B...DP0Q0...T 0 ¼ 0

@P0

A �B...DP0Q0...T 0 �m2’AB...DQ0...T 0 ¼ 0
½5�

Table 1 Relativistic wave equations for low spin s = 0, 1=2, and 1

Spin, mass Wave equation Associated particles

s = 0, m > 0 Klein–Gordon eqn. Scalar mesons

(&þm2)u = 0 �, �, K , . . .

s = 0, m = 0 D’Alembert eqn. –

&u = 0

s = 1=2, m > 0 Dirac eqn. Leptons e,�, �

@A
A0’A þ imffiffi

2
p �A0 = 0 Baryons p, n, �, �, �, . . .

@A0

A �A0 � imffiffi
2
p ’A = 0

s = 1=2, m = 0 Weyl eqn. Massless(?) neutrinos

@A
A0	A = 0 	e , 	�, 	�

s = 1, m > 0 Proca eqn. Vector mesons

Hab = @aUb � @bUa 
,!, , �, . . .
@cHca þm2Ua = 0

s = 1, m = 0 Maxwell eqn. Photon �

@½aFbc�= 0

@aF ab = 0

Table 2 The Lagrangian densities for free (i.e., noninteracting)

fields with low spin

Field Lagrangian density

Scalar field L = 1
2 f(@au)(@au)�m2u2g

Dirac field L = iffiffi
2
p (��A@

AA0�A0 þ �’B 0@BB 0’
B � ’B@BB 0 �’

B0

��A0@
AA0 ��A)þm(��A’

A þ �’A0�A0 )

Weyl field L = iffiffi
2
p (�	A0@

AA0	A � 	A@
AA0 �	A0 )

Proca field L = 1
4 HabHab � Hab@½aUb� þ m2

2 UaUa

Maxwell field L = �1
4 FabF ab = �(@½aAb�(@

½aAb�)
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where the spinors ’ and � are of type (n, k) and
(n� 1, kþ 1), respectively (corresponding to irredu-
cible representations of the restricted Lorentz group
SOþ(1, 3)). The constants m1 and m2 are mass
parameters (m2 = �2m1m2) and the spin s is one
half of the total number of indices of each spinor,
s = (1=2)(nþ k). As in the preceding section, we
assume that electromagnetism and other interactions
are absent. We should mention that equations for
higher spin were not motivated by observations or
empirical facts in that period of time, because only a
few elementary particles were known (proton,
neutron, electron, positron, and photon), and all of
them have low spin (see Table 1). Since that time,
particles with s > 1 were found in nature, for
example, resonances in scattering experiments.

The system [5] allows a uniform description of free
fields with arbitrary spin s > 0, including Dirac and
Proca fields, as we know from the preceding section.
(Remark: The symmetrization in eqns [3] can be
omitted since the vector field U is divergence-free
as a consequence of the second Proca equation.)
Various other field equations proposed subsequently
can be comprehended as its special cases (Corson
1953). Examples are the Rarita–Schwinger equations
for fermions: if they are written in terms of 2-spinors,
then one obtains just the system [5] where the spinor
’ is of type (sþ 1=2, s� 1=2) and the spinor � is of
type (s� 1=2, sþ 1=2).

If we apply @P0

E to the first of the equations in [5]
and use the second, we obtain

ð&þm2Þ’AB...DQ0...T 0 ¼ 0 ½6a�

since the second derivatives commute in flat space-
times. Similarly,

ð&þm2Þ�B...DP0Q0...T 0 ¼ 0 ½6b�

so both fields ’ and � satisfy a Klein–Gordon type
equation. Moreover, eqns [5] imply that each of ’
and � is divergence-free

@AQ0’AB...DQ0...T 0 ¼ 0 ¼ @BP0�B...DP0Q0...T0 ½7�

if they have at least one index of each kind.
In a sense, this procedure can be reversed. Let a

symmetric spinor field ’ be given that satisfies [6a]
and [7]. (Remark: A significant example is the Fierz
system

ð&þm2ÞUab...d ¼ 0; @aUab...d ¼ 0

for a symmetric, tracefree tensor field U, since the
spinor equivalent of U is of type (k, k).)

Define

�B...DP0Q0...T0 :¼ @A
P0’AB...DQ0...T0

Then � is symmetric in all its indices since ’ is
divergence-free. Further, we obtain

@P0

E �B...DP0Q0...T 0 ¼ @P0

E @
A
P0’AB...DQ0...T 0

� � 1

2
&’EB...DQ0...T 0

¼ m2

2
’EB...DQ0...T 0

since ’ satisfies the Klein–Gordon equation [6a].
Consequently, the pair (’,�) satisfies a system [5].
Obviously, this procedure can be continued: define

�C...DO0P0Q0...T 0 :¼ @B
O0�B...DP0Q0...T0

etc. We obtain a sequence of spinors of type
(0, 2s), (1, 2s� 1), . . . , (2s, 0) each of which is
obtainable from its immediate neighbors by a
differentiation contracted on one index. Together,
these spinors form an invariant exact set (Penrose
and Rindler 1984).

The just given arguments show that there is an
ambiguity in the system [5]. The spin s fixes only
the total number of indices of ’ and �. However,
their partition into primed and unprimed ones is
not a priori fixed. Therefore, we can choose a
‘‘convenient’’ partition for the respective needs.

Massless Fields

If m = 0, then the Dirac system [5] is decoupled.
Therefore, we have to state a single equation for a
single field. Let ’ be a spinor field of type (n, 0). The
massless free-field equation for spin (1/2)n is then
taken to be

@A
A0’AB...E ¼ 0 ½8�

More precisely, the solutions of [8] represent left-
handed massless particles with helicity �(1=2)n�h,
whereas the solutions of the complex-conjugate
form of this equation are right-handed particles
(helicity þ (1=2)n�h). Recall that the Weyl equation
(n = 1) and the source-free Maxwell equation (n = 2)
have this form. (Remark: The Bianchi identity in
Einstein spaces also falls in this category, with the
Weyl spinor �ABCD taking the place of ’. . . .
Moreover, we may think of [8] with n = 4 as the
gauge-invariant equation for the weak vacuum
gravitational field.)

The massless field equation [8] can be solved
using methods of twistor geometry. Moreover, there
is an explicit integral formula for representing
massless free fields in terms of arbitrarily chosen
null data on a light cone (Penrose and Rindler 1984,
1986, Ward and Wells 1990). We do not discuss
eqns [8] in detail since they are generally incon-
sistent in curved spacetimes if n > 2 (see the next
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section). We only indicate that each solution of [8]
satisfies the second-order wave equation

&’AB...E ¼ 0

Maxwell’s equations imply the existence of an
electr omagne tic potent ial (cf. section ‘‘Wav e equa-
tions for low spin in Minkow ski spacetim e’’). This
concept can be generalized to higher spin.
A ‘‘potential’’ for a spinor field ’AB...E of type
(n, 0) is a spinor field �AB0...E0 of type (1, n� 1) such
that

@A
ðA0�jAjB0...E0Þ ¼ 0 ½9�

and

’AB...E ¼ @B0

ðB � � � @E0

E �AÞB0...E0 ½10�

One can check in a straightforward manner that a
spinor field ’ that is given by [9] and [10] satisfies
the massless equation [8]. If n > 1, there is a gauge
freedom in these potentials; it turns out to be

�AB0...E0 ! �AB0...E0 þ @AðB0!C0...E0Þ

for any spinor field ! of type (0, n� 2). Further-
more, the general massless field ’ can locally be
expressed in this way (Penrose and Rindler 1986).

Wave Equations in Curved Spacetimes,
Consistency Conditions

First of all we emphasize that Hamilton’s principle
of stationary action is extremely important in field
theories (see, e.g., Schmutzer (1968)). Assume that
the Lagrangian L contains at most first derivatives
of a field  � : L = L( �(x), @a �(x)). ‘‘Special rela-
tivity’’ states that L is invariant under Lorentz
transformations. The Euler–Lagrange equations
with respect to variation of  � read

@L

@ �
� @a

@L

@ð@a �Þ
¼ 0 ½11�

and these are the field equations that  � is required to
satisfy.

In ‘‘general relativity,’’ the Lagrangian L has to be
generally covariant. So we have L = L( �(x),
ra �(x)) and the Euler–Lagrange equations

@L

@ �
�ra

@L

@ðra �Þ
¼ 0 ½12�

emerge. If we assume that the Lagrangian L does
not contain the curvature tensors and their deriva-
tives explicitly and compare [11] and [12], then it is
easily seen how the wave equations in curved
spacetime can be obtained: by simply replacing the

flat metric and connection with their curved
versions. This procedure is called the ‘‘principle of
minimal coupling.’’

All equations for low spin in Minkowski
spacetime are the Euler–Lagrange equations of a
variation principle (see Table 2). Consequently, they
can be extended to curved spacetime by simply using
the principle of minimal coupling. The arising
equations are perfectly acceptable. No complications
arise, and so we do not repeat them in this section.

If s > 1, then neither the massive nor the massless
wave equations follow from a variation principle
without supplementary conditions. Nevertheless, we
can try to generalize the equations of the previous
section to a curved spacetime by formally replacing
the flat metric and connection with their curved
versions, too. However, serious problems arise:

Let us first consider massless fields of helicity
�(1=2)n�h. The principle of minimal coupling yields

rA
A0’AB...E ¼ 0 ½13�

If we apply rA0

F to this equation, we obtain

rA0

F rA
A0’AB...E ¼ 0

Since the covariant derivatives do not commute
with each other, the term on the left-hand side is not
completely symmetric in the unprimed indices.
Therefore, this equation can be decomposed into
two nontrivial irreducible parts if n > 1: symmetri-
zation yields the covariant D’Alembert equation

rara’B...EF ¼ 0

as required, while antisymmetrization yields by use
of the spinor Ricci identities

ðn� 2Þ�KLM
ðC’D...EÞKLM ¼ 0 ½14�

where �ABCD is the Weyl spinor. If n > 2 and the
spacetime is not conformally flat, then this algebraic
consistency condition effectively renders eqn [13]
useless as physical field equations.

If m > 0, the situation is not better. In somewhat
similar way, we obtain the algebraic consistency
conditions

ðn� 2Þ�KLM
ðC’D...EÞKLMQ0P0...T 0

þ k�KLX0
ðQ0’jKLC...EjP0...T 0ÞX0 ¼ 0 ðn> 1Þ

ðk� 1Þ��X0Y 0Z0
ðS0�jB...DX0Y 0Z0 jT 0...U0Þ

þ ðn� 1Þ�ðBKX0Y 0�C...DÞKX0Y 0S0T 0...U0 ¼ 0 ðk> 0Þ

½15�

if the spinor field ’ is of type (n,k) (Buchdahl 1962).
We remark that similar consistency conditions

occur if we have no gravitation, but an interaction
with an electromagnetic field. Then the partial
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derivative is to be replaced by Da = @a � ieAa and
we obtain consistency conditions like [14] and
[15], where the curvature spinors are to be
replaced by the electromagnetic spinor (Fierz and
Pauli 1939).

So far one is left with the problem: ‘‘Find the
‘correct’ laws for arbitrary spin, that means field
equations which coincide with the well-known
approved ones for low spin and which remain
consistent even for higher spin when electromagnet-
ism and/or gravitation is coupled!’’

An extensive literature is devoted to just this
problem. Let us briefly sketch some means by which
the authors tried to solve it:

� derivation of the desired field equations from a
variation principle where the original spinor fields
are supplemented by auxiliary fields;
� extension of the four-dimensional spacetime geome-

try to a richer one: higher number of dimensions,
complexification, addition of torsion, nonmetrical
connection, . . . ;
� replacement of the algebra of spinors by some

richer algebra;
� disclaim of the principle of minimal coupling; and
� supergravity theories.

Some of these attempts are able to solve the problem,
at least partially. But, as a rule, they pay a price of
new difficulties. In the next section, we offer ‘‘good’’
equations for arbitrary s > 0 within the conventional
framework of the minimal coupling principle and of
a curved spacetime background.

Wave Equations for Arbitrary Spin
without Consistency Conditions

Massive Fields

The ansatz which leads to the desired result is
surprisingly simple. We avoid the ambiguity in the
Dirac system [5] that has been discussed earlier as
well as any consistency condition if we state the
wave equations

rA
P0’AB...E þm1�B...EP0 ¼ 0

rP0

ðA�B...EÞP0 �m2’AB...E ¼ 0
½16�

This system was first proposed by Wünsch (1985);
it is equivalent to a pair of equations given by
Buchdahl (1982) which contains the Weyl spinor
explicitly. As before, ’ and � are symmetric spinor
fields, ’ has n unprimed indices (and no one else!)
and the constants m1, m2 are mass parameters
(m2 = �2m1m2). We assume m1 6¼ 0 in this section.
Obviously, the Dirac and Proca equations are

special cases of [16], choose n = 1 and n = 2,
respectively. (Remark: An electromagnetic field can
be included in [16] by ra ! Da =ra � ieAa, and
the equations remain consistent (Illge 1993).)

First of all, we remark that eqns [16] are the Euler–
Lagrange equations of an action principle. The
existence of a Lagrangian is plausible since the
number of equations and the number of degrees of
freedom are equal. We do not state the Lagrangian,
the energy–momentum tensor, and the current vector
in this article and refer the reader to Illge (1993).

If n > 1, we can apply rBP0 to the first equation of
[16] and obtain using the spinor Ricci identities:

rBP0�BC...EP0 ¼ �
1

m1
rBP0rA

P0’ABC...E

¼ � n� 2

m1
�KLM

ðC’D...EÞKLM ½17�

Hence the divergence of � vanishes if n = 2 or if the
spacetime is conformally flat. These are exactly the
cases where the symmetrization in the second
equation of [16] can be omitted.

Now we are going to derive the second-order
equations for ’ and �. Substituting

�BC...EP0 ¼ �
1

m1
rA

P0’AB...E ½18�

into the second equation of [16], we obtain, after a
bit of algebra,

rara’AB...E � 2ðn� 1Þ�KL
ðAB’C...EÞKL

þ nþ 2

12
Rþm2

� �
’AB...E ¼ 0 ½19�

This is a linear second-order equation of normal
hyperbolic type for the spinor field ’. It can be used
to solve Cauchy’s problem for the system [16].

Similarily, we get a second-order equation for �:

rara�B...EP0 � 2ðn� 1Þ� K W 0

ðB P0 �C...EÞKW 0

þ R

4
þm2

� �
�B...EP0

¼ 2
n� 1

n
rðBP0rKW 0

�C...EÞKW 0 ½20�

Seemingly this is not an equation of hyperbolic
type if n > 1. However, the second derivatives of �
on the right-hand side of [20] can be eliminated
using [17]. Therefore, if the spinor field ’ is
already known by solving [19], then [20] is an
equation of Klein–Gordon type, too. However, it
is generally inhomogeneous if n > 2. A wave
equation that contains the spinor field � alone
exists only if n = 1, n = 2, or the spacetime is
conformally flat.
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Now we are going to discuss the ‘‘Cauchy
problem’’ for the wave equations [16] (for details
see Wünsch (1985)). Let a spacelike hypersurface S
be given and let na denote the future-directed unit
normal vector on S and rn = nara. The local
Cauchy problem is to find a solution (’,�) of [16]
with given Cauchy data ’0,�0 on S.

In general, the initial data ’0 and �0 cannot be
prescribed arbitrarily. Suppose that a solution (’,�)
of [16] does exist. Then the differential equations
have to be satisfied on S, too. Thus, we obtain

ðrn’AB...EÞjS ¼ 2nA0

A
~rF

A0’B...EF þm1�B...EA0
� �

jS ½21�

where the differential operator r~AA0 =rAA0 �
nAA0rn is just the tangential part of rAA0 with
respect to S. Therefore, the right-hand side of [21]
is completely determined by the initial data. Now
the symmetry of the solution ’AB...E implies the
symmetry of rn’AB...E. Consequently, the right-
hand side of [21] has to be symmetric with respect
to the unprimed indices and so we obtain the
following constraints for the initial data if ’ has at
least two indices:

nBA0 ~rF
A0’

0
B...EF þm1�

0
B...EA0

� �
jS¼ 0 ½22�

Now we can state:

Theorem 1 If the Cauchy data ’0and �0 satisfy the
constraints [22], then the Cauchy problem has a
unique solution in a neighborhood of S.

For each differential equation of hyperbolic type
we can ask the question whether the wave propaga-
tion is ‘‘sharp,’’ that is, free of tails. If this property
is valid we say that the equation satisfies ‘‘Huygens’
principle’’ (for an exact definition, see, e.g., Wünsch
(1994)). Using invariant Taylor expansions of
the parallel propagator and of the Riesz kernels in
normal coordinates we can prove (Wünsch 1985):

Theorem 2 The massive wave equations [16] for
spin s > 0 satisfy Huygens’ principle if and only
if the spacetime is of constant curvature and
R = �(6m2=s).

Massless Fields

In the preceding section, we have seen that the
premise m1 6¼ 0 is decisive for the consistency of
[16] if s > 1. This fact agrees with the result of the
previous section, that eqn [13] is inconsistent if
s > 1 and the spacetime is not conformally flat. On
the other hand, m2 = 0 is possible. Therefore we
state the wave equations

rA
ðA0�jAjB0...E0Þ ¼ 0 ½23�

for a spinor field � of type (1, n� 1). This is just
eqn [9] for the potential of a massless field. We will
show that [23] is a satisfactory equation in a
generally curved spacetime (Illge 1988). Unfortu-
nately, no Lagrangian has been found if n > 1.

To begin with, we remark that there is a gauge
freedom in curved spacetimes, too, since the
solution � of [23] cannot be uniquely determined
if n > 1. We use this freedom to prescribe the
divergence of �. So let an arbitrary spinor field
! of type (0, n� 2) be given. We consider eqns
[23] and

rAB0�AB0C0...E0 ¼ !C0...E0

or, together,

rA
A0�AB0...E0 ¼ �

n� 1

n
"A0ðB0!C0...E0Þ ½24�

If we apply rA0

B to this equation, we obtain using the
spinor Ricci identities

rara�BB0...E0 � 2ðn� 1Þ� K W0

B ðB0 �jKjC0...E0ÞW 0 þR

4
�BB0...E0

¼ 2ðn� 1Þ
n

rBðB0!C0...E0Þ ½25�

This is a linear second-order equation of normal
hyperbolic type for the spinor field � (cf. [20]).

Now let us discuss some particular cases. If n = 1,
then [23] is just the Weyl equation itself. Therefore,
the equations for the field and its potential are
identical and there is no gauge freedom. If n = 2,
then the spinor field �AA0 is a (complex) vector field
and eqn [23] yields

rA
ðA0�jAjB0Þ ¼ 0

The gauge field ! is just a scalar function, especially
we can choose != 0 (Lorentz gauge). As in eqn [10]
we define the field spinor as

’AB ¼ rB0

ðA�BÞB0

Since we have the identity

rA
B0rA0

ðB�AÞA0 ¼ rA0

B rA
ðB0�jAjA0Þ

for arbitrary spinor fields �AA0 (which must not have
additional free indices!), the spinor field ’AB satisfies
the massless free-field equation

rA
B0’AB ¼ 0

If n > 2, we can define a field ’AB...E via the
relation [10], too, replacing the partial with the
covariant derivatives. But the field equation for
’AB...E becomes more complicated than [13]. This

Relativistic Wave Equations Including Higher Spin Fields 397



fact is not surprising, since eqn [23] is a consistent
one, whereas [13] is inconsistent.

We continue with some remarks on ‘‘conformal
rescalings of the metric.’’ The equations for massless
fields have to be invariant with respect to such
transformations. Therefore, the ‘‘curved space’’
scalar wave equation is

&þ R

6

� �
’ ¼ 0 ½26�

Further, the equations

rA
ðA0�jAB...EjB0...F0Þ ¼ 0 ½27�

for any spinor field � of type (n, k) are conformally
invariant (Penrose and Rindler 1984). Especially,
eqns [23] for the massless potential and [13] for the
massless field have this property.

We mention a further special case of [27]. If � is of
type (kþ 1, k), then these equations are consistent,
too (Frauendiener and Sparling 1999). The Cauchy
problem is well posed and a Lagrangian is known.
Unfortunately, the solutions do not satisfy a wave
equation of second order if k > 0.

We conclude with the discussion of the Cauchy
problem for eqn [24]. As in the preceding section, let
a spacelike hypersurface S and initial data �0 on S
be given. We can state:

Theorem 3 If a symmetric spinor field ! of type
(0, n� 2) is given, then there exists a neighborhood
of S in which eqn [24] has one and only one solution
satisfying �jS = �0.

The proof is given in Illge (1988). We emphasize
that there are no constraints on the Cauchy data for
the massless equation [24].

In contrast to massive fields we are far away from
an answer to the question whether Huygens princi-
ple is valid for the massless equations. A particular
result is Wünsch (1994):

Theorem 4 Huygen’s principle for the conformally
invariant scalar wave equation [26], the Weyl, and
the Maxwell equations is valid only for conformally
flat and plane wave metrics within the classes of
centrally symmetric, recurrent, (2, 2)-decomposable,

Petrov type N, III or D spacetimes as well as those
with r[aRb]c = 0.

See also: Clifford Algebras and Their Representations;
Dirac Fields in Gravitation and Nonabelian Gauge
Theory; Euclidean Field Theory; Evolution Equations:
Linear and Nonlinear; Spinors and Spin Coefficients;
Standard Model of Particle Physics; Twistors.

Further Reading

Buchdahl HA (1962) On the compatibility of relativistic wave

equations in Riemann spaces. Nuovo Cimento 25: 486–496.
Buchdahl HA (1982) On the compatibility of relativistic wave

equations in Riemann spaces II. Journal of Physics A 15: 1–5.

Corson EM (1953) Introduction to Tensors, Spinors, and
Relativistic Wave-Equations. London and Glasgow: Blackie
and Son Ltd.

Dirac PAM (1936) Relativistic wave equations. Proceedings of the
Royal Society London Series A 155: 447–459.

Fierz M and Pauli W (1939) On relativistic wave equations for

particles of arbitrary spin in an electromagnetic field. Proceed-
ings of the Royal Society London Series A 173: 211–232.

Frauendiener J and Sparling GAJ (1999) On a class of consistent
higher spin equations on curved manifolds. Journal of
Geometry and Physics 30: 54–101.

Greiner W (1997) Relativistic Quantum Mechanics – Wave
Equations, 2nd edn. Berlin: Springer.

Illge R (1988) On potentials for several classes of spinor and

tensor fields in curved spacetimes. General Relativity and
Gravitation 20: 551–564.

Illge R (1993) Massive fields of arbitrary spin in curved space-
times. Communications in Mathematical Physics 158:

433–457.

Penrose R and Rindler W (1984) Spinors and Space-Time,
Two-Spinor Calculus and Relativistic Fields, vol. 1.

Cambridge: Cambridge University Press.

Penrose R and Rindler W (1986) Spinors and Space-Time, Spinor
and Twistor Methods in Space-Time Geometry, vol. 2.
Cambridge: Cambridge University Press.

Schmutzer E (1968) Relativistische Physik. Leipzig: Teubner-

Verlag.

Ward RS and Wells RO (1990) Twistor Geometry and Field
Theory. Cambridge: Cambridge University Press.
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Introduction

Quantum field theories (QFTs) provide a natural
framework for quantum theories that obey the
principles of special relativity. Among their most
striking features are ultraviolet (UV) divergences,
which at first sight invalidate the existence of the
theories. The divergences arise from Fourier modes
of very high wave number, and hence from the
structure of the theories at very short distances. In
the very restricted class of theories called ‘‘renorma-
lizable,’’ the divergences may be removed by a
singular redefinition of the parameters of the theory.
This is the process of renormalization that defines a
QFT as a nontrivial limit of a theory with a UV
cutoff.

A very important QFT is the standard model, an
accurate and successful theory for all the known
interactions except gravity. Calculations using
renormalization and related methods are vital to
the theory’s success.

The basic idea of renormalization predates QFT.
Suppose we treat an observed electron as a
combination of a bare electron of mass m0 and the
associated classical electromagnetic field down to a
radius a. The observed mass of the electron is its
bare mass plus the energy in the field (divided by c2).
The field energy is substantial, for example, 0.7 MeV
when a = 10�15 m, and it diverges when a! 0. The
observed mass, 0.5 MeV, is the sum of the large
(or infinite) field contribution compensated by a
negative and large (or infinite) bare mass. This
calculation needs replacing by a more correct
version for short distances, of course, but it remains
a good motivation.

In this article, we review the theory of renorma-
lization in its classic form, as applied to weak-
coupling perturbation theory, or Feynman graphs. It
is this method, rather than the Wilsonian approach
(see Exact Renormalization Group), that is typically
used in practice for perturbative calculations in the
standard model, especially its QCD part.

Much of the emphasis is on weak-coupling
perturbation theory, where there are well-known
algorithmic rules for performing calculations and
renormalization. Applications (see Quantum Chro-
modynamics for some important nontrivial examples)
involve further related results, such as the operator

product expansion, factorization theorems, and the
renormalization group (RG), to go far beyond simple
fixed-order perturbation theory. The construction of
fully rigorous mathematical treatments for the exact
theory is a topic of future research.

Formulation of QFT

A QFT is specified by its Lagrangian density.
A simple example is �4 theory:

L¼? ð@�Þ
2

2
�m2�2

2
� ��

4

4!
½1�

where �(x) =�(t, x) is a single component Hermitian
field. The Lagrangian density and the resulting
equation of motion, @2�þm2�þ (1=6)��3 = 0, are
local; they involve only products of fields at the
same spacetime point. Such locality is characteristic
of relativistic theories, where otherwise it is difficult
or impossible to preserve causality, but it is also the
source of the UV divergences. The question mark
over the equality symbol in eqn [1] is a reminder
that renormalization of UV divergences will force us
to modify the equation.

The Feynman rules for perturbation theory are
given by a free propagator i=(p2 �m2 þ i0) and an
interaction vertex �i�. Although we will usually
work in four spacetime dimensions, it is useful also
to consider the theory in a general spacetime
dimensionality n, where the coupling has energy
dimension [�] = E4�n. We use ‘‘natural units,’’ that
is, with �h = c = 1. The ‘‘i0’’ in the propagator i=(p2 �
m2 þ i0) symbolizes the location of the pole relative
to the integration contour; it is often written as i�.

The primary targets of calculations are the
vacuum expectation values of time-ordered products
of �; in QFT these are called the Green functions of
the theory. From these can be reconstructed the
scattering matrix, scattering cross sections, and
other measurable quantities.

One-Loop Calculations

Low-order graphs for the connected and amputated
four-point Green function are shown in Figure 1.
Each one-loop graph has the form

�i�2Iðp2Þ

¼? �
2

2

Z
d4k

ð2�Þ4
1

ðk2�m2þ i0Þ½ðp�kÞ2�m2þ i0�
½2�

where p is a combination of external momenta.
There is a divergence from where the loop
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momentum k goes to infinity. We define the degree
of divergence, �, by counting powers of k at large k,
to get �=0. In an n-dimensional spacetime we
would have �=n�4. The integral is divergent
whenever �� 0. Comparing the dimensions of the
one-loop and tree graphs shows that � equals the
negative of the energy dimension of the coupling �.
Thus, the dimensionlessness of � at the physical
spacetime dimension is equivalent to the integral
being just divergent.

The infinity in the integral implies that the theory
in its naive formulation is not defined. With the aid
of RG methods, it has been shown that the problem
is with the complete theory, not just perturbation
theory.

The divergence only arises because we use a
continuum spacetime. So suppose that we formulate
the theory initially on a lattice of spacing a (in space
or spacetime). Our loop graph is now

�i�2Iðp; m; aÞ

¼ ��
2

32�4

Z
d4k Sðk;m; aÞ Sðp� k;m; aÞ ½3�

where the free propagator S(k, m; a) approaches the
usual value i=(k2 �m2 þ i0) when k is much smaller
than 1=a, and it falls off more rapidly for large k.
The basic observation that propels the renormaliza-
tion program is that the divergence as a! 0 is
independent of p. This is most easily seen by
differentiating once with respect to p, after which
the integral is convergent when a = 0, because the
differentiated integral has degree of divergence �1.

Thus we can cancel the divergence in eqn [2] by
replacing the coupling in the first term in Figure 1,
by the so-called bare coupling

�0 ¼ �þ 3AðaÞ�2 þOð�3Þ ½4�

Here A(a) is chosen so that the renormalized value
of our one-loop graph,

�i�2IRðp2;m2Þ ¼ �i�2 lim
a!0
½Iðp; m; aÞ þ AðaÞ� ½5�

exists, at a = 0, with A(a) in fact being real valued.
The factor 3 multiplying A(a) in eqn [4] is because
there are three one-loop graphs, with equal diver-
gent parts. The replacement for the coupling is made
in the tree graph in Figure 1, but not yet at the
vertices of the other graphs, because at the moment
we are only doing a calculation accurate to order �2;

the appropriate expansion parameter of the theory is
the finite renormalized coupling �, held fixed as
a! 0. We call the extra term in eqn [5] a counter-
term. The diagrams for the correct renormalized
calculation are represented in Figure 2, which has a
counter-term graph compared with Figure 1.

In the physics terminology, used here, the cutting-
off of the divergence by using a modified theory is
called a regularization. This contrasts with the
mathematics literature, where ‘‘regularized integral’’
usually means the same as a physicist’s ‘‘renorma-
lized integral.’’

There is always freedom to add a finite term to a
counter-term. When we discuss the RG, we will see
that this corresponds to a reorganization of the
perturbation expansion and provides a powerful
tool for improving perturbatively based calculations,
especially in QCD. Contrary to the impression given
in some parts of the literature, it is not necessary
that a renormalized mass equal a corresponding
physical particle mass, with similar statements for
coupling and field renormalization. While such a
prescription is common and natural in a simple
theory like QED, it is by no means required and
certainly may not always be best. If nothing else, the
correspondence between fields and stable particles
may be poor or nonexistent (as in QCD).

One classic possibility is to subtract the value of
the graph at p = 0, a prescription associated with
Bogoliubov, Parasiuk, and Hepp (BPH), which
leads to

�i�2IR;BPHðp2Þ

¼ �i�2

32�2

Z 1

0

dx ln 1� p2xð1� xÞ=m2
� �

½6�

In obtaining this from [2], we used a standard
Feynman parameter formula,

1

AB
¼
Z 1

0

dx
1

½Axþ Bð1� xÞ�2
½7�

to combine the propagator denominators, after
which the integral over the momentum variable
k is elementary. We then obtain the renormalized
one-loop (four-point and amputated) Green function

�i�� i�2 IRðsÞ þ IRðtÞ þ IRðuÞ½ � þOð�3Þ ½8�

where s, t, and u are the three standard Mandelstam
invariants for the Green function. (For a 2! 2

3A+ + + ++ O(λ3)

Figure 2 One-loop approximation to renormalized connected

and amputated four-point function, with counter-term.

+ + O(λ3)+ +

Figure 1 One-loop approximation to connected and amputated

four-point function, before renormalization.
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scattering process, or a corresponding off-shell
Green function, in which particles of momenta p1

and p2 scatter to particles of momenta p01 and p02,
the Mandelstam variables are defined as s = (p1 þ
p2)2, t = (p1 � p01)2, and u = (p1 � p02)2.)

In the general case, with a nonzero degree of
divergence, the divergent part of an integral is a
polynomial in p and m of degree D, where D is the
smallest positive integer less than or equal to �. In a
higher spacetime dimension, this implies that renor-
malization of the original, momentum-independent,
interaction vertex is not sufficient to cancel the
divergences. We would need higher derivative terms,
and this is evidence that the theory is not renorma-
lizable in higher than 4 spacetime dimensions. Even
so, the terms needed would be local, because of the
polynomiality in p.

Complete Formulation of
Renormalization Program

The full renormalization program motivated by
example calculations is:

� the theory is regulated to cut off the divergences;
� the numerical value of each coefficient in L is

allowed to depend on the regulator parameter
(e.g., a); and
� these dependences are adjusted so that finite

results for Green functions are obtained after
removal of the regulator.

In �4 theory, we therefore replace L by

L ¼ Z

2
ð@�Þ2 � Zm2

0

2
�2 � Z2�0

4!
�4 ½9�

with the bare parameters, Z, m0 and �0, having a
regulator dependence such that Green functions of �
are finite at a = 0.

The slightly odd labeling of the coefficients in
eqn [9] arises because observables like cross sections
are invariant under a redefinition of the field by a
factor. In terms of the bare field �0 =def

ffiffiffiffi
Z
p

�, we have

L ¼ 1

2
ð@�0Þ2 �

m2
0

2
�2

0 �
�0

4!
�4

0 ½10�

The unit coefficient of (1=2)(@�0)2 implies that �0

has canonical commutation relations (in the regu-
lated theory). This provides a natural standard for
the normalization of the bare mass m0 and the bare
coupling �0.

All terms in L have coefficients with dimension
zero or larger. This is commonly characterized by
saying that the terms L ‘‘have dimension 4 or less,’’
which refers to the products of field operators and

derivatives in each term. A generalization of the
power-counting analysis shows that if we start with
a theory whose L only has terms of dimension 4 or
less, then no terms of higher dimension are needed
as counter-terms, at least not in perturbation theory.
This is a very powerful restriction on self-contained
QFTs, and was critical in the discovery of the
standard model.

Sometimes it is found that the description of some
piece of physics appears to need higher-dimension
operators, as was the case originally with weak-
interaction physics. The lack of renormalizability of
such theories indicates that they cannot be complete,
and an upper bound on the scale of their applic-
ability can be computed, for example, a few
hundred GeV for the four-fermion theory of weak
interactions. Eventually, this theory was superseded
by the renormalizable Weinberg–Salam theory of
weak interactions, now a part of the standard
model, to which the four-fermion theory provides a
low-energy approximation for charged current weak
interactions.

Certain operators of allowed dimensions are
missing in eqn [9]: the unit operator, and � and
�3. Symmetry under the transformation �!��
implies that Green functions with an odd number of
fields vanish, so that no � and �3 counter-terms are
needed. Divergences with the unit operator do
appear, but not for ordinary Green functions. In
gravitational physics, the coefficient of the unit
operator gives renormalization of the cosmological
constant.

To implement renormalized perturbation theory,
we partition L (nonuniquely) as

L ¼ Lfree þ Lbasic interaction þ Lcounter-term ½11�

where the free, the basic interaction, and the
counter-term Lagrangians are

Lfree ¼
1

2
ð@�Þ2 �m2

2
�2 ½12�

Lbasic interaction ¼ �
�

4!
�4 ½13�

Lcounter-term¼
Z� 1

2
ð@�Þ2 � ðZm2

0 �m2Þ
2

�2

� ðZ
2�0 � �Þ

4!
�4 ½14�

The renormalized coupling and mass, � and m, are to
be fixed and finite when the UV regulator is removed.
Both the basic interaction and the counter-terms are
treated as interactions. First we compute ‘‘basic
graphs’’ for Green functions using only the basic
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interaction. The counter-terms are expanded in
powers of �, and then all graphs involving counter-
term vertices at the chosen order in � are added to the
calculation. The counter-terms are arranged to cancel
all the divergences, so that the UV regulator can be
removed, with m and � held fixed. The counter-terms
cancel the parts of the basic Feynman graphs asso-
ciated with large loop momenta. An algorithmic
specification of the otherwise arbitrary finite parts of
the counter-terms is called a renormalization prescrip-
tion or a renormalization scheme. Thus, it gives a
definite relation between the renormalized and bare
parameters, and hence a definite specification of the
partitioning of L into its three parts.

It has been proved that this procedure works to all
orders in �, with corresponding results for other
theories. Even in the absence of fully rigorous
nonperturbative proofs, it appears clear that the results
extend beyond perturbation theory, at least in asymp-
totically free theories like QCD: see the discussion on
Wilsonian RG (see Exact Renormalization Group).

Dimensional Regularization
and Minimal Subtraction

The final result for renormalized graphs does not
depend on the particular regularization procedure.
A particularly convenient procedure, especially in
QCD, is dimensional regularization, where diver-
gences are removed by going to a low spacetime
dimension n. To make a useful regularization method,
n is treated as a continuous variable, n = 4� 2�.

Great advantages of the method are that it
preserves Poincaré invariance and many other
symmetries (including the gauge symmetry of
QCD), and that Feynman graph calculations are
minimally more complicated than for finite graphs
at n = 4, particularly when all the lines are massless,
as in many QCD calculations.

Although there is no such object as a genuine
vector space of finite noninteger dimension, it is
possible to construct an operation that behaves as if
it were an integration over such a space. The
operation was proved unique by Wilson, and
explicit constructions have been made, so that
consistency is assured at the level of all Feynman
graphs. Whether a satisfactory definition beyond
perturbation theory exists remains to be determined.

It is convenient to arrange that the renormalized
coupling is dimensionless in the regulated theory.
This is done by changing the normalization of � with
the aid of an extra parameter, the unit of mass �:

�0 ¼ �2� �þ counter-termsð Þ ½15�

with � and � being held fixed when ��! 0. (Thus,
the basic interaction in eqn [13] is changed to
���2��4=4!.) Then for the one-loop graph of eqn [2],
dimensionally regularized Feynman parameter meth-
ods give

�i�2Iðp; m; �Þ ¼ i�2

32�2
ð4�Þ��ð�Þ

�
Z 1

0

dx
m2 � p2xð1� xÞ � i0

�2

� ���
½16�

A natural renormalization procedure is to subtract
the pole at �= 0, but it is convenient to accompany
this with other factors to remove some universally
occurring finite terms. So MS renormalization
(‘‘modified minimal subtraction’’) is defined by
using the counter-term

�iAð�Þ�2 ¼ �i
�2S�

32�2�
½17�

where S� =def(4� e��E )�, with �E = 0.5772 . . . being the
Euler constant. This gives a renormalized integral (at
�= 0)

� i�2

32�2

Z 1

0

dx ln
m2 � p2xð1� xÞ

�2

� �
½18�

which can be evaluated easily. A particularly simple
result is obtained at m = 0:

i�2

32�2
� ln
�p2

�2
þ 2

� �
½19�

This formula symptomizes important and very
useful algorithmic simplifications in the higher-
order massless calculations common in QCD.

The MS scheme amounts to a de facto standard
for QCD. At higher orders a factor of S�

L is used in
the counter-terms, with L being the number of
loops.

Coordinate Space

Quantum fields are written as if they are functions
of x, but they are in fact distributions or generalized
functions, with quantum-mechanical operator
values. This indicates that using products of fields
is dangerous and in need of careful definition. The
relation with ordinary distribution theory is simplest
in the coordinate-space version of Feynman graphs.
Indeed in the 1950s, Bogoliubov and Shirkov
formulated renormalization as a problem of
defining products of the singular numeric-valued
distributions in coordinate-space Feynman graphs;
theirs was perhaps the best treatment of renormali-
zation in that era.
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For example, the coordinate-space version of
eqn [5] is

��2 lim
a!0

Z
d4x d4y f ðx; yÞ

� 1
2

~Sðx� y; m; aÞ2 þ iAðaÞ�ð4Þðx� yÞ
h i

½20�

where x and y are the coordinates for the interaction
vertices, f (x, y) is the product of external-line free
propagators, and ~S(x� y; m, a) is the coordinate-
space free propagator, which at a = 0 has a
singularity

1

4�2½�ðx� yÞ2 þ i0�
½21�

as (x� y)2! 0. We see in eqn [20] a version of the
Hadamard finite part of a divergent integral, and
renormalization theory generalizes this to particular
kinds of arbitrarily high-dimension integrals. The
physical realization and justification of the use of
the finite-part procedure is in terms of renormaliza-
tion of parameters in the Lagrangian; this also gives
the procedure a significance that goes beyond the
integrals themselves and involves the full nonpertur-
bative formulation of QFT.

General Counter-Term Formulation

We have written L as a basic Lagrangian density
plus counter-terms, and have seen in an example
how to cancel divergences at one-loop order. In this
section, we will see how the procedure works to all
orders. The central mathematical tool is Bogoliubov’s
R-operation. Here the counter-terms are expanded
as a sum of terms, one for each basic one-particle
irreducible (1PI) graph with a non-negative degree
of divergence. To each basic graph for a Green
function is added a set of counter-term graphs
associated with divergences for subgraphs. The
central theorem of renormalization is that this
procedure does in fact remove all the UV diver-
gences, with the form of the counter-terms being
determined by the simple computation of the degree
of divergence for 1PI graphs.

To see the essential difficulty to be solved, consider
a two-loop graph like the first one in Figure 3. Its
divergence is not a polynomial in external momenta,
and is therefore not canceled by an allowed counter-
term. This is shown by differentiation with respect to

external momenta, which does not produce a finite
result because of the divergent one-loop subgraph.
But for consistency of the theory, the one-loop
counter-terms already computed must be themselves
put into loop graphs. Among others, this gives the
second graph of Figure 3, where the cross denotes
that a counter-term contribution is used. The
contribution used here is actually 2/3 of the total
one-loop counter-term, for reasons of symmetry
factors that are not fully evident at first sight. The
remainder of the one-loop coupling renormalization
cancels a subdivergence in another two-loop graph.
It is readily shown that the divergence of the sum of
the first two graphs in Figure 3 is momentum
independent, and thus can be canceled by a vertex
counter-term.

This method is fully general, and is formalized in
the Bogoliubov R-operation, which gives a recursive
specification of the renormalized value R(G) of a
graph G:

RðGÞ ¼def
Gþ

X
f�1;...;�ng

Gj�i!Cð�iÞ ½22�

The sum is over all sets of nonintersecting 1PI
subgraphs of G, and the notation Gj�i!C(�i)

denotes
G with all the subgraphs �i replaced by associated
counter-terms C(�i). The counter-term C(�) of a 1PI
graph � has the form

Cð�Þ ¼def � T � þ counter-termsð
for subdivergencesÞ ½23�

Here T is an operation that extracts the divergent
part of its argument and whose precise definition
gives the renormalization scheme. For example, in
minimal subtraction we define

Tð�Þ ¼ pole part at � ¼ 0 of � ½24�

We formalize the term inside parentheses in eqn
[23] as

�Rð�Þ ¼def
� þ counterterms for subdivergences

¼ � þ
X

f�1;...;�ng

0
Gj�i!Cð�iÞ ½25�

where the prime on the
P0 denotes that we sum over

all sets of nonintersecting 1PI subgraphs except for
the case that there is a single �i equal to the whole
graph (i.e., the term with n = 1 and �1 = � is
omitted).

Note that, for the MS scheme, we define the T
operation to be applied to a factor of constant
dimension obtained by taking the appropriate power
of �� outside of the pole-part operation. Moreover,
it is not a strict pole-part operation; instead each

2A B+ +

Figure 3 A two-loop graph and its counter-terms. The label B

indicates that it is the two-loop overall counter-term for this graph.
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pole is to be multiplied by S�
L, where L is the

number of loops, and S� is defined after eqn [17].
Equations [22]–[25] give a recursive construction

of the renormalization of an arbitrary graph. The
recursion starts on one-loop graphs, since they have
no subdivergences, that is, C(�) =�T(�) for a one-
loop 1PI graph.

Each counter-term C(�) is implemented as a
contribution to the counter-term Lagrangian. The
Feynman rules ensure that once C(�) has been
computed, it appears as a vertex in bigger graphs
in such a way as to give exactly the counter-terms
for subdivergences used in the R-operation. It has
been proved that the R-operation does in fact give
finite results for Feynman graphs, and that basic
power counting in exactly the same fashion as at
one-loop determines the relevant operators.

In early treatments of renormalization, a problem
was caused by graphs like Figure 4. This graph has
three divergent subgraphs which overlap, rather
than being nested. Within the R-operation approach,
such cases are no harder to deal with than merely
nested divergences.

The recursive specification of R-operation can be
converted to a nonrecursive formulation by the
forest formula of Zavyalov and Stepanov, later
rediscovered by Zimmerman. It is normally the
recursive formulation that is suited to all-orders
proofs.

Whether these results, proved to all orders of
perturbation theory, genuinely extend to the com-
plete theory is not so easy to answer, certainly in a
realistic four-dimensional QFT. One illuminating
case is of a nonrelativistic quantum mechanics
model with a delta-function potential in a two-
dimensional space. Renormalization can be applied
just as in field theory, but the model can also be
treated exactly, and it has been shown that the
results agree with perturbation theory.

Perturbation series in relativistic QFTs can at best
be expected to be asymptotic, not convergent. So
instead of a radius of convergence, we should talk
about a region of applicability of a weak-coupling
expansion. In a direct calculation of counter-terms,
etc., the radius of applicability shrinks to zero as the
regulator is removed. However, we can deduce the
expansion for a renormalized quantity, whose
expansion is expected to have a nonzero range of
applicability. We can therefore appeal to the
uniqueness of power series expansions to allow the
Figure 4 Graph with overlapping divergent subgraphs.
calculation, at intermediate stages, to use bare
quantities that are divergent as the regulator is
removed.
Renormalizability, Non-Renormalizability,
and Super-Renormalizability

The basic power-counting method shows that if a
theory with conventional fields (at n = 4) has only
operators of dimension 4 or less in its L, then the
necessary counter-term operators are also of dimen-
sion 4 or less. So if we start with a Lagrangian with
all possible such operators, given the field content,
then the theory is renormalizable. This is not the
whole story, as we will see in the discussion of gauge
theories.

If we start with a Lagrangian containing operators
of dimension higher than 4, then renormalization
requires operators of ever higher dimension as
counter-terms when one goes to higher orders in
perturbation theory. Therefore, such a theory is said
to be perturbatively non-renormalizable. Some very
powerful methods of cancelation or some nonper-
turbative effects are needed to evade this result.

In the case of dimension-4 interactions, there is
only a finite set of operators given the set of basic
fields, but divergences occur at arbitrarily high
orders in perturbation theory. If, instead, all the
operators have at most dimension 3, then only a
finite number of graphs need counter-terms. Such
theories are called super-renormalizable. The diver-
gent graphs also occur as subgraphs inside bigger
graphs, of course. There is only one such theory in a
four-dimensional spacetime: �3 theory, which suf-
fers from an energy density that is unbounded from
below, so it is not physical. In lower spacetime
dimension, where the requirements on operator
dimension are different, there are many more
known super-renormalizable theories, some with a
very rigorous proof of existence.

All the above characterizations rely primarily on
perturbative analysis, so they are subject to being
not quite accurate in an exact theory, but they form
a guide to the relevant issues.
Renormalization and Symmetries:
Gauge Theories

In most physical applications, we are interested in
QFTs whose Lagrangian is restricted to obey certain
symmetry requirements. Are these symmetries pre-
served by renormalization? That is, is the Lagran-
gian with all necessary counter-terms still invariant
under the symmetry?
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We first discuss nonchiral symmetries; these are
symmetries in which the left-handed and right-
handed parts of Dirac fields transform identically.

For Poincaré invariance and simple global internal
symmetries, it is simplest to use a regulator, like
dimensional regularization, which respects the sym-
metries. Then it is easily shown that the symmetries
are preserved under renormalization. This holds
even if the internal symmetries are spontaneously
broken (as happens with a ‘‘wrong-sign mass term,’’
e.g., negative m2 in eqn [1]).

The case of local gauge symmetries is harder. But
their preservation is more important, because gauge
theories contain vector fields which, without a gauge
symmetry, generally give unphysical features to the
theory. For perturbation theory, BRST quantization
is usually used, in which, instead of gauge symme-
try, there is a BRST supersymmetry. This is
manifested at the Green function level by Slavnov–
Taylor identities that are more complicated, in
general, than the Ward identities for simple global
symmetries and for abelian local symmetries.

Dimensional regularization preserves these
symmetries and the Slavnov–Taylor identities. More-
over, the R-operation still produces finite results with
local counter-terms, but cancelations and relations
occur between divergences for different graphs in
order to preserve the symmetry. A simple example is
QED, which has an abelian U(1) gauge symmetry, and
whose gauge-invariant Lagrangian is

L ¼ � 1
4 @�A

ð0Þ
	 � @	Að0Þ�

� �2

þ � 0 i��@� � e0Að0Þ� �m0

� �
 0 ½26�

At the level of individual divergent 1PI graphs,
we get counter-terms proportional to A�

2 and to
(A�

2)2, operators not present in the gauge-invariant
Lagrangian. The Ward identities and Slavnov–Taylor
identities show that these counter-terms cancel when
they are summed over all graphs at a given order of
renormalized perturbation theory. Moreover, the
renormalization of coupling and the gauge field are
inverse, so that e0A(0)

� equals the corresponding
object with renormalized quantities, ��eA�. Natu-
rally, sums of contributions to a counter-term in
L can only be quantified with use of a regulator.

In nonabelian theories, the gauge-invariance proper-
ties are not just the absence of certain terms in L but
quantitative relations between the coefficients of terms
with different numbers of fields. Even so, the argument
with Slavnov–Taylor identities generalizes appropri-
ately and proves renormalizability of QCD, for
example. But note that the relation concerning the
product of the coupling and the gauge field does not
generally hold; the form of the gauge transformation is
itself renormalized, in a certain sense.
Anomalies

Chiral symmetries, as in the weak-interaction part of
the gauge symmetry of the standard model, are
much harder to deal with. Chiral symmetries are
ones for which the left-handed and right-handed
components of Dirac field transform independently
under different components of the symmetry group,
local or global as the case may be. Occasionally,
some or other of the left-handed or right-handed
components may not even be present.

In general, chiral symmetries are not preserved by
regularization, at least not without some other
pathology. At best one can adjust the finite parts of
counter-terms such that in the limit of the removal of
the regulator, the Ward or Slavnov–Taylor identities
hold. But in general, this cannot be done consistently,
and the theory is said to suffer from an anomaly. In
the case of chiral gauge theories, the presence of an
anomaly prevents the (candidate) theory from being
valid. A dramatic and nontrivial result (Adler–
Bardeen theorem and some nontrivial generaliza-
tions) is that if chiral anomalies cancel at the
one-loop level, then they cancel at all orders.

Similar results, but more difficult ones, hold for
supersymmetries.

The anomaly cancelation conditions in the standard
model lead to constraints that relate the lepton content
to the quark content in each generation. For example,
given the existence of the b quark, and the 
 and 	

leptons (of masses around 4.5 GeV, 1.8 GeV, and zero
respectively), it was strongly predicted on the grounds
of anomaly cancelation that there must be a t quark
partner of the b to complete the third generation of
quark doublets. This prediction was much later
vindicated by the discovery of the much heavier top
quark with mt ’ 175 GeV.
Renormalization Schemes

A precise definition of the counter-terms entails
a specification of the renormalization prescription
(or scheme), so that the finite parts of the counter-
terms are determined. This apparently induces extra
arbitrariness in the results. However, in the �4

Lagrangian (for example), there are really only two
independent parameters. (A scaling of the field does
not affect any observables, so we do not count Z as
a parameter here.) Thus, at fixed regulator para-
meter a or �, renormalization actually just gives a
reparametrization of a two-parameter collection of
theories. A renormalization prescription gives the
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change of variables between bare and renormalized
parameters, a rather singular transformation when
the regulator is removed. If we have two different
prescriptions, we can deduce a transformation
between the renormalized parameters in the two
schemes. The renormalized mass and coupling m1

and �1 in one scheme can be obtained as functions
of their values m2 and �2 in the other scheme, with
the bare parameters, and hence the physics, being
the same in both schemes. Since these are renorma-
lized parameters, the removal of the regulator leaves
the transformation well behaved.

Generalization to all renormalizable theories is
immediate.
Renormalization Group and Applications
and Generalizations

One part of the choice of renormalization scheme is
that of a scale parameter such as the unit of mass � of
the MS scheme. The physical predictions of the theory
are invariant if a change of � is accompanied by a
suitable change of the renormalized parameters, now
considered as �-dependent parameters �(�) and m(�).
These are called the effective, or running, coupling and
mass. The transformation of the parametrization of
the theory is called an RG transformation.

The bare coupling and mass �0 and m0 are RG
invariant, and this can be used to obtain equations
for the RG evolution of the effective parameters
from the perturbatively computed counter-terms.
For example, in �4 theory, we have (in the
renormalized theory after removal of the regulator)

d�

d ln�2
¼ �ð�Þ ½27�

with �(�) = 3�2=(16�2)þO(�3). As exemplified in
eqns. [18] and [19], Feynman diagrams depend
logarithmically on �. By choosing � to be comparable
to the physical external momentum scale, we remove
possible large logarithms in this and higher orders.
Thus, provided that the effective coupling at this scale
is weak, we get an effective perturbation expansion.

This is a basic technique for exploiting perturba-
tion theory in QCD, for the strong interactions,
where the interactions are not automatically weak.
In this theory the RG � function is negative so that
the coupling decreases to zero as �!1; this is the
asymptotic freedom of QCD.

A closely related method is that associated with
the Callan–Symanzik equation, which is a formula-
tion of a Ward identity for anomalously broken
scale invariance. However, RG methods are the
actually used ones, normally, even if sometimes an
RG equation is incorrectly labeled as a Callan–
Symanzik equation.

The elementary use of the RG is not sufficient for
most interesting processes, which involve a set of
widely different scales. Then more powerful theo-
rems come into play. Typical are the factorization
theorems of QCD (see Quantum Chromodynamics).
These express differential cross sections for certain
important reactions as a product of quantities that
involve a single scale:

d�¼C Q; �; �ð�Þð Þ � f m; �; �ð�Þð Þ
þ small correction ½28�

The product is typically a matrix or a convolution
product. The factors obey nontrivial RG equations,
and these enable different values of � to be used in
the different factors. Predictions arise because some
factors and the kernels of the RG equation are
perturbatively calculable, with a weak effective
coupling. Other factors, such as f in eqn [28], are
not perturbative. These are quantities with names
like ‘‘parton distribution functions,’’ and they are
universal between many different processes. Thus,
the nonperturbative functions can be measured in a
limited set of reactions and used to predict cross
sections for many other reactions with the aid of
calculations of the perturbative factors.

Ultimately, this whole area depends on physical
phenomena associated with renormalization.
Concluding Remarks

The actual ability to remove the divergences in
certain QFTs to produce consistent, finite, and
nontrivial theories is a quite dramatic result. More-
over, associated with the integrals that give the
divergences is behavior of the kind that is analyzed
with RG methods and generalizations. So the
properties of QFTs associated with renormalization
get tightly coupled to many interesting consequences
of the theories, most notably in QCD.

QFTs are actually very abstruse and difficult
theories; only certain aspects currently lend them-
selves to practical calculations. So the reader should
not assume that all aspects of their rigorous
mathematical treatment are perfect. Experience,
both within the theories and in their comparison
with experiment, indicates, nevertheless, that we
have a good approximation to the truth.

When one examines the mathematics associated
with the R-operation and its generalizations with
factorization theorems, there are clearly present
some interesting mathematical structures that are
not yet formulated in their most general terms. Some
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indications of this can be seen in the work by
Connes and Kreimer (see Hopf Algebra Structure of
Renormalizable Quantum Field Theory), where it is
seen that renormalization is associated with a Hopf
algebra structure for Feynman graphs.

With such a deep subject, it is not surprising that
it lends itself to other approaches, notably the
Connes–Kreimer one and the Wilsonian one (see
Exact Renormalization Group). Readers new to the
subject should not be surprised if it is difficult to get
a fully unified view of these different approaches.
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Renormalization Group
and Condensed Matter

Statistical mechanical systems at critical points
exhibit scaling laws of order parameters, susceptibi-
lities, and other observables. The exponents of these
laws are universal, that is, independent of most
details of the system. For example, the liquid–gas
transition for real gases has the same exponents as
the magnetization transition in the three-dimensional
Ising model.

The renormalization group (RG) was developed
by Kadanoff, Wilson, and Wegner, to understand
these critical phenomena (Domb and Green 1976).
The central idea is that the system becomes scale
invariant at the critical point, which makes it
natural to average over degrees of freedom on
increasing length scales successively in the



calculation of the partition function. This leads to a
map between effective interactions associated to
different length scales. Thus, the focus shifts from
the analysis of a single interaction to that of a flow
on a space of interactions. This space is in general
much larger than the original formulation of the
model would suggest: the description of long-
distance or low-energy properties may be in terms
of variables that were not even present in the
original formulation of the system. Phenomeno-
logically, this corresponds to the emergence of
collective degrees of freedom.

Condensed matter theory is itself already an
effective theory, and its ‘‘microscopic’’ formulation
gets inputs from the underlying theories, which
determine in particular the statistics of the particles
and their interactions at the scale of atomic energies.
At much lower-energy scales, which are relevant for
low-temperature phenomena in condensed matter,
collective excitations of different, sometimes exotic,
statistics may emerge, but the starting point is given
naturally in terms of fermionic and bosonic parti-
cles. For this reason, the discussion given below will
be split in these two cases.

A major difference between high-energy and
condensed matter systems is that the latter have a
well-defined Hamiltonian which can be used to
define the finite-volume ensembles of quantum
statistical mechanics and which determines the time
evolution, as well as various analyticity properties.

The relevant spatial dimensions in condensed
matter are d � 3, but some results in higher
dimensions relevant for the development of the
method will also be discussed below. The cases
d = 1 and d = 2 have always been of mathematical
interest but in recent years have become important
for the theory of new materials.

Some interesting topics cannot be covered here
due to space restrictions, notably the application of
renormalization methods to membrane theory (see
Wiese (2001)) and renormalization methods for
operators (see Bach et al. (1998)).

The Renormalization Group

In this section we briefly describe the setup of two
important versions of the RG, namely the block spin
RG and the RG based on scale decompositions of
singular covariances.

Block spin RG

Let � be a finite lattice, for example, a finite subset
of Zd. For the following, it is convenient to take �
to be a cube of side-length LK for L > 1 and some

large K. Let T be a set and �� = {� : �!T } be the
set of spin configurations. Common examples for
the target space T are T = {�1, 1} for the Ising
model, T = SN�1 for the O(N) model, and T = Rn

for unbounded spins. Let S� : ��!R,� 7! S�(�) be
an interaction and

Zð�; S�Þ ¼
Z Y

x2�

d�ðxÞe�S�ð�Þ ½1�

In the unbounded case, S� is assumed to grow
sufficiently fast for j�j!1, so that Z exists; for the
case of a finite set T, the integral is replaced by a
sum. Denote the corresponding Boltzmann factor by
�(�, S�),

�ð�; S�Þð�Þ ¼
1

Zð�; S�Þ
e�S�ð�Þ ½2�

The block spin transformation consists of an
integration step and a rescaling step. Divide the
lattice into cubic blocks of side-length L and define
a new lattice �0 by associating one lattice site of the
new lattice to each L-block of the old lattice. For
any �0 : �0 !T, let

�0ð�0Þ ¼
Z Y

x2�

d�ðxÞPð�0; �Þe�S�ð�Þ ½3�

where P(�0,�) � 0 and
R Q

x02�0d�
0(x0)P(�0,�) = 1

for all �, so that �0 remains a probability distribu-
tion. Since �0 is positive, one defines

S0�0 ð�0Þ ¼ � log �0ð�0Þ ½4�

By construction, the partition function is invariant:
Z(�0, S0�0) = Z(�, S�). The new lattice �0 has spacing L;
now rescale to make it a unit lattice. This completes
the RG step in finite volume.

In an algorithmic sense, the ‘‘blocking rule’’
P(�0,�) can be viewed as a transition probability of
a configuration � to a configuration �0. P may be
deterministic, that is, simply fix �0 as a function
of �. From the intuition of averaging over local
fluctuations, �0 is often taken to be some average of
�(x) at x in a block around x0, hence the name.

Obviously, the thus defined RG transformation
often cannot be iterated arbitrarily, since in every
application, the number of points of the lattice shrinks
by a factor Ld, so that after K iterations, a lattice with
only a single point is left over. It is necessary to take the
infinite-volume limit L!1 to obtain a map that
operates from a space to itself. However, [4] can
become problematic in that limit: Gibbs measures �
can map to measures �0 whose large-deviation proper-
ties differ from those of Gibbs measures. The discus-
sion of this problem and its solution is reviewed in
Bricmont and Kupiainen (2001). The problem can be
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solved in different ways, relaxing conditions on Gibbs
measures or, in the Ising model, changing the descrip-
tion from the spins to the contours. The crucial point is
that the difficulties arise only because [4] is applied
globally, that is, to every �0. The set of bad �0 has very
small probability.

Block spin methods have been used in mathema-
tical construction of quantum field theories, for
example, in the work of Gawedzki and Kupiainen
(1985) and Balaban (1988) (see the subsection
‘‘Field theory and statistical mechanics’’). The
above-mentioned problem was avoided there by
not taking a logarithm in the so-called large-field
region (which has very small probability).

Scale Decomposition RG

The generating functionals of quantum field theory
and quantum statistical mechanics can be cast into
the form

ZðC;V; �Þ¼
Z

d�Cð�0Þ e�Vð�0þ�Þ ½5�

Here d�C denotes the Gaussian measure with covar-
iance C, and V is the two-body interaction between the
particles. The field variables are real or complex for
bosons and Grassmann-valued for fermions. Differ-
entiating log Z with respect to the external field �
generates the connected amputated correlation func-
tions. The covariance determines the free propagation
of particles; the interaction their collisions.

In most cases, such functional integrals are a priori
ill-defined, even if V is small (and bounded from
below) because the covariance C is singular. That is,
the integral kernel C(X, X0) of the operator C either
diverges as jx� x0j! 0 (ultraviolet (UV) problem) or
C(X, X0) has a slow decay as jx� x0j!1 (infrared
(IR) problem). In our notational convention, X may,
in addition to the configuration variable x, also
contain discrete indices of the fields, such as a spin or
color index. The dependence of C on x and x0 is
assumed to be of the form x� x0. A typical example
is the massless Gaussian field in d dimensions, where
C is the inverse Fourier transform of Ĉ(k) = 1=k2,
k 2 Rd, which has both a UV and an IR problem, or
its lattice analog,

D̂ðkÞ ¼ 2

a2

Xd

i¼1

ð1� cosðakiÞ
 !�1

with a the lattice constant, which has only an IR
problem. A typical interaction is of the type

Vð�Þ ¼
Z

dX dY ��ðXÞ�ðXÞvðX;YÞ ��ðYÞ�ðYÞ ½6�

Again, we assume that the potential v depends on x
and y only via x� y, so that translation invariance
holds. In both UV and IR cases, naive perturbation
theory fails even as a formal power series. That is,
writing V =�V0, with a coupling constant � which is
treated as a formal expansion parameter, the singu-
larity of C leads to termwise divergences in the series.
The theory is called perturbatively renormalizable if
all divergences can be removed by posing counter-
terms of certain types, which are fixed by physically
sensible renormalization conditions. Identifying the
UV renormalizable theories was a breakthrough in
high-energy physics. The IR renormalization problem
is different, and in some respects harder, because
there is almost no freedom to put counter-terms: the
microscopic model is given from the start. This will
be discussed in more detail below for an example.

A much more ambitious, and largely open, project
is to do this renormalization nonperturbatively, that
is, to treat � as a real (typically, small) parameter.
Some results will be discussed below.

The RG is set up by a scale decomposition
C =

P
j Cj. In the example of the massless Gaussian

field, one would take each Ĉj to be a C1 function
supported in the region {k 2 Rd : Mj � k2 �Mjþ1},
where M > 1 is a fixed constant, and the summation
over j runs over Z.

The scale decomposition of C leads to a represen-
tation of [5] by an iteration of Gaussian convolution
integrals with covariances Cj, hence a sequence of
effective interactions Vj, defined recursively by

e�Vjð�Þ ¼
Z

d�Cjþ1
ð�0Þ e�Vjþ1ð�0þ�Þ; V0 ¼ V ½7�

For a singular covariance, the scale decomposition is
an infinite sum. A formal object like [5] is now
regularized by starting with a finite sum, that is,
imposing a UV and IR cutoff, which is mathemati-
cally well defined, and then taking limits of the thus
defined objects. Again, in condensed matter applica-
tions, imposing an IR cutoff is an operation that
needs to be justified, for example, by showing that
taking the limit as the cutoff is removed commutes
with the infinite-volume limit.

Note that the RG map, which is the iteration
Vj 7!Vj�1, goes to lower and lower j, corresponding
to longer and longer length scales. The convention
that the iteration starts at some fixed j, for example,
j = 0, is appropriate for IR problems. In UV
problems, the iteration would start at some large
JUV, which defines a UV cutoff and is taken to
infinity, to remove the cutoff, at the end.

A variant using a continuous scale decomposition,
C =

R
ds _Cs, originally due to Wegner and Houghton,

became very popular after Polchinski (1984) used it
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to give a short argument for perturbative renorma-
lizability. Polchinski’s equation, the analog of the
recursion [7], reads

@V

@s
¼ �1

2
eV� _Cs

e�V ¼ 1

2
� _Cs

V � 1

2

�V

��
; _Cs

�V

��

� �
½8�

Here

�C ¼
�

��
;C

�

��

� �
denotes the Laplacian in field space associated to the
covariance C. Polchinski’s argument has been devel-
oped into a mathematical tool that applies to many
models. For an introduction to perturbative renor-
malization using this method, see Salmhofer (1998).
Equations of the type [8] have also been very useful
beyond perturbation theory: much work has been
done based on the beautiful representation of Mayer
expansions found in Brydges and Kennedy (1987)
using RG equations.

Mathematical Structure and Difficulties

The RG flow is thus, depending on the implementa-
tion, either a sequence or a continuous flow of
interactions. Setting up this flow in mathematical
terms is not easy and indeed part of the mathema-
tical RG analysis is to find a suitable space of
interactions that is left invariant by the successive
convolutions, and then to control the RG iteration.
A serious problem is the proliferation of interac-
tions: already a single application of the RG
transformation [7] maps a simple interaction, such
as [6], to a nonlocal functional of the fields,

Vjð�Þ ¼
X
m�0

Z
dX1 � � � dXm

� vðjÞm ðX1; . . . ;XmÞ�ðX1Þ � � ��ðXmÞ ½9�

Already for perturbative renormalization, one needs
to extract local terms, calculate their flow more
explicitly, and control the power counting of the
remainder. The convergence of the series is not an
issue in formal perturbation theory because in every
finite order r in �, the sum over m is finite.

For nonperturbative renormalization, however,
the problem is much more serious. For bosonic
systems, the expansion in powers of the fields in
[9] is divergent, and one needs a split into small-
field and large-field regions and cluster expansions
to obtain a well-defined sequence of effective
actions (Gawedzki and Kupiainen 1985, Feldman
et al. 1987, Rivassean 1993). That is, the local
parts are extracted and treated explicitly only in
the small-field region, and this is combined with

estimates on the rareness of large-field regions
using cluster expansions. For fermions, the expan-
sion in powers of the fields can be proved to
converge for regular, summable covariances, which
leads to substantial technical simplifications.

The spatial proliferation of interactions is absent
only in certain one-dimensional and in specially
constructed higher-dimensional models, the so-
called ‘‘hierarchical models.’’ In these models, the
search for an RG fixed point is still a nonlinear
fixed-point problem, whose treatment leads to
interesting mathematical results.

This article will be restricted to the mathema-
tical use of the RG both in perturbative and
nonperturbative quantum field theory of con-
densed matter systems. Many nonrigorous but
very interesting applications have also come out
of this method, showing that it also works well in
practice, but they will not be reviewed here. Before
discussing condensed matter systems, the pioneer-
ing works done on the mathematical RG, which
were largely motivated by high-energy physics,
will be reviewed briefly, as they laid the founda-
tion of much of the technique used later in the
condensed matter case.

Field Theory and Statistical Mechanics

Because of the close connection between quantum
field theory and statistical mechanics given by
formulas of the Feynman–Kac type, a significant
amount of work on the mathematical RG focused
on models of classical statistical mechanics in
connection with field theories and gauge theories.
Here we mention some of the pioneering results in
that field.

The scale decomposition method was developed
in a mathematical form and applied to perturbative
UV renormalization of scalar field theories, as well
as nonperturbative analysis of some models, by
Gallavotti and Nicolò (Gallavotti 1985).

Infrared �4 theory in four dimensions was
constructed using block spin methods (Gawedzki
and Kupiainen 1985) and scale decomposition RG
(Feldman et al. 1987). An essential feature of the �4

4

model is its IR asymptotic freedom, meaning that
the local part of the effective quartic interaction
tends to zero in the IR limit.

Block spin methods were used by Balaban (1988)
to construct gauge theories in three and four
dimensions. For gauge theories, the block spin RG
has the major advantage that it allows to define a
gauge-invariant RG flow. The scale decomposition
violates gauge invariance, which creates substantial
technical problems (Rivasseau 1993).
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Condensed Matter: Fermions

Starting with the seminal work of Feldman and
Trubowitz (1990, 1991) and Benfatto and
Gallavotti (1995), this field has become one of the
most successful applications of the mathematical
RG. We use this example to discuss the scale
decomposition method in a bit more detail.

We shall mainly focus on models in d � 2
dimensions (the case d = 1 is described in detail in
Benfatto and Gallavotti (1995)). The system is put
into a finite (very large) box � of side-length L. For
simplicity we take periodic boundary conditions.
The Hilbert space for spin-1/2 electrons is the
fermionic Fock space F =

L
n�0

Vn L2(�, C2). The
grand canonical ensemble in finite volume is given
by the density operator �= Z�1e��(H��N), with the
Hamiltonian H and the number operator N, in the
usual second quantized form. The parameter
�= T�1 is the inverse temperature and the chemical
potential � is an auxiliary parameter used to fix the
average particle number.

The grand canonical trace defining the ensemble
can be rewritten in functional-integral form. It takes
the form [5], but now d�C stands for a Grassmann
Gaussian ‘‘measure,’’ which is really only a linear
functional (for definitions, see, e.g., Salmhofer
(1998, chapter 4 and appendix B)). A two-body
interaction corresponds to a quartic interaction
polynomial V, as in [6]. The covariance is (in the
infinite-volume limit L!1)

Cð�;xÞ ¼ 1

�

X
!2MF

Z
dk

ð2	Þd
eiðk�x�!�ÞĈð!; kÞ

Ĉð!; kÞ ¼ 1

i!� eðkÞ

½10�

where � 2 (0,�] is a Euclidian time variable and k
is the spatial momentum. The summation over !
runs over the set of fermionic Matsubara frequen-
cies MF = 	T(2Zþ 1). The function e(k) = "(k)� �,
where "(k) is the band function given by the single-
particle term in the Hamiltonian. For a lattice
system, k 2 Bd, the momentum space torus (e.g.,
for the lattice Zd,Bd = Rd=2	Zd); for a continuous
system, k 2 Rd, hence there is a spatial UV
problem. Electrons in a crystal have a natural
spatial UV cutoff (see Salmhofer (1998, chapter 4)
for a discussion) so we assume in the following
that there is either a UV cutoff or that the system is
on a lattice. A nonperturbative definition of the
functional integral involves a limit from discrete
times (by the Trotter product formula); see, for
example, Salmhofer (1998) or Feldman et al.
(2003, 2004).

Perturbative Renormalization

Renormalization of the Fermi surface at zero
temperature In the limit T! 0, the Matsubara
frequency ! becomes a real variable, hence the
propagator has a singularity at != 0 and k 2 S,
where S = {k : e(k) = 0}, a codimension-1 subset of
Bd, is the Fermi surface. The existence of a Fermi
surface which does not degenerate to a point is a
characteristic feature of systems showing metallic
behavior.

The singularity implies that Ĉ 62 Lp(R � Bd) for
any p � 2. Because terms of the typeZ

d!

Z
dkFð!; kÞĈð!; kÞ

�
Yp�1

i¼1

Tið!; kÞĈð!; kÞ
� �

½11�

appear for all p � 1 in the formal perturbation
expansion, with functions Ti and F that do not
vanish on the singularity set of C, the perturbation
expansion for observables is termwise divergent.
The deeper reason for these problems is that the
interaction shifts the Fermi surface so that the true
propagator has a singularity of the form
G(!, k) = (i!� e(k)� 
(!, k))�1. If the self-energy 

is a sufficiently regular function, G has the same
integrability properties as C, but the singularity of G
is on the set ~S = {k : e(k)þ 
(0, k) = 0} (the singular-
ity in ! remains at != 0).

Let 1 =
P

j�0 �j(!, k) be a C1 partition of unity
such that

for j < 0 supp �j � fð!; kÞ : �0Mj�2

� ji!� eðkÞj � �0Mjg ½12�

where M > 1 and �0 is a fixed constant (an energy
scale determined by the global properties of the
function e; see Salmhofer (1998, chapter 4)). The
corresponding covariances Ĉj = Ĉ�j

have the prop-
erties that for j < 0, kĈjk1 � const.Mj and kĈjk1 �
const.M�j. Using these bounds and expanding
v(j)

m =
P

r�1 v(j)
m, r�

r, one can derive estimates for the
coefficient functions v(j)

m, r.
Of course, the scale decomposition by itself does

not solve the problem of the moving singularity. It
only allows us to pinpoint the problematic terms in
the expansion. To construct the self-energy 
, as
well as all higher Green functions, a two-step
method is used (Feldman and Trubowitz 1990,
1991, Feldman et al. 1996, 2000). First, a counter-
term function K which modifies e is introduced, so
that all two-point insertions Ti get subtracted on
the Fermi surface, hence replaced by ~Ti(!, k) =
Ti(!, k)� Ti(0, k0), with k0 obtained from k by a
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projection to the Fermi surface (Feldman and
Trubouitz 1990, 1991). Consequently, the ~Ti vanish
linearly on the Fermi surface, so that the integral over
k in [11] converges. The effect of the counter-term
function K can be described less technically: it fixes
the Fermi surface to be S, the zero set of e. Thus, K
forces S to be the Fermi surface of the interacting
system. To achieve this, K must be chosen a function
of e, k, and �V. In contrast to the situation for
covariances with point singularities, the function K
will, for a nontrivial Fermi surface, be very different
from the original e. It can, however, be constructed to
all orders in perturbation theory for a large class of
Fermi surfaces. More precisely, one can prove: if e 2
C2(Bd, R), v̂ 2 C2(Bd, R), and the Fermi surface S
contains no points k with re(k) = 0 and no flat sides,
then K =

P
r �

rKr exists as a formal power series in �
and the map e 7! eþ K is locally injective on this set
of e’s (Feldman et al. 1996, 2000). With this counter-
term, the order-r m-point functions on scale j satisfy
the bounds

v̂ðjÞm;r

��� ���
1
� wm;rM

ð4�mÞj=2jjjr

and

v̂ðjÞm;r

��� ���
1
� ~wm;r ½13�

with constants wm, r and ~wm, r. Here v̂(j)
m, r is the

Fourier transform of v(j)
m, r (see [9], with the momen-

tum conservation delta function from translation
invariance removed.

Equation [13] implies that in the RG sense, the
two-point function is relevant, the four-point func-
tion is marginal, and all higher m-point functions
are irrelevant.

In one dimension, the Fermi ‘‘surface’’ reduces to
two points which are related by a symmetry, so the
counter-term function K is just a constant, that is, an
adjustment of the chemical potential �, which is
justified because � is only an auxiliary parameter
used to fix the average value of the particle number.
The counter-term function is a constant also in
higher dimensions in the special case e(k) = k2 � �:
there, rotational symmetry implies that K can be
chosen independent of k (if v is also rotationally
symmetric). However, in the generic case of non-
spherical Fermi surfaces, K depends nontrivially
on k, and an inversion problem arises: adding the
counter-term changes the model. To obtain the
Green functions of a model with a given dispersion
relation and interaction (E, V), one needs to show
that given E in a suitable set, the equation

eðkÞ þ Kð�; e;VÞðkÞ ¼ EðkÞ ½14�

has a unique solution. If this is done, the procedure
for renormalization is as follows. For a model given
by dispersion relation and interaction (E, V), solve
[14], then add and subtract e in the kinetic term.
This automatically puts K = E� e as a counter-term,
and the expansion is now set up automatically with
the right counter-term. The function K describes
the shift from the Fermi surface of the free system (the
zero set of E) to that of the interacting system
(the zero set of e). Proving that K is sufficiently
regular and solving [14] is nontrivial. Uniqueness of
the solution follows from the above stated properties
of K as a function of e. Existence was shown for a
class of Fermi surfaces with strictly positive curva-
ture in Feldman et al. (1996, 2000), to every order
in perturbation theory. This implies a bijective
relation between the Fermi surfaces of the free and
the interacting model.

Positive temperature and the zero-limit temperature
One advantage of the functional-integral approach
is that the setup at positive temperatures is identical
to that at zero temperature, save for the discreteness
of the set MF at T > 0. Because 0 62MF, the
temperature effectively provides an IR cutoff, so
that all term-by-term divergences are regularized in
a natural way. However, renormalization is still
necessary because the temperature is a physical
parameter and unrenormalized expansions give
disastrous bounds for the behavior of observables
as functions of the temperature. Renormalization
carries over essentially unchanged (the counter-term
function is constructed slightly differently).

Because j!j � 	=� for all ! 2MF, [12] implies
supp �j = ; for j < �J�, where

J� ¼ logM

��0
	

½15�

Thus, the scale decomposition is now a finite sum
over 0 � j � �J�. This restriction is inessential for
the problem of renormalizing the Fermi surface, but
it puts a cutoff on the marginal growth of the four-
point function: [15] and [13] imply that

kv̂ðjÞm;rk1 � ~wm;r log
��0
	

� �r

½16�

If one can show that ~wm, r � ABr with constants A
and B, this implies that perturbation theory con-
verges for j�j log (��0=	) < B�1. Such a bound has
been shown using constructive methods (Disertori
and Rivasseau 2000, Feldman et al. 2003, 2004) (see
below). The logarithm of � is due to the Cooper
instability (see Feldman and Trubowitz (1990,
1991) and Salmhofer (1998, section 4.5)).
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The application of renormalization at positive
temperature also led to the solution of a longstanding
puzzle in solid-state physics, namely the (seeming)
discontinuity of the results of perturbation theory as a
function of the temperature claimed in the early
literature. When renormalization is done correctly,
there is no discontinuity in the temperature.

Nonperturbative Renormalization for Fermions

It is a remarkable feature of fermionic field theories
that for a covariance for which kĈk1 and kCk1 are
both finite, the effective action defined in [7] exists
and is analytic in the fields and in the original
interaction V, thanks to determinant bounds. For a
V as in [6], with �v weak and of short range, the
skeleton functions (where all relevant m-point
functions are projected back to their initial values
in the RG iteration) satisfy

kv̂ðjÞm k1 � const:kĈjk�ðm=2Þþ1
1 kCjk�1

1 ½17�

For the many-electron covariance [10], with a
positively curved Cd Fermi surface and with the
scale decomposition [12], kĈjk1 is of order Mj and
kCjk1 is of order M�j(dþ1)=2. The right-hand side of
[17] then contains M(dþ3�m)j=2, which agrees (up to
logarithms) with the perturbative power-counting
bounds [13] only for d = 1. In dimension d = 2, the
method has been refined by dividing the Fermi
surface into angular sectors. The corresponding
sectorized propagators have a better decay bound
kCjk1, but the trade-off is sector sums at every
vertex. Momentum conservation restricts these
sector sums sufficiently in two dimensions to allow
for good power-counting bounds. This has allowed
for the construction of an interesting class of
interacting fermionic models.

The major results obtained with the RG method
are as follows.

Luttinger liquid behavior at zero temperature was
proved for one-dimensional models with a repulsive
interaction (Benfatto and Gallavotti 1995).

Fermi liquid behavior in the region where
j�j log (��0)	 1 was proved for the two-
dimensional model with e(k) = k2 � 1, a local poten-
tial V, and a UV cutoff both on k and the Matsubara
frequencies ! in Disertori and Rivasseau (2000).

A two-dimensional model with a band function
e(k) that is nonsymmetric under k!�k and a
general short-range interaction was proved to be a
Fermi liquid at zero temperature (Feldman et al.
2003, 2004). Due to the asymmetry under k!�k,
the Cooper instability can be proved to be absent. In
Feldman et al. (2003, 2004), a counter-term func-
tion as in Feldman et al. (1996, 2000) was used. The

nonperturbative proof of the corresponding inver-
sion theorem remains open.

In d = 3, the proof of Fermi liquid behavior remains
an open problem, despite some partial results.

Condensed Matter: Bosons

Recent advances in quantum optice, in particular the
trapping of ultracold atoms, have led to the
experimental realization of Bose–Einstein condensa-
tion (BEC), which caused a surge of theoretical and
mathematical works. For bosons, the definition of
the ensembles is similar to, but more involved than
in, the fermionic case. On a formal level, the
functional-integral representation is analogous to
fermions, except that the fields are not Grassmann
fields but complex fields, and the covariance is given
by a sum as in [10], but now the summation over !
runs over the bosonic Matsubara frequencies
MB = 2	TZ. The existence of even the free partition
function in finite volume restricts the chemical
potential (for free particles, � < infk "(k) must
hold). Note that C is complex and Gaussian
measures with complex covariances exist in infinite
dimensions only under rather restricted conditions,
which are not satisfied by [10]. This is inessential for
perturbative studies, where everything can be
reduced to finite-dimensional integrals involving
the covariance, but a nonperturbative definition of
functional integrals for such systems requires again a
carefully regularized (e.g., discrete-time) definition
of the functional integral.

Bose–Einstein Condensation

The problem was treated to all orders in perturba-
tion theory at positive particle density � > 0 by
Benfatto (Benfatto and Gallavotti 1995). The initial
interaction is again quartic, "(k) = k2, and one
considers the problem at zero temperature, in the
limit �! 0�, which is the limit in which BEC occurs
for free particles. The interaction is expected to
change the value of �, given the density, so a
chemical potential term is included in the action, to
give the interaction

Vð�Þ ¼
Z

d�dxdyj�ð�; xÞj2vðx� yÞj�ð�; yÞj2

þ 

Z

d�dxj�ð�; xÞj2 ½18�

After writing �(� , x) = � þ ’(� , x), where � is indepen-
dent of � and x, the density condition becomes
�= j�j2. 
 now needs to be chosen such that the
free energy has a minimum at �=

ffiffiffi
�
p

. This can be
reformulated in terms of the self-energy of the boson.
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Benfatto uses the RG to prove that the propagator of
the interacting system no longer has the singularity
structure (i!� k2)�1 but instead (!2 þ c2k2)�1, where
c is a constant. This requires a nontrivial analysis of
Ward identities in the RG flow.

BEC has been proved in the Gross–Pitaevskii limit
(Lieb et al. 2002). In the present formulation, this limit
corresponds to an infinite-volume limit L!1 where
the density � is taken to zero as an inverse power of L.
A nonperturbative proof of BEC at fixed positive
particle density remains an open problem.

Superconductivity

Superconductivity (SC) occurs in fermionic systems,
but it happens at energy scales where the relevant
excitations have bosonic character: the Cooper pairs
are bosons. In the RG framework, they arise naturally
when the fermionic RG flow discussed above is
stopped before it leaves the weak-coupling region
and the dominant Cooper pairing term is rewritten by
a Hubbard–Stratonovich transformation. The fer-
mions can then be integrated over, resulting in the
typical Mexican hat potential of an O(2) nonlinear
sigma model. Effectively, one now has to deal with a
problem similar to the one for BEC, but the action is
considerably more complicated.

The Nonlinear Sigma Models

The prototypical model, into whose universality
class both examples mentioned above fall, is that
of O(N) nonlinear sigma models: both BEC and SC
can be reformulated as spontaneous symmetry
breaking (SSB) in the O(2) model in dimensions
d � 3. For d = 2, long-range order is possible only at
zero temperature because only then does the time
direction truly represent a third dimension, prevent-
ing the Mermin–Wagner theorem from applying.

SSB has been proved for lattice O(N) models by
reflection positivity and Gaussian domination meth-
ods (Fröhlich et al. 1976). The elegance and
simplicity of this method is unsurpassed, but only
very special actions satisfy reflection positivity, so
that the method cannot be used for the effective
actions obtained in condensed matter models.
Results in the direction of proving SSB in O(N)
models for d � 3 by RG methods, which apply to
much more general actions, have been obtained by
Balaban (1995).

See also: Bose–Einstein Condensates; Fermionic
Systems; High Tc Superconductor Theory; Holomorphic
Dynamics; Operator Product Expansion in Quantum
Field Theory; Perturbative Renormalization Theory and

BRST; Phase Transition Dynamics; Reflection Positivity
and Phase Transitions.
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Bach V, Fröhlich J, and Sigal IM (1998) Renormalization group
analysis of spectral problems in quantum field theory.

Advances in Mathematics 137: 205–298.

Balaban T (1988) Convergent renormalization expansions for
lattice gauge theories. Communications in Mathematical
Physics 119: 243–285.

Balaban T (1995) A low-temperature expansion for classical

N-vector models I. A renormalization group flow. Commu-
nications in Mathematical Physics 167: 103–154.

Benfatto G and Gallavotti G (1995) Renormalization Group.
Princeton: Princeton University Press.

Bricmont J and Kupiainen A (2001) Renormalizing the renorma-
lization group pathologies. Physics Reports 348: 5–31.

Brydges DC and Kennedy T (1987) Mayer expansions and the

Hamilton–Jacobi equation. Journal of Statistical Physics 48:

19–49.
Disertori M and Rivasseau V (2000) Interacting Fermi liquid in

two dimensions at finite temperature I. Convergent contribu-

tions. Communications in Mathematical Physics 215: 251–290.
Domb C and Green M (eds.) (1976) Phase Transitions and

Critical Phenomena, vol. 6. London: Academic Press.

Feldman J, Magnen J, Rivasseau V, and Sénéor R (1987)
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Introduction

In quantum mechanics and wave propagation,
eigenvalues (and eigenfunctions) appear naturally
as they describe the behavior of a quantum
system (or the vibration of a structure). There
are however some cases where these simple
notions do not suffice and one has to appeal to
the more subtle notion of resonances. For
example, if the vibration of a drum is well
understood in terms of eigenvalues (the audible
frequencies) and eigenfunctions (the correspond-
ing vibrating modes), the notion of resonances is
necessary to understand the propagation of waves
in the exterior of a bounded obstacle. Another
example (taken from Zworski (2002)) which
allows us to understand both the similarities of
resonances with eigenvalues and their differences
is the following: consider the motion of a
classical particle submitted to a force field
deriving from the potential V1(x) on a bounded
interval as shown in Figure 1a. If the classical
momentum is denoted by �, then the classical
energy is given by

E ¼ j�j2 þ V1ðxÞ

and the classical motion is given by the relations of
Hamiltonian mechanics:

_x ¼ @E

@�
¼ 2�; _� ¼ � @E

@x
¼ �V 0ðxÞ

Since energy is conserved, if the initial energy is
smaller than the top of the barrier, then the classical
particle bounces forever in the well. Now we can
consider the same example with the potential V2(x)
on R as shown in Figure 1b. Of course, if the
particle is initially inside the well (with the same
energy as before), the classical motion remains the
same.

On the quantum mechanics point of view, both
systems are described by the Hamiltonians

Hi ¼ �h2 d2

dx2
þ ViðxÞ

acting on L2([�1, 1]) (with boundary conditions) and
L2(R), respectively. In the first case, H1 has a discrete
spectrum, �j, h 2 R with eigenfunctions ej, h(x), j 2 N,
and the time evolution of the system is given by

eitH1u ¼
X

j

eit�j;huj;h � ej;h ½1�

where uj, h � ej, h is the orthogonal projection of u on
the eigenspace Cej, h. In the second case, H2 has no
square integrable eigenfunction, and no simple
description as [1] can consequently hold. However
as h! 0, the correspondence principle tells us that
quantum mechanics should get close to classical
mechanics. Since for both quantum problems the
classical limit is the same (at least for initial states
confined in the well with energy E), we expect that
for the second potential there should exist a
quantum state corresponding to the classical one.
In fact, this is indeed the case and one can show that
there exist resonant states ej, h associated to reso-
nances Ej, h which are solution of the equation

H2ej;h � Ej;hej;h; Ej;h � E

are not square integrable, but still have moderate
growth at infinity and are confined in the interior of
the well (see sections ‘‘Definition’’ and ‘‘Location of
resonances’’). On the other hand, the first quantum
system is confined, whereas the second one is not and
we know that even for initial states confined in the
well, tunneling effect allows the quantum particle to
escape to infinity. This fact should be described by
the theory as a main difference between eigenvalues
and resonances. This is indeed the case as the
resonances Ej, h are not real (contrarily to eigenvalues
of self-adjoint operators) but have a nonvanishing
imaginary part (see section ‘‘Resonance-free regions’’)

Im Ej;h � e�C=h

If we assume that a similar description as [1] still
holds for the second system, at least locally in space
(see section ‘‘Resonances and time asymptotics’’),
then, for time t >> eC=h, the factor eitEh becomes
very small (the quantum particle has left the well
due to tunneling effect).

There have been several studies on resonances and
scattering theory and the presentation here cannot be
complete. For a more in-depth presentation, one can

(b)

π00

E

(a)

π

Figure 1a, b A particle trapped in a well.
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consult the books by Lax and Phillips (1989) and
Hislop and Sigal (1987), or the reviews on resonances
by Vodev (2001) and Zworski (1994) for example.

Definition

There are different (equivalent) definitions of reso-
nances. The most elegant is certainly the Helffer and
Sjöstrand (1986) definition (see also the presentation
of complex scaling by Combes et al. (1984) and the
very general ‘‘black box’’ framework by Sjöstrand and
Zworski (1991)). However, it requires a few prerequi-
sites and we preferred to stick to the more elementary
(but less general) resolvent point of view. The starting
point for this definition of resonances is the fact that
the eigenvalues of a (self-adjoint) operator P are the
points where P is not injective. The more general
resonances will be the points where the operator is not
invertible (on suitable spaces).

More precisely, consider a perturbation of the
Laplace operator on Rn, P0(h) =�h2� in the following
sense: let � � Rd be a (possibly empty) smooth obstacle
whose complementary, � = �c, is connected. Consider
a classical self-adjoint operator defined on L2(�):

Phu ¼ ð�h2�þ VðxÞÞu ½2�

with boundary conditions (Dirichlet)

u j@�¼ 0 ½3�

(Neumann boundary conditions could be used too).
This setting contains both the Schrödinger operator
(Ph =�h2�þ V(x)� E on � = Rn) and the Helmoltz
equation with Dirichlet conditions, in the exterior of
an obstacle (waves at large frequencies: P =��� �2;
in this case, define h = ��1 and Ph =�h2�), which we
shall define as acoustical scattering.

We assume that P is a perturbation of P0, that is,
V! 0, jxj! þ1 sufficiently fast (see Sjöstrand and
Zworski (1991) for the very general black box
assumptions). For example, this perturbation
assumption is fulfilled if V has compact support.
Then the resolvent Ph(z) = (Ph � z)�1 is well defined
for Im z 6¼ 0 as a bounded operator from L2(�) to

H2ð�Þ \H1
0ð�Þ

(because the operator Ph is self-adjoint). However, it
is not bounded for z > 0 on L2(�) because the
essential spectrum of Ph is precisely the semiaxis z >
0, but it admits a meromorphic continuation from
Im z > 0 toward the lower half-plane:

RhðzÞ : L2ð�Þcomp ! L2ð�Þloc

The poles of this resolvent Rh are by definition the
semiclassical resonances, Ressc(Ph).

Remark 1 In the case of acoustical scattering
(P =��� �2, � = h�1), the introduction of the addi-
tional parameter z is pointless and one works
directly with the parameter � = h�1 ffiffiffi

z
p

. In that case
the resolvent R(�)(��� �2)�1 is well defined for
Im � < 0, the essential spectrum is precisely the axis
� 2 R and the resolvent admits a meromorphic
continuation from Im z < 0 toward the upper half-
plane (with possibly a cut at 0):

Rð�Þ : L2ð�Þcomp ! L2ð�Þloc

The acoustic resonances are by definition the poles
of this meromorphic continuation. They are related
to semiclassical resonances by the relation

Ressc ¼ h
ffiffiffiffiffiffiffiffiffiffiffi
Resac

p
It can also be shown that if z is a resonance, there
exists an associated resonant state ez such that

ðPh � zÞez ¼ 0

the function ez satisfies Sommerfeld radiation con-
ditions (in polar coordinates (r,�) 2 [0,þ1)�Sn�1)

jh@re� i
ffiffiffi
z
p

ej � Cjei
ffiffi
z
p

rj=r1þn=2

and the function

ez

1þ rð1=2Þþ�
ei
ffiffi
z
p

r

is square integrable.

Resonance-Free Regions

The very first result about resonance-free regions is
based on Rellich uniqueness theorem (uniqueness for
solutions of elliptic second-order equations) and says
that there are no real resonances (except possibly 0).
The more precise determination of resonance-free
regions (originally in acoustical scattering) has been a
subject of study from the 1960s and it has motivated a
large range of works from the multiplier methods of
Morawetz (1975) to the general propagation of
singularity theorem of Melrose and Sjöstrand (1978).
To state the main result in this direction, we need the
notion of nontrapping perturbation.

Definition 1 A generalized bicharacteristic at energy
E(x(s), �(s)) is an integral curve of the Hamiltonian field

Hp ¼
@p

@�

@

@x
� @p

@x

@

@�

of the principal symbol p(x, �) = j�j2 þV(x) of the
operator P, included in the characteristic set
p(x, �) = E and which, when hitting the boundary of
the obstacle, reflects according to the laws of
geometric optics (see (Melrose and Sjöstrand 1978)).
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The operator P (or by extension the obstacle in the
case of acoustic scattering) is said to be nontrapping
at energy E if all generalized bicharacteristics go to
the infinity:

lim
s!�1

jxðsÞj ¼ þ1

The operator P (or by extension the obstacle in the
case of acoustic scattering) is said to be nontrapping
near energy E if P is nontrapping at energy E0 for E0

in a neighborhood of E.

The following result was obtained in different
generalities by Morawetz (1975), Melrose and
Sjöstrand (1978), and others.

Theorem 1 Assume that the operator P is nontrap-
ping near energy E. Then for any N > 0 there exist
h0 > 0 such that for 0 < h < h0 there are no
resonances in the set

fz; jIm zj � �Nh logðhÞg

In the case of analytic geometries (and coefficients),
this result (see Bardos et al. 1987) can be improved to

Theorem 2 Assume that the operator P is non
trapping. Then there exist � > 0, N0 > 0 and h0 > 0
such that for 0 < h < h0 there are no resonances in
the set

fz; jIm zj � N0h1�ð1=3Þg \ fjz� Ej � �g

Remark 2 In the case of acoustical scattering, with
the new definition of resonances, � = h�1 ffiffiffi

z
p

, the
resonance-free zones have respectively the forms

fz; jIm zj � �N logðjzjÞ; jzj >> 1g
fz; jIm zj � N0jzj1=3; jzj >> 1g

In the case of trapping perturbations, the first result
was obtained by Burq (1998).

Theorem 3 There exist C > 0 and h0 > 0 such that
for 0 < h < h0 there are no resonances in the set

fz; jIm zj � N0 e�C=hg \ fjz� Ej � �g
Resonances and Time Asymptotics

The relationship between eigenfunctions/eigen-
values and time asymptotics is straightforward.
This is no longer the case for resonances. For
nontrapping problems however, this question has
been studied in the late 1960s by Lax and Phillips
(1989) and Vainberg (1968). In particular, this
approach was decisive to study the local energy
decay in acoustical scattering. As a consequence of
Theorem 1, we have
Theorem 4 If the acoustical problem is nontrap-
ping, then there exist C,� > 0 such that for any
solution of the wave equation

&u¼ 0; ujt¼0¼ u0; @tujt¼0¼ u1; uj�D
¼ 0;

@u

@n
j�N
¼ 0

with compactly supported initial data (u0,u1) (in a
fixed compact), one has

ElocðuÞ

¼
Z

�\fjxj�C

jruj2 þ j@tuj2

�
Ce��t if the space dimension is even

C

td
if the space dimension is odd

8<: ½4�

Trapping perturbations were investigated more
recently. In that case, the local energy decays, but the
rate cannot be uniform. The first trapping example in
acoustic scattering was studied by Ikawa (1983): the
obstacle is the union of a finite number (and at least
two) convex bodies. In that case, one has

Theorem 5 For any � > 0 there exists C > 0 such
that for any initial data supported in a fixed
compact set

ElocðuÞðtÞ � Ce��tkðu0; u1Þk2
Dðð1��Þð1þ�Þ=2Þ

where D((1��)(1þ�)=2) is the domain of the
operator (1��)(1þ�)=2. Remark that the norm in
D((1��)1=2) is the natural energy and consequently
the estimate above exhibits a loss of � derivatives.
For strongly trapping perturbations, the results are
worse. They are consequences of Theorem 3.

Theorem 6 For any k there exists Ck > 0 such that
for any initial data supported in a fixed compact set

ElocðuÞðtÞ �
Ck

logðtÞ2k
kðu0; u1Þk2

Dðð1��Þð1þkÞ=2Þ

One can also obtain real asymptotic expansions in
terms of resonances (see the work by Tang and
Zworski (2000)).

Theorem 7 Let � 2 C1c (Rn) and  2 C1c ((0,1))
and let chsupp  = [a, b]. There exists 0 < 	 <
c(h) < 2	 such that for every M > M0 there exists
L = L(M), and we have

�e�it
ðPÞ=h� ðPÞ ¼
X

z2�ðhÞ\ResðPÞ
�Resðe�it
ð	Þ=h

�Rð	;hÞ;zÞ� ðPÞ
þOH!Hðh1Þ; for t > h�L

�ðhÞ ¼ða� cðhÞ;bþ cðhÞÞ � i½0;hMÞ

½5�
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where Res(f ( 	 ), z) denotes the residue of a mer-
omorphic family of operators, f, at z.

The function c(h) depends on the distribution of
resonances: roughly speaking we cannot ‘‘cut’’
through a dense cloud of resonances. Even in the
very well understood case of the modular surface
there is, currently at least, a need for some
nonexplicit grouping of terms. The same ideas can
be applied to acoustic scattering.
Trace Formulas

Trace formulas provide a description of the classical/
quantum correspondence: one side is given by the trace
of a certain function of the operator f (Ph), whereas the
other side is described in terms of classical objects
(closed orbits of the classical flow). In the case of
discrete eigenvalues, the question is relatively simple
and can be solved by using the spectral theorem. In the
case of continuous spectrum, the problem is much more
subtle (self-adjoint operators with continuous spectrum
behave in some ways as non-normal operators). It has
been studied by Lax and Phillips (1989), Bardos et al.
(1982), and Melrose (1982). More recently, Sjöstrand
(1997) introduced a local notion of trace formulas.

Let W � � be an open precompact subsets of
ei[�2�0, 0]]0, þ1[. Assume that the intersections I
and J of W and � with the real axis are intervals and
that � is simply connected.

Theorem 8 Let f (z, h) be a family of holomorphic
functions on z 2 � such that jfj�nWj � 1. Let � 2
C10 (R) equal to 1 on a neighborhood of I. Then

Trace �fð Þ Phð Þ � �fð Þ �h2�
� �� �

¼
X

� a resonance of Ph\�

f �; hð Þ þ O h�nð Þ

The use of this result with a clever choice of functions f
allows Sjöstrand to show that an analytic singularity of
the function E 7!Vol({x; V(x) 
 E}) (observe that if V
is bounded, this function vanishes for large E and
consequently it has analytic singularities) gives a lower
bound for � a neighborhood of E

]ResðPhÞ \ � 
 ch�n

which coincides with the upper bound (see Zworski
(2002) and the references given there).
Location of Resonances

In some particular cases, one can expect to have a
precise description of the location of resonances.
This is the case in Ikawa’s example in acoustic
scattering where the obstacle is the union of two
disjoint convex bodies. In this case, the line
minimizing the distance, d, between the bodies is
trapped. However, this trapped trajectory is isolated
and of hyperbolic type (unstable). Ikawa (1983) and
Gérard (1988) have obtained:

Theorem 9 There exist geometric positive constants
kp!þ1 as p! þ1 such that all resonances
located above the line Im z 
 �C (C arbitrary large
but fixed) have an asymptotic expansion

� � �j;p þ
X

l

al;p�
�l=2
j;p þOð��1j;p Þ; j! þ1

where the approximate resonances

�j;p ¼ j
�

d
� ikp

are located on horizontal lines.

Another example is when the obstacle is convex.
This example is nontrapping and Sjöstrand and
Zworski (1999) are able to prove that the resonances
in any region Im z 
 Njzj1=3 (N arbitrary large) are
asymptotically distributed near cubic curves

Cj ¼ fz 2 C; Im z ¼ �cjjzj1=3g
Finally, the last main example where one can give a
precise asymptotic for resonances is when there
exists a stable (elliptic) periodic trajectory for the
Hamiltonian flow. In that case it had been known
from the 1960s (see the works by Babič (1968)) that
one can construct quasimodes, that is, compactly
supported approximate solutions of the eigenfunc-
tions equation:

ðPh � EhÞej ¼ Oðh1Þ
It is only recently that Tang and Zworski (1998) and
Stefanov (1999) proved that these quasimodes
constructions imply the existence of resonances
asymptotic to Eh, h! 0.

See also: h-Pseudodifferential Operators and
Applications; Semi-Classical Spectra and Closed Orbits.
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Introduction

Riemann surfaces were first studied as the natural
domain of definition of (multivalued) holomorphic
or meromorphic functions. They were the starting
point for the development of the theory of
real and complex manifolds (see Weyl (1997)).
Nowadays, Riemann surfaces are simply defined
as one-dimensional complex manifolds (see the
next section). Compact Riemann surfaces can
be embedded into projective spaces and are thus,
by virtue of Chow’s theorem, algebraic curves. By
uniformization theory, the universal cover of
a connected Riemann surface is either the unit
disk, the complex plane, or the Riemann sphere
(see the section ‘‘Uniformization’’).

This article discusses the basic theory of compact
Riemann surfaces, such as their topology, their
periods, and the definition of the Jacobian variety.
Studying the zeros and poles of meromorphic
functions leads to the notion of divisors and linear
systems. In modern language this can be rephrased
in terms of line bundles, resp. locally free sheaves
(see the section ‘‘Divisors, linear systems, and line
bundles’’). One of the fundamental results is the
Riemann–Roch theorem which expresses the
difference between the dimension of a linear system
and that of its adjoint system in terms of the degree
of the linear system and the genus of the curve. This
theorem has been vastly generalized and is truly one
of the cornerstones of algebraic geometry.
A formulation of this result and a discussion of
some of its applications are also discussed.



A study of the subsets of the Jacobians parame-
trizing linear systems of given degree and dimension
leads to Brill–Noether theory, which is discussed in
the section ‘‘Brill–N oether theory .’’ This is follow ed
by a brief introduction to the theory of equations
and syzygies of canonical curves.

Moduli spaces play a central role in the theory
of complex variables and in algebraic geometry.
Arguably, the most important of these is the
moduli space of curves of genus g. This and
related moduli problems are treated in the section
‘‘Moduli of compact Riemann s urfaces.’’ I n parti-
cular, the space of stable maps is closely related to
quantum cohomology. Finally, we present a brief
discussion of the Verlinde formula and conformal
blocks.

Basic Definitions

Riemann surfaces are one-dimensional complex
manifolds. An n-dimensional complex manifold
M is a topological Hausdorff space (i.e., for any
two points x 6¼ y on M, there are disjoint open
neighborhoods containing x and y), which has a
countable basis for its topology, together with a
complex atlas A. The latter is an open covering
(U�)�2A together with homeomorphisms f� : U� !
V� � Cn, where the U� are open subsets of M and
the V� are open sets in Cn. The main requirement
is that these charts are holomorphically compati-
ble, that is, for U� \U� 6¼ ;, the map shown in
Figure 1,

f� � f�1
� jf�ðU�\U�Þ : f�ðU� \U�Þ ! f�ðU� \U�Þ � Cn

is biholomorphic. A map h : M! N between two
complex manifolds is holomorphic if it is so with
respect to the local charts. This means the following:

for each point x 2M, there are charts
f M
� : UM

� !VM
� � Cn near x and f N

� : UN
� ! VN

� �
Cm near h(x) with h(UM

� ) � UN
� such that the map

shown in Figure 2

f N
� � h � ðf M

� Þ
�1 : VM

� ! VN
� � Cm

is holomorphic (one checks easily that this does not
depend on the choice of the charts).

A Riemann surface is a one-dimensional com-
plex manifold. Trivial examples are given by open
sets in C (where one chart suffices). Another
example is the Riemann sphere Ĉ = C [ {1},
which can be covered by the two charts given by
z 6¼ 1 and z 6¼ 0. Both of these charts are home-
omorphic to C with the transition function given
by z 7! 1=z. Historically, Riemann surfaces were
viewed as (branched) coverings of C or of the
sphere, where they appear as the natural domain
of definition of multivalued holomorphic or
meromorphic functions.

Uniformization

If M is a Riemann surface, then its universal
covering ~M is again a Riemann surface. The
connected and simply connected Riemann surfaces
can be fully classified. Let

E ¼ fz 2 C; jzj < 1g

be the unit disk and Ĉ = C [ {1} the Riemann
sphere. The latter can be identified with the complex
projective line P1

C.

Theorem 1 (Generalized Riemann mapping
theorem). Every connected and simply connected
Riemann surface is biholomorphically equivalent

Uα

Uβ

fα fβ

Vα ⊂ Cn Vβ ⊂ Cn

M

fβ ° fα
–1

Figure 1 Charts of a complex manifold.

x h(x)

M N

h

Uα
M Uβ

N

fβ
N

fβ  ° h ° (fα   )
–1N M

fα
M

Vβ  ⊂ CnNVα  ⊂ CmM

Figure 2 Holomorphic map between manifolds.
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to the unit disk E, the complex plane C, or the
Riemann sphere Ĉ.

This theorem was proved rigorously by Koebe
and Poincaré at the beginning of the twentieth
century.

Compact Riemann Surfaces

The topological structure of a compact Riemann
surface C is determined by its genus g (Figure 3).
Topologically, a Riemann surface of genus g is a
sphere with g handles or, equivalently, a torus with
g holes.

Analytically, the genus can be characterized as the
maximal number of linearly independent holo-
morphi c form s on C (see also the section ‘‘The
Riem ann–Roc h theore m an d ap plications’’).

There exists a very close link with algebraic
geometry: every compact Riemann surface C can
be embedded into some projective space Pn

C (in
fact already into P3

C). By Chow’s theorem, C is
then a (projective) algebraic variety, that is, it can
be described by finitely many homogeneous equa-
tions. It should be noted that such a phenomenon
is special to complex dimension 1. The crucial
point is that one can always construct a non-
constant meromorphic function on a Riemann
surface (e.g., by Dirichlet’s principle). Given such
a function, it is not difficult to find a projective
embedding of a compact Riemann surface C. On
the other hand, it is easy to construct a compact
two-dimensional torus T = C2=L for some suitably
chosen lattice L, which cannot be embedded into
any projective space Pn

C.
The dichotomy Riemann surface/algebraic curve

arises from different points of view: analysts think
of a real two-dimensional surface with a Rieman-
nian metric which, via isothermal coordinates,
defines a holomorphic structure, whereas algebraic
geometers think of a complex one-dimensional
object.

In this article, the expressions compact Riemann
surface and (projective) algebraic curve are both
used interchangeably. The choice depends on
which expression is more commonly used in the
part of the theory which is discussed in the
relevant section.

Periods and the Jacobian

On a compact Riemann surface C of genus g, there
exist 2g homologically independent paths, that is,
H1(C, Z) ffi Z2g.

Let �1, . . . ,�2g be a basis of H1(C, Z) and
let !1, . . . ,!g be a basis of the space of holomorphic
1-forms on C. Integrating these forms over the paths
�1, . . . , �2g defines the period matrix

� ¼

R
�1
!1 � � �

R
�2g
!1

..

. ..
.R

�1
!g � � �

R
�2g
!g

0BB@
1CCA

If Q = (�i, �j) is the intersection matrix of the paths
�1, . . . , �2g, then � satisfies the Riemann bilinear
relations

�Q�t ¼ 0;
ffiffiffiffiffiffiffi
�1
p

�Q�
t
> 0 ½1�

where the latter condition means positive definite.
One can choose (see Figure 4) �1, . . . , �2g such that

Q ¼ J ¼
0 1g

�1g 0

� �
where 1g is the g� g unit matrix. Moreover,
!1, . . . ,!g can be chosen such that

� ¼
1 � � � 0 �11 � � � �1g

..

. . .
. ..

. ..
. ..

.

0 � � � 1 �g1 � � � �gg

0B@
1CA

Let

�0 ¼ ð�ijÞ1	i; j	g

Then the Riemann bilinear relations [1] become

�0 ¼ �t
0; Im �t

0 > 0

that is, �0 is an element of the Siegel upper half-
space

Hg ¼ � 2Matðg� g;CÞ; � ¼ � t; Im � > 0f g

The matrix �0 is defined by the Riemann surface C
only up to the action of the symplectic group

Spð2g;ZÞ ¼ M 2Matð2g� 2g;ZÞ; MJMt ¼ Jf g

g = 0 g = 1 genus g

Figure 3 Genus of Riemann surfaces.

γ4γ3 γ2γ1

Figure 4 Homology of a compact Riemann surface.
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which acts on the Siegel space Hg by

M ¼ A B
C D

� �
: � 7! ðA� þ BÞðC� þDÞ�1

Here A, . . . , D are g� g blocks.
The rows of the matrix � define a rank-2g lattice

L� in Cg and the Jacobian of C is the torus

JðCÞ ¼ Cg=L�

More intrinsically, one can define J(C) as follows.
Let H0(C,!C) be the space of holomorphic differ-
ential forms on C. Then, integration over cycles
defines a monomorphism

H1ðC;ZÞ ! H0ðC; !CÞ


� 7!
Z
�

and

JðCÞ ¼ H0ðC; !CÞ
=H1ðC;ZÞ

For a fixed base point P0 2 C, the Abel–Jacobi
map is defined by

u : C! JðCÞ

P 7!
Z P

P0

!1; . . . ;

Z P

P0

!g

� �
Here, the integration is taken over some path
from P0 to P. Obviously, the integral depends on
the choice of this path, but since J(C) was
obtained by dividing out the periods given by
integrating over a basis of H1(C, Z), the map is
well defined.

Let Cd be the dth Cartesian product of C, that is,
the set of all ordered d-tuples (P1, . . . , Pd). Then, u
defines a map

ud : Cd ! JðCÞ
ðP1; . . . ;PdÞ 7! uðP1Þ þ � � � þ uðPdÞ

where þ is the usual addition on the torus J(C).
If d = g�1, then

� ¼ Imðug�1Þ � JðCÞ

is a hypersurface (i.e., has codimension 1 in J(C))
and is called a theta divisor. A different choice of the
base point P0 results in a translation of the theta
divisor. Using the theta divisor, one can show that
J(C) is an abelian variety, that is, J(C) can be
embedded into some projective space Pn

C. The pair
(J(C), �) is a principally polarized abelian variety
and Torelli’s theorem states that C can be
reconstructed from its Jacobian J(C) and the theta
divisor �.

Divisors, Linear Systems,
and Line Bundles

A divisor D on C is a formal sum

D ¼ n1P1 þ � � � þ nkPk; Pi 2 C; ni 2 Z

The degree of D is defined as

deg D ¼ n1 þ � � � þ nk

and D is called ‘‘effective’’ if all ni � 0. Every
meromorphic function f 6¼ 0 defines a divisor

ðf Þ ¼ f0 � f1

where f0 are the zeros of f and f1 the poles (each
counted with multiplicity). Divisors of the form (f ) are
called principal divisors and the degree of any principal
divisor is 0 (see the next section). Two divisors D1 and
D2 are called linearly equivalent (D1 � D2) if their
difference is a principal divisor, that is,

D1 �D2 ¼ ðf Þ

for some meromorphic function f 6¼ 0. This defines
an equivalence relation on the group Div(C) of all
divisors on C. Since principal divisors have degree 0,
the notion of degree also makes sense for classes of
linearly equivalent divisors. We define the divisor
class group of C by

ClðCÞ ¼ DivðCÞ=�

The degree map defines an exact sequence

0! Cl0ðCÞ ! ClðCÞ
deg
! Z! 0

where Cl0(C) is the subgroup of Cl(C) of divisor
classes of degree 0.

Let Cd be the set of unordered d-tuples of points
on C, that is,

Cd ¼ Cd=Sd

where the symmetric group Sd acts on the Cartesian
product Cd by permutation. This is again a smooth
projective variety and the Abel–Jacobi map
ud : Cd ! J(C) clearly factors through a map

ud : Cd ! JðCÞ

The fibers of this map are of particular interest.

Theorem 2 (Abel). Two effective divisors D1 and
D2 on C of the same degree d are linearly equivalent
if and only if ud(D1) = ud(D2).

One normally denotes the inverse image of ud(D) by

jDj ¼ u�1
d ðudðDÞÞ ¼ D0; D0 � 0;D0 � Df g

Note that the latter description also makes sense if
D itself is not necessarily effective. One calls jDj the
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complete linear system defined by the divisor D. If
deg D < 0, then automatically jDj= ;, but the
converse is not necessarily true. Let MC be the
field of meromorphic (or equivalently rational)
functions on C. Then, one defines

LðDÞ ¼ f 2 MC; ðf Þ � �Df g

This is a C-vector space and it is not difficult to see
that L(D) has finite dimension. To every function
0 6¼ f 2 L(D), one can associate the effective divisor

Df ¼ ðf Þ þD � 0

Clearly, Df � D and every effective divisor with this
property arises in this way. This gives a bijection

PðLðDÞÞ ¼ jDj

showing that the complete linear system jDj has the
structure of a projective space. A linear system is a
projective subspace of some complete linear system jDj.

Clearly, the map ud : Cd ! J(C) can be extended
to the set Divd(C) of degree d divisors and Abel’s
theorem then states that this map factors through
Cld(C), that is, that we have a commutative diagram

Divd(C ) Cld(C )

J(C )
ud ud

where ud is injective.

Theorem 3 (Jacobi’s Inversion Theorem). The
map ud is surjective and hence induces an isomorphism

ud : CldðCÞ ffi JðCÞ

It should be noted that the definition of the maps
ud depends on the choice of a base point P0 2 C.
Hence, the maps ud are not canonical, with the
exception of the isomorphism u0 : Cl0(C) ffi J(C)
where the choice of P0 drops out.

The concepts of divisors and linear systems can be
rephrased in the language of line bundles. A (holo-
morphic) vector bundle on a complex manifold M is a
complex manifold E together with a projection
p : E ! M which is a locally trivial Cr-bundle. This
means that an open covering (U�)�2A of M and local
trivializations

p–1(Uα) Uα × C
r

Uα

pα prUα

≅ pα

exist, such that the transition maps

’� � ’�1
� jðU�\U�Þ�Cr :

ðU� \U�Þ �Cr ! ðU� \U�Þ �Cr

are fiberwise linear isomorphisms. If M is connected,
then r is constant and is called the rank of the vector
bundle. A line bundle is simply a rank-1 vector bundle.

Alternatively, one can view vector bundles as
locally free OM-modules, where OM denotes the
structure sheaf of holomorphic (or in the algebro-
geometric setting regular) functions on M. An
OM-module E is called locally free of rank r, if an
open covering (U�)�2A of M exists such that EjU�

ffi
O
r

U�
. The transition functions of a locally free sheaf

can be used to define a vector bundle and vice versa,
and hence the concepts of vector bundles and locally
free sheaves can be used interchangeably. The open
coverings U� can be viewed either in the complex
topology, or, if M is an algebraic variety, in
the Zariski topology, thus leading to either holo-
morphic vector bundles (locally free sheaves in the
C-topology) or algebraic vector bundles (locally free
sheaves in the Zariski topology). Clearly, every
algebraic vector bundle defines a holomorphic
vector bundle. Conversely, on a projective variety
M, Serre’s GAGA theorem (géométrie algébriques et
géométrie analytique), a vast generalization of
Chow’s theorem, states that there exists a bijection
between the equivalence classes of algebraic and
holomorphic vector bundles (locally free sheaves).

The Picard group Pic M is the set of all isomorph-
ism classes of line bundles on M. The tensor product
defines a group structure on Pic M where the neutral
element is the trivial line bundle OM and the inverse
of a line bundle L is its dual bundle L
, which is also
denoted by L�1. For this reason, locally free sheaves
of rank 1 are also called invertible sheaves.

We now return to the case of a compact Riemann
surface (algebraic curve) C. The concept of line
bundles and divisors can be translated into each
other. If D =

P
niPi is a divisor on C and U an open

set, then we denote by DU the restriction of D to U,
that is, the divisor consisting of all points Pi 2 U
with multiplicity ni. One then defines a locally free
sheaf (line bundle) L(D) by

LðDÞðUÞ ¼ f 2 MCðUÞ; ðf Þ � �DUf g

To see that this is locally free, it is enough to
consider for each point Pi a neighborhood Ui on
which a holomorphic function ti exists, which
vanishes only at Pi and there of order 1 (i.e., it is a
local parameter near the point Pi). Then,

LðDÞðUiÞ ¼ t�ni

i OUi
ffi OUi

This correspondence defines a map

Div C! Pic C

D 7!LðDÞ
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It is not hard to show that:

1. every line bundle L 2 Pic C is of the form L=
L(D) for some divisor D on the curve C;

2. D1 � D2 () L(D1) ffi L(D2);
3. L(D1)� L(D2) ffi L(D1 þD2); and
4. L(�D) ffi L(D)�1.

Hence, there is an isomorphism of abelian groups

ClðCÞ ffi Pic C

This correspondence allows to define the degree of a
line bundle L. In the complex analytic setting this
can also be interpreted as follows. Let O
C be the
sheaf of nowhere-vanishing functions. Using cocycles,
one easily identifies

H1ðC;O
CÞ ffi Pic C

and the exponential sequence

0! Z! OC!
expO
C ! 0

induces an exact sequence

0! H1ðC;ZÞ ! H1ðC;OCÞ
! H1ðC;O
CÞ ¼ Pic C! H2ðC;ZÞ

The last map in this exact sequence associates to
each line bundle L its first Chern class c1(L) 2
H2(C, Z) ffi Z, which can be identified with the
degree of L. Hence, the subgroup Pic0 C of degree 0
line bundles on C is isomorphic to

Pic0 C ffi H1ðC;OCÞ=H1ðC;ZÞ

Altogether there are identifications

Pic0 C ffi Cl0 C ffi JðCÞ

The Riemann–Roch Theorem
and Applications

For every divisor D on a compact Riemann surface C,
the discussion of the preceding section shows that there
is an identification of finite-dimensional vector spaces

LðDÞ ¼ H0ðC;LðDÞÞ

where H0(C,L(D)) is the space of global sections of
the line bundle L(D). One defines

lðDÞ ¼ dimC LðDÞ

It is a crucial question in the theory of compact Riemann
surfaces to study the dimension l(D) as D varies.

The canonical bundle !C of C is defined as the dual
of the tangent bundle of C. Its global sections are
holomorphic 1-forms. Every divisor KC on C with
!C =L(KC) is called (a) canonical divisor. The

canonical divisors are the divisors of the meromorphic
1-forms on C, whereas the effective canonical divisors
correspond to the divisors of holomorphic 1-forms
(here, we simply write a 1-form locally as f (z) dz and
define a divisor by taking the zeros, resp. poles of f (z)).
By abuse of notation, we also denote the divisor class
corresponding to canonical divisors by KC. There is a
natural identification

PðH0ðC; !CÞÞ ¼ jKCj

For a divisor D, the index of speciality is defined by

iðDÞ ¼ lðKC �DÞ ¼ dimC LðKC �DÞ

The linear system jKC �Dj is called the adjoint
system of jDj. A crucial role is played by the

Theorem 4 (Riemann–Roch). For any divisor D on a
compact Riemann surface C of genus g, the equality

lðDÞ � iðDÞ ¼ deg Dþ 1� g ½2�

holds.

This can also be written in terms of line bundles.
If L is any line bundle, then we denote the
dimension of the space of global sections by

h0ðLÞ ¼ dimC H0ðC;LÞ

Then, the Riemann–Roch theorem can be written as

h0ðLÞ � h0ð!C � L�1Þ ¼ degL þ 1� g ½3�

This can be written yet again in a different way, if
we use sheaf cohomology. By Serre duality, there is
an isomorphism of cohomology groups

H1ðC;LÞ ffi H0ðC; !C � L�1Þ


and hence if we set

h1ðLÞ¼ dimC H1ðC;LÞ

then [3] reads

h0ðLÞ � h1ðLÞ ¼ degL þ 1� g ½4�

Whereas [2] is the classical formulation of the
Riemann–Roch theorem, formula [4] is the formula-
tion which is more suitable for generalizations.
From this point of view, the classical Riemann–
Roch theorem is a combination of the cohomologi-
cal formulation [4] together with Serre duality.

The Riemann–Roch theorem has been vastly gen-
eralized. This was first achieved by Hirzebruch who
proved what is nowadays called the Hirzebruch–
Riemann–Roch theorem for vector bundles on projec-
tive manifolds. A further generalization is due to
Grothendieck, who proved a ‘‘relative’’ version invol-
ving maps between varieties. Nowadays, theorems like
the Hirzebruch–Riemann–Roch theorem can be
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viewed as special cases of the Atiyah–Singer index
theorem for elliptic operators. The latter also contains
the Gauss–Bonnet theorem from differential geometry
as a special case. Moreover, Serre duality holds in
much greater generality, namely for coherent sheaves
on projective varieties.

Applying the Riemann–Roch theorem [3] to the
zero divisor D = 0, resp. the trivial line bundle OC,
one obtains

h0ð!CÞ ¼ g ½5�

that is, the number of independent global holo-
morphic 1-forms equals the genus of the curve C.
Similarly, for D = KC, resp. L=!C, we find from [3]
and [5] that

deg KC ¼ 2g� 2

These relations show, how the Riemann–Roch
theorem links analytic, resp. algebraic, invariants
with the topology of the curve C.

Finally, if deg D > 2g� 2, then deg(KC �D) < 0
and hence i(D) = l(KC �D) = 0 and [2] becomes

lðDÞ ¼ deg Dþ 1� g if deg D > 2g� 2

which is Riemann’s original version of the theorem.
Classically, linear series arose in the study of

projective embeddings of algebraic curves. For a
nonzero effective divisor

D ¼
Xk

i¼1

niPi; ni > 0

the support of D is defined by

suppðDÞ ¼ P1; . . . ;Pkf g

A complete linear system jDj is called base point
free, if no point P exists which is in the support of
every divisor D0 2 jDj. This is the same as saying
that for every P 2 C a section s 2 H0(C,L(D)) exists
which does not vanish at P. Let jDj be base point
free and let s0, . . . , sn 2 H0(C,L(D)) be a basis of the
space of sections. Then, one obtains a map

’jDj : C! PðH0ðC;LðDÞÞÞ ¼ Pn

P 7! ðs0ðPÞ : . . . : snðPÞÞ

The divisors D0 2 jDj are then exactly the pullbacks
of the hyperplanes H of Pn under the map ’jDj. Note
that the map ’jDj as defined here depends on the
choice of the basis s0, . . . , sn, but any two such
choices only differ by an automorphism of Pn. We
say that jDj, resp. the associated line bundle
L=L(D), is very ample if ’jDj defines an
embedding. Using the Riemann–Roch theorem, it is
not difficult to prove:

Proposition 1 Let D be a divisor of degree d on the
curve C. Then

(i) jDj is base point free if d � 2g and
(ii) jDj is very ample if d � 2gþ 1.

If the genus g(C) � 2, then one can prove that jKCj
is base point free and consider the canonical map

’jKCj : C! Pg�1

A curve C is called hyperelliptic if there exists a
surjective map f : C ! P1 which is a covering of
degree 2. In genus 2 every curve is hyperelliptic,
whereas for genus g � 3 hyperelliptic curves are
special. The connection with the canonical map is
given by

Theorem 5 (Clifford). Let C be a curve of genus
g � 2. Then the canonical map is an embedding if
and only if C is not hyperelliptic.

We end this section by stating Hurwitz’s theorem:
Let f : C! D be a surjective holomorphic map
between compact Riemann surfaces (if f is not
constant then it is automatically surjective). Then,
near a point P 2 C the map f is given in local
analytic coordinates by f (t) = tnP and we call f
‘‘ramified’’ of order nP if nP > 1. The ramification
divisor of f is defined as

R ¼
X
P2C

ðnP � 1ÞP

Note that this is a finite sum. If we define

f 
ðQÞ ¼
X

P2f�1ðQÞ
nPP

then one can show that

deg f ¼ deg f 
ðQÞ ¼
X

P2f�1ðQÞ
nP

is independent of the point Q. This number is called
the degree of the map f. (This should not be
confused with the degree deg(f ) of the principal
divisor (f ) defined by f.) In fact, applying the above
equality to the map f : C! P1 associated to a
nonconstant meromorphic function f shows that
the degree of the principal divisor (f ) is zero, since

degðf Þ ¼ deg f 
ð0Þ � deg f 
ð1Þ ¼ 0

Theorem 6 (Hurwitz). Let f : C ! D be a surjec-
tive holomorphic map between compact Riemann
surfaces of genus g(C) and g(D), respectively. Then,

2gðCÞ � 2 ¼ deg f � ð2gðDÞ � 2Þ þ deg R

where R is the ramification divisor.
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Brill–Noether Theory

In this section, we state the main results of Brill–
Noether theory. For a divisor D on a curve C we
denote by

rðDÞ ¼ lðDÞ � 1

the projective dimension of the complete linear
system jDj. The principal objects of Brill–Noether
theory are the sets Wr

d � Cld(C) = Picd(C) given by

Wr
dðCÞ ¼ D; deg D ¼ d; rðDÞ � rf g

These sets are subvarieties of Cld(C) = Picd(C).
We denote by gr

d a linear system (not necessarily
complete) of degree d and projective dimension r.
Closely related to the varieties Wr

d are the sets

Gr
dðCÞ ¼ �; � is a gr

d on C
� �

These sets also have a natural structure as a projective
variety. Clearly, there are maps Gr

d(C) ! Wr
d(C).

If g = g(C) is the genus of the curve C, then the
Brill–Noether number is defined as

�ðg; r; dÞ ¼ g� ðrþ 1Þðg� d þ rÞ

Its significance is that it is the expected dimension of
the varieties Gr

d(C). The two basic results of Brill–
Noether theory are:

Theorem 7 (Existence Theorem). Let C be a curve
of genus g. Let d, r be integers such that d � 1, r � 0,
and �(g, r, d) � 0. Then Gr

d(C) and hence Wr
d(C) are

nonempty and every component of Gr
d(C) has dimen-

sion at least �. If r � d � g, then the same is true
for Wr

d(C).

Theorem 8 (Connectedness Theorem). Let C be
a curve of genus g and d, r integers such that d � 1,
r � 0, and �(g, r, d) � 1. Then Gr

d(C) and hence also
Wr

d(C) are connected.

The above theorems hold for all curves C. There
are other theorems which only hold for general
curves (where general means outside a countable
union of proper subvarieties in the moduli space, see
the section ‘‘Modul i of compact Riem ann surfa ces’’).

Theorem 9 (Dimension Theorem). Let C be a
general curve of genus g and d � 1, r � 0 integers. If
�(g, r, d) < 0, then Gr

d(C) = ;. If � � 0, then every
component of Gr

d(C) has dimension �.

Theorem 10 (Smoothness Theorem). Let C be a
general curve of genus g and d � 1, r � 0. Then,
Gr

d(C) is smooth of dimension �. If � � 1, then
Gr

d(C) and hence Wr
d(C) are irreducible.

Brill–Noether theory started with a paper of Brill
and Noether in 1873. It was, however, only from
the 1970s onwards that the main theorems could be
proved rigorously, due to the work of Griffiths,
Harris, Kleiman, Mumford, and many others. For
an extensive treatment of the theory, as well as a list
of references, the reader is referred to Arbarello
et al. (1985).

Green’s Conjecture

In recent years, much progress was achieved in
understanding the equations of canonical curves. If
the curve C is not hyperelliptic, then the canonical
map ’jKCj : C ! Pg�1 defines an embedding. We
shall, in this case, identify C with its image in Pg�1

and call this a canonical curve. The Clifford index
(for a precise definition see Lazarsfeld (1989)) is a
first measure of how special a curve C is with
respect to the canonical map. Hyperelliptic curves,
where the canonical map fails to be an embedding,
have, by definition, Clifford index 0. The two next
special cases are plane quintic curves (they have
a g2

5) and trigonal curves. A curve C is called
trigonal, if there is a 3 : 1 map C ! P1, in which
case C has a g1

3. More generally, the gonality of a
curve C is the minimal degree of a surjective map
C ! P1. Plane quintics and trigonal curves are
precisely the curves which have Clifford index 1.

Theorem 11 (Enriques–Babbage). If C � P g�1 is a
canonical curve, then C is either defined by quad-
ratic equations, or it is trigonal or isomorphic to a
plane quintic curve (i.e., it has Clifford index 1).

One can now ask more refined questions about
the equations defining canonical curves and the
relations (syzygies) among these equations. This
leads to looking at the minimal free resolution of a
canonical curve C, which is of the form

0 IC 
jOPg�1ð�jÞ�0j � � �  
jOPg�1ð�jÞ�kj 0

Here, IC is the ideal sheaf of C and OPg�1 (n) is the
nth power of the dual of the Hopf bundle (or
tautological sub-bundle) on Pg�1 if n � 0,
resp. the jnjth power of the Hopf bundle if n <
0. The �ij(C) are called the Betti numbers of C.
The Green conjecture predicts a link between the
nonvanishing of certain Betti numbers and geo-
metric properties of the canonical curve, such as
the existence of multisecants. Recently, C Voisin
and M Teixidor have proved the Green conjecture
for general curves of given gonality (see Beauville
(2003)).
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Moduli of Compact Riemann Surfaces

As a set, the moduli space of compact Riemann
surfaces of genus g is defined as

Mg ¼ C; C is a compactf
Riemann surface of genus gg=ffi

For genus g = 0, the only Riemann surface is the
Riemann sphere Ĉ = P1 and hence M0 consists of
one point only. Every Riemann surface of genus 1 is
a torus

E ¼ C=L

for some lattice L, which can be written in the form

L� ¼ Z� þZ; Im � > 0

Two elliptic curves E� = C=L� and E� 0 = C=L� 0 are
isomorphic if and only if a matrix

M ¼ a b
c d

� �
2 SLð2;ZÞ

exists with

� 0 ¼ a� þ b

c� þ d

This proves that

M1 ¼ H1=SLð2;ZÞ

and this construction also shows that M1 can itself
be given the structure of a Riemann surface. Using
the j-function, one obtains that

M1 ffi C

The situation is considerably more complicated for
genus g � 2. The space of infinitesimal deformations
of a curve C is given by H1(C, TC) where TC is the
tangent bundle. By Serre duality

H1ðC;TCÞ ffi H0ðC; !�2
C Þ



and by Riemann’s theorem it then follows that

dim H1ðC;TCÞ ¼ dim H0ðC; !�2
C Þ ¼ 3g� 3

This shows that a curve of genus g depends on
3g� 3 parameters or moduli, a dimension count
which was first performed by Riemann.

In genus 2 every curve has the hyperelliptic
involution, and for a general curve of genus 2 this
is the only automorphism. In genus g � 3 the
general curve has no automorphisms, but some
curves do. The order of the automorphism group is
bounded by 84(g� 1). The existence of automorph-
ism for some curves means that Mg is not a
manifold, but has singularities. The singularities
are, however, fairly mild. Locally, Mg always

looks like C3g�3=G near the origin, where G is a
finite group acting linearly on C3g�3. One expresses
this by saying that Mg has only finite quotient
singularities. A space with this property is also
sometimes referred to as a V-manifold or an
orbifold. Moreover, Mg is a quasiprojective variety,
that is, a Zariski-open subset of a projective variety.
As the above parameter count implies, the dimen-
sion of Mg is 3g� 3. At this point it can also be
clarified what is meant by a general curve in the
context of Brill–Noether theory: a property is said to
hold for the general curve in Brill–Noether theory if
it holds outside a countable number of proper
subvarieties of Mg.

It is often useful to work with projective, rather
than quasiprojective, varieties. This means that one
wants to compactifyMg to a projective variety Mg,
preferably in such a way that the points one adds
still correspond to geometric objects. The crucial
concept in this context is that of a stable curve. A
stable curve of genus g is a one-dimensional
projective variety with the following properties:

1. C is connected (but not necessarily irreducible),
2. C has at most nodal singularities (i.e., two local

analytic branches meet transversally),
3. the arithmetic genus pa(C) = h1(C,OC) = g, and
4. the automorphism group Aut(C) of C is finite.

The last of these conditions is equivalent to the
following: if a component of C is an elliptic curve,
then this must either meet another component or
have a node, and if a component is a rational curve,
then this component must either have at least two
nodes or one node and intersect another component,
or it is smooth and has at least three points of
intersection with other components.

It should be noted that, in contrast to the previous
illustrations, Figure 5 is drawn from the complex
point of view, that is, the curves appear as one-
dimensional objects.

The concept of stable curves leads to what is
generally known as the Deligne–Mumford compac-
tification of Mg:

Mg ¼ fC; C is a stable curve of genus gg=ffi

g = 0g = 2

Figure 5 An example of a stable curve of genus 3.
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Theorem 12 (Deligne–Mumford, Knudsen). Mg is
an irreducible, projective variety of dimension 3g� 3
with only finite quotient singularities.

The spaces Mg have been studied intensively over
the last 30 years. From the point of view of
classification, an important question is to determine
the Kodaira dimension of these spaces.

Theorem 13 (Harris–Mumford, Eisenbud–Harris).
The moduli spaces Mg are of general type for
g > 23.

On the other hand, it is known that Mg is
rational for g 	 6, unirational for g 	 14, and has
negative Kodaira dimension for g 	 16.

A further topic is to understand the cohomology
of Mg, resp. the Chow ring, and to compute the
intersection theory on Mg. For these topics we refer
the reader to Vakil (2003).

Closely related is the moduli problem of stable
n-pointed curves. A stable n-pointed curve (Figure 6)
is an (nþ 1)-tuple (C, x1, . . . , xn), where C is a
connected nodal curve and x1, . . . , xn are smooth
points of C with the stability condition that the
automorphism group of (C, x1, . . . , xn) is finite.
These curves can be parametrized by a coarse
moduli space Mg, n. These spaces share many
properties of the spaces Mg: they are irreducible,
projective varieties with finite quotient singularities
and of dimension 3g� 3þ n.

A further development, which has become very
important in recent years, is that of moduli spaces of
stable maps. These were introduced by Kontsevich in
the context of quantum cohomology. To define stable
maps, one first fixes a projective variety X and then
considers (nþ 2)-tuples (C, x1, . . . , xn, f ) where
(C, x1, . . . , xn) is an n-pointed curve of genus g and
f : C ! X a map. The stability condition is, that this
object allows only finitely many automorphisms
’ : C! C, fixing the marked points x1, . . . , xn, such
that f � ’= f . In order to obtain meaningful moduli
spaces, one also fixes a class � 2 H2(X, Z). One then
asks for a space parametrizing all stable (nþ 2)-tuples
(C, x1, . . . , xn, f ) with the additional property that
f
[C] = �. This construction is best treated in the
language of stacks, and one can show that this moduli

problem gives rise to a proper Deligne–Mumford stack
Mg, n(X, �). In general, this stack is very complicated,
it need not be connected, can be very singular, and may
have several components of different dimensions. Its
expected dimension is

exp : dimMg; nðX; �Þ

¼ ðdim X� 3Þð1� gÞ þ nþ
Z
�

c1ðTXÞ

Quantum cohomology can now be rephrased as
intersection theory on the stack Mg, n(X, �). In
general, these stacks do not have the expected
dimension. For this reason, Behrend and Fantechi
(1997) have constructed a virtual fundamental class of
the right dimension, which is the correct tool for the
intersection theory which gives the algebro-geometric
definition of quantum cohomology. In addition to this,
there is also a symplectic formulation. It was shown by
B Siebert that both approaches coincide.

Verlinde Formula and Conformal Blocks

The study of vector bundles (locally free sheaves) on
a compact Riemann surface is an area of research in
its own right. For a rank-r bundle E, the slope of E is
defined by

�ðEÞ ¼ deg E
r

where the degree of E is defined as the degree of the
line bundle

Vr E= det E. The bundle E is called
stable, resp. semistable, if

�ðFÞ < �ðEÞ; resp: �ðFÞ 	 �ðEÞ

for every proper sub-bundle {0} $ F $ E. Let C be a
compact Riemann surface of genus g � 2 and let
SUC(r) be the moduli space of semistable rank-r vector
bundles with trivial determinant det E=OC. This is
a projective variety of dimension (r2 � 1)(g� 1).
It contains a smooth open set, whose points corres-
pond to the isomorphism classes of stable vector
bundles. The complement of this set is in general the
singular locus of SUC(r) and its points correspond to
direct sums of line bundles of degree 0. These are the
so-called graded objects of the semistable, but not
stable, bundles. By a theorem of Narasimhan and
Seshadri, the points of SUC(r) are also in one-to-one
correspondence with the isomorphism classes of
representations 	1(C) ! SU(r).

Let L 2 Picg�1(C) be any line bundle of degree
g� 1 on C. Then, the set

�L ¼ E 2 SUCðrÞ; dim H0ðC; E � LÞ > 0
� �

g = 2 g = 0

g = 0

Figure 6 An example of marked stable curve.
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is a Cartier divisor on SUC(r) and thus defines a line
bundle L on SUC(r). This is a natural generalization
of the construction of the classical theta divisor. The
line bundle L generates the Picard group of the
moduli space SUC(r).

Theorem 14 (Verlinde Formula). If C has genus g
and k is a positive integer, then

dim H0ðSUCðrÞ;LkÞ

¼ r

rþ k

� �g X
StT¼f1;...;rþkg

jSj¼r

Y
s2S
t2T

��� sin 	 s� t

rþ k

���g�1

This formula was first found by Verlinde in the context
of conformal field theory. Due to this relationship, the
spaces H0(SUC(r), Lk) are also called conformal
blocks. These spaces can also be defined for principal
bundles. Rigorous proofs for the general case of the
Verlinde formula are due to Beauville–Laszlo and
Faltings. For a survey, see Beauville (1995).

See also: Characteristic Classes; Cohomology Theories;
Index Theorems; Mirror Symmetry: a Geometric Survey;
Moduli Spaces: An Introduction; Polygonal Billiards;
Several Complex Variables: Basic Geometric Theory;
Several Complex Variables: Compact Manifolds;
Topological Gravity, Two-Dimensional.
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Introduction

The Riemann–Hilbert (RH) method in mathematical
physics and analysis consists in reducing a particular
problem to the problem of reconstruction of an
analytic, scalar- or matrix-valued function in the
complex plane from a prescribed jump across a
given curve. More precisely, let an oriented contour
� be given in the complex 
-plane. The contour �
may have points of self-intersections, and it may

consist of several connected components; typical
contours appearing in applications to integrable
systems are shown in Figure 1.

The orientation of an arc in � defines the þ
and the � side of �. Suppose in addition that we
are given a map v : �!GL(N, C) with v, v�1 2
L1(�). The (normalized) RH problem determined
by the pair (�, v) consists in finding an N �N

Figure 1 Typical contours for RH problems.
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matrix-valued function m(�) with the following
properties:

mð�Þ is analytic in Cn� ½1a�

mþð�Þ ¼ m�ð�Þvð�Þ for � 2 �

where mþð�Þðm�ð�ÞÞ is the limit

of m from theþ ð�Þ side of � ½1b�

mð�Þ ! I (identity matrix) as �!1 ½1c�

The precise sense in which the limit at 1 and the
boundary values m� are attained are technical
matter that should be specified for each given RH
problem (�, v).

Concerning the name RH problem we note that
in literature (particularly, in the theory of bound-
ary values of analytic functions), the problem of
reconstructing a function from its jump across a
curve is often called the Hilbert boundary-value
problem. The closely related problem of analytic
matrix factorization (given � and v, find G(�)
analytic and nondegenerate in Cn� such that
GþG�= v on �) is sometimes called the Riemann
problem. The name ‘‘RH problem’’ is also
attributed to the reconstruction of a Fuchsian
system with given poles and a given monodromy
group.

In applications, the jump matrix v also depends
on certain parameters, in which the original problem
at hand is naturally formulated (e.g., v = v(�; x, t) in
applications to the integrable nonlinear differential
equations in dimension 1þ 1, with x being the space
variable and t the time variable), and the main
concern is the behavior of the solution of the RH
problem, m(�; x, t), as a function of x and t.
Particular interest is in the behavior of m(�; x, t) as
x and t become large.

In the scalar case, N = 1, rewriting the original
multiplicative jump condition in the additive form

log mþð�Þ ¼ log mþð�Þ þ log vð�Þ

and using the Cauchy–Plemelj–Sokhotskii formula
give an explicit integral representation for the
solution

mð�Þ ¼ exp
1

2�i

Z
�

log vð�Þ
�� � d�

� �
½2�

(in the case of nonzero index, � log vj� 6¼ 0, formula
[2] admits a suitable modification).

A generic (nonabelian) matrix RH problem
cannot be solved explicitly in terms of contour
integrals; however, it can always be reduced to a
system of linear singular-integral equations, thus
linearizing an originally nonlinear system.
The main benefit of reducing an originally non-
linear problem to the analytic factorization of a
given matrix function arises in asymptotic analysis.
Typically, the dependence of the jump matrix on the
external parameters (say, x and t) is oscillatory. In
analogy of asymptotic evaluation of oscillatory
contour integrals via the classical method of steepest
descent, in the asymptotic evaluation of the solution
m(�; x, t) of the matrix RH problem as x, t!1, the
nonlinear steepest-descent method examines the
analytic structure of the jump matrix v(�; x, t) in
order to deform the contour � to contours where
the oscillatory factors become exponentially small as
x, t!1, and hence the original RH problem
reduces to a collection of local RH problems
associated with the relevant points of stationary
phase. Although the method has (in the matrix case)
noncommutative and nonlinear elements, the final
result of the analysis is as efficient as the asymptotic
evaluation of the oscillatory integrals.
Dressing Method

The RH method allows describing the solution of a
differential system independently of the theory of
differential equations. The solution might be expli-
cit, that is, given in terms of elementary or elliptic or
abelian functions and contour integrals of such
functions. In general (transcendental) case, the
solution can be represented in terms of the solution
of certain linear singular integral equations.

In the modern theory of integrable systems, a
system of nonlinear differential equations is often
called integrable if it can be represented as a
compatibility condition of an auxiliary overdeter-
mined linear system of differential equations called a
Lax pair of the given nonlinear system (actually it
might involve more than two linear equations). In
order that the compatibility condition represents a
nontrivial nonlinear system of equations, the Lax
pair is required to depend rationally on an auxiliary
parameter (called a spectral parameter). The RH
problem formulated in the complex plane of the
spectral parameter allows, given a particular solu-
tion of the compatibility equations, to construct
directly new solutions of the compatibility system by
‘‘dressing’’ the initial one.

For example, let D(x,�), x 2 Rn,� 2 C be an N �N
diagonal, polynomial in � with smooth coefficients,
function such that aj := @D=@xj are polynomials in
� of degree dj. Then �0 := exp D(x,�) solves the
system of linear equations @�0=@xj = aj�0, whose
compatibility conditions @2�0=@xj@xk = @2�0=@xk@xj

are trivially satisfied. Given a contour � and a smooth
function v, consider the matrix RH problem [1]
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with the jump matrix ~v(�; x) := expD(x,�)v(�)
exp�D(x,�). Let m(�; x) be the solution of this RH
problem. Then (Djm)þ= (Djm)�~v, where Djf :=
@f=@xj þ [aj, f ] with [a, b] := ab� ba. The Liouville
theorem implies that (Djm)m�1 is an entire function
which is o(�dj) as �!1. Setting �(x,�) := m(�; x)
exp D(x,�) gives the system of linear equations

@�

@xj
¼ aj þ

X
k<dj

�kqjkðxÞ � Rjðx; �Þ� ½3�

the compatibility conditions for which are

@Rk

@xj
� @Rj

@xk
¼ ½Rj;Rk� ½4�

Equating coefficients of various powers of � in [4]
gives a (generally) nonlinear system of partial
differential equations for the coefficient matrices
qjk. Thus, given D(x,�), the RH problem, if it is
solvable, maps the pair (�, v) to solutions of [4].

Specializing to n = 2 with variables (x, t) 2 R2, the
overdetermined system of linear equations and the
corresponding compatibility conditions are

�x ¼ U�; �t ¼ V� ½5�

and

Ut � Vx þ ½U;V� ¼ 0 ½6�

respectively. Conditions [6] are sometimes called the
zero-curvature conditions.

Equations [5] and [6] with U and V depending
rationally on the spectral parameter � represents the
integrable nonlinear systems in 1þ 1 dimension. A
typical example of such a system is the (defocusing)
nonlinear Schrödinger (NLS) equation

iqt þ qxx � 2jqj2q ¼ 0 ½7�

Starting from the RH problem with the 2� 2 jump
matrix

vð�; x; tÞ ¼ ei��3=2vð�Þe�i��3=2 ½8�

where �(�; x, t) =�t�2 þ x�, �3 = diag{1, �1}, and
v(�) satisfies the involution �3v�(�)�3 = v( ��),
expanding out the limit of the solution of the RH
problem as �!1

mð�; x; tÞ ¼ I þm1ðx; tÞ
�

þ o
1

�

� �
½9�

and arguing as above gives [5], with

U ¼ i��3

2
þ

0 q

�q 0

 !
½10�

and q =�i(m1)12, whereas the compatibility condi-
tion [6] reduces to [7].
The relation between the RH problem and the
differential equations [5] is local in x and t; it is based
only on the unique solvability of the RH problem,
the Liouville theorem, and the explicit dependence of
the jump matrix in x and t. The uniqueness of the
solution of an RH problem is basically provided by
the Liouville theorem: the ratio m(1)(m(2))�1 of any
two solutions is analytic in Cn� and continuous
across � and is therefore identically equal to I by the
normalization condition [1c].

On the other hand, there are no completely
general effective criteria for the solvability. Never-
theless, many RH problems seen in applications to
integrable systems satisfy the following sufficient
condition: if � is symmetric with respect to R and
contains R, and if, in addition, v�(�) = v( ��) for � 2
�nR and Re v(�)>0 for � 2 R, then the RH
problem is solvable.

For nonlinear equations supporting solitons, the
RH problem appears naturally in a more general
setting, as a meromorphic factorization problem,
where m in [1] is sought to be a (piecewise)
meromorphic function, with additionally prescribed
poles and respective residue conditions. Alterna-
tively, in the Riemann factorization problem
GþG�= v, one assumes that G degenerates at
some given points �1, . . . ,�n 2 �þ and �1, . . . ,�n 2
��, where C = �þ [ �� [ �, and prescribes two sets
of subspaces, Im Gj�= �j

and Ker Gj�=�j
. In the case

v � I, the solution of the factorization problem with
zeros (meromorphic RH problem) is purely alge-
braic, and gives formulas describing multisoliton
solutions. In the general case, v 6� I, the mero-
morphic RH problem can be algebraically converted
to a holomorphic RH problem, by subsequently
removing the poles with the help of the Blaschke–
Potapov factors.

Alternatively, a meromorphic RH problem can be
converted to a holomorphic one by adding to � an
additional contour �aux enclosing all the poles,
interpolating the constants involved in the residue
conditions inside the region surrounded by �aux, and
defining a new jump matrix on �aux using the
interpolant and the Blaschke–Potapov factors.

RH problems formulated on the complex plane C
correspond typically to solutions of relevant non-
linear problems decaying at infinity. For other types
of boundary conditions (e.g., nonzero constants or
periodic or quasiperiodic boundary conditions), the
corresponding RH problem is naturally formulated
on a Riemann surface. For example, the RH
problem associated with finite density conditions
q(x, t)! �ei�� as x!�1 for the NLS equation [7]
is naturally formulated on the two-sheet Riemann
surface of the function k(�) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � 4�2

p
with
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the contour � consisting of the points (�, "), where
j�j � 2� and "=�1 marks the surface sheet.
Inverse-Scattering Transform

The inverse-scattering transform method for solving
initial-value problems for integrable nonlinear equa-
tions written as the compatibility conditions [6] for
linear equations [5] consists in the following: starting
from the given initial data, solve the direct problem,
that is, determine appropriate eigenfunctions (solu-
tions of the differential x-equation in the Lax pair [5])
having well-controlled analytic properties as functions
of the auxiliary (spectral) parameter � and the
associated spectral functions of �; then, by virtue of
the t-equations in the Lax pair [5], the associated
functions evolve in a simple, explicit way. Finally,
using the explicit evolution of the spectral functions,
solve the inverse problem of finding the associated
coefficients in the x-equation, which, by [5], evolve
according to the given nonlinear equation and thus
solve the Cauchy problem for this equation. The last
step in this procedure, the inverse-scattering problem,
can be effectively solved by reformulating it as an RH
problem, which in turn can be related to a system of
singular integral equations. The classical Gelfand–
Levitan–Marchenko integral equation of the inverse-
scattering problem is the Fourier transform of some
special cases of these singular integral equations.

To fix ideas, consider the initial-value problem for
the NLS equation [7], where the data q(x, t = 0) =
q0(x) have sufficient smooth and decay as jxj!1.
For each � 2 CnR, one constructs solutions �(x,�)
of �x = U� with U given by [10], having the
properties

mðx; �Þ :¼ �ðx; �Þ exp
�ix��3

2

� �
! I as x!�1

and m(x,�) is bounded as x!1. For each fixed x,
the 2� 2 matrix function m(x,�) solves the RH
problem in �, where � = R and the jump matrix is

v ¼ vð�; xÞ ¼ 1� jrð�Þj2 rð�Þ ei�x

��rð�Þ e�i�x 1

 !
½11�

Here r(�) is the reflection coefficient of q0(x).
The direct scattering map R is described by

mapping q 7! r,

q 7!mðx; �Þ ¼ mðx; �; qÞ 7! vð�; xÞ 7! r ¼ RðqÞ

By virtue of the t-equations in [5], if q(t) = q(x, t)
solves the NLS equation, then r(t) =R(q( 	 , t)) evolves
as r(t) = r(t,�) = e�it�2

r0(�), where r0 =R(q0). Given
r, the inverse-scattering map R�1 is obtained by
solving the normalized RH problem (RHP) with the
jump matrix [11] and evaluating its solution m(x,�) as
�!1 [9]:

r 7! v 7!RHP 7!mðx; �Þ
¼ mðx; �; rÞ 7!m1ðxÞ 7! qðxÞ
¼ �iðm1ðxÞÞ12

and thus

qðx; tÞ ¼ R�1 eixð	Þ�itð	Þ2rð	Þ
� 	

½12�

The mathematical rigor to this scheme is provided
by the general theory of analytic matrix factoriza-
tion making use of the relation between the
factorization problem and certain singular integral
equations; this relation can be established with the
help of the Cauchy operators

Chð�Þ ¼
Z

�

hð�Þ
�� �

d�

2�i
; � 2 Cn�

and

C�hð�Þ ¼ lim
�0!�

�02ð�Þ�side of �

ðChÞð�0Þ

For a very general class of contours, the Cauchy
operators C� : Lp!Lp, 1 < p <1, are bounded,
Cþ � C�= I, and Cþ þ C�=�H, where

Hhð�Þ :¼ lim
"!0

Z
�

j���j>"

hð�Þ
�� �

d�

�i

is the Hilbert transform.
The map R is often considered as a nonlinear

Fourier-type map; this point of view is supported by
the fact that R is a bijection between the corre-
sponding Schwartz spaces of functions. Making use
of the Lp or Hölder theory of the Cauchy operators
and the related factorization problems, it is possible
to analyze the action of R and R�1 in various
functional spaces. This also requires making more
precise the definition of the RH problem: for fixed
1 < p <1, given � and v such that v, v�1 2
L1(�!GL(N, C)), we say that m� solves an RH
Lp-problem if m� 2 I þ @C(Lp) and mþ(�) =
m�(�)v(�) for � 2 �. Here a pair of Lp(�)-functions
f� 2 @C(Lp) if there exists a unique function
h2Lp(�) such that f�(�) = (C�h)(�). Then f (�) =
Ch(�), � 2 Cn�, is called the extension of f� off �.

Given a factorization of v = (v�)�1vþ= (I �w�)�1

(I þwþ) on � with v�, (v�)�1 2 Lp, the basic
associated singular integral operator is defined by

Cwh :¼ Cþðhw�Þ þ C�ðhwþÞ

If the operator I � Cw is invertible on Lp(�), with
� 2 I þ Lp(�), solving (I � Cw)m = I, then m(�) =
I þ (C(�(wþ þw�)))(�) is the unique solution of the
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RH problem (�, v). Although the operator Cw need
not be compact, in many cases it is Fredholm with
zero index. Then the existence of (I � Cw)�1 is
equivalent to the solvability of the RH problem
(�, v), and the normalized RH problem (m! I as
�!1) has a unique solution if and only if the
corresponding homogeneous RH problem (with
m! 0 as �!1) has only the trivial solution
(vanishing lemma).

The most complete theory for RH problem relative
to simple contours is the theory when v is in an
inverse, closed, decomposing Banach algebra A, that
is, the algebra of continuous functions with the
Hilbert transform bounded in it such that if f 2 A,
then f�1 2 A. For contours with self-intersections, the
RH factorization theory is formulated in terms of a
pair of decomposing algebras: choosing the orienta-
tion of the contour in such a way that it divides the
�-plane into two disjoint regions, �þ and ��, and
each arc of � forms part of the positively oriented
boundary of �þ, the functions in the þ (�) algebra
are continuous up to the boundary in each connected
component of �þ (��).

The choice of functional spaces in the RH problem
should be based on the integrable system at hand. For
example, an integrable flow connected to the scatter-
ing problem for �x = U�, with U defined by [10],
has in general the form eit�p�3v(�)e�it�p�3 (Ablowitz–
Kaup–Newell–Segur (AKNS) hierarchy) in the scat-
tering space (for the NLS equation, p = 2), so that
appropriate spaces are L2((1þ x2) dx) \Hp�1 for
q( 	 , t) and L2((1þ j�j2p�2)jd�j) \H1 as the scatter-
ing space. Deift and Zhou showed that in this case
the scattering map R and the inverse-scattering map
R�1 indeed involve no ‘‘loss’’ of smoothness or decay.

A generalization of the inverse-scattering trans-
form method to the initial boundary-value problems
for integrable nonlinear equations (on the half-line
or on a finite interval with respect to the space
variable x) can be also developed on the basis of the
RH problem formalism. It this case, the construction
of the corresponding RH problem involves simulta-
neous spectral analysis of the both linear equations
in the Lax pair [5]. The boundary values generate an
additional set of spectral functions, which generally
makes the construction of the associated RH
problem more complicated than in the case of the
corresponding initial-value problem (particularly,
the contour is to be enhanced by adding the part
coming from the spectral analysis of the t-equation);
however, this RH problem again depends explicitly
on x and t, which makes it possible to develop
relevant techniques (such as the nonlinear steepest-
descent method for the asymptotic analysis) in the
same spirit as in the case of initial-value problems.
An RH problem may be viewed as a special case
in a more general setting of problems of recon-
structing an analytic function from the known
structure of its singularities. The departure from
analyticity of a function m of the complex variable
� can be described in terms of the ‘‘d-bar’’
derivative, @m=@ ��. If @m=@ �� can be linearly related
to m itself, then the use of the extension of
Cauchy’s formula

mð�Þ ¼ 1

2�i

Z
D

d� ^ d��
1

�� �
@m

@ ��
þ 1

2�i

Z
@D

d�
mð�Þ
�� �

leads to a linear integral equation for m. This is the
case for some multidimensional (2þ 1) nonlinear
integrable equations. For example, for the Kadomtsev–
Petviashvili-I equation (the two-dimensional general-
ization of the Korteweg–de Vries equation) (qt þ
6qqx þ qxxx)x = 3qyy, the appropriate eigenfunctions
are still sectionally meromorphic, but their jumps
across a contour are connected nonlocally to m on
the contour, which leads to nonlocal RH problem of
the type

mþð�Þ ¼ m�ð�Þ þ
Z

�

d�m�ð�Þf ð�; �Þ; � 2 �

with given f (�,�) (analogue of scattering data).
Contrarily, the eigenfunctions for the Kadomtsev–
Petviashvili-II equation (qt þ 6qqx þ qxxx)x =�3qyy

are nowhere analytic, with @m=@ �� related to m by

@m

@ ��
ð�Þ ¼ FðRe�; Im�Þmð���Þ; � 2 C
Nonlinear Steepest-Descent Method

The nonlinear steepest-descent method is based on a
direct asymptotic analysis of the relevant RH
problem; it is general and algorithmic in the sense
that it does not require a priori information (anzatz)
about the form of the solution of the asymptotic
problem. However, the noncommutativity of the
matrix setting requires developing rather sophisti-
cated technical ideas, which, in particular, enable an
explicit solution of the associated local RH problems.

To fix ideas, let us again consider the NLS
equation. The dependence of the jump matrix
v(�; x, t) on x and t is oscillatory; it is the same as
in the integral

qðx; tÞ ¼ 1ffiffiffiffiffiffi
2�
p

Z
R

eiðx��t�2Þq̂0ð�Þd� ½13�

which solves the initial-value problem for the
linearized version of [7]:

iqt þ qxx ¼ 0; qðx; 0Þ ¼ q0ðxÞ ½14�



Re iθ > 0

Re iθ < 0 Re iθ > 0

Re iθ < 0

λ 0

Figure 3 Signature table.
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(here q̂0(�) is the Fourier transform of the initial data
q0). The main contribution to [13] as jxj and t tend to
1 comes from the point of stationary phase of
ei(x��t�2), that is, the point �=�0 = x=2t, for which

d

d�
ðx�� t�2Þ ¼ 0

If q̂0(�) is analytic in a strip jIm�j < ", then one can
use Cauchy’s theorem to deform [13] to an integral
on a contour �" such that jei(x��t�2)j decreases rapidly
on �" away from �=�0. Hence, as t!1, the
problem localizes to a neighborhood of �=�0; this
constitutes the standard method of steepest descent.

In the spirit of the oscillatory contour integral
case, the nonlinear steepest-descent method for an
oscillatory RH problem introduced by Deift and
Zhou consists in the following: deform the contour
and (rationally) approximate the jump matrix in
order to obtain an RH problem with a jump matrix
that decays to the identity away from stationary
phase points; then, rescaling the problem near the
stationary phase points, obtain a (local) RH problem
with a piecewise constant jump matrix, which can
be solved in closed form, usually in terms of certain
special functions.

The contour deformation means the following.
Suppose that the jump matrix of an RH problem
(�, v) has a factorization v = b�1

� v1bþ between two
points on �, where bþ(b�) has holomorphic and
nondegenerating continuation to the part �þ(��) of a
disk � supported by these points, see Figure 2a. Then
the contour � may be deformed to the contour
�0= � [ @�, and the jump matrices across �0 may be
defined as indicated in Figure 2b. If m solves the RH
problem (�, v), then m0 defined by m0= mb�1

� in ��

and m0= m outside � solves the deformed RH
problem associated with �0.

The appropriate factorization of v given by [8]
and the contour deformation are to be chosen in
accordance with signature table; for the NLS
equation, it is given in Figure 3. The key step is to
move algebraically the factors e�i� in v(�; x, t) into
regions of the complex plane, where they are
exponentially decreasing as t!1. The jump matrix
admits two algebraic factorizations:
Σ, ν

Ω+

Ω– 

ν

ν1

b+

ν

b–

(a) (b)

–1

Figure 2 Deformation of an RH problem.
v ¼
�

1� jrj2 rei�

��re�i� 1

�

¼
�

1 rei�

0 1

�� 1 0

��re�i� 1

�
ð� > �0Þ

¼
 1 0

� �re�i�

1� jrj2
1

!  1� jrj2 0

0 1
1� jrj2

!

�
1 rei�

1� jrj2

0 1

0B@
1CA ð� < �0Þ

The diagonal factors (1� jrj2)�1 can be removed by
conjugating v by 	�3

� , where 	(�) solves the scalar,
normalized RH problem on R : 	þ= 	�(1� jrj2) for
� < �0 and 	þ= 	� for � > �0; the solution of the
latter can be written in a closed form:

	ð�Þ ¼ exp
1

2�i

Z �0

�1

logð1� jrð�Þj2Þ
�� � d�

( )

Then ~m := m	��3 solves the RH problem across
� = R, with the jump matrix

~v ¼
�

1 r	2 ei�

0 1

� � 1 0

��r	�2 e�i� 1

�
ð� > �0Þ

¼
 1 0

��r	�2
� e�i�

1� jrj2
1

!  
1

r	2
þ ei�

1� jrj2

0 1

!
ð� < �0Þ

Replacing r,�r, etc., by appropriate rational approx-
imations [r], [�r], matching at � ¼ �0,

~mþ

�
1 0

�½�r�	�2 e�i� 1

�
can be continued to the sector above Rþ þ �0 and

~m�

�
1 ½r�	2ei�

0 1

�
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can be continued to the sector below Rþ þ �0, where
the factors e�i� are exponentially decreasing. Doing the
same for the appropriate factors on R� þ �0, we
obtain an RH problem on a cross, say, (�0 þ ei�=4R) [
(�0 þ e�i�=4R). As t!1, the RH problem then
localizes at �0.

Performing an appropriate scaling, a straightfor-
ward computation shows that, as t!1, the
problem reduces to an RH problem with the jump
matrix that does not depend on � (it is determined
by r(�0)), which make it possible to solve this
problem explicitly (in terms of the parabolic cylinder
functions, in the case of the NLS equation). Using
explicit asymptotics for these functions and control-
ling the error terms, it is possible to obtain the
uniform (for all x 2 R) asymptotics for the solution
of the initial-value problem for the NLS equation
with q0 2 L2((1þ x2) dx) \H1 of the form

qðx; tÞ ¼ t�1=2
ð�0Þ expðix2=ð4tÞ � i�ð�0Þ log 2tÞ
þOðt�ð1=2þ�ÞÞ

for any fixed 0 < � < 1=4, where 
 and � are given
in terms of r =R(q0):

�ð�Þ ¼ � 1

2�
logð1� jrð�Þj2Þ

j
ð�Þj2¼ �ð�Þ
2

and

arg
ð�Þ ¼ 1

�

Z �

�1
logð�� �Þ dðlogð1� jrð�Þj2ÞÞ

þ �
4
þ arg �ði�ð�ÞÞ þ arg rð�Þ

The method can be used to obtain asymptotic
expansions to all orders. Also, for nonlinear equa-
tions supporting solitons, the soliton part of the
asymptotics can be incorporated via the dressing
method.

Further applications include long-time asympto-
tics for near-integrable systems, such as the per-
turbed NLS equation iqt þ qxx � 2jqj2q� "jqjlq = 0
for l > 2 and " > 0, and the small-dispersion limits
of integrable equations (e.g., for the Korteweg–
de Vries equation qt � 6qqx þ "2qxxx = 0 with small
dispersion " & 0).

The RH formalism makes possible a comprehen-
sive global asymptotic analysis of the Painlevé
transcendents (which, due to their increasing role
in the modern mathematical physics, should be
considered as new nonlinear special functions),
including explicit connection formulas, as x
approaches relevant critical points along different
directions in the complex plane.

The development of the RH method in the theory
of integrable systems caused emerging new analytic
and algebraic ideas for other branches of mathe-
matics and theoretical physics. The recent examples
are the study of the asymptotics in the theory of
orthogonal polynomials and random matrices and in
combinatories (random permutations).

See also: Boundary-Value Problems for Integrable
Equations; �	 Approach to Integrable Systems; Integrable
Systems and Algebraic Geometry; Integrable Systems
and the Inverse Scattering Method; Integrable Systems:
Overview; Nonlinear Schrödinger Equations; Painlevé
Equations; Twistor Theory: Some Applications [in
Integrable Systems, Complex Geometry and String
Theory]; Riemann–Hilbert Problem.
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Regular and Fuchsian Linear Systems
on the Riemann Sphere

Consider a system of ordinary linear differential
equations with time belonging to the Riemann
sphere CP1 = C [1:

dX=dt ¼ AðtÞX ½1�

The n� n matrix A is meromorphic on CP1, with
poles at a1, . . . , apþ1; the dependent variables X form
an n� n matrix. One can assume that 1 is not
among the poles aj and it is not a pole of the 1-form
A(t)dt (this can be achieved by a fractionally-linear
transformation of t).

P Deligne has introduced a terminology of
meromorphic connections and sections which is
often preferred in modern literature to the one of
meromorphic linear systems and their solutions, and
there is a one-to-one correspondence between the
two languages.

Definition 1 System [1] is regular at the pole aj if
its solutions have a moderate (or polynomial)
growth rate there, that is, for every sector S centered
at aj and not containing other poles of the system
and for every solution X restricted to S there exists
Nj 2 R such that kX(t � aj)k= O(jt � ajjNj ) for all
t 2 S. System [1] is regular if it is regular at all poles
aj. System [1] is Fuchsian if its poles are logarithmic
(i.e., of first order). Every Fuchsian system is
regular.

Remark 2 The opening of the sector S might be
>2�. Restricting to a sector is necessary because the
solutions are, in general, ramified at the poles aj and
by turning around the poles much faster than
approaching them one can obtain any growth rate.

A Fuchsian system can be presented in the form

dX=dt ¼
Xpþ1

j¼1

Aj=ðt � ajÞ
 !

X; Aj 2 glðn;CÞ ½2�

The sum of its matrices-residua Aj is 0, that is,

A1 þ � � � þ Apþ1 ¼ 0 ½3�

(recall that 1 is not a pole of the system).

Remark 3 The linear equation (with meromorphic
coefficients)

Pn
j = 0 aj(t)x

(j) = 0 is Fuchsian if aj has

poles of order only �n� j. A linear equation is
Fuchsian if and only if it is regular. The best-studied
Fuchsian equations are the hypergeometric one and
its generalizations and the Jordan–Pochhammer
equation.

The linear change of the dependent variables

X 7!WðtÞX ½4�

(where W is meromorphic on CP1) makes system [2]
undergo the gauge transformation

A! �W�1ðdW=dtÞ þW�1AW ½5�

(Most often one requires W to be holomorphic and
holomorphically invertible for t 6¼ aj, j = 1, . . . , pþ 1,
so that no new singular points appear in the system.)
This transformation preserves regularity but not
necessarily being Fuchsian. The only invariant under
the group of linear transformations [4] is the
monodromy group of the system.

Definition 4 Set � = CP1n{a1, . . . , apþ1}. Fix a
base point a0 2 � and a matrix B 2 GL(n, C).
Consider a closed contour � with base point a0

and bypassing the poles of the system. The mono-
dromy operator of system [1] defined by this
contour is the linear operator M acting on the
solution space of the system which maps the
solution X with Xjt = a0

= B into the value of its
analytic continuation along �. Notation: X 7!� XM.
The monodromy operator depends only on the class
of homotopy equivalence of �.

The monodromy group is the subgroup of
GL(n, C) generated by all monodromy operators. It
is defined only up to conjugacy due to the freedom
to choose a0 and B.

Definition 5 Define the product (concatenation)
�1�2 of two paths �1, �2 in � (where the end of �1

coincides with the beginning of �2) as the path
obtained by running �1 first and �2 next.

Remark 6 The monodromy group is an antirepre-
sentation of the fundamental group �1(�) into
GL(n, C) because one has

X 7!�1
XM1 7!

�2
XM2M1 ½6�

that is, the concatenation �1�2 of the two contours
defines the monodromy operator M2M1. In the text,
the monodromy group is referred to as to a
representation, not an antirepresentation.

One usually chooses a standard set of generators
of �1(�) (see Figure 1) defined by contours
�j, j = 1, . . . , pþ 1, where �j consists of a segment
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[a0, a0j] (a0j being a point close to aj), of a small
circumference run counterclockwise (centered at aj,
passing through a0j and containing inside no pole of
the system other than aj), and of the segment [a0j, a0].
Thus, �j is freely homotopic to a small loop
circumventing counterclockwise aj (and no other
pole ai). The indices of the poles are chosen such
that the indices of the contours increase from 1 to
pþ 1 when one turns around a0 clockwise.

For the standard choice of the contours the
generators Mj satisfy the relation

M1 . . . Mpþ1 ¼ I ½7�

Indeed, the concatenation of contours �pþ1. . .�1 is
homotopy equivalent to 0 and equality [7] results
from Remark 6.

Remarks 7

(i) If the matrix-residuum Aj of a Fuchsian system
has no eigenvalues differing by a nonzero
integer, then the monodromy operator Mj

defined as above is conjugate to exp (2�iAj). It
is always true that the eigenvalues �k, j of Mj

equal exp (2�i�k, j), where �k, j are the eigenva-
lues of Aj.

(ii) If the generators Mj of the monodromy group
are defined after a standard set of contours �j,
then they are conjugate to the corresponding
operators Lj of local monodromy, that is, when
the poles aj are circumvented counterclockwise
along small loops. The operators Lj of a regular
system can be computed (up to conjugacy)
algorithmically – one first makes the system
Fuchsian at aj by means of a change [4] and
then carries out the computation. Thus,
Mj = Q�1

j LjQj for some Qj 2 GL(n, C) and the

difficulty when computing the monodromy
group of system [1] consists in computing the
matrices Qj which is a transcendental problem.

(iii) As will be noted in Theorem 9, every compo-
nent of every solution to a regular linear system
is a function of the class of Nilsson, that is,
representable as a convergent (on sectors) seriesP

k2N, 1�i�n, 0���n�1 ai, k, �t
�iþk ln� t,�i 2 C, ai, k, �

2 C.

Example 8 The Fuchsian system dX=dt = (A=t)X,
A 2 gl(n, C), has two poles – at 0 and at 1,
with matrices-residua A and �A. Any solution
is of the form X = exp (A ln t)G, G 2 GL(n, C).
To compute the local monodromy around 0, change
the argument of t by 2�i. This results in ln t 7!
ln t þ 2�i and X 7!XG�1 exp (2�iA)G, that is the
monodromy operator at 0 equals G�1 exp (2�iA)G
(and in the same way the one at 1 equals
G�1 exp (�2�iA)G).

Formulation and History of the Problem

The Riemann–Hilbert problem (or Hilbert’s twenty-
first problem) is formulated as follows:

Prove that for any set of points a1, . . . , apþ1 2 CP1

and for any set of matrices M1, . . . , Mp 2 GL(n, C)
there exists a Fuchsian linear system with poles
at and only at a1, . . . , apþ1 for which the correspond-
ing monodromy operators are M1, . . . , Mp,
Mpþ1 = (M1 . . . Mp)�1.

Historically, the Riemann–Hilbert problem was
first stated for Fuchsian equations, not for systems –
Riemann mentions in a note at the end of the 1850s
the problem how to reconstruct a Fuchsian equation
from its monodromy representation and Hilbert
includes it in 1900 as the twenty-first problem on
his list in a formulation mentioning equations and
not systems. However, the number of parameters
necessary to parametrize a Fuchsian equation is, in
general, smaller than the one necessary to parame-
trize a monodromy group generated by p matrices.
Therefore, one has to allow the presence of
additional apparent singularities in the equation,
that is, singularities the monodromy around which is
trivial.

It had been believed for a long time that the
Riemann–Hilbert problem has a positive solution
for any n 2 N, after J. Plemelj in 1908 gave a proof
with a gap. In his proof, Plemelj tries to reduce the
Riemann–Hilbert problem to the so-called homo-
geneous Hilbert boundary-value problem of the
theory of singular integral equations. It follows
from the correct part of the proof that if one of

a1

a2

a0 ap + 1

Figure 1 The standard set of generators.
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the monodromy operators of system [1] is diagonal-
izable, then system [1] is equivalent to a Fuchsian
one; this is due to Yu S Il’yashenko. (In particular, if
one allows just one additional apparent singularity,
then the Riemann–Hilbert problem is positively
solvable. The author has shown that the result still
holds if one of the monodromy operators has one
Jordan block of size 2 and n� 2 Jordan blocks of
size 1. The result is sharp – it would be false if one
allows one Jordan block of size �3 or two blocks of
size 2.) It also follows that any finitely generated
subgroup of GL(n, C) is the monodromy group of a
regular system with prescribed poles which is
Fuchsian at all the poles with the possible exception
of one (where the system is regular) which can be
chosen among them at random.

After the publication of Plemelj’s result, the
interest shifted basically towards the question how
to construct a Fuchsian system given the mono-
dromy operators Mj. At the end of the 1920s
IA Lappo-Danilevskii expressed the solutions to a
Fuchsian system as series of the monodromy
operators. These series are convergent for mono-
dromy operators close to the identity matrix and for
such operators one can express the residua Aj of the
Fuchsian system as convergent series of the mono-
dromy operators.

In 1956 BL Krylov proved that the Riemann–
Hilbert problem is solvable for n = p = 2 by con-
structing a Fuchsian system after its monodromy
group. In 1983 NP Erugin did the same in the case
n = 2, p = 3, and established a connection between
the Riemann–Hilbert problem and Painlevé’s
equations.

In 1957 H Röhrl reformulated the problem in
terms of fibre bundles. His approach is more
geometric; however, it does not require the system
realizing a given monodromy group to be Fuchsian,
but only regular.

In 1978 W Dekkers considered the particular case
n = 2 of the Riemann–Hilbert problem, and gave a
positive answer to it. The gap in Plemelj’s proof was
detected in the 1980s by AT Kohn and YuS
Il’yashenko.

It was proved by AA Bolibrukh in 1989 that, for
n � 3, the problem has a negative answer. For n = 3,
the answer is negative precisely for those couples
(monodromy group, set of poles) for which each
monodromy operator M1, . . . , Mpþ1 is conjugate to
a Jordan block of size 3, the monodromy group is
reducible, with an invariant subspace or factor-space
of dimension 2, the monodromy sub- or factor-
representation corresponding to it is irreducible and
cannot be realized by a Fuchsian system having all
its matrices-residua conjugate to Jordan blocks of

size 2. In Bolibrukh’s work, the last condition is
formulated in a different (but equivalent) way using
the notion of Fuchsian weight.

The New Setting of the Problem

After the negative answer to the Riemann–Hilbert
problem for n � 3, it is reasonable to reformulate it
as follows:

Find necessary and/or sufficient conditions for the
choice of the monodromy operators M1, . . . , Mp and
the points a1, . . . , apþ1 so that there should exist a
Fuchsian system with poles at and only at the given
points and whose monodromy operators Mj should
be the given ones.

In the new setting of the Riemann–Hilbert pro-
blem, the answer is positive if the monodromy group
is irreducible (for any positions of the poles aj). This
has been first proved by Bolibrukh for n = 3 and then
independently by the author and by him for any n.

Bolibrukh found many examples of couples
(reducible monodromy group, poles) for which the
answer to the Riemann–Hilbert problem is nega-
tive. For n = 3, the negative answer is due to
possible ‘‘bad position’’ of the poles and a small
shift from this position while keeping the same
monodromy group leads to a couple for which the
answer is positive. For n � 4, there are couples
where the negative answer is due to arithmetic
properties of the eigenvalues of the matrices-
residua and the corresponding monodromy groups
are not realizable by Fuchsian systems for any
position of the poles. During the last years of his
life, Bolibrukh studied upper-triangular mono-
dromy representations and found other examples
with negative answer to the Riemann–Hilbert
problem.

Bolibrukh also found some sufficient conditions
for the positive resolvability of the Riemann–Hilbert
problem in the case of a reducible monodromy
group. For example, suppose that the monodromy
group is a semidirect sum:

Mj ¼
M1

j �
0 M2

j

 !
where the matrices Mi

j (of size li � li, i = 1, 2) define
the representations �i. Suppose that the representa-
tion �2 is realizable by a Fuchsian system, that the
representation �1 is irreducible, and that one of the
matrices Mj is block-diagonal, with left upper block
of size s� s, where s � l1. Then for any choice of the
poles aj the monodromy group can be realized by
some Fuchsian system.
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Bolibrukh also gave an estimation upon the
number m of additional apparent singularities in a
Fuchsian equation which are sufficient to realize a
given irreducible monodromy group. It follows from
his result that

m � nðn� 1Þðp� 1Þ
2

þ 1� n

One can ask the question what the codimension of
the subset in the space (monodromy group, poles) is
which provides the negative answer to the Riemann–
Hilbert problem in its initial setting. The (author’s)
answer for p � 3 is 2p(n� 1), and for n � 7 this
codimension is attained only at couples (mono-
dromy group, poles) for which every monodromy
operator Mj is conjugate to a Jordan block of size n,
the group has an invariant subspace or factor-space
of dimension n� 1, the corresponding sub- or
factor-representation is irreducible and cannot be
realized by a Fuchsian system in which all matrices-
residua are conjugate to Jordan blocks of size n� 1.
For n � 6 there are examples where the same
codimension is attained (but cannot be decreased)
on other couples as well.

Levelt’s Result and Bolibrukh’s Method

In 1961, AHM Levelt described the form of the
solution to a regular system at its pole. His result is
in the core of Bolibrukh’s method for solving the
Riemann–Hilbert problem.

Theorem 9 In the neighborhood of a pole, the
solution to a regular linear system is representable in
the form

X ¼ Ujðt � ajÞðt � ajÞDjðt � ajÞEjGj ½8�

where the matrix Uj is holomorphic in a neigh-
borhood of 0, Dj = diag(’1, j, . . . ,’n, j),’n, j 2 Z,
det Gj 6¼ 0. The matrix Ej is in upper-triangular
form and the real parts of its eigenvalues belong to
[0, 1) (by definition, (t � aj)

Ej = eEj ln (t�aj)). The num-
bers ’k, j satisfy the condition [10] formulated
below. They are valuations in the eigenspaces of
the monodromy operator Mj (i.e., in the maximal
subspaces invariant for Mj on which it acts as an
operator with a single eigenvalue).

A regular system is Fuchsian at aj if and only if

det Ujð0Þ 6¼ 0 ½9�

The condition on ’k, j can be formulated as follows: let
Ej have one and the same eigenvalue in the rows with
indices s1 < s2 < � � � < sq. Then one has

’s1; j � ’s2; j � � � � � ’sq; j ½10�

Remark 10 Denote by 	k, j the diagonal entries
(i.e., the eigenvalues) of the matrix Ej. Then the
sums 	k, j þ ’k, j are the eigenvalues of the matrix-
residuum Aj at aj.

In proving that the Riemann–Hilbert problem is
positively solved in the case of an irreducible mono-
dromy group, Bolibrukh (or the author) uses the
correct part of Plemelj’s proof – namely, that the given
monodromy group can be realized by a regular system
which is Fuchsian at all poles but one. After this, a
suitable change [4] is sought which makes the system
Fuchsian at the last pole. The criterium to be Fuchsian
is provided by the above theorem; one checks how the
matrices Dj, that is, the exponents ’k, j and the
matrices Uj change as a result of the transformation
[4]. This is easier (one has only to multiply to the left
by W(t)) than to see how the matrix A(t) of system [1]
changes because one has conjugation in rule [5]. This
idea is also due to Bolibrukh.

When Bolibrukh obtains the negative answer to
the Riemann–Hilbert problem in some case of
reducible monodromy group, he often uses the
following two propositions:

Proposition 11 The sum
P
	k, j þ ’k, j relative to a

subspace of the solution space invariant for all
monodromy operators is a non-positive integer.

In particular, the sum of all exponents 	k, j þ ’k, j

is a non-positive integer which is 0 if and only if the
system is Fuchsian.

Proposition 12 If some component of some col-
umn of some matrix solution to a regular system is
identically equal to 0, then the monodromy group of
the system is reducible.

A reducible monodromy group can be conjugated
to a block upper-triangular form, with the diagonal
blocks defining irreducible representations. Thus, the
Riemann–Hilbert problem for reducible monodromy
groups makes necessary the answer to the question
‘‘given the set of poles aj, for which sets of exponents
’k, j can a given irreducible monodromy group be
realized by such a Fuchsian system?’’ For n � 2, an
irreducible monodromy group can be a priori realized
by infinitely many Fuchsian systems, with different
sets of exponents ’k, j. Consider the case when these
exponents are fixed for j 6¼ 1; suppose that a1 = 0.
The author has shown that then infinitely many of
the a priori possible choices of the exponents ’k, 1

cannot be realized by Fuchsian systems if and only if
the given monodromy group is realized by a Fuchsian
system which is obtained from another one via the
change of time t 7! tk=(bktk þ bk�1tk�1 þ � � � þ b0),
bi 2 C, b0 6¼ 0, k 2 N�, k > 1. This change increases
the number of poles.
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Further Developments – The
Deligne–Simpson Problem

The Riemann–Hilbert problem can be generalized for
irregular systems as follows. One asks whether for
given poles aj there exists a linear system of ordinary
differential equations on the Riemann sphere with
these and only these poles which is Fuchsian at the
regular singular points, which has prescribed formal
normal forms, formal monodromies and Stokes
multipliers at the irregular singular points, and
which has a prescribed global monodromy.

The Riemann–Hilbert problem has been consid-
ered in some papers (of H Esnault, E Vieweg, and C
Hertling) in the context of algebraic curves of higher
genus instead of CP1.

The study of the so-called Riemann–Hilbert
correspondence between the category of holonomic
D-modules and the one of perverse sheaves with
constructible cohomology has been initiated in the
works of J Bernstein in the algebraic aspect and of
M Sato, T Kawai, and M Kashiwara in the analytic
one. This has been done in the case of a variety of
arbitrary dimension (not necessarily CP1), with
codimension one pole divisor. Perversity has been
defined by P Deligne, M Goresky, and R MacPher-
son. Regularity has been defined by M Kashiwara in
the analytic aspect and by Z Mebkhout in the
geometric one. Important contributions in the
domain are due to Ph Maisonobe, M Merle, N
Nitsure, C Sabbah, and the list is far from being
exhaustive. The Riemann–Hilbert correspondence
plays an important role in other trends of mathe-
matics as well.

The Deligne–Simpson problem is formulated like
this: Give necessary and sufficient conditions upon
the choice of the conjugacy classes cj 	 gl(n, C) or
Cj 	 GL(n, C) so that there should exist an irredu-
cible (i.e., without proper invariant subspace)
(pþ 1)-tuple of matrices Aj 2 cj satisfying [3] or of
matrices Mj satisfying [7].

The problem was stated in the 1980s by P Deligne
for matrices Mj and in the 1990s by the author for
matrices Aj. C Simpson was the first to obtain results
towards its resolution in the case of matrices Mj. The
problem admits the following geometric interpretation
in the case of matrices Mj: For which (pþ 1)-tuples of
local monodromies does there exist an irreducible
global monodromy with such local monodromies?

For generic eigenvalues the problem has found a
complete solution in the author’s papers in the form of
a criterium upon the Jordan normal forms defined by
the conjugacy classes. The author has treated the case
of nilpotent matrices Aj and the one of unipotent
matrices Mj as well. For matrices Aj, the problem has

been completely solved (for any eigenvalues) by W
Crawley-Boevey. The case of matrices Aj with p = 2
has been treated by O Gleizer using results of A
Klyachko. The case when the matrices Mj are unitary
is considered in papers of S Agnihotri, P Belkale, I
Biswas, C Teleman, and C Woodward. Several cases of
finite groups have been considered by M Dettweiler, S
Reiter, K Strambach, J Thompson, and H Völklein.
The important rigid case has been studied by NM
Katz. Y Haraoka has considered the problem in the
context of linear systems in Okubo’s normal form.
One can find details in an author’s survey on the
Deligne–Simpson problem (Kostov, 2004).

See also: Affine Quantum Groups; Bicrossproduct Hopf
Algebras and Non-Commutative Spacetime; Einstein
Equations: Exact Solutions; Holonomic Quantum Fields;
Integrable Systems: Overview; Isomonodromic
Deformations; Leray–Schauder Theory and Mapping
Degree; Painlevé Equations; Riemann–Hilbert Methods
in Integrable Systems; Twistors; WDVV Equations and
Frobenius Manifolds.
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Maisonobe Ph and Narváez-Macarro L (eds.) (2004) Eléments de
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Riemannian Holonomy Groups

Let (M, g) be a Riemannian n-manifold. The
holonomy group Hol(g) is a Lie subgroup of O(n),
a global invariant of g which measures the constant
tensors S on M preserved by the Levi-Civita
connection r of g. The most well-known examples
of metrics with special holonomy are Kähler metrics,
with Hol(g) 
 U(m) 	 O(2m). A Kähler manifold
(M, g) also carries a complex structure J and Kähler
2-form ! with rJ =r!= 0.

The classification of Riemannian holonomy
groups gives a list of interesting special Riemannian
geometries such as Calabi–Yau manifolds and the
exceptional holonomy groups G2 and Spin(7), all of
which are important in physics. These geometries
have many features in common with Kähler geome-
try, and are characterized by the existence of
constant exterior forms.

General Properties of Holonomy Groups

Let M be a connected manifold of dimension n and g a
Riemannian metric on M, with Levi-Civita connec-
tion r, regarded as a connection on the tangent
bundle TM of M. Suppose � : [0, 1]!M is a smooth
path, with �(0) = x and �(1) = y. Let s be a smooth
section of ��(TM), so that s : [0, 1]!TM with s(t) 2
T�(t)M for each t 2 [0, 1]. Then we say that s is
parallel if r�̇(t)s(t) = 0 for all t 2 [0, 1], where �̇(t) is

d

dt
�ðtÞ 2 T�ðtÞM

For each v 2 TxM, there is a unique parallel
section s of ��(TM) with s(0) = v. Define a map
P� : TxM!TyM by P�(v) = s(1). Then P� is well
defined and linear, and is called the parallel
transport map along �. This easily generalizes
to continuous, piecewise-smooth paths �. As
rg = 0, we see that P� : TxM!TyM is orthogonal
with respect to the metric g on TxM and TyM.

Definition 1 Fix a point x 2M. � is said to be loop
based at x if � : [0, 1]!M is a continuous, piece-
wise-smooth path with �(0) = �(1) = x. If � is a loop
based at x, then the parallel transport map P� lies in
O(TxM), the group of orthogonal linear transforma-
tions of TxM. Define the (Riemannian) holonomy
group Holx(g) of g based at x to be

HolxðgÞ ¼ P�: � is a loop based at x
� �


 OðTxMÞ ½1�

Here are some elementary properties of Holx(g).
The only difficult part is showing that Holx(g) is a
(closed) Lie subgroup.

Theorem 2 Holx(g) is a Lie subgroup of O(TxM),
which is closed and connected if M is simply
connected, but need not be closed or connected
otherwise. Let x, y 2M, and suppose � : [0, 1]!M
is a continuous, piecewise-smooth path with
�(0) = x and �(1) = y, so that P� : TxM!TyM. Then

P� HolxðgÞP�1
� ¼ HolyðgÞ ½2�

By choosing an orthonormal basis for TxM we
can identify O(TxM) with the Lie group O(n), and
so identify Holx(g) with a Lie subgroup of O(n).
Changing the basis changes the subgroups by
conjugation by an element of O(n). Thus, Holx(g)
may be regarded as a Lie subgroup of O(n) defined
up to conjugation. Equation [2] shows that in this
sense, Holx(g) is independent of the base point x.
Therefore, we omit the subscript x and write
Hol(g) for the holonomy group of g, regarded as
a subgroup of O(n) defined up to conjugation.

It is significant that Hol(g) is a global invariant of g,
that is, it does not vary from point to point like
local invariants of g such as the curvature. Generic
metrics g on M have Hol(g) = SO(n) if M is
orientable, and Hol(g) = O(n) otherwise. But some
special metrics g can have Hol(g) a proper



subgroup of SO(n) or O(n). Then M carries some
extra geometric structures compatible with g.

Broadly, the smaller Hol(g) is as a subgroup of
O(n), the more special g is, and the more extra
geometric structures there are. Therefore, under-
standing and classifying the possible holonomy
groups gives a family of interesting special Rieman-
nian geometries, such as Kähler geometry. All of
these special geometries have cropped up in physics.

Define the holonomy algebra hol(g) to be the Lie
algebra of Hol(g), regarded as a Lie subalgebra of
o(n), defined up to the adjoint action of O(n).
Define holx(g) to be the Lie algebra of Holx(g), as a
Lie subalgebra of o(TxM) ffi �2T�xM. The holonomy
algebra hol(g) is intimately connected with the
Riemann curvature tensor Rabcd = gaeR

e
bcd of g.

Theorem 3 The Riemann curvature tensor Rabcd

lies in S2holx(g) at x, where holx(g) is regarded as a
subspace of �2T�xM. It also satisfies the first and
second Bianchi identities

Rabcd þ Radbc þ Racdb ¼ 0 ½3�

reRabcd þrcRabde þrdRabec ¼ 0 ½4�

A related result is the Ambrose–Singer holonomy
theorem, which, roughly speaking, says that holx(g)
may be reconstructed from Rabcdjy for all y 2M,
moved to x by parallel transport.

If (M, g) and (N, h) are Riemannian manifolds, the
product M�N carries a product metric g� h. It is
easy to show that Hol(g� h) = Hol(g)�Hol(h). A
Riemannian manifold (M, g) is called reducible if
every point has an open neighborhood isometric to a
Riemannian product and irreducible otherwise.

Theorem 4 Let (M, g) be Riemannian n-manifold.
Then the natural representation of Hol(g) on Rn is
reducible if and only if g is reducible.

There is a class of Riemannian manifolds called
the ‘‘Riemannian symmetric spaces’’ which are
important in the theory of Riemannian holonomy
groups. A Riemannian symmetric space is a
special kind of Riemannian manifold with a
transitive isometry group. The theory of sym-
metric spaces was worked out by Élie Cartan in
the 1920s, who classified them completely, using
his own classification of Lie groups and their
representations.

A Riemannian metric g is called ‘‘locally sym-
metric’’ if reRabcd 	 0, and ‘‘nonsymmetric’’ other-
wise. Every locally symmetric metric is locally
isometric to a Riemannian symmetric space. The
relevance of symmetric spaces to holonomy groups

is that many possible holonomy groups are the
holonomy group of a Riemannian symmetric space,
but are not realized by any nonsymmetric metric.
Therefore, by restricting attention to nonsymmetric
metrics, one considerably reduces the number of
possible Riemannian holonomy groups.

A tensor S on M is constant if rS = 0. An
important property of Hol(g) is that it determines
the constant tensors on M.

Theorem 5 Let (M, g) be a Riemannian manifold,
with Levi-Civita connection r. Fix x 2M, so
that Holx(g) acts on TxM, and so on the tensor
powers

Nk TxM

Nl T�xM. Suppose S 2 C1

(
Nk TM


Nl T�M) is a constant tensor. Then Sjx
is fixed by the action of Holx(g). Conversely,
if Sjx 2

Nk TxM

Nl T�xM is fixed by Holx(g),

it extends to a unique constant tensor
S 2 C1(

Nk TM

Nl T�M).

The main idea in the proof is that if S is a constant
tensor and � : [0, 1]!M is a path from x to y, then
P�(Sjx) = Sjy, that is, ‘‘constant tensors are invariant
under parallel transport.’’ In particular, they are
invariant under parallel transport around closed
loops based at x, and so under elements of Holx(g).

Berger’s Classification of Holonomy Groups

Berger classified Riemannian holonomy groups in
1955.

Theorem 6 Let M be a simply connected,
n-dimensional manifold, and g an irreducible, non-
symmetric Riemannian metric on M. Then

(i) Hol(g) = SO(n),
(ii) n = 2m and Hol(g) = SU(m) or U(m),

(iii) n = 4m and Hol(g) = Sp(m) or Sp(m)Sp(1),
(iv) n = 7 and Hol(g) = G2, or
(v) n = 8 and Hol(g) = Spin(7).

To simplify the classification, Berger makes three
assumptions: M is simply connected, g is irreducible,
and g is nonsymmetric. We can make M simply
connected by passing to the ‘‘universal cover.’’ The
holonomy group of a reducible metric is a product
of holonomy groups of irreducible metrics, and the
holonomy groups of locally symmetric metrics
follow from Cartan’s classification of Riemannian
symmetric spaces. Thus, these three assumptions can
easily be removed.

Here is a sketch of Berger’s proof of Theorem 6.
As M is simply connected, Theorem 2 shows Hol(g)
is a closed, connected Lie subgroup of SO(n), and
since g is irreducible, Theorem 4 shows the
representation of Hol(g) on Rn is irreducible. So,
suppose that H is a closed, connected subgroup of
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SO(n) acting irreducibly on Rn, with Lie algebra h.
The classification of all such H follows from the
classification of Lie groups (and is of considerable
complexity). Berger’s method was to take the list of
all such groups H, and to apply two tests to each
possibility to find out if it could be a holonomy
group. The only groups H which passed both tests
are those in the theorem.

Berger’s tests are algebraic and involve the
curvature tensor. Suppose that Rabcd is the Riemann
curvature of a metric g with Hol(g) = H. Then
Theorem 3 gives Rabcd 2 S2h, and the first Bianchi
identity [3] applies. But if h has large codimension in
o(n), then the vector space RH of elements of S2h
satisfying [3] will be small, or even zero. However,
the ‘‘Ambrose–Singer holonomy theorem’’ shows that
RH must be big enough to generate h. For many of the
candidate groups H, this does not hold, and so H
cannot be a holonomy group. This is the first test.

Now reRabcd lies in (Rn)� 
RH, and also satisfies
the second Bianchi identity, eqn [4]. Frequently,
these imply that rR = 0, so that g is locally
symmetric. Therefore, we may exclude such H, and
this is Berger’s second test.

Berger’s proof does not show that the groups on
his list actually occur as Riemannian holonomy
groups – only that no others do. It is now known,
though this took another thirty years to find out,
that all possibilities in Theorem 6 do occur.

The Groups on Berger’s List

Here are some brief remarks about each group on
Berger’s list.

(i) SO(n) is the holonomy group of generic
Riemannian metrics.

(ii) Riemannian metrics g with Hol(g) � U(m) are
called ‘‘Kähler metrics.’’ Kähler metrics are a natural
class of metrics on complex manifolds, and generic
Kähler metrics on a given complex manifold have
holonomy U(m).

Metrics g with Hol(g) = SU(m) are called Calabi–
Yau metrics. Since SU(m) is a subgroup of U(m), all
Calabi–Yau metrics are Kähler. If g is Kähler and M
is simply connected, then Hol(g) � SU(m) if and
only if g is Ricci-flat. Thus, Calabi–Yau metrics are
locally more or less the same as Ricci-flat Kähler
metrics.

If (M, J) is a compact complex manifold with
trivial canonical bundle admitting Kähler metrics,
then Yau’s solution of the Calabi conjecture gives a
unique Ricci-flat Kähler metric in each canonical
class. This gives a way to construct many examples
of Calabi–Yau manifolds, and explains why these
have been named after them.

(iii) Metrics g with Hol(g) = Sp(m) are called
‘‘hyper-Kähler.’’ As Sp(m) � SU(2m) � U(2m), hyper-
Kähler metrics are Ricci-flat and Kähler.

Metrics g with holonomy group Sp(m)Sp(1) for
m � 2 are called ‘‘quaternionic Kähler.’’ (Note that
quaternionic Kähler metrics are not in fact Kähler.)
They are Einstein, but not Ricci-flat.

(iv), (v) G2 and Spin(7) are the exceptional cases,
so they are called the ‘‘exceptional holonomy
groups.’’ Metrics with these holonomy groups are
Ricci-flat.

The groups can be understood in terms of the four
division algebras: the real numbers R, the complex
numbers C, the quaternions H, and the octonions or
Cayley numbers O.

� SO(n) is a group of automorphisms of Rn.
� U(m) and SU(m) are groups of automorphisms of Cm.
� Sp(m) and Sp(m) Sp(1) are automorphism groups

of Hm.
� G2 is the automorphism group of Im O ffi R7.

Spin(7) is a group of automorphisms of O ffi R8,
preserving part of the structure on O.

The Exceptional Holonomy Groups

For some time after Berger’s classification, the
exceptional holonomy groups remained a mystery.
In 1987, Bryant used the theory of exterior
differential systems to show that locally there exist
many metrics with these holonomy groups, and gave
some explicit, incomplete examples. Then in 1989,
Bryant and Salamon found explicit, complete
metrics with holonomy G2 and Spin(7) on non-
compact manifolds. In 1994–95, the author con-
structed the first examples of metrics with holonomy
G2 and Spin(7) on compact manifolds. For more
information on exceptional holonomy, see Joyce
(2000, 2002).

The Holonomy Group G2

Let (x1, . . . , x7) be coordinates on R7. Write dxij...l

for the exterior form dxi ^ dxj ^ 
 
 
 ^ dxl on R7.
Define a metric g0, a 3-form ’0, and a 4-form �’0

on R7 by

g0 ¼ dx2
1 þ 
 
 
 þ dx2

7

’0 ¼ dx123 þ dx145 þ dx167 þ dx246

� dx257 � dx347 � dx356

�’0 ¼ dx4567 þ dx2367 þ dx2345 þ dx1357

� dx1346 � dx1256 � dx1247

½5�

The subgroup of GL(7, R) preserving ’0 is the
exceptional Lie group G2. It also preserves g0, � ’0,
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and the orientation on R7. It is a compact,
semisimple, 14-dimensional Lie group, a subgroup
of SO(7).

A G2-structure on a 7-manifold M is a principal
sub-bundle of the frame bundle of M, with
structure group G2. Each G2-structure gives rise
to a 3-form ’ and a metric g on M, such that every
tangent space of M admits an isomorphism with R7

identifying ’ and g with ’0 and g0, respectively. By
an abuse of notation, (’, g) can be referred to as a
G2-structure.

Proposition 7 Let M be a 7-manifold and (’, g) a
G2-structure on M. Then the following are
equivalent:

(i) Hol(g) � G2, and ’ is the induced 3-form;
(ii) r’= 0 on M, where r is the Levi-Civita

connection of g; and
(iii) d’= d(�’) = 0 on M.

The equations d’= d(�’) = 0 look like linear
partial differential equations on ’. However, it is
better to consider them as nonlinear, for the
following reason. The 3-form ’ determines the
metric g, and g gives the Hodge star � on M. So
�’ is a nonlinear function of ’, and d(�’) = 0 a
nonlinear equation. Thus, constructing and study-
ing G2-manifolds come down to studying solu-
tions of nonlinear elliptic partial differential
equations.

Note that Hol(g) � G2 if and only if r’= 0
follows from Theorem 5. We call r’ the
‘‘torsion’’ of the G2-structure (’, g), and when
r’= 0 the G2-structure is ‘‘torsion-free.’’ A triple
(M,’, g) is called a G2-manifold if M is a
7-manifold and (’, g) a torsion-free G2-structure
on M. If g has holonomy Hol(g) � G2, then g is
Ricci-flat.

Theorem 8 Let M be a compact 7-manifold, and
suppose that (’, g) is a torsion-free G2-structure on M.
Then Hol(g) = G2 if and only if �1(M) is finite. In
this case, the moduli space of metrics with holon-
omy G2 on M, up to diffeomorphisms isotopic to
the identity, is a smooth manifold of dimension
b3(M).

The Holonomy Group Spin(7)

Let R8 have coordinates (x1, . . . , x8). Define a
4-form �0 on R8 by

�0 ¼ dx1234þ dx1256þ dx1278þ dx1357� dx1368

� dx1458� dx1467 � dx2358 � dx2367 � dx2457

þ dx2468 þ dx3456 þ dx3478 þ dx5678 ½6�

The subgroup of GL(8, R) preserving �0 is the
holonomy group Spin(7). It also preserves the
orientation on R8 and the Euclidean metric
g0 = dx2

1 þ 
 
 
 þ dx2
8. It is a compact, semisimple,

21-dimensional Lie group, a subgroup of SO(8).
A Spin(7)-structure on an 8-manifold M gives rise

to a 4-form � and a metric g on M, such that each
tangent space of M admits an isomorphism with R8

identifying � and g with �0 and g0, respectively. By
an abuse of notation, the pair (�, g) is referred to as
a Spin(7)-structure.

Proposition 9 Let M be an 8-manifold and (�, g) a
Spin(7)-structure on M. Then the following are
equivalent:

(i) Hol(g) � Spin(7) and � is the induced 4-form;
(ii) r� = 0 on M, where r is the Levi-Civita

connection of g; and
(iii) d� = 0 on M.

We call r� the torsion of the Spin(7)-structure
(�, g), and (�, g) torsion free if r� = 0. A triple
(M,�, g) is called a Spin(7)-manifold if M is an 8-
manifold and (�, g) a torsion-free Spin(7)-structure
on M. If g has holonomy Hol(g) � Spin(7), then g is
Ricci-flat.

Here is a result on compact 8-manifolds with
holonomy Spin(7).

Theorem 10 Let (M, �, g) be a compact Spin(7)-
manifold. Then, Hol(g) = Spin(7) if and only if M is
simply connected, and b3(M)þ b4

þ(M) = b2(M)þ
2b4
�(M)þ 25. In this case, the moduli space of

metrics with holonomy Spin(7) on M, up to
diffeomorphisms isotopic to the identity, is a smooth
manifold of dimension 1þ b4

�(M).

The inclusions between the holonomy groups
SU(m), G2, Spin(7) are

SUð2Þ �! SUð3Þ �! G2

# # #
SUð2Þ � SUð2Þ �! SUð4Þ �! Spinð7Þ

½7�

The meaning of the above equation is illustrated
by using the inclusion SU(3) ,!G2. As SU(3) acts
on C3, it also acts on R �C3 ffi R7, taking the
SU(3)-action on R to be trivial. Thus, we embed
SU(3) as a subgroup of GL(7, R). It turns out
that SU(3) is contained in the subgroup G2 of
GL(7, R) defined in the section ‘‘The holonomy
group G2.’’

Constructing Compact G2- and Spin(7)-Manifolds

The author’s method of constructing compact
7-manifolds with holonomy G2 is based on the
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Kummer construction for Calabi–Yau metrics
on the K3 surface and may be divided into four
steps.

Step 1. Let T7 be the 7-torus and (’0, g0) a flat
G2-structure on T7. Choose a finite group � of
isometries of T7 preserving (’0, g0). Then the quotient
T7=� is a singular, compact 7-manifold, an orbifold.

Step 2. For certain special groups �, there is a
method to resolve the singularities of T7=� in a natural
way, using complex geometry. We get a nonsingular,
compact 7-manifold M, together with a map � : M!
T7=�, the resolving map.

Step 3. On M, we explicitly write down a one-
parameter family of G2-structures (’t, gt) depending
on t 2 (0, �). They are not torsion free, but have
small torsion when t is small. As t! 0, the
G2-structure (’t, gt) converges to the singular
G2-structure ��(’0, g0).

Step 4. We prove using analysis that for suffi-
ciently small t, the G2-structure (’t, gt) on M, with
small torsion, can be deformed to a G2-structure
(’’t, g̃t), with zero torsion. Finally, it is shown that g̃t

is a metric with holonomy G2 on the compact
7-manifold M.

We explain the first two steps in greater detail.
For Step 1, an example of a suitable group � is given
here.

Example 11 Let (x1, . . . , x7) be coordinates on
T7 = R7=Z7, where xi 2 R=Z. Let (’0, g0) be the
flat G2-structure on T7 defined by [5]. Let �,�, and
� be the involutions of T7 defined by

� : ðx1; . . . ; x7Þ
7!ðx1; x2; x3;�x4;�x5;�x6;�x7Þ ½8�

� : ðx1; . . . ; x7Þ
7!ðx1;�x2;�x3; x4; x5;

1
2� x6;�x7Þ ½9�

� : ðx1; . . . ; x7Þ
7! �x1; x2;�x3; x4;

1
2�x5; x6;

1
2� x7

� �
½10�

By inspection, �, �, and � preserve (’0, g0),
because of the careful choice of exactly which signs
to change. Also, �2 = �2 = �2 = 1, and �, �, and �
commute. Thus, they generate a group
� = h�, �, �i ffi Z3

2 of isometries of T7 preserving
the flat G2-structure (’0, g0).

Having chosen a lattice � and finite group �, the
quotient T7=� is an orbifold, a singular manifold
with only quotient singularities. The singularities of
T7=� come from the fixed points of nonidentity

elements of �. We now describe the singularities in
the example.

Lemma 12 In Example 11, ��, ��, ��, and ���
have no fixed points on T7. The fixed points of
�, �,� are each 16 copies of T3. The singular set S of
T7=� is a disjoint union of 12 copies of T3, 4 copies
from each of �, �, �. Each component of S is a
singularity modeled on that of T3 �C2={�1}.

The most important consideration in choosing �
is that we should be able to resolve the singula-
rities of T7=� within holonomy G2, in Step 2. We
have no idea how to resolve general orbifold
singularities of G2-manifolds. However, after fifty
years of hard work we understand well how to
resolve orbifold singularities of Calabi–Yau mani-
folds, with holonomy SU(m). This is done by a
combination of algebraic geometry, which pro-
duces the underlying complex manifold by a
crepant resolution, and Calabi–Yau analysis,
which produces the Ricci-flat Kähler metric on
this complex manifold.

Now the holonomy groups SU(2) and SU(3) are
subgroups of G2, as in [7]. Our tactic in Step 2 is to
ensure that all of the singular set S of T7=� can
locally be resolved with holonomy SU(2) or SU(3),
and then use Calabi–Yau geometry to do this. In
particular, suppose each connected component of S
is isomorphic to either

1. T3 �C2=G, for G a finite subgroup of SU(2); or
2. S1 �C3=G, for G a finite subgroup of SU(3)

acting freely on C3n{0}.

One can use complex algebraic geometry to find a
crepant resolution X of C2=G or Y of C3=G. Then
T3 �X or S1 � Y gives a local model for how to
resolve the corresponding component of S in T7=�.
Thus we construct a nonsingular, compact 7-mani-
fold M by using the patches T3 �X or S1 � Y to
repair the singularities of T7=�. In the case of
Example 11, this means gluing 12 copies of T3 �X
into T7=�, where X is the blow-up of C2={�1} at its
singular point.

By considering different groups � acting on T7,
and also by finding topologically distinct resolu-
tions M1, . . . , Mk of the same orbifold T7=�, we
can construct many compact Riemannian 7-mani-
folds with holonomy G2. A good number of
examples are given in Joyce (2000, chapter 12).
Figure 1 displays the 252 different sets of Betti
numbers of compact, simply connected 7-mani-
folds with holonomy G2 constructed there
together with 5 more sets from Kovalev. It
seems likely to the author that the Betti numbers
given in Figure 1 are only a small proportion of
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Figure 1 Betti numbers (b2, b3) of compact G2-manifolds. (From Joyce (2000) and Kovalev (2003).)
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the Betti numbers of all compact 7-manifolds with
holonomy G2.

A different construction of compact 7-manifolds
with holonomy G2 was given by Kovalev (2003),
involving gluing together asymptotically cylindrical
Calabi–Yau 3-folds. Compact 8-manifolds with
holonomy Spin(7) were constructed by the author
using two different methods: first, by resolving
singularities of torus orbifolds T8=� in a similar way
to the G2 case (though the details are different and
more difficult), and second, by resolving Y=h�i for Y
a Calabi–Yau 4-orbifold with singularities of a
special kind, and � an antiholomorphic isometric
involution of Y. Details can be found in Joyce (2000).

See also: Calibrated Geometry and Special Lagrangian
Submanifolds.
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Introduction

Many problems arising in science and engineering
call for the solving of the Euler equations of
functionals, that is, equations of the form

G0ðuÞ ¼ 0 ½1�

where G(u) is a C1-functional (usually representing
the energy) arising from the given data. As an
illustration, the equation

��uðxÞ¼ f ðx; uðxÞÞ

is the Euler equation of the functional

GðuÞ ¼ 1

2
kruk2 �

Z
Fðx; uðxÞÞ dx

on an appropriate space, where

Fðx; tÞ ¼
Z t

0

f ðx; sÞ ds ½2�

and the norm is that of L2. The solving of the Euler
equations is tantamount to finding critical points of
the corresponding functional. The classical approach
was to look for maxima or minima. If one is looking
for a minimum, it is not sufficient to know that the
functional is bounded from below, as is easily
checked. However, one can show that there is a
sequence satisfying

GðukÞ ! a; G0ðukÞ ! 0 ½3�

for a = inf G. If the sequence has a convergent
subsequence, this will produce a minimum.

However, when extrema do not exist, there is no
clear way of obtaining critical points. In particular,
this happens when the functional is not bounded
from either above or below. Until recently, there
was no organized procedure for producing critical
points which are not extrema. We shall describe an
approach which is very useful in such cases.

To illustrate the technique, we consider the
problem of finding a solution of

�u00ðxÞ þ uðxÞ ¼ f ðx; uðxÞÞ ½4�

x 2 I = [0, 2�], under the conditions

uð0Þ ¼ uð2�Þ; u0ð0Þ ¼ u0ð2�Þ ½5�

We assume that the function f(x, t) is continuous in
I � R and is periodic in x with period 2�. The
approach begins by asking the question, ‘‘does there
exist a differentiable function G from a space H to
R such that [4], [5] are equivalent to [1]?’’ It is
hoped that one can mimic the methods of calculus to
find critical points and thus solve [1].

Actually, we are asking the following: does there exist
a mapping G from a space H to R such that G has a
critical point u satisfying G0(u) =�u00þ u� f (x, u(x))?

In order to solve the problem one has to

1. find G(u) such that

ðG0ðuÞ; vÞH ¼ ðu; vÞH � ðf ð�; uÞ; vÞ ½6�

holds for each u, v 2 H,
2. show that there is a function u(x) such that

G0(u) = 0,
3. show that u00 exists in I,
4. show that [1] implies [4].

We used the notation

ðu; vÞ ¼
Z 2�

0

uðxÞvðxÞ dx

In order to carry out the procedure, we assume
that for each R > 0 there is a constant CR such that

jf ðx; tÞj � CR; x 2 I; t 2 R; jtj � R ½7�

This assumption is used to carry out step (1). We define

GðuÞ ¼ 1

2
kuk2

H �
Z 2�

0

Fðx; uðxÞÞ dx ½8�

where F(x, t) is given by [2] and we take H to be the
completion of C1(I) with respect to the norm

kukH ¼ ðku0k
2 þ kuk2Þ1=2 ½9�

where kuk2 = (u, u). We have



Theorem 1 If f(x, t) satisfies [7], then G(u) given
by [8] is continuously differentiable and satisfies [6].

Once we have reduced the problem to solving [1],
we can search for critical points. The easiest type to
locate are ‘‘saddle points’’ which are local minima in
some directions and local maxima in all others. For
instance, we obtain theorems such as

Theorem 2 Assume that

jf ðx; tÞj � Cðjtj þ 1Þ; x 2 I; t 2 R

2Fðx; tÞ=t2 ! �ðxÞ a.e. as jtj ! 1
½10�

with �(x) satisfying

1þ n2 � �ðxÞ � 1þ ðnþ 1Þ2

1þ n2 6� �ðxÞ 6� 1þ ðnþ 1Þ2
½11�

and n an integer �0. If G(u) is given by [8], then
there is a u0 2 H such that

G0ðu0Þ ¼ 0 ½12�

In particular, u0 is a solution of [4] and [5] in the
usual sense.

In proving this theorem, we shall make use of

Theorem 3 Let M, N be closed subspaces of a
Hilbert space E such that M = N?. Assume that at
least one of these subspaces is finite dimensional.
Let G be a continuously differentiable functional on
E satisfying

m0 ¼ sup
v2N

inf
w2M

GðvþwÞ 6¼ �1 ½13�

and

m1 ¼ inf
w2M

sup
v2N

GðvþwÞ 6¼ 1 ½14�

Then there is a sequence {uk} 	 E such that

GðukÞ ! c; m0 � c � m1; G0ðukÞ ! 0 ½15�

Theorem 3 allows us to obtain solutions if we can
find subspaces of H such that [13] and [14] hold. We
use it to give the proof of Theorem 2.
Proof. Note that

kuk2
H ¼

X
ð1þ k2Þj�kj2; u 2 H ½16�

where the �k are given by

�k ¼ ðu; �’kÞ; k ¼ 0;
1;
2; . . . ½17�

and

’kðxÞ ¼
1ffiffiffiffiffiffi
2�
p eikx; k ¼ 0;
1;
2; . . . ½18�

Let

N ¼ fu 2 H : �k ¼ 0 for jkj > ng

Thus,

kuk2
H ¼

X
jkj�n

ð1þ k2Þj�kj2

� ð1þ n2Þkuk2; u 2 N ½19�

Let

M ¼ fu 2 H : �k ¼ 0 for jkj � ng

In this case,

kuk2
H ¼

X
jkj�nþ1

ð1þ k2Þj�kj2

� ð1þ ðnþ 1Þ2Þkuk2; u 2M ½20�

Note that M, N are closed subspaces of H and that
M = N?. Note also that N is finite dimensional. If
we consider the functional [8], it is not difficult to
show that [11] implies

inf
M

G > �1; sup
N

G <1 ½21�

We are now in a position to apply Theorem 3. This
produces a saddle point satisfying [1]. &

Minimax

Theorem 3 is very useful when extrema do not exist, but
it is not always applicable. One is then forced to search
for other ways of obtaining critical points. Again, one is
faced with the fact that there is no systematic method of
finding them. A useful idea is to try to find sets that
separate the functional. By this we mean the following:

Definition 1 Two sets A, B separate the functional
G(u) if

a0 :¼ sup
A

G � b0 :¼ inf
B

G ½22�

We would like to find sets A and B such that [22]
will imply

9u : GðuÞ � b0; G0ðuÞ ¼ 0 ½23�

This is too much to expect since even semibounded-
ness does not imply the existence of an extremum.
Consequently, we weaken our requirements and
look for sets A, B such that [22] implies

GðukÞ ! a; G0ðukÞ ! 0 ½24�

with a � b0. This leads to

Definition 2 We shall say that the set A links the
set B if [22] implies [24] with a � b0 for every C1

functional G(u).
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Of course, [24] is a far cry from [23], but if, for
example, the sequence [24] has a convergent
subsequence, then [24] implies [23]. Whether or
not [24] implies [23] is a property of the functional
G(u). We state this as

Definition 3 We say that G(u) satisfies the Palais–
Smale (PS) condition if [24] always implies [23].

The usual way of verifying this is to show that
every sequence satisfying [24] has a convergent
subsequence (there are other ways).

All of this leads to

Theorem 4 If G satisfies the PS condition and is
separated by a pair of linking sets, then it has a
critical point satisfying [23].

This theorem cannot be applied until one knows if
there are linking sets and functionals that satisfy the
PS condition. Fortunately, they exist. Examples and
sufficient conditions for A to link B are found in the
literature. Obviously, the weaker the conditions, the
more pairs will qualify. To date, the conditions
described in the next section allow all known
examples.

The Details

Let E be a Banach space, and let � be the set of all
continuous maps � = �(t) from E� [0, 1] to E such
that

1. �(0) = I, the identity map;
2. for each t 2 [0, 1), �(t) is a homeomorphism of E

onto E and ��1(t) 2 C(E� [0, 1), E);
3. �(1)E is a single point in E and �(t)A converges

uniformly to �(1)E as t ! 1 for each bounded
set A 	 E; and

4. for each t0 2 [0, 1) and each bounded set A 	 E,

sup
0�t�t0;u2A

fk�ðtÞuk þ k��1ðtÞukg <1 ½25�

We have the following

Theorem 5 A sufficient condition for A to link B is

(i) A \ B =� and
(ii) for each � 2 � there is a t 2 (0, 1] such that

�ðtÞA \ B 6¼ �

Theorem 6 Let G be a C1-functional on E, and let
A, B be subsets of E such that A, B satisfy [22] and
the hypotheses of Theorem 5. Assume that

a :¼ inf
�2�

sup
0�s�1;u2A

Gð�ðsÞuÞ ½26�

is finite. Let  (t) be a positive, locally Lipschitz
continuous function on [0,1) such thatZ 1

0

 ðrÞ dr ¼ 1 ½27�

Then there is a sequence {uk} 	 E such that

GðukÞ ! a; G0ðukÞ= ðkukkÞ ! 0 ½28�

If a = b0, then we can also require that

dðuk;BÞ ! 0 ½29�

Corollary 1 Under the hypotheses of Theorem 6
there is a sequence {uk} 	 E such that

GðukÞ ! a; ð1þ kukkÞG0ðukÞ ! 0 ½30�

Proof. We merely take  (u) = 1=(1þ kuk) in
Theorem 6. &

A useful criterion for finding linking subsets is

Theorem 7 Let F be a continuous map from a
Banach space E to Rn, and let Q 	 E be such that
F0 = FjQ is a homeomorphism of Q onto the closure
of a bounded open subset � of Rn. If p 2 �, then
F�1

0 (@�) links F�1(p).

Some Examples

The following are examples of sets that link.

Example 1 Let M, N be closed subspaces such that
E = M�N (with one finite dimensional). Let

BR ¼ fu 2 E : kuk < Rg

and take A = @BR \N, B = M. Then A links B.
To see this, we identify N with some Rn and take
� = BR \N, Q = ��. For u 2 E, we write

u ¼ vþw; v 2 N; w 2M ½31�

and take F to be the projection

Fu ¼ v

Since FjQ = I and M = F�1(0), we see from Theorem 7
that A links B.

Example 2 We take M, N as in Example 1. Let
w0 6¼ 0 be an element of M, and take

A ¼fv 2 N : kvk � Rg
[ fsw0 þ v : v 2 N; s � 0; ksw0 þ vk ¼ Rg

B ¼ @B� \M; 0 < � < R:

Then A links B. Again we identify N with some Rn,
and we may assume kw0k= 1. Let

Q ¼ fsw0 þ v : v 2 N; s � 0; ksw0 þ vk � Rg
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Then A = @Q in Rnþ1. If u is given by [31], we
define

Fu ¼ vþ kwkw0

Then FjQ = I and B = F�1(�w0). We can now apply
Theorem 7 to conclude that A links B.

Example 3 Take M, N as before and let v0 6¼ 0 be
an element of N. We write N = {v0}�N0. We take

A ¼fv0 2 N0 : kv0k � Rg
[ fsv0 þ v0 : v0 2 N0; s � 0; ksv0 þ v0k ¼ Rg

B ¼fw 2M : kwk � �g
[ fsv0 þw : w 2M; s � 0; ksv0 þwk ¼ �g

where 0 < � < R. Then A links B. To see this, we let

Q ¼ fsv0 þ v0 : v0 2 N0; s � 0; ksv0 þ v0k � Rg

and reason as before. For simplicity, we assume that
kv0k= 1, E is a Hilbert space and that the splitting
E = N0 � {v0}�M is orthogonal. If

u ¼ v0 þwþ sv0; v0 2 N0; w 2M; s 2 R ½32�

we define

FðuÞ ¼ v0 þ sþ � �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � kwk2

q� �
v0; kwk � �

¼ v0 þ ðsþ �Þv0; kwk > �

Note that FjQ = I while F�1(�v0) is precisely the set
B. Hence we can conclude via Theorem 7 that A
links B.

Example 4 This is the same as Example 3 with A
replaced by A = @BR \N. The proof is the same
with Q replaced by Q = �BR \N.

Example 5 Let M, N be as in Example 1. Take
A = @B� \N, and let v0 be any element in @B1 \N.
Take B to be the set of all u of the form

u ¼ wþ sv0; w 2M

satisfying any of the following:

(i) kwk � R, s = 0,
(ii) kwk � R, s = 2R0, and
(iii) kwk= R, 0 � s � 2R0

where 0 < � < min (R, R0). Then A links B. To see
this, take N = {v0}�N0. Then any u 2 E can be
written in the form [32]. Define

FðuÞ ¼ v0 þ R0 �max
R0

R
kwk; js� R0j

� �� �
v0

and Q = �B� \N. Again we may identify N with
some Rn. Then F 2 C(E, N) and FjQ = I. Moreover,
A = F�1(0). Hence, A links B by Theorem 7.

Example 6 Let M, N be as in Example 1. Let v0

be in @B1 \N and write N = {v0}�N0. Let
A = @B� \N, Q = �B� \N, and

B ¼fw 2M : kwk � Rg

[ fwþ sv0 : w 2M; s � 0; kwþ sv0k ¼ Rg

where 0 < � < R. Then A links B. To see this, write
u = wþ v0 þ sv0, w 2M, v0 2 N0, s 2 R and take

FðuÞ ¼ ðcR�maxfckwþ sv0k; jcR� sjgÞv0 þ v0

where c = �=(R� �). Then F is the identity operator
on Q, and F�1(0) = B. Apply Theorem 7.

Some Applications

Many elliptic semilinear problems can be described
in the following way. Let � be a domain in Rn, and
let A be a self-adjoint operator on L2(�). We assume
that A � �0 > 0 and that

C10 ð�Þ 	 D :¼ DðA1=2Þ 	 Hm; 2ð�Þ ½33�

for some m > 0, where C10 (�) denotes the set of test
functions in � (i.e., infinitely differentiable functions
with compact supports in �), and Hm, 2(�) denotes
the Sobolev space. If m is an integer, the norm in
Hm, 2(�) is given by

kukm; 2 :¼
X
j�j�m

kD�uk2

0@ 1A1=2

½34�

Here D� represents the generic derivative of order
j�j and the norm on the right-hand side of [34] is
that of L2(�). We shall not assume that m is an
integer.

Let q be any number satisfying

2 � q � 2n=ðn� 2mÞ; 2m < n

2 � q <1; n � 2m

and let f (x, t) be a continuous function on �� R.
We make the following assumptions.

Assumption A The function f (x, t) satisfies

jf ðx; tÞj � V0ðxÞqjtjq�1 þ V0ðxÞW0ðxÞ ½35�

and

f ðx; tÞ=V0ðxÞq ¼ oðjtjq�1Þ as jtj ! 1 ½36�

where V0(x) > 0 is a function in Lq(�) such that

kV0ukq � CkukD; u 2 D ½37�
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and W0 is a function in Lq0(�). Here

kukq :¼
Z

�

juðxÞjq dx

� �1=q

½38�

kukD :¼ kA1=2uk ½39�

and q0= q=(q� 1). With the norm [39], D becomes
a Hilbert space. Define G and F by [8] and [2]. It
follows that G is a continuously differentiable
functional on the whole of D.

We assume further that

Hðx; tÞ ¼ 2Fðx; tÞ � tf ðx; tÞ

� �W1ðxÞ 2 L1ð�Þ; x 2 �; t 2 R ½40�

and

Hðx; tÞ ! 1 a:e: as jtj ! 1 ½41�

Moreover, we assume that there are functions
V(x), W(x) 2 L2(�) such that multiplication by
V(x) is a compact operator from D to L2(�) and

Fðx; tÞ � CðVðxÞ2jtj2 þ VðxÞWðxÞjtjÞ ½42�

We wish to obtain a solution of

Au ¼ f ðx; uÞ; u 2 D ½43�

By a solution of [43] we shall mean a function u 2 D
such that

ðu; vÞD ¼ ðf ð�; uÞ; vÞ; v 2 D ½44�

If f (x, u) is in L2(�), then a solution of [44] is in D(A)
and solves [43] in the classical sense. Otherwise we call
it a weak or semistrong solution. We have

Theorem 8 Let A be a self-adjoint operator in
L2(�) such that A � �0 > 0 and [33] holds for some
m > 0. Assume that �0 is an eigenvalue of A with
eigenfunction ’0. Assume also

2Fðx; tÞ � �0t2; jtj � � for some � > 0 ½45�

and

2Fðx; tÞ � �0t2 �W0ðxÞ; t > 0; x 2 � ½46�

where W0 2 L1(�). Assume that f (x, t) satisfies [35],
[36], [40], [41], and [42]. Then [43] has a solution
u 6¼ 0.

Proof. Under the hypotheses of the theorem, it
is known that the following alternative holds: either

(i) there is an infinite number of y(x) 2 D(A)n{0}
such that

Ay ¼ f ðx; yÞ ¼ �0y ½47�

or

(ii) for each 	 > 0 sufficiently small, there is an " > 0
such that

GðuÞ � "; kukD ¼ 	 ½48�

We may assume that option (ii) holds, for otherwise
we are done. By [46] we have

GðR’0Þ � R2ðk’0k2
D � �0k’0k2Þ þ

Z
�

W0ðxÞ dx

¼
Z

�

W0ðxÞ dx

By Theorem 6, there is a sequence satisfying [28].
Taking  (r) = 1=(rþ 1), we conclude that there is a
sequence {uk} 	 D such that

GðukÞ ! c; m0 � c � m1;

ð1þ kukkDÞG0ðukÞ ! 0 ½49�

In particular, we have

kukk2
D � 2

Z
�

Fðx; ukÞ dx! c ½50�

and

kukk2
D � ðf ð�; xkÞ; ukÞ ! 0 ½51�

Consequently, Z
�

Hðx; ukÞ dx! �c ½52�

These imply Z
�

Hðx; ukÞ dx � K ½53�

If 	k = kukkD !1, let ~uk = uk=	k. Then k~ukkD = 1.
Consequently, there is a renamed subsequence such
that ~uk ! ~u weakly in D, strongly in L2(�), and a.e.
in �. We have from [42]

1 �ðm1 þ �Þ=	2
k

þ 2C

Z
�

fVðxÞ2~u2
k þ VðxÞWðxÞj~ukj	�1

k g dx

Consequently,

1 � 2C

Z
�

VðxÞ2~u2 dx ½54�

This shows that ~u 6� 0. Let �0 be the subset of � on
which ~u 6¼ 0. Then

jukðxÞj ¼ 	kj~ukðxÞj ! 1; x 2 �0 ½55�
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If �1 = �n�0, then we haveZ
�

Hðx; ukÞ dx ¼
Z

�0

þ
Z

�1

�
Z

�0

Hðx; ukÞ dx

�
Z

�1

W1ðxÞ dx!1 ½56�

This contradicts [53], and we see that 	k = kukkD is
bounded. Once we know that the 	k are bounded,
we can apply well-known theorems to obtain the
desired conclusion. &

Remark 1 It should be noted that the crucial
element in the proof of Theorem 8 was [51]. If we
had been dealing with an ordinary Palais–Smale
sequence, we could only conclude that

kukk2
D � ðf ð�; ukÞ; ukÞ ¼ oð	kÞ

which would imply onlyZ
�

Hðx; ukÞ dx ¼ oð	kÞ

This would not contradict [56], and the argument
would not go through.

As another application, we wish to solve

�x00ðtÞ ¼ rxVðt; xðtÞÞ ½57�

where

xðtÞ ¼ ðx1ðtÞ; . . . ; xnðtÞÞ ½58�

is a map from I = [0, 2�] to Rn such that each
component xj(t) is a periodic function in H1 with
period 2�, and the function

Vðt; xÞ ¼ Vðt; x1; . . . ;xnÞ

is continuous from Rnþ1 to R with a gradient

rxVðt; xÞ ¼ ð@V=@x1; . . . ; @V=@xnÞ

2 CðRnþ1;RnÞ
½59�

For each x 2 Rn, the function V(t, x) is periodic in t
with period 2�. We shall study this problem under
the following assumptions:

1. 0 � Vðt; xÞ � Cðjxj2 þ 1Þ

t 2 I; x 2 Rn

2. There are constants m > 0,� � 3m2=2�2 such that

Vðt; xÞ � �; jxj � m; t 2 I; x 2 Rn

3. There are constants � > 1=2 and C such that

Vðt; xÞ � �jxj2

when

jxj > C; t 2 I; x 2 Rn

4. The function given by

Hðt; xÞ ¼ 2Vðt; xÞ � rxVðt; xÞ � x ½60�

satisfies

Hðt; xÞ �WðtÞ 2 L1ðIÞ; jxj � C ½61�

t 2 I, x2Rn, and

Hðt; xÞ ! �1 as jxj ! 1 ½62�

We have

Theorem 9 Under the above hypotheses, the
system [57] has a nonconstant solution.

Proof. Let X be the set of vector functions x(t)
described above. It is a Hilbert space with norm
satisfying

kxk2
X ¼

Xn

j¼1

kxjk2
H1

We also write

kxk2 ¼
Xn

j¼1

kxjk2

where k � k is the L2(I) norm. Let

N ¼ fxðtÞ 2 X : xjðtÞ � constant; 1 � j � ng

and M = N?. The dimension of N is n, and
X = M�N. The following is easily proved.

Lemma 1 If x 2M, then

kxk2
1 �

�

6
kx0k2

and

kxk � kx0k

We define

GðxÞ ¼ kx0k2 � 2

Z
I

Vðt; xðtÞÞ dt; x 2 X ½63�

For each x 2 X write x = vþw, where v 2 N, w 2M.
For convenience, we shall use the following equivalent
norm for X:

kxk2
X ¼ kw0k

2 þ kvk2

If x 2M and

kx0k2 ¼ 	2 ¼ 6

�
m2

then Lemma 1 implies that kxk1 � m, and we have
by Hypothesis 2 that V(t, x) � �.
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Hence,

GðxÞ � kx0k2 � 2

Z
jxj<m

� dt

� 	2 � 2�ð2�Þ � 0 ½64�

Note that Hypothesis 3 is equivalent to

Vðt; xÞ � �jxj2 � C; t 2 I; x 2 Rn ½65�

for some constant C. Next, let

yðtÞ ¼ vþ sw0

where v 2 N, s � 0, and

w0 ¼ ðsin t; 0; . . . ; 0Þ

Then w0 2M, and

kw0k2 ¼ kw00k
2 ¼ �

Note that

kyk2 ¼ kvk2 þ s2� ¼ 2�jvj2 þ �s2

Consequently,

GðyÞ ¼ s2kw00k
2 � 2

Z
I

Vðt; yðtÞÞ dt

� �s2 � 2�

Z
I

jyðtÞj2 dt þ 2�C

¼ �s2 � 2�ðkvk2 þ �s2Þ þ 2�C

� ð1� 2�Þ�s2 � 4��jvj2 þ 2�C

! �1 as s2 þ jvj2 !1

We also note that Hypothesis 1 implies

GðvÞ � 0; v 2 N ½66�

Take

A ¼ fv 2 N : kvk � Rg
[ fsw0 þ v : v 2 N; s � 0; ksw0 þ vkX ¼ Rg

B ¼ @B	 \M; 0 < 	 ¼ 6m2=� < R

where

B
 ¼ fx 2 X : kxkX < 
g

By Example 2, A links B. Moreover, if R is
sufficiently large,

sup
A

G ¼ 0 � inf
B

G ½67�

Hence, we may conclude that there is a sequence
{x(k)} 	 X such that

GðxðkÞÞ ! c � 0; ð1þ kxðkÞkXÞG0ðxðkÞÞ ! 0

Hence,

GðxðkÞÞ ¼ k½xðkÞ�0k2

� 2

Z
I

Vðt; xðkÞðtÞÞ dt! c � 0 ½68�

ðG0ðxðkÞÞ; zÞ=2 ¼ ð½xðkÞ�0; z0Þ

�
Z

I

rxVðt; xðkÞÞ � zðtÞ dt! 0; z 2 X ½69�

and

ðG0ðxðkÞÞ; xðkÞÞ=2 ¼ k½xðkÞ�0k2

�
Z

I

rxVðt; xðkÞÞ � xðkÞ dt! 0 ½70�

If

	k ¼ kxðkÞkX � C

then there is a renamed subsequence such that x(k)

converges to a limit x 2 X weakly in X and
uniformly on I. From [69] we see that

ðG0ðxÞ; zÞ=2 ¼ ðx0; z0Þ

�
Z

I

rxVðt; xðtÞÞ � zðtÞ dt ¼ 0; z 2 X

from which we conclude easily that x is a solution of
[57]. From [68], we see that

GðxÞ � c � 0

showing that x(t) is not a constant. For if c > 0 and
x 2 N, then

GðxÞ ¼ �2

Z
I

Vðt; xðtÞÞ dt � 0

If c = 0, we see that x 2 B by Theorem 6. Hence,
x 2M. If

	k ¼ kxðkÞkX !1

let ~x(k) = x(k)=	k. Then, k~x(k)kX = 1. Let ~x(k) = ~w(k) þ
~v(k), where ~w(k)2M and ~v(k)2 N. There is a renamed
subsequence such that ~x(k) converges uniformly in I to
a limit ~x and k[~x(k)]0k ! r and k~x(k)k ! � , where r2 þ
�2 = 1. From [68] and [70], we obtain

k½~xðkÞ�0k2 � 2

Z
I

Vðt; xðkÞðtÞÞ dt=	2
k ! 0

and

k½~xðkÞ�0k2 �
Z

I

rxVðt; xðkÞÞ � xðkÞ dt=	2
k ! 0

Thus,

2

Z
I

Vðt; xðkÞðtÞÞ dt=	2
k ! r2 ½71�
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and Z
I

rxVðt; xðkÞÞ � xðkÞ dt=	2
k ! r2 ½72�

Hence, Z
I

Hðt; xðkÞðtÞÞ dt=	2
k ! 0 ½73�

By Hypothesis 3, the left-hand side of [71] is

�2�k~xðkÞk2 � 4�C=	2
k

Thus,

r2 � 2��2 ¼ 2�ð1� r2Þ

showing that r > 0. Hence, ~x(t) 6� 0. Let �0 	 I
be the set on which [~x(t)] 6¼ 0. The measure of
�0 is positive. Thus, jx(k)(t)j ! 1 as k!1 for
t 2 �0. Hence,Z

I

Hðt; xðkÞðtÞÞ dt

�
Z

�0

Hðt; xðkÞðtÞÞ dt þ
Z

In�0

WðtÞ dt! �1

contrary to Hypothesis 4. Thus, the 	k are bounded,
and the proof is complete. &

Superlinear Problems

Consider the problem

��u ¼ f ðx; uÞ; x 2 �; u ¼ 0 on @� ½74�

where � 	 Rn is a bounded domain whose bound-
ary is a smooth manifold, and f (x, t) is a continuous
function on ��� R. This semilinear Dirichlet pro-
blem has been studied by many authors. It is called
‘‘sublinear’’ if there is a constant C such that

jf ðx; tÞj � Cðjtj þ 1Þ; x 2 �; t 2 R

Otherwise, it is called ‘‘superlinear’’. Assume

(a1) There are constants c1, c2 � 0 such that

jf ðx; tÞj � c1 þ c2jtjs

where 0 � s < (nþ 2)=(n� 2) if n > 2.
(a2) f (x, t) = o(jtj) as t ! 0.
(a3) Either

Fðx; tÞ=t2 !1 as t!1

or

Fðx; tÞ=t2 !1 as t! �1:

We have

Theorem 10 Under hypotheses (a1)�(a3) the
boundary-value problem

��u ¼ �f ðx; uÞ; x 2 �; u ¼ 0 on @� ½75�

has a nontrivial solution for almost every positive �.

Unfortunately, this theorem does not give any
information for any specific �. It still leaves open the
problem of solving [74]. For this purpose, we add
the assumption

(a4) There are constants � > 2, r � 0 such that

�Fðx; tÞ � tf ðx; tÞ � Cðt2 þ 1Þ; jtj � r ½76�

We have

Theorem 11 Under hypotheses (a1)�(a4) problem
[74] has a nontrivial solution.

We also have

Theorem 12 If we replace hypothesis (a4) with

(a04) The function �H(x, t) is convex in t,

then the problem [74] has at least one nontrivial
solution.

Weak Linking

It is not clear if it is possible for A to link B if neither is
contained in a finite-dimensional manifold. For
instance, if E = M�N, where M, N are closed
infinite-dimensional subspaces of E and BR is the ball
centered at the origin of radius R in E, it is unknown if
the set A = M \ @BR links B = N. (If either M or N is
finite dimensional, then A does link B.) Unfortunately,
this is the situation which arises in some important
applications including Hamiltonian systems, the wave
equation and elliptic systems, to name a few.

We now consider linking when both M and N are
infinite dimensional and G0 has some additional
continuity property. A property that is very useful is
that of weak-to-weak continuity:

uk ! u weakly in E

¼) G0ðukÞ ! G0ðuÞ weakly ½77�

We make the following definition:

Definition 3 A subset A of a Banach space E links
a subset B of E ‘‘weakly’’ if for every G 2 C1(E, R)
satisfying [77] and

a0 :¼ sup
A

G � b0 :¼ inf
B

G ½78�

there is a sequence {uk} 	 E and a constant c such
that

b0 � c <1 ½79�
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and

GðukÞ ! c; G0ðukÞ ! 0 ½80�

We have the following counterpart of Theorem 7.

Theorem 13 Let E be a separable Hilbert space,
and let G be a continuous functional on E with a
continuous derivative satisfying [77]. Let N be a
closed subspace of E, and let Q be a bounded open
subset of N containing the point p. Let F be a
continuous map of E onto N such that

(i) FjQ = I, and
(ii) For each finite-dimensional subspace S 6¼ {0} of

E containing p, there is a finite-dimensional
subspace S0 6¼ {0} of N containing p such that

v 2 �Q \ S0; w 2 S ¼) FðvþwÞ 2 S0 ½81�

Set A = @Q, B = F�1(p). If

a1 ¼ sup
�Q

G <1 ½82�

and [22] holds, then there is a sequence {uk} 	 E
such that [24] holds with a � a1.

Theorem 13 states that if Q, F, p satisfy the
hypotheses of that theorem, then A = @Q links
B = F�1(p) weakly. It follows from this theorem
that all sets A, B known to link when one of the
subspaces M, N is finite dimensional will link
weakly even when M, N are both infinite
dimensional.

Now we give some applications of Theorem 13 to
semilinear boundary-value problems. Let � be a
domain in Rn and let A be a self–adjoint operator in
L2(�) having 0 in its resolvent set (thus, there is an
interval (a, b) in its resolvent set satisfying
a < 0 < b). Let f (x, t) be a continuous function on
��R such that

jf ðx; tÞj � VðxÞ2jtj þWðxÞVðxÞ ½83�

x 2 �, t 2 R, and

f ðx; tÞ=t! �
ðxÞ as t! 
1 ½84�

where V, W 2 L2(�), and multiplication by V(x) >
0 is a compact operator from D = D(jAj1=2) to
L2(�). Let

M ¼
Z 1

b

dEð�ÞD; N ¼
Z a

�1
dEð�ÞD

where {E(�)} is the spectral measure of A. Then M, N
are invariant subspaces for A and D = M�N. If

�ðu; vÞ ¼
Z

�

ð�þuþ � ��u�Þv dx ½85�

�(u) =�(u, u), then we assume that

�ðvÞ � ðAv; vÞ; v 2 N ½86�

ðAw;wÞ � �ðwÞ; w 2M ½87�

We also assume that the only solution of

Au ¼ �þuþ � ��u� ½88�

is u � 0, where u
= max {
u, 0}. We have

Theorem 14 Under the above hypotheses there is
at least one solution of

Au ¼ f ðx; uÞ; u 2 DðAÞ ½89�

Next, we consider an application concerning
radially symmetric solutions for the problem

utt ��u ¼ f ðt; x; uÞ; t 2 R; x 2 BR ½90�

uðt; xÞ ¼ 0; t 2 R; x 2 @BR ½91�

uðt þ T;xÞ ¼ uðt; xÞ; t 2 R; x 2 BR ½92�

where BR = {x 2 Rn : jxj < R}. We assume that the
ratio R=T is rational. Let

8R=T ¼ a=b ½93�

where a, b are relatively prime positive integers. It
can be shown that

n 6� 3 ðmodð4; aÞÞ ½94�

implies that the linear problem corresponding to
[90]–[92] has no essential spectrum. If

n � 3 ðmodð4; aÞÞ ½95�

then the essential spectrum of the linear operator
consists of precisely one point

�0 ¼ �ðn� 3Þðn� 1Þ=4R2 ½96�

Consider the case

f ðt; r; sÞ ¼ �sþ pðt; r; sÞ ½97�

where � is a point in the resolvent set, r = jxj, and

jpðt; r; sÞj � Cðjsj� þ 1Þ; s 2 R ½98�

for some number � < 1. We then have

Theorem 15 If [94] holds, then [90]–[92] have a
weak rotationally invariant solution. If [95] holds
and �0 < �, assume in addition that p(t, r, s) is
nondecreasing in s. If � < �0, assume that p(t, r, s) is
nonincreasing in s. Then [90]–[92] have a weak
rotationally invariant solution.
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See also: Combinatorics: Overview; Homoclinic
Phenomena; Ljusternik–Schnirelman Theory; Minimax
Principle in the Calculus of Variations.

Further Reading

Ambrosetti A and Prodi G (1993) A primer of nonlinear analysis.

Cambridge Studies in Advanced Mathematics 34. Cambridge:
Cambridge University Press.

Chang KC (1993) Infinite Dimensional Morse Theory and
Multiple Solution Problems. Boston: Birkhäuser.
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Scattering in Relativistic Quantum Field Theory: Fundamental
Concepts and Tools
D Buchholz, Universität Göttingen,
Göttingen, Germany
S J Summers, University of Florida,
Gainesville, FL, USA

ª 2006 Elsevier Ltd. All rights reserved.

Physical Motivation and Mathematical
Setting

The primary connection of relativistic quantum field
theory to experimental physics is through scattering
theory, that is, the theory of the collision of elementary
(or compound) particles. It is therefore a central topic
in quantum field theory and has attracted the attention
of leading mathematical physicists. Although a great
deal of progress has been made in the mathematically
rigorous understanding of the subject, there are
important matters which are still unclear, some of
which will be indicated below.

In the paradigmatic scattering experiment, several
particles, which are initially sufficiently distant from
each other that the idealization that they are not
mutually interacting is physically reasonable,
approach each other and interact (collide) in a region
of microscopic extent. The products of this collision
then fly apart until they are sufficiently well separated
that the approximation of noninteraction is again
reasonable. The initial and final states of the objects in
the scattering experiment are therefore to be modeled
by states of noninteracting, that is, free, fields, which
are mathematically represented on Fock space. Typi-
cally, what is measured in such experiments is the
probability distribution (cross section) for the transi-
tions from a specified state of the incoming particles to
a specified state of the outgoing particles.

It should be mentioned that until the late 1950s,
the scattering theory of relativistic quantum particles
relied upon ideas from nonrelativistic quantum-
mechanical scattering theory (interaction representa-
tion, adiabatic limit, etc.), which were invalid in the
relativistic context. Only with the advent of axio-
matic quantum field theory did it become possible to
properly formulate the concepts and mathematical
techniques which will be outlined here.

Scattering theory can be rigorously formulated
either in the context of quantum fields satisfying
the Wightman axioms (Streater and Wightman 1964)
or in terms of local algebras satisfying the Haag–
Kastler–Araki axioms (Haag 1992). In brief, the
relation between these two settings may be described
as follows: in the Wightman setting, the theory is
formulated in terms of operator-valued distributions �
on Minkowski space, the quantum fields, which act on
the physical state space. These fields, integrated with
test functions f having support in a given region O of
spacetime (only four-dimensional Minkowski space
R4 will be treated here), �(f ) =

R
d4x f (x)�(x), form

under the operations of addition, multiplication, and
Hermitian conjugation a polynomial �-algebraP(O) of
unbounded operators. In the Haag–Kastler–Araki
setting, one proceeds from these algebras to algebras
A(O) of bounded operators which, roughly speaking,
are formed by the bounded functions A of the
operators �(f ). This step requires some mathematical
care, but these subtleties will not be discussed here. As
the statements and proofs of the results in these two
frameworks differ only in technical details, the theory
is presented here in the more convenient setting of
algebras of bounded operators (C�-algebras).

Central to the theory is the notion of a particle,
which, in fact, is a quite complex concept, the full
nature of which is not completely understood, cf.
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below. In order to maintain the focus on the
essential points, we consider in the subsequent
sections primarily a single massive particle of integer
spin s, that is, a boson. In standard scattering theory
based upon Wigner’s characterization, this particle
is simply identified with an irreducible unitary
representation U1 of the identity component P"þ of
the Poincaré group with spin s and mass m > 0. The
Hilbert space H1 upon which U1(P"þ) acts is called
the one-particle space and determines the possible
states of a single particle, alone in the universe.
Assuming that configurations of several such parti-
cles do not interact, one can proceed by a standard
construction to a Fock space describing freely
propagating multiple particle states,

HF ¼
M
n2N0

Hn

whereH0 = C andHn is the n-fold symmetrized direct
product of H1 with itself. This space is spanned by
vectors �1 � � � � � �n, where � denotes the symme-
trized tensor product, representing an n-particle state
wherein the kth particle is in the state �k 2
H1, k = 1, . . . , n. The representation U1(P"þ) induces
a unitary representation UF(P"þ) on HF by

UFð�Þ �1� �� ���nð Þ¼: U1ð�Þ�1� �� ��U1ð�Þ�n ½1�

In interacting theories, the states in the correspond-
ing physical Hilbert space H do not have such an a
priori interpretation in physical terms, however. It is
the primary goal of scattering theory to identify in H
those vectors which describe, at asymptotic times,
incoming, respectively, outgoing, configurations of
freely moving particles. Mathematically, this amounts
to the construction of certain specific isometries
(generalized Møller operators), �in and �out, mapping
HF onto subspaces Hin � H and Hout � H, respec-
tively, and intertwining the unitary actions of the
Poincaré group on HF and H. The resulting vectors

�1� � � � ��nð Þin=out¼: �in=out �1� � � � ��nð Þ 2 H ½2�

are interpreted as incoming and outgoing particle
configurations in scattering processes wherein the
kth particle is in the state �k 2 H1.

If, in a theory, the equality Hin =Hout holds, then
every incoming scattering state evolves, after the
collision processes at finite times, into an outgoing
scattering state. It is then physically meaningful to
define on this space of states the scattering matrix,
setting S = �in�out�. Physical data such as collision
cross sections can be derived from S and the corre-
sponding transition amplitudes h(�1 � � � � � �m)in,
(�01 � � � � � �0n)outi, respectively, by a standard proce-
dure. It should be noted, however, that neither the

above physically mandatory equality of state spaces nor
the more stringent requirement that every state has an
interpretation in terms of incoming and outgoing
scattering states, that is, H=Hin =Hout (asymptotic
completeness), has been fully established in any inter-
acting relativistic field theoretic model so far. This
intriguing problem will be touched upon in the last
section of this article.

Before going into details, let us state the few
physically motivated postulates entering into the
analysis. As discussed, the point of departure is a
family of algebras A(O), more precisely a net,
associated with the open subregions O of Min-
kowski space and acting on H. Restricting attention
to the case of bosons, we may assume that this net is
local in the sense that if O1 is spacelike separated
from O2, then all elements of A(O1) commute with
all elements of A(O2). (In the presence of fermions,
these algebras contain also fermionic operators
which anticommute.) This is the mathematical
expression of the principle of Einstein causality.
The unitary representation U of P"þ acting on H is
assumed to satisfy the relativistic spectrum condition
(positivity of energy in all Lorentz frames) and, in
the sense of equality of sets, U(�)A(O)U(�)�1 =
A(�O) for all � 2 P"þ and regions O, where �O
denotes the Poincaré transformed region. It is also
assumed that the subspace of U(P"þ)-invariant
vectors is spanned by a single unit vector �,
representing the vacuum, which has the Reeh–
Schlieder property, that is, each set of vectors
A(O)� is dense in H. These standing assumptions
will subsequently be amended by further conditions
concerning the particle content of the theory.

Haag–Ruelle Theory

Haag and Ruelle were the first to establish the
existence of scattering states within this general
framework (Jost 1965); further substantial improve-
ments are due to Araki and Hepp (Araki 1999). In all
of these investigations, the arguments were given for
quantum field theories with associated particles (in
the Wigner sense) which have strictly positive mass
m > 0 and for which m is an isolated eigenvalue of
the mass operator (upper and lower mass gap).
Moreover, it was assumed that states of a single
particle can be created from the vacuum by local
operations. In physical terms, these assumptions
allow only for theories with short-range interactions
and particles carrying strictly localizable charges.

In view of these limitations, Haag–Ruelle theory
has been developed in a number of different
directions. By now, the scattering theory of massive
particles is under complete control, including also
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particles carrying nonlocalizable (gauge or topo-
logical) charges and particles having exotic statistics
(anyons, plektons) which can appear in theories in
low spacetime dimensions. Due to constraints of
space, these results must go without further men-
tion; we refer the interested reader to the articles
Buchholz and Fredenhagen (1982) and Fredenhagen
et al. (1996). Theories of massless particles and of
particles carrying charges of electric or magnetic
type (infraparticles) will be discussed in subsequent
sections.

We outline here a recent generalization of Haag–
Ruelle scattering theory presented in Dybalski
(2005), which covers massive particles with localiz-
able charges without relying on any further con-
straints on the mass spectrum. In particular, the
scattering of electrically neutral, stable particles
fulfilling a sharp dispersion law in the presence of
massless particles is included (e.g., neutral atoms in
their ground states). Mathematically, this assump-
tion can be expressed by the requirement that there
exists a subspace H1 � H such that the restriction of
U(P"þ) to H1 is a representation of mass m > 0. We
denote by P1 the projection in H onto H1.

To establish notation, let O be a bounded space-
time region and let A 2 A(O) be any operator such
that P1A� 6¼ 0. The existence of such localized (in
brief, local) operators amounts to the assumption
that the particle carries a localizable charge. That
the particle is stable, that is, completely decouples
from the underlying continuum states, can be cast
into a condition first stated by Herbst: for all
sufficiently small � > 0

kE�ð1� P1ÞA�k � c�� ½3�

for some constants c, � > 0, where E� is the projec-
tion onto the spectral subspace of the mass operator
corresponding to spectrum in the interval (m� �,
mþ �). In the case originally considered by Haag
and Ruelle, where m is isolated from the rest of the
mass spectrum, this condition is certainly satisfied.

Setting A(x)¼: U(x)AU(x)�1, where U(x) is the
unitary implementing the spacetime translation
x = (x0, x) (the velocity of light and Planck’s
constant are set equal to 1 in what follows), one
puts, for t 6¼ 0,

Atðf Þ ¼
Z

d4x gtðx0Þfxo
ðxÞAðxÞ ½4�

Here x0 7! gt(x0)¼: g((x0 � t)=jtj�)=jtj� induces a
time averaging about t, g being any test function
which integrates to 1 and whose Fourier transform
has compact support, and 1=(1þ �) < � < 1 with �
as above. The Fourier transform of fx0

is given by

ffx0
(p)¼: ef (p) e�ix0!( p), where f is some test function

on R3 with ef (p) having compact support, and
!(p) = (p2 þm2)1=2. Note that (x0, x) 7! fx0

(x) is a
solution of the Klein–Gordon equation of mass m.

With these assumptions, it follows by a straight-
forward application of the harmonic analysis of
unitary groups that in the sense of strong conver-
gence At(f )�!P1A(f )� and At(f )��! 0 as t!	1,
where A(f ) =

R
d3x f (x)A(0, x). Hence, the opera-

tors At(f ) may be thought of as creation operators
and their adjoints as annihilation operators. These
operators are the basic ingredients in the construc-
tion of scattering states. Choosing local operators
Ak as above and test functions f (k) with disjoint
compact supports in momentum space,
k = 1, . . . , n, the scattering states are obtained as
limits of the Haag–Ruelle approximants

A1tðf ð1ÞÞ � � �Antðf ðnÞÞ� ½5�

Roughly speaking, the operators Akt(f
(k)) are loca-

lized in spacelike separated regions at asymptotic
times t, due to the support properties of the Fourier
transforms of the functions f (k). Hence they com-
mute asymptotically because of locality and, by the
clustering properties of the vacuum state, the above
vector becomes a product state of single-particle
states. In order to prove convergence, one proceeds,
in analogy to Cook’s method in quantum-mechanical
scattering theory, to the time derivatives,

@tA1tðf ð1ÞÞ � � �Antðf ðnÞÞ�

¼
X
k 6¼l

A1tðf ð1ÞÞ � � � ½@tAktðf ðkÞÞ;Altðf ðlÞÞ� � � �Antðf ðnÞÞ�

þ
X

k

A1tðf ð1ÞÞ � � �_
k
� � �Antðf ðnÞÞ@tAktðf ðkÞÞ� ½6�

where
k
_ denotes omission of Akt(f

(k)). Employing
techniques of Araki and Hepp, one can prove that
the terms in the first summation on the right-hand
side (RHS) of [6], involving commutators, decay
rapidly in norm as t approaches infinity because of
locality, as indicated above. By applying condition
[3] and the fact that the vectors @tAkt(f

(k))� do not
have a component in the single-particle space H1,
the terms in the second summation on the RHS of
[6] can be shown to decay in norm like jtj��(1þ�).
Thus, the norm of the vector [6] is integrable in t,
implying the existence of the strong limits

P1A1ðf ð1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �in=out

¼: lim
t!
1

A1tðf ð1ÞÞ � � �Antðf ðnÞÞ� ½7�

458 Scattering in Relativistic Quantum Field Theory: Fundamental Concepts and Tools



As indicated by the notation, these limits depend
only on the single-particle vectors P1Ak(f (k))� 2 H1,
k = 1, . . . , n, but not on the specific choice of
operators and test functions. In order to establish
their Fock structure, one employs results on cluster-
ing properties of vacuum correlation functions in
theories without strictly positive minimal mass.
Using this, one can compute inner products of
arbitrary asymptotic states and verify that the maps

P1A1ðf ð1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �
7! P1A1ðf ð1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �in=out

½8�

extend by linearity to isomorphisms �in=out from the
Fock space HF onto the subspaces Hin=out � H
generated by the collision states. Moreover, the
asymptotic states transform under the Poincaré
transformations U(P"þ) as

Uð�Þ P1A1ðf ð1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �in=out

¼ U1ð�ÞP1A1ðf ð1ÞÞ�� � � � �
�
�U1ð�ÞP1Anðf ðnÞÞ�

�in=out
½9�

Thus, the isomorphisms �in=out intertwine the action
of the Poincaré group on HF and Hin=out. We
summarize these results, which are vital for the
physical interpretation of the underlying theory, in
the following theorem.

Theorem 1 Consider a theory of a particle of mass
m>0 which satisfies the standing assumptions and
the stability condition [3]. Then there exist canoni-
cal isometries �in=out, mapping the Fock space HF

based on the single-particle space H1 onto subspaces
Hin=out � H of incoming and outgoing scattering
states. Moreover, these isometries intertwine the
action of the Poincaré transformations on the
respective spaces.

Since the scattering states have been identified
with Fock space, asymptotic creation and annihila-
tion operators act on Hin=out in a natural manner.
This point will be explained in the following section.

LSZ Formalism

Prior to the results of Haag and Ruelle, an axiomatic
approach to scattering theory was developed by
Lehmann, Symanzik, and Zimmermann (LSZ),
based on time-ordered vacuum expectation values
of quantum fields. The relative advantage of their
approach with respect to Haag–Ruelle theory is that

useful reduction formulas for the S-matrix greatly
facilitate computations, in particular in perturba-
tion theory. Moreover, these formulas are the
starting point of general studies of the momentum
space analyticity properties of the S-matrix (disper-
sion relations), as outlined in Dispersion Relations
(cf. also Iagolnitzer (1993)). Within the present
general setting, the LSZ method was established by
Hepp.

For simplicity of discussion, we consider again a
single particle type of mass m > 0 and integer spin s,
subject to condition [3]. According to the results of
the preceding section, one then can consistently
define asymptotic creation operators on the scatter-
ing states, setting

Aðf Þin=out P1A1ðf ð1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �in=out

¼: lim
t!
1

Atðf Þ P1A1ðf ð1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �in=out

¼
�

P1Aðf Þ�� P1A1ðf ð1ÞÞ�� � � �

� P1Anðf ðnÞÞ�
�in=out

½10�

Similarly, one obtains the corresponding asymptotic
annihilation operators,

Aðf Þin=out� P1A1ðf ð1ÞÞ���� ��P1Anðf ðnÞÞ�
� �in=out

¼ lim
t!
1

Atðf Þ� P1A1ðf ð1ÞÞ���� �
�

�P1Anðf ðnÞÞ�
�in=out

¼ 0 ½11�

where the latter equality holds if the Fourier trans-
forms of the functions f , f (1), . . . , f (n), have disjoint
supports. We mention as an aside that, by replacing
the time-averaging function g in the definition of
At(f ) by a delta function, the above formulas still
hold. But the convergence is then to be understood
in the weak Hilbert space topology. In this form, the
above relations were anticipated by LSZ (asymptotic
condition).

It is straightforward to proceed from these
relations to reduction formulas. Let B be any local
operator. Then one has, in the sense of matrix
elements between outgoing and incoming scattering
states,

BAðf Þin�Aðf Þout B¼ lim
t!1

BAðf�tÞ�AðftÞBð Þ

¼ lim
t!1

Z
d4xf�tðxÞBAðxÞ�

Z
d4xftðxÞAðxÞB

� �
½12�

ft(x)¼: gt(x0)f (x0)(vec(x)). Because of the (essential)
support properties of the functions f	t, the contribu-
tions to the latter integrals arise, for asymptotic t,
from spacetime points x where the localization
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regions of A(x) and B have a negative timelike (first
term), respectively, positive timelike (second term)
distance. One may therefore proceed from the
products of these operators to the time-ordered
products T(BA(x)), where T(BA(x))= A(x)B if the
localization region of A(x) lies in the future of that
of B, and T(BA(x))=BA(x) if it lies in the past. It is
noteworthy that a precise definition of the time
ordering for finite x is irrelevant in the present
context – any reasonable interpolation between the
above relations will do. Similarly, one can define
time-ordered products for an arbitrary number of
local operators. The preceding limit can then be
recast into

lim
t!1

Z
d4xðf�tðxÞ � ftðxÞÞTðBAðxÞÞ ½13�

The latter expression has a particularly simple form in
momentum space. Proceeding to the Fourier trans-
forms of f	t and noticing that, in the limit of large t,

ff�tðpÞ � eftðpÞ
� �

= p0 � !ðpÞð Þ

�!�2�ief ðpÞ �ðp0 � !ðpÞÞ ½14�

one gets

BAðf Þin � Aðf ÞoutB

¼ �2�i

Z
d3pef ðpÞ p0 � !ðpÞð Þ

� TðBeAð�pÞÞ
���
p0¼!ðpÞ

½15�

Here T(BeA(p)) denotes the Fourier transform of
T(BA(x)), and it can be shown that the restriction of
(p0 � !(p))T(BeA(�p)) to the manifold {p 2 R4: p0 =
!(p)} (the ‘‘mass shell’’) is meaningful in the sense of
distributions on R3. By the same token, one obtains

Aðf Þout�B� BAðf Þin�

¼ �2�i

Z
d3pef ðpÞ p0 � !ðpÞð ÞTðfA�ðpÞBÞ����

p0¼!ðpÞ
½16�

Similar relations, involving an arbitrary number of
asymptotic creation and annihilation operators, can
be established by analogous considerations. Taking
matrix elements of these relations in the vacuum state
and recalling the action of the asymptotic creation
and annihilation operators on scattering states, one
arrives at the following result, which is central in all
applications of scattering theory.

Theorem 2 Consider the theory of a particle of
mass m > 0 subject to the conditions stated in the
preceding sections and let f (1), . . . , f (n) be any family
of test functions whose Fourier transforms have
compact and nonoverlapping supports. Then
P1A1ðf ð1ÞÞ�� � � � � P1Akðf ðkÞÞ�
� �out

;
D

P1Akþ1ðf ðkþ1ÞÞ�� � � � � P1Anðf ðnÞÞ�
� �in

�
¼ ð�2�iÞn

Z
� � �
Z

d3p1 � � � d3pn
gf ð1Þðp1Þ � � �

�gf ðkÞðpkÞ gf ðkþ1Þðpkþ1Þ � � �gf ðnÞðpnÞ

�
Yn

i¼1

pi0 � !ðpiÞð Þ �;T fA�1ðp1Þ � � �
�D

� fA�kðpkÞgAkþ1ð�pkþ1Þ � � �

�fAnð�pnÞ�
�E���j¼1;...;n

pj0
¼!ðpjÞ

½17�

in an obvious notation.

Thus, the kernels of the scattering amplitudes in
momentum space are obtained by restricting the (by
the factor

Qn
i = 1 (pi0 � !(pi))) amputated Fourier

transforms of the vacuum expectation values of the
time-ordered products to the positive and negative
mass shells, respectively. These are the famous LSZ
reduction formulas, which provide a convenient link
between the time-ordered (Green’s) functions of a
theory and its asymptotic particle interpretation.
Asymptotic Particle Counters

The preceding construction of scattering states
applies to a significant class of theories; but even if
one restricts attention to the case of massive
particles, it does not cover all situations of physical
interest. For an essential input in the construction is
the existence of local operators interpolating
between the vacuum and the single-particle states.
There may be no such operators at one’s disposal,
however, either because the particle in question
carries a nonlocalizable charge, or because the given
family of operators is too small. The latter case
appears, for example, in gauge theories, where in
general only the observables are fixed by the
principle of local gauge invariance, and the physical
particle content as well as the corresponding inter-
polating operators are not known from the outset.
As observables create from the vacuum only neutral
states, the above construction of scattering states
then fails if charged particles are present. Never-
theless, thinking in physical terms, one would expect
that the observables contain all relevant information
in order to determine the features of scattering
states, in particular their collision cross section. That
this is indeed the case was first shown by Araki and
Haag (Araki 1999).

In scattering experiments, the measured data are
provided by detectors (e.g., particle counters) and
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coincidence arrangements of detectors. Essential
features of detectors are their lack of response in
the vacuum state and their macroscopic localization.
Hence, within the present mathematical setting, a
general detector is represented by a positive operator
C on the physical Hilbert space H such that C� = 0.
Because of the Reeh–Schlieder theorem, these con-
ditions cannot be satisfied by local operators.
However, they can be fulfilled by ‘‘almost-local’’
operators. Examples of such operators are easy to
produce, putting C = L�L with

L ¼
Z

d4x f ðxÞAðxÞ ½18�

where A is any local operator and f any test function
whose Fourier transform has compact support in the
complement of the closed forward light cone (and
hence in the complement of the energy momentum
spectrum of the theory). In view of the properties of
f and the invariance of � under translations, it
follows that C = L�L annihilates the vacuum and
can be approximated with arbitrary precision by
local operators. The algebra generated by these
operators C will be denoted by C.

When preparing a scattering experiment, the first
thing one must do with a detector is to calibrate it,
that is, test its response to sources of single-particle
states. Within the mathematical setting, this
amounts to computing the matrix elements of C in
states � 2 H1:

h�;C�i ¼
Z Z

d3p d3q �ðpÞ�ðqÞ hpjCjqi ½19�

Here p 7!�(p) is the momentum space wave func-
tion of �, h�jCj�i is the kernel of C in the single-
particle space H1, and we have omitted (summations
over) indices labeling internal degrees of freedom of
the particle, if any. The relevant information about
C is encoded in its kernel. As a matter of fact, one
only needs to know its restriction to the diagonal,
p 7! hpjCjpi. It is called the sensitivity function of C
and can be shown to be regular under quite general
circumstances (Araki 1999, Buchholz and Fredenhagen
1982).

Given a state � 2 H for which the expectation
value h�, C(x))�i differs significantly from 0, one
concludes that this state deviates from the vacuum
in a region about x. For finite x, this does not mean,
however, that � has a particle interpretation at x.
For that spacetime point may, for example, be just
the location of a collision center. Yet, if one
proceeds to asymptotic times, one expects, in view
of the spreading of wave packets, that the prob-
ability of finding two or more particles in the same
spacetime region is dominated by the single-particle
contributions. It is this physical insight which
justifies the expectation that the detectors C(x)
become particle counters at asymptotic times.
Accordingly, one considers for asymptotic t the
operators

CtðhÞ¼:
Z

d3xhðx=tÞCðt;xÞ ½20�

where h is any test function on R3. The role of the
integral is to sum up all single-particle contributions
with velocities in the support of h in order to
compensate for the decreasing probability of finding
such particles at asymptotic times t about the
localization center of the detector. That these ideas
are consistent was demonstrated by Araki and Haag,
who established the following result (Araki 1999).

Theorem 3 Consider, as before, the theory of a
massive particle. Let C(1), . . . , C(n) 2 C be any family
of detector operators and let h(1), . . . , h(n) be any
family of test functions on R3. Then, for any state
�out 2 Hout of finite energy,

lim
t!1

�out;C
ð1Þ
t ðhð1ÞÞ � � �C

ðnÞ
t ðhðnÞÞ�out

D E
¼
Z
� � �
Z

d3p1 � � �d3pn �out; 	outðp1Þ � � � 	outðpnÞ�outh i

�
Yn
k¼1

hðpk=!ðpkÞÞhpkjCðkÞjpki ½21�

where 	out(p) is the momentum space density (the
product of creation and annihilation operators) of
outgoing particles of momentum p, and (summa-
tions over) possible indices labeling internal degrees
of freedom of the particle are omitted. An analogous
relation holds for incoming scattering states at
negative asymptotic times.

This result shows, first of all, that the scattering
states have indeed the desired interpretation with
regard to the observables, as anticipated in the
preceding sections. Since the assertion holds for all
scattering states of finite energy, one may replace in the
above theorem the outgoing scattering states by any
state of finite energy, if the theory is asymptotically
complete, that is, H=Hin =Hout. Then choosing, in
particular, any incoming scattering state and making
use of the arbitrariness of the test functions h(k) as well
as the knowledge of the sensitivity functions of the
detector operators, one can compute the probability
distributions of outgoing particle momenta in this state,
and thereby the corresponding collision cross sections.

The question of how to construct certain specific
incoming scattering states by using only local
observables was not settled by Araki and Haag,
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however. A general method to that effect was
outlined in Buchholz et al. (1991). As a matter of
fact, for that method only the knowledge of states in
the subspace of neutral states is required. Yet in this
approach one would need for the computation of,
say, elastic collision cross sections of charged
particles the vacuum correlation functions involving
at least eight local observables. This practical
disadvantage of increased computational complexity
of the method is offset by the conceptual advantage
of making no appeal to quantities which are a priori
nonobservable.
Massless Particles
and Huygens’ Principle

The preceding general methods of scattering theory
apply only to massive particles. Yet taking advan-
tage of the salient fact that massless particles always
move with the speed of light, Buchholz succeeded in
establishing a scattering theory also for such
particles (Haag 1992). Moreover, his arguments
lead to a quantum version of Huygens’ principle.

As in the case of massive particles, one assumes
that there is a subspace H1 � H corresponding to a
representation of U(P"þ) of mass m = 0 and, for
simplicity, integer helicity; moreover, there must
exist local operators interpolating between the
vacuum and the single-particle states. These
assumptions cover, in particular, the important
examples of the photon and of Goldstone particles.
Picking any suitable local operator A interpolating
between � and some vector in H1, one sets, in
analogy to [4],

At¼:
Z

d4x gtðx0Þ

� ð�1=2�Þ"ðx0Þ �ðx2
0 � x2Þ@0 AðxÞ ½22�

Here gt(x0)¼: (1=j ln tj) g((x0 � t)=j ln tj) with g as in
[4], and the solution of the Klein–Gordon equation
in [4] has been replaced by the fundamental solution
of the wave equation; furthermore, @0A(x) denotes
the derivative of A(x) with respect to x0. Then, once
again, the strong limit of At� as t ! 	1 is P1A�,
with P1 the projection onto H1.

In order to establish the convergence of At as in
the LSZ approach, one now uses the fact that these
operators are, at asymptotic times t, localized in the
complement of some forward, respectively, back-
ward, light cone. Because of locality, they therefore
commute with all operators which are localized in
the interior of the respective cones. More specifi-
cally, let O � R4 be the localization region of A and
let O	 � R4 be the two regions having a positive,
respectively, negative, timelike distance from all
points in O. Then, for any operator B which is
compactly localized in O	, respectively, one obtains
limt!	1 AtB� = limt!	1 BAt� = BP1A�. This
relation establishes the existence of the limits

Ain=out ¼ lim
t!
1

At ½23�

on the (by the Reeh–Schlieder property) dense sets of
vectors {B� : B 2 A(O
)} � H. It requires some
more detailed analysis to prove that the limits have
all of the properties of a (smeared) free massless
field, whose translates x 7!Ain=out(x) satisfy the wave
equation and have c-number commutation relations.
From these free fields, one can then proceed to
asymptotic creation and annihilation operators and
construct asymptotic Fock spaces Hin=out � H of
massless particles and a corresponding scattering
matrix as in the massive case. The details of this
construction can be found in the original article, cf.
Haag (1992).

It also follows from these arguments that the
asymptotic fields Ain=out of massless particles ema-
nating from a region O, that is, for which the
underlying interpolating operators A are localized in
O, commute with all operators localized in O
,
respectively. This result may be understood as an
expression of Huygens’ principle. More precisely,
denoting by Ain=out(O) the algebras of bounded
operators generated by the asymptotic fields Ain=out,
respectively, one arrives at the following quantum
version of Huygens’ principle.

Theorem 4 Consider a theory of massless particles
as described above and let Ain=out(O) be the algebras
generated by massless asymptotic fields Ain=out with
A 2 A(O). Then

and

AinðOÞ � AðO�Þ0

AoutðOÞ � AðOþÞ0
½24�

Here the prime denotes the set of bounded operators
commuting with all elements of the respective
algebras (i.e., their commutants).
Beyond Wigner’s Concept of Particle

There is by now ample evidence that Wigner’s
concept of particle is too narrow in order to cover
all particle-like structures appearing in quantum
field theory. Examples are the partons which show
up in nonabelian gauge theories at very small
spacetime scales as constituents of hadrons, but
which do not appear at large scales due to the
confining forces. Their mathematical description
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requires a quite different treatment, which cannot be
discussed here. But even at large scales, Wigner’s
concept does not cover all stable particle-like
systems, the most prominent examples being parti-
cles carrying an abelian gauge charge, such as the
electron and the proton, which are inevitably
accompanied by infinite clouds of (‘‘on-shell’’)
massless particles.

The latter problem was discussed first by Schroer,
who coined the term ‘‘infraparticle’’ for such
systems. Later, Buchholz showed in full generality
that, as a consequence of Gauss’ law, pure states
with an abelian gauge charge can neither have a
sharp mass nor carry a unitary representation of the
Lorentz group, thereby uncovering the simple origin
of results found by explicit computations, notably in
quantum electrodynamics (Steinmann 2000). Thus,
one is faced with the question of an appropriate
mathematical characterization of infraparticles
which generalizes the concept of particle invented
by Wigner. Some significant steps in this direction
were taken by Fröhlich, Morchio, and Strocchi, who
based a definition of infraparticles on a detailed
spectral analysis of the energy–momentum opera-
tors. For an account of these developments and
further references, cf. Haag (1992).

We outline here an approach, originated by Buch-
holz, which covers all stable particle-like structures
appearing in quantum field theory at asymptotic times.
It is based on Dirac’s idea of improper particle states
with sharp energy and momentum. In the standard
(rigged Hilbert space) approach to giving mathema-
tical meaning to these quantities, one regards them as
vector-valued distributions, whereby one tacitly
assumes that the improper states can coherently be
superimposed so as to yield normalizable states. This
assumption is valid in the case of Wigner particles but
fails in the case of infraparticles. A more adequate
method of converting the improper states into normal-
izable ones is based on the idea of acting on them with
suitable localizing operators. In the case of quantum
mechanics, one could take as a localizing operator any
sufficiently rapidly decreasing function of the position
operator. It would map the improper ‘‘plane-wave
states’’ of sharp momentum into finitely localized
states which thereby become normalizable. In quan-
tum mechanics, these two approaches can be shown to
be mathematically equivalent. The situation is differ-
ent, however, in quantum field theory.

In quantum field theory, the appropriate localiz-
ing operators L are of the form [18]. They constitute
a (nonclosed) left ideal L in the C�-algebra A
generated by all local operators. Improper particle
states of sharp energy–momentum p can then be
defined as linear maps j�ip :L ! H satisfying
UðxÞjLip ¼ eipxjLðxÞip; L 2 L ½25�

It is instructive to (formally) replace L here by the
identity operator, making it clear that this relation
indeed defines improper states of sharp energy–
momentum.

In theories of massive particles, one can always find
localizing operators L 2 L such that their images
jLip 2 H are states with a sharp mass. This is the
situation covered in Wigner’s approach. In theories
with long-range forces there are, in general, no such
operators, however, since the process of localization
inevitably leads to the production of low-energy
massless particles. Yet improper states of sharp momen-
tum still exist in this situation, thereby leading to a
meaningful generalization of Wigner’s particle concept.

That this characterization of particles covers all
situations of physical interest can be justified in the
general setting of relativistic quantum field theory as
follows. Picking gt as in [4] and any vector � 2 H
with finite energy, one can show that the functionals
	t, t 2 R, given by

	tðL�LÞ¼:
Z

d4x gtðx0Þ h�; ðL�LÞðxÞ�i; L 2 L ½26�

are well defined and form an equicontinuous family
with respect to a certain natural locally convex
topology on the algebra C=L�L. This family of
functionals therefore has, as t ! 	1, weak-� limit
points, denoted by 
. The functionals 
 are positive
on C but not normalizable. (Technically speaking,
they are weights on the underlying algebra A.) Any
such 
 induces a positive-semidefinite scalar product
on the left ideal L given by

hL1 jL2i¼: 
ðL�1L2Þ; L1;L2 2 L ½27�

After quotienting out elements of zero norm and
taking the completion, one obtains a Hilbert space
and a linear map L 7! jLi from L into that space.
Moreover, the spacetime translations act on this
space by a unitary representation satisfying the
relativistic spectrum condition.

It is instructive to compute these functionals and
maps in theories of massive particles. Making use of
relation [21] one obtains, with a slight change of
notation,

hL1 jL2i ¼
Z

d�ðpÞ hp jL�1L2jp i ½28�

where � is a measure giving the probability density
of finding at asymptotic times in state � a particle of
energy–momentum p. Once again, possible summa-
tions over different particle types and internal
degrees of freedom have been omitted here. Thus,
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setting jLip¼
:

L jpi, one concludes that the map
L 7! jLi can be decomposed into a direct integral of
improper particle states of sharp energy–momen-
tum, j�i=

R
� d�(p)1=2j�ip. It is crucial that this result

can also be established without any a priori input
about the nature of the particle content of the
theory, thereby providing evidence of the universal
nature of the concept of improper particle states of
sharp momentum, as outlined here.

Theorem 5 Consider a relativistic quantum field
theory satisfying the standing assumptions. Then the
maps L 7! jLi defined above can be decomposed into
improper particle states of sharp energy–momentum p,

j�i ¼
Z
�

d�ðpÞ1=2j�ip ½29�

where � is some measure depending on the state �
and the respective time limit taken.

It is noteworthy that whenever the space of
improper particle states corresponding to fixed
energy–momentum p is finite dimensional (finite
particle multiplets), then in the corresponding Hilbert
space there exists a continuous unitary representation
of the little group of p. This implies that improper
momentum eigenstates of mass m = (p2)1=2 > 0 carry
definite (half)integer spin, in accordance with Wigner’s
classification. However, if m = 0, the helicity need not
be quantized, in contrast to Wigner’s results.

Though a general scattering theory based on
improper particle states has not yet been developed,
some progress has been made in Buchholz et al.
(1991). There it is outlined how inclusive collision
cross sections of scattering states, where an unde-
termined number of low-energy massless particles
remains unobserved, can be defined in the presence
of long-range forces, in spite of the fact that a
meaningful scattering matrix may not exist.
Asymptotic Completeness

Whereas the description of the asymptotic particle
features of any relativistic quantum field theory can be
based on an arsenal of powerful methods, the question
of when such a theory has a complete particle
interpretation remains open to date. Even in concrete
models there exist only partial results, cf. Iagolnitzer
(1993) for a comprehensive review of the current state
of the art. This situation is in striking contrast to the
case of quantum mechanics, where the problem of
asymptotic completeness has been completely settled.

One may trace the difficulties in quantum field
theory back to the possible formation of superselection
sectors (Haag 1992) and the resulting complex particle
structures, which cannot appear in quantum-mechan-
ical systems with a finite number of degrees of freedom.
Thus, the first step in establishing a complete particle
interpretation in a quantum field theory has to be the
determination of its full particle content. Here the
methods outlined in the preceding section provide a
systematic tool. From the resulting data, one must then
reconstruct the full physical Hilbert space of the theory
comprising all superselection sectors. For theories in
which only massive particles appear, such a construc-
tion has been established in Buchholz and Fredenhagen
(1982), and it has been shown that the resulting Hilbert
space contains all scattering states. The question of
completeness can then be recast into the familiar
problem of the unitarity of the scattering matrix. It is
believed that phase space (nuclearity) properties of the
theory are of relevance here (Haag 1992).

However, in theories with long-range forces, where
a meaningful scattering matrix may not exist, this
strategy is bound to fail. Nonetheless, as in most high-
energy scattering experiments, only some very specific
aspects of the particle interpretation are really tested –
one may think of other meaningful formulations of
completeness. The interpretation of most scattering
experiments relies on the existence of conservation
laws, such as those for energy and momentum. If a
state has a complete particle interpretation, it ought to
be possible to fully recover its energy, say, from its
asymptotic particle content, that is, there should be no
contributions to its total energy which do not manifest
themselves asymptotically in the form of particles.
Now the mean energy–momentum of a state � 2 H is
given by h�, P�i, P being the energy–momentum
operators, and the mean energy–momentum contained
in its asymptotic particle content is

R
d�(p)p, where �

is the measure appearing in the decomposition [29].
Hence, in case of a complete particle interpretation,
the following should hold:

h�;P�i ¼
Z

d�ðpÞp ½30�

Similar relations should also hold for other con-
served quantities which can be attributed to parti-
cles, such as charge, spin, etc. It seems that such a
weak condition of asymptotic completeness suffices
for a consistent interpretation of most scattering
experiments. One may conjecture that relation [30]
and its generalizations hold in all theories admitting
a local stress–energy tensor and local currents
corresponding to the charges.

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Dispersion Relations;
Perturbation Theory and its Techniques; Quantum
Chromodynamics; Quantum Field Theory in Curved
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Spacetime; Quantum Mechanical Scattering Theory;
Scattering, Asymptotic Completeness and Bound States;
Scattering in Relativistic Quantum Field Theory: The
Analytic Program.
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Introduction to the Analytic Structures
of Quantum Field Theory

The importance of complex variables and of the
concept of analyticity in theoretical physics finds
one of its best illustrations in the analytic structure
of relativistic quantum field theory (QFT). The latter
have been investigated from several viewpoints in
the last 50 years, according to the successive
progress in QFT.

In the two main axiomatic frameworks of QFT,
namely the one based on Wightman axioms (for a
short presentation, see Dispersion Relations and also
Axiomatic Quantum Field Theory) and the Haag,
Kastler, and Araki theory of ‘‘local observables’’ (see
Algebraic Approach to Quantum Field Theory),
there are general justifications of analyticity proper-
ties for relevant ‘‘N-point structure functions’’ both
in complexified spacetime variables and in complex-
ified energy–momentum variables.

In the Wightman framework, relativistic quantum
fields are operator-valued distributions �j(x) on four-
dimensional Minkowski spacetime that transform
covariantly under a unitary representation of the
Poincaré group in the Hilbert space of states. The
basic quantities of QFT are (tempered) distributions
on R4N of the form <�, �(x1) � � ��(xN)�0>, which
depend on pairs of states �, �0, belonging to the
Hilbert space of the QFT considered: they can be
called N-point structure functions of the field � ‘‘in
x-space,’’ namely in Minkowski spacetime (here, for
brevity, we assume that the system is defined in terms
of a single quantum field). In parallel, it is important to
consider the Fourier transform �̃(p) =

R
eip�x�(x) dx of

the field in the Minkowskian energy–momentum
space (p � x¼: p0x0 � p � x denoting the Minkowskian
scalar product). The corresponding quantities
<�, �̃(p1) � � � �̃(pN)�0> , can then be called N-point
structure functions of the field � ‘‘in p-space,’’ namely
in energy–momentum space.

In the algebraic QFT framework, each basic
local observable B affiliated to a certain bounded
region of spacetime O generates a Haag–Kastler–
Araki quantum field B(x) by the action of
the translations of spacetime, namely B(x)¼:
U(x)BU(x)�1. Here U(x) denotes the unitary repre-
sentation of the group of spacetime translations in
the Hilbert space of states: B(x) is affiliated to the
translated region O(x) = {y; y� x 2 O}. Then again
one can consider N-point structure functions of the
theory of the form <�, B(x1) � � �B(xN)�0> and
<�, ~B(p1) � � � ~B(pN)�0> .

To summarize the situation as it occurs in both
cases, one can say the following:

1. A certain postulate of relativistic causality
implies the analyticity of structure functions of
a certain class, often called ‘‘Green functions,’’
in the complex energy–momentum variables
kj = pj þ iqj, in particular for purely imaginary
energies.

2. ‘‘Stability properties’’ of the states �, �0 such as a
‘‘bounded energy content’’ of these states imply



the analyticity of the previous structure functions
in the complex spacetime variables, in particular
for purely imaginary times.

In both cases, analyticity is obtained as a basic pro-
perty of the Fourier–Laplace transformation in several
variables. Let Vþ denote the forward cone of the
Minkowskian space (Vþ ¼: �V� ¼: {x; x2¼: x � x > 0,
x0 > 0}) and let

~f ðpþ iqÞ ¼
Z

Vþa

eiðpþiqÞ�x f ðxÞdx ½1�

gðxþ iyÞ ¼ ð2�Þ�4

Z
Vþp

e�ipðxþiyÞ~gðpÞdp ½2�

be the associated reciprocal Fourier formulas,
applied, respectively, to functions f (x) with support
contained in the translated forward cone Vþa =�aþ
Vþ, a 2 Vþ (or in its closure), and to functions ~g(p)
with support contained in the translated forward
cone VþP =�Pþ Vþ, P 2 Vþ of energy–momentum
space (or in its closure). Then in view of the
convergence properties of the previous integrals, one
easily checks that ~f (k) is holomorphic with possible
exponential increase in the imaginary directions
controlled by the bound eq�a in the tube domain
T þ= R4 þ iVþ; similarly, g(z) is holomorphic with
an increase controlled by the exponential bound e�y�P

in the tube domain T �= R4 þ iV�.
On the one hand, for each N the structure functions

<�, �̃(p1) � � � �̃(pN)�0> (or <�, ~B(p1) � � � ~B(pN)�0>)
have conical support properties of the previous type in
the variables pj, as a consequence of the relativistic
shape of the energy–momentum spectrum. In both
axiomatic frameworks, in fact, one postulates that
there is a state of zero energy–momentum �, called the
vacuum, and that the energy–momentum spectrum �,
namely the joint spectrum of the generators P� of the
Lie algebra of the group U(x), is contained in the
closure of Vþ: this is the so-called spectral condition.
A more refined assumption introduced for the require-
ments in particle physics is that � contains discrete
parts localized on sheets of (mass-shell) hyperboloids
inside Vþ. These support properties in p-space imply
that the corresponding inverse Fourier transforms
<�,�(x1) � � ��(xN)�0> are boundary values of holo-
morphic functions in appropriate tube domains of the
complex space variables (z1, . . . ,zn).

On the other hand, in order to exhibit structure
functions with conical support properties in x-space,
one needs to build appropriate algebraic combina-
tions of functions <�, �(xj1 ) � � ��(xjN )�0> with
permuted arguments in order to take the benefit of
the causality postulate, which is always formulated
in terms of the commutator of two field operators.

There are two versions of this postulate. In the
Wightman framework, causality is expressed by the
condition of local commutativity or microcausality,

½�ðx1Þ;�ðx2Þ� ¼ 0 for ðx1 � x2Þ2 < 0 ½3�

In the algebraic QFT framework, causality is
expressed by a similar property in terms of any
field B(x) generated by a local observable B¼: B(0)
affiliated to a region of spacetime enclosed in a
given ‘‘double cone’’ Ob = Vþb \ (�Vþb ). The corres-
ponding expression of causality is

½Bðx1Þ;Bðx2Þ� ¼ 0

for ðx1 � x2Þ =2 ðVþa [ ð�Vþa Þ ½4�

for all a such that a > 2b.
So, we see that basically, causality and spectral

condition generate analyticity respectively in com-
plexified p-space and x-space. However, the situa-
tion is more intricate, since for each N there are
always several holomorphic branches (two in the
case N = 2) in the variables (z1, . . . , zn) and also in
the variables (k1, . . . , kn): each of these two sets is
obtained essentially by permutations of the N vector
variables. The important point is that these various
branches can be seen to ‘‘communicate together,’’
thanks to the existence of ‘‘coincidence regions’’ of
their boundary values on the reals. Here again the
roles played by causality and stability are symmetric
(but inverted): while causality produces coincidence
regions for the holomorphic functions in complex
spacetime, spectral conditions produce coincidence
regions for the holomorphic functions in complex
energy–momentum space.

In view of a basic theorem of several complex
variable analysis, called the edge-of-the-wedge the-
orem (see below in (4)), the two sets of commu-
nicating holomorphic branches actually define by
mutual analytic continuation two holomorphic

function H�, �0

N (k1, . . . , kN) and W�, �0

N (z1, . . . , zN) in

respective domains D�, �0

N and ��, �0

N . However, these
two primitive domains are not natural holomorphy
domains (a phenomenon which is particular to
complex geometry in several variables). The prob-
lem of finding their holomorphy envelopes, namely

the smallest domains D̂�, �0

N and �̂�, �0

N in which any
functions holomorphic in the primitive domains can
be analytically continued, is the idealistic purpose of
what has been called the analytic program of
axiomatic QFT. So, we see that there is an analytic
program in x-space and there is an analytic program
in p-space. In practice, except for the case N = 2,
where the complete answer is known, only a partial
knowledge of the holomorphy envelopes has been
obtained.
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The analytic program in p-space, which is the
only one to be described in the rest of this article,
was often considered as physically more interesting,
in view of the fact that it aims to establish
analyticity properties of the scattering kernels on
the complex mass shell. As a matter of fact, an
important part of it concerns the derivation of the
analyticity domains of dispersion relations for two-
particle scattering amplitudes. This part is important
from the historical viewpoint as well as from
conceptual, physical, and pedagogical viewpoints
(the reader may find it useful to first check the
article Dispersion Relations, which illustrates how a
structure function of the form H�, �0

2 (k1, k2) can be
used for that purpose with a suitable choice of the
states � and �0). In the general development of the
analytic program (in x-space as well as in p-space),
it is recommended to consider the infinite set of
structure functions HN ¼: H�, �

N (k1, . . . , kN) and
WN ¼: W�, �

N (z1, . . . , zN) where � is the privileged
vacuum state of the theory, in view of the fact that
each of these sets characterizes entirely the field
theory considered.

Before shifting to the analytic program in p-space,
we would like to mention various points of interest
of the analytic program in x-space:

1. Various results of this program have been
extensively used for proving fundamental prop-
erties of QFT, such as the PCT-invariance
theorem, the spin–statistics connection, etc.
A good part of these can be found in the
books by Streater and Wightman (1980) and by
Jost (1965).

2. The functions HN and WN are holomorphic in
their respective p-space and x-space ‘‘Euclidean
subspaces.’’ To make this clear, let us assume
that a Lorentz frame has been chosen once for
all; the linear subspace of complex spacetime
(resp. energy–momentum) vectors of the form
z = (iy0, x) (resp. k = (iq0, p)) is called the ‘‘Eucli-
dean subspace’’ of the corresponding complex
Minkowskian space, in view of the fact that the
quadratic form z2¼: z � z =�(y2

0 þ x2) (resp.
k2¼: k � k =�(q2

0 þ p2)) has a definite (negative)
sign on that subspace. Then it has been estab-
lished that (for each N) the restrictions of HN

andWN to the corresponding N-vector Euclidean
subspaces are the Fourier transforms of each
other. This fact participates in the foundation of
the Euclidean formulation of QFT or ‘‘QFT at
imaginary times’’; the latter has provided many
important results in QFT, in particular for the
rigorous study of field models (initiated by
Glimm and Jaffe in the 1970s).

3. A more recent extension of QFT called thermal
QFT (TQFT), which aims to study the behavior of
quantum fields in a thermal bath, can be described
in terms of a modified analytic program. In the
latter, the spectral condition is replaced by the
so-called KMS condition, which prescribes x-space
analyticity properties of a particular type for the
structure functions WN: it requires analyticity
together with periodicity conditions with respect
to imaginary times, the period being the inverse of
the temperature (see Thermal Quantum Field
Theory). The usual analytic structure for the
theories with vacuum and spectral conditions is
recovered in the zero-temperature limit.

4. In more recent investigations concerning quan-
tum fields on (holomorphic) curved spacetimes,
analyticity properties of the structure functions
similar to those of thermal QFT can be estab-
lished. This is the case in particular with de Sitter
spacetime, for which a notion of ‘‘temperature of
geometrical origin’’ is most simply exhibited.

In this article, an account of the general analytic
program of axiomatic QFT in complex energy–
momentum space will be presented; it will describe
some of the methods which have been used for
establishing analyticity properties of the N-point
structure functions of QFT and corresponding proper-
ties of the (n! n0)-particle collision processes, for all
n, n0 such that n � 2, n0 � 2, nþ n0= N. (For a more
detailed study, in particular concerning the microlocal
methods, see the book by Iagolnitzer (1992)).

Concerning the important case N = 4, this article
gives complements to the results described in the
article Dispersion Relations. In fact, the program
allows one to justify other important analytic
structures of the four-point functions and of two-
particle scattering functions. They concern

� the field-theoretical basis of analyticity in the
complexified variable of angular momentum, first
introduced and developed in potential theory
(Regge 1959);
� the Bethe–Salpeter (BS-) type structure (based on

the additional postulate of asymptotic complete-
ness), which is a relativistic field-theoretical gen-
eralization of the Lippmann–Schwinger structure
of nonrelativistic scattering theory (for Schrödinger
equations with Yukawa-type potentials).

The latter allows one to introduce the concept of
composite particle in the field-theoretical framework
(including bound states and unstable particles or
‘‘resonances’’) and also the concept of ‘‘Regge
particle,’’ thanks to complex angular momentum
analysis.
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Various Aspects of the General
Analytic Program of QFT in Complex
Energy–Momentum Space

The N-Point Structure Functions of QFT

It is proved in the Wightman QFT axiomatic frame-
work that any QFT is completely characterized by the
(infinite) sequence of its ‘‘N-point functions’’ or
‘‘vacuum expectation values’’ (also called ‘‘Wightman
functions’’)

WNðx1; . . . ; xNÞ¼: < �;�ðx1Þ � � ��ðxNÞ� >

which are tempered distributions on R4N satisfying a
set of general properties that can be split up into
linear and nonlinear conditions. (This is known as
the Wightman reconstruction theorem).

Linear conditions Each individual N-point func-
tion satisfies three sets of linear conditions which
result, respectively, from:

1. Poincaré invariance: typically, for every Poincaré
transformation g of Minkowski spacetime

WNðx1; . . . ; xNÞ ¼WNðgx1; . . . ; gxNÞ

in particular, the WN are invariant under space-
time translations and therefore defined on the
quotient subspace R4(N�1)¼: R4N=R4 of the differ-
ences xj � xk.

2. Microcausality: support conditions on commu-
tator functions of the following form:

Cðj;jþ1Þðx1; . . . ;xnÞ¼: WNðx1; . . . ;xj;xjþ1; . . . ;xNÞ
�WNðx1; . . . ;xjþ1;

xj; . . . ;xNÞ ¼ 0

in the region of R4N defined by (xj�xjþ1)2 < 0.
3. Spectral condition: support conditions on the

Fourier transform ~WN(p1, . . . , pN) = �(p1 þ � � � þ
pN)� ŵN(p1, . . . , pN�1) of WN, which assert that
ŵN(p1, . . . , pN�1) = 0 if either one of the follow-
ing conditions is fulfilled: p1 þ � � � þ pj 62 �, for
j = 1, . . . , N � 1.

For each N, one can then construct a set of
distributions R(�)

N (x1, . . . , xN), called ‘‘generalized
retarded functions’’ (Araki, Ruelle, Steinmann,
1960 (see Iagolnitzer (1992, ref. [EGS])) which are
appropriate linear combinations of multiple com-
mutator functions built from WN and multiplied by
products of Heaviside step-functions �(xj,0 � xk,0) of
the differences of time coordinates. Each of these
distributions R(�)

N (x1, . . . , xN) has its support con-
tained in a convex salient cone C�. This construction
can be seen as a generalization of the decomposition
[23] of the commutator C�, �0 in the article

Dispersion Relations. Then in view of the Laplace-
transform theorem in several variables, the Fourier
transform ~R(�)

N (p1, . . . , pN) = �(p1 þ � � � þ pN)�
~r(�)

N ([p]N) is such that ~r(�)
N ([p]N) is the boundary value

of a holomorphic function ~r(�), (c)
N ([k]N) defined in a

tube T � = R4(N�1) þ i~C�. Here [k]N = [p]N þ i[q]N

belongs to a 4(N � 1)-dimensional complex linear
space M(c)

N : this is the set of complex vectors
[k]N ¼

:
(k1, . . . , kN) such that k1 þ � � � þ kN = 0. ~C� is

the dual cone of C� in the real (4(N � 1)-dimen-
sional) [q]N-space. Geometrically, each cone ~C� is
defined in terms of a certain ‘‘cell’’ of [q]N-space
which is defined by prescribing consistent conditions
of the form "JqJ 2 Vþ with qJ =

P
j2J qj and "J =�1

for all proper subsets J of the set {1, 2, . . . , N}.
This is the expression of the microcausality postu-
late (summarized in [3] or [4]) in complex energy–
momentum space. Concerning the difference
between the two formulations [3] and [4], one can
see that there is no geometrical difference concern-
ing the analyticity domains, but differences for the
type of increase of the structure functions in their
tube domains: in the case of [3], they are bounded
by powers of the energy–momenta, while in the case
of [4] they may have an exponential increase
governed by factors of the type eq�a.

For each N, the linear space generated by all the
distributions ~r(�)

N ([ p]N) is constrained by a set of
linear relations (called Steinmann relations) which
result from algebraic expressions of discontinuities
of the following type, called (generalized) ‘‘absorp-
tive parts,’’

~r
ð�Þ
N ð½p�NÞ � ~r

ð�0Þ
N ð½ p�NÞ

¼< �; ½~Rð�1Þ
J1
ð½ p�ðJ1ÞÞ; ~R

ð�2Þ
J2
ð½ p�ðJ2ÞÞ�� > ½5�

for all pairs of adjacent cells (�,�0)( J1, J2) in the
following sense: � and �0 only differ by changing the
value of "J1

=�"J2
, ( J1, J2) denoting any given

partition of the set {1, 2, . . . , N}. In [5], the symbols
~R(�i)

Ji
denote generalized retarded operators of lower

order and the argument [ p](J) stands for the set of
independent 4-momenta { pj; j 2 J}. Formula [5] may
be seen as an N-point generalization of formula [26]
of Dispersion Relations for the case when the state
� = �0 is replaced by �.

Then by applying to [5] the same argument based
on spectral condition as in the exploitation of
eqn [26] in Dispersion Relations, one concludes
that the two distributions ~r(�)

N and ~r(�0)
N coincide on

an open set R�,�0 of the form p2
J1

= p2
J2
< M2

J1
, where

pJ1
¼:
P

j2J1
pj =� pJ2

. It then follows from the gen-

eral ‘‘oblique edge-of-the-wedge theorem’’ (Epstein,
1960; see below) that the two corresponding
holomorphic functions ~r(�), (c)

N ([k]N) and ~r(�0), (c)
N ([k]N)
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have a common analytic continuation in the union of
their tubes together with a certain complex ‘‘connecting
set,’’ bordered by R�,�0 . Since this argument applies to
all pairs (�,�0)( J1, J2), the following important property
holds (see Iagolnitzer (1992, refs. [B2], [EGS])):

Theorem 1

(i) All the holomorphic functions ~r(�), (c)
N ([k]N)

admit a common analytic continuation
HN([k]N), called the N-point structure function
(or Green function) of the given quantum field
in complex energy–momentum space. It is
holomorphic in a ‘‘primitive domain’’ DN of
M(c)

N , which is the union of all tubes T �
together with complex ‘‘connecting sets’’ bor-
dered by all the coincidence regions R�,�0

defined previously.
(ii) For each N the complex domain DN contains the

whole Euclidean subspace EN of M(c)
N , which is

the set of all complex vectors [k]N = (k1, . . . , kN)
such that kj = (kj, 0, kj); kj, 0 = iqj, 0, kj = pJ for
j = 1, 2, . . . , N. (This Euclidean subspace depends
on the choice of a given Lorentz frame in
Minkowski spacetime.)

Positivity Conditions The Hilbert space framework
which underlies the axioms of QFT implies (an
infinite set of) positivity inequalities on the N-point
structure functions of the fields. As a typical
example related to the previous formula [5] when
jJ1j= jJ2j= N=2 (for N even), one can mention the
positive-definiteness property of the absorptive parts
for appropriate pairs of adjacent cells (�1,�2 =
��1)(J1, J2), which simply expresses the positivity of
the following Hilbertian squared norm:���� Z f ð½ p�ð J2ÞÞf ð½ p�ð J1ÞÞ½~r

ð�Þ
N ð½ p�NÞ

� ~r
ð�0Þ
N ð½ p�NÞ�d½ p�ð J1Þd½ p�ð J2Þ

����
¼
Z

f ð½ p�ð J1ÞÞ~R
ð�1Þ
J ð½p�ð J1ÞÞ� > d½p�ð J1Þ

���� ����2� 0 ½6�

Scattering Kernels of General (n!n0)-Particle
Collisions and General Reduction Formulas

The presentation of (2! 2)-particle scattering ker-
nels in the article Dispersion Relations can be
generalized to arbitrary (n! n0)-particle collision
processes, involving n incoming massive particles
(n � 2) and n0 outgoing massive particles (n0 � 2).
The big ‘‘scattering matrix’’ or ‘‘S-matrix’’ in the
Hilbert space of states is the collection of all partial
scattering matrices Sn, n0 or of the equivalent kernels

Sn, n0 (pn, in; pn0, out), defined by a straightforward gen-
eralization of formula [20] of the quoted article:

Sn;n0 ðf̂n;in; ĝn0;outÞ

¼
Z
Mn;n0

f̂n;inðpn;inÞĝn0;outðpn0;outÞ

� Sn;n0 ðpn;in; pn0;outÞ�n
mðpn;inÞ�n0

mðpn0;outÞ ½7�

Here we have considered for simplicity the case of
collisions involving a single type of particle with
mass m. In the arguments of the wave packets, the
kernel, and the measures (�n

m,�n0

m), pn, in and pn0, out,
respectively, denote the sets of incoming and
outgoing 4-momenta (p1, . . . , pn) and (p01, . . . , p0n0)
which all belong to the physical mass shell
Hþm = {p; p 2 Vþ, p2 = m2}. By supplementing these
mass-shell constraints with the relativistic law of
conservation of total energy–momentum p1 þ � � � þ
pn = p01 þ � � � þ p0n0 , one obtains the definition of the
mass-shell manifold Mn, n0 of (n! n0)-particle colli-
sion processes.

We shall reserve the name of scattering kernel (or
scattering amplitude), denoted by Tn, n0(pn, in; pn0, out),
to the so-called ‘‘connected component’’ of the
S-matrix kernel Sn, n0(pn, in; pn0, out). By analogy with
the definition of T in terms of S for the two-particle
collision processes (see Dispersion Relations) Tn, n0 is
defined by a recursive algorithm, which amounts to
subtract from Sn, n0 all the components of the
(n! n0)-collision processes that are decomposable
into independent collision processes involving smal-
ler number of particles, according to all admissible
partitions of the numbers n and n0.

For any given N, let us consider all the ‘‘affiliated’’
scattering kernels Tn, n0 such that nþ n0= N and whose
corresponding collision processes, also called
‘‘channels,’’ are deduced from one another by the
relevant exchange of incoming particles and
outgoing antiparticles (e.g., �1 þ �2 þ �3!�4 þ
�5 þ �6, �1 þ �2!�3 þ�4 þ �5 þ �6, and �1 þ
�3! �2 þ �4 þ �5 þ �6). There exist general reduc-
tion formulas according to which all these scattering
kernels are restrictions to the mass-shell manifoldM(N)

of appropriate boundary values of the (so-called)
‘‘amputated N-point function’’ ĤN(k1, . . . , kN)¼:
(k2

1 �m2) � � � (k2
N �m2)�HN(k1, . . . , kN). More pre-

cisely, these reduction formulas can be written as
follows:

Tn;n0 ð�pn;in; pn0;outÞjMð�Þ
ðNÞ
¼ Ĥ

ð�Þ
N ðp1; . . . ; pNÞjMð�Þ

ðNÞ
½8�

In the latter, Ĥ(�)
N denotes a certain boundary value of

ĤN on the reals: it is equal to a generalized retarded
function ~r(�)

N ([p]N) which depends in a specific way
on a region of the mass shell, called M(�)

(N), in which
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the (n! n0)-channel is considered. The important
thing to be noted in [8] is the sign convention which
attributes the notation �pj to the momentum of any
incoming particle and therefore implies that pj

belongs to the negative sheet of hyperboloid H�m¼
:

�Hþm. This is the price to pay for expressing
symmetrically the energy–momentum conservation
law as p1 þ p2 þ � � � þ pN = 0 (according to the QFT
formalism), but it also displays, as a nice feature,
the fact that all the affiliated scattering kernels
Tn, n0 such that nþ n0= N are located on the
various connected components of the mass shell
M(N)(pj 2 Hm; j = 1, 2, . . . , N): the choice of the
sheet H�m or Hþm of Hm is exactly linked to the
incoming or outgoing character of the particle
considered.

Remark 1 The reduction formulas are more usually
expressed in terms of the Fourier transforms of the
(connected parts of the) N-point amputated chronolo-
gical functions �N([p]N) (see Scattering in Relativistic
Quantum Field Theory: Fundamental Concepts and
Tools). As a matter of fact, the latter coincide with the
boundary values ~r(�)

N ([p]N) of HN in the corresponding
relevant regionsM(�)

(N).

Remark 2 Coming back to the case of two-particle
scattering amplitudes (i.e., n = n0= 2, N = 4), one
can see that the general study presented here implies
the consideration of the four-point function
H4(k1, k2, k3, k4), which is a holomorphic function
of three independent complex 4-momenta (since
k1 þ k2 þ k3 þ k4 = 0). In that case, the domain D4

contains 32 tubes T� which are specified by triplets
of conditions such as q1 2 Vþ, q2 2 Vþ, q3 2 Vþ, or
�q1 2 Vþ, q1 þ q2 2 Vþ, q1 þ q3 2 Vþ, and those
obtained by permutations of the subscripts
(1, 2, 3, 4) and also by a global substitution of the
cone V� to Vþ.

Remark 3 The logical path from the postulates of
QFT to the analyticity properties of two-particle
scattering amplitudes that has been followed in the
article Dispersion Relations can be seen as a partial
exploitation of the general analyticity properties of
the four-point function: one was specially interested
there in the analyticity properties of H4 in a single
4-momentum k1 =�k3 (at fixed real values of
p2 =�p4). The ‘‘partial reduction formula’’ [27] of
Dispersion Relations corresponds to the restriction
of eqn [8] (for N = 4) to the linear submanifold
(p1 =�p3, p2 =�p4). It may also be worthwhile to
stress the fact that, in spite of the exponential
bounds on H4 implied by the postulates of algebraic
QFT, it has been possible to prove that the
scattering function is still bounded by a power of s
in its cut-plane (or crossing) domain; the dispersion
relations with two subtractions are still justified in
that case (Epstein, Glaser, Martin, 1969 (see Martin
(1969, preprint))).

Off-Shell Character of DN : Nontriviality of the
Analytic Structure of the Scattering Kernels

One can now see that for each value of N(N � 4)
the situation created by complex geometry in the
space C4(N�1) of [k]N is a mere generalization of the
one described in a simple situation in the article
Dispersion Relations.

1. There exists a fundamental (3N � 4)-dimensional
complex submanifold, namely the complex mass
shell M(c)

(N) defined by the equations k2
j = m2;

j = 1, . . . , N, which connects together the various
real mass-shell components M(�)

(N) interpreted as
the various physical regions of a set of affiliated
(n! n0)-collision processes. The problem of
proving the ‘‘analyticity of (n! n0)-scattering
functions’’ thus amounts to constructing such
holomorphic functions on the complex manifold
M(c)

(N), whose boundary values on the various real
regions M(�)

(N) would reproduce the relevant
scattering kernels Tn, n0 (�pn, in; pn0, out).

2. All the tubes T � which generate the primitive
domain DN are off-shell domains, namely their
intersections with M(c)

(N) are empty. This simply
comes from the fact that the conditions qj 2 V�

(included in their definition) and k2
j = m2 > 0 are

incompatible. One can also check that adding the
coincidence regions R�,�0 between adjacent tubes
does not improve the situation. However, one
can state as a relevant scope the following
program.

3. Linear program (so-called because it only relies
on the linear conditions presented in the section
‘‘N-point structure functions of QFT’’): find parts
of the holomorphy envelope of DN (possibly
improved by the exploitation of the Steinmann
relations) whose intersections with the complex
mass shell M(c)

(N) are nonempty. In the best case,
show that such intersections can exist which
connect two different regions M(�)

(N) together,
which means ‘‘proving the crossing property
between these two regions.’’

4. We shall see in the following that, except for the
case N = 4, the results of this linear program
have been rather disappointing as far as reaching
the complex mass shell is concerned; however,
other interesting analytic structures also coming
from positivity conditions and from the addi-
tional postulate of asymptotic completeness have
been investigated under the general name of
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nonlinear program. The ‘‘synergy’’ created by the
combination of these two programs remains, to a
large extent, to be explored.

Results of Analytic Completion
in the ‘‘Linear Program’’

We can only outline here some of the geometrical
methods which allow one to compute parts of the
holomorphy envelopes of the domains DN. One
important method, which may be used after apply-
ing suitable conformal mappings, reduces to the
following basic theorem.

The tube theorem The holomorphy envelope of a
‘‘tube domain’’ of the form TB = Rn þ iB, where B is
an arbitrary domain in Rn called the basis of the
tube, is the convex tube TB̂ = Rn þ iB̂, where B̂ is the
convex hull of B.

The opposite or oblique edge-of-the-wedge theo-
rem (Epstein 1960 (see Streater and Wightman
(1980, ch. 2, ref. 18))) is a refined local version of
the tube theorem, in which the basis B is of the form
B = C1 [ C2, where C1, C2 are two disjoint (opposite
or nonopposite) cones with apex at the origin
and where TB is replaced by a pair of ‘‘local tubes’’
(T(loc)

C1
, T(loc)

C2
). Here the adjective ‘‘local’’ means that

the real parts of the variables are confined in a given
open set U (which can be arbitrarily small). The
connectedness of TB is now replaced by the
consideration of any pair of functions (f1, f2)
holomorphic in these local tubes whose boundary
values on their common real set U coincide. The
result is that f1 and f2 admit a common analytic
continuation f in a local tube T(loc)

C , where C is the
convex hull of C1 [ C2. In the case of opposite cones
(C1 =�C2), f is then analytic in the real set U, while
in the general oblique case f is only analytic in a
complex connecting set bordered by U (namely a set
which connects T(loc)

C1
and T(loc)

C2
). There exists an

extended version of the edge-of-the-wedge theorem
in which the boundary values of f1 and f2 are only
defined as distributions.

For simplicity, we shall just give a very rough
classification of the type of results obtained. We
shall distinguish:

� analyticity domains in the space of several
(possibly all) variables: they can be of global
type or of microlocal type, namely restricted to
complex neighborhoods of real points;
� analyticity domains in special families of one-

dimensional complex manifolds; and
� combinations of one-dimensional results which

generate domains in several variables by a refined
use of the tube theorem, called the Malgrange–
Zerner ‘‘flat tube theorem,’’ or ‘‘flat edge-of-the-
wedge theorem.’’ In the latter, the local tubes
T(loc)

C1
and T(loc)

C2
of f1 and f2 reduce to one-variable

domains of the upper half-plane in separate
variables z1 = x1 þ iy1, z2 = x2 þ iy2 but with a
common range of real parts (x1, x2) 2 U. The data
f1(z1, x2) and f2(x1, z2) have coinciding boundary
values (f1(x1, x2) = f2(x1, x2)) in the limit (y1! 0,
y2! 0). The result is again the existence of a
common analytic continuation to f1 and f2, which
is a function of two complex variables f (z1, z2) in
the intersection of the quadrant (y1 > 0, y2 > 0)
with a complex neighborhood of U. (Note that
this result of complex analysis still holds when the
real boundary values of the holomorphic func-
tions have singularities, namely are only defined
in the sense of distributions).

Global analyticity properties The following prop-
erty (discovered by Streater for three-point func-
tions) looks like an extension of the tube theorem.
The holomorphy envelope of the union of two tubes
T �, T �0 corresponding to adjacent pairs of cells
(�,�0)(J1, J2) together with a complex connecting set
bordered by R�,�0 = {[ p]N; p2

J1
< m2

J1
} is the convex

hull T �,�0 of the union of these tubes minus the
following analytic hypersurface �J1

which can be
called ‘‘a cut’’: �J1

= {[k]N: k2
J1

= m2
J1
þ 	, 	 � 0}. The

interest of this result (although it remains by itself an
off-shell result) is that it can generate larger cut-
domains by additional analytic completions, which
may have intersections with the complex mass shell
(see below for the case N = 4).

Microlocal analyticity properties In the case of the
four-point function Ĥ4, it is possible to consider
opposite cut-domains of the previous type, for which
�J1

= �{1, 2} is the energy-cut of the channel (1, 2 !
3, 4), and for which the spectral conditions prescribe
an ‘‘edge-of-the-wedge situation’’ in the neighbor-
hood of the corresponding mass-shell component
M(1, 2! 3, 4). The result is that H4 is proved to be
holomorphic in a full complex cut-neighborhood of
M(1, 2! 3, 4) in the ambient complex energy–momen-
tum space. The intersection of this local domain
with the complex mass shell M(c)

(4) is of course a full
complex cut-neighborhood ofM(1, 2! 3, 4) inM(c)

(4), and
this proves that the corresponding scattering amplitude
is the boundary value of an analytic scattering function
defined as the restriction F̂(s, t)¼: Ĥ4jM(c)

(4)
of Ĥ4: it is

holomorphic in a domain of complex (s, t) space
deprived from the s–cut.

In the general case N > 4, the results are less
spectacular, although a more sophisticated microlocal
method involving a ‘‘generalized edge-of-the-wedge
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theorem’’ has been applied. This method, which was
one of the three methods at the origin of the chapter
of mathematics called microlocal analysis (the other
two being Hörmander’s ‘‘analytic wave-front’’
method and Sato’s ‘‘microfunctions’’ method) is
based on a local version of the Fourier–Laplace
transformation called the FBI transformation (see,
e.g., the book on ‘‘hypo-analytic structures’’ by
Treves (1992) and in the present context the article
‘‘Causality and local analyticity’’ by Bros and
Iagolnitzer (1973) (see Iagolnitzer (1992, ref.
[BI1]))).

A first positive result (obtained at first by Hepp in
1965) is the fact that the various real boundary
values of ĤN admit well-defined restrictions as
tempered distributions on the corresponding (real)
mass shell M(N); this result is in fact crucial for the
rigorous proof of general reduction formulas. How-
ever, (according to Bros, Epstein, Glaser, 1972 (see
Iagolnitzer (1992, ref. [BEG2])) the local existence
of an analytic scattering function in M(c)

(N) is not
ensured at all points of the mass shell, but only in
certain regions. A rather favourable situation still
occurs for (2! 3)-particle collision amplitudes (i.e.,
for N = 5), but in the general case there are large
regions of the mass shell where it is only possible to
prove (at least in this linear program) that the
amplitude is a sum of a limited number of boundary
values of analytic functions, defined in local domains
of M(c)

(N) (see in this connection, Iagolnitzer (1992)).

Analyticity at fixed total energy in momentum
transfer variables A remarkably simple situation
had already been exploited before the general
analysis of HN leading to Theorem 1 was carried
out. It is the section of the domain of the N-point
function in the space of the ‘‘initial relative
4-momentum’’ k = (k1 � k2)=2 of the s-channel
with initial 4-momenta (k1, k2), when the total
energy–momentum P =�(k1 þ k2) with P2 = s is
kept fixed and real. The remaining 4-momenta
p3, . . . , pN such that p3 þ � � � þ pN = P are also kept
fixed and real. Consider the case when P is (positive)
timelike and such that s � 4m2. Then it can be seen
that one obtains analyticity of (a certain ‘‘1-vector
restriction’’ of) HN with respect to the vector variable
k in the union of the two opposite tubes T þ= R4 þ
iVþ, T �= R4 þ iV�. Moreover, an edge-of-the-
wedge situation holds in view of the spectral coin-
cidence region of the form k2

1 = (�P=2þ k)2 < M2
1,

k2
2 = (�P=2� k)2 < M2

2. The corresponding holomor-
phy envelope is given by a Jost–Lehmann–Dyson
domain (see Dispersion Relations), whose section by
the complex mass shell k2

1 = k2
2 = m2 turns out

to give a ‘‘spherical tube domain’’ of the form
{k; k=pþ iq; k.P=0, k2 =�s=4þm2; jq2j< b2}. The
(2! N�2)-particle scattering kernel is therefore the
boundary value of a scattering function holomorphic
in the previous spherical domain of complex k-space.
In the special case of the two-particle scattering
amplitude F(s, t), one checks that the previous domain
yields for each s, s� 4m2, an ellipse of analyticity for
F̂(s, t) in the t-plane with foci at t =0 and u=4m2�
s� t =0; this ellipse is called the Lehmann ellipse. (We
have considered for simplicity the case of a single type
of particle with mass m and two-particle threshold at
2m.) In fact, the squared momentum transfer t is equal
to (k�k0)2, if k0= (k3�k4)=2 denotes the ‘‘final
relative momentum’’ of the s-channel, which was
here taken to be fixed and real. Moreover, by a similar
argument the corresponding absorptive part, namely
the discontinuity across the s-cut of the scattering
amplitude, can be shown to be holomorphic in a larger
ellipse with the same foci called the large Lehmann
ellipse.

It is interesting to compare the previous result
with the one that one obtains when the fixed vector
P is chosen to be spacelike, namely when s has a
negative, namely ‘‘unphysical’’ value with respect to
the distinguished channel (1, 2! 3, 4). For that case,
the exploitation of the primitive domain D4 shows
that for all negative (unphysical) values 
i = k2

i < 0;
i = 1, 2, 3, 4, of the squared mass variables, the
function Ĥ4 is holomorphic in a cut-plane of the
variable t, where the cuts are the t-cut (t = 4m2 þ 	,
	 � 0) and the u-cut (u = 4m2 � s� t = 4m2 þ 	0,
	0 � 0). This cut-plane has of course to be compared
with the off- shell cut-plane domain �
 at the basis
of the proof of dispersion relations (see Dispersion
Relations). Here, however, the choice of the squared
momentum transfer t as the variable of analyticity
allows one to shift to another interpretation in terms
of the concept of angular momentum.
Analyticity in the complex angular momentum
variable In all the situations previously considered
for the case N = 4, one can see that at fixed real
values of the squared energy s and of the squared
masses 
= {
i; i = 1, 2, 3, 4}, the complex initial and
final relative 4-momenta k and k0 have directions
which vary on the complexified sphere S(c). More-
over, the corresponding restriction of Ĥ4 to that
sphere turns out to be always well defined and
analytic on the real part of that sphere: it therefore
defines a kernel on the sphere, which, in view of
Poincaré invariance, is invariant under the rotations
and therefore admits a convergent expansion in
Legendre polynomials. Let us call h‘(s; 
) the
corresponding sequence of Legendre coefficients.
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In the first case considered above, this sequence
coincides (all 
i being equal to m2) with what the
physicists call the set of partial waves f‘(s) of the
scattering amplitude. The analyticity of Ĥ4 on a
complex spherical tube of S(c), namely of F̂(s, t) in
the Lehmann ellipse, is then equivalent to a certain
exponential decrease property with respect to ‘ of
the sequence of partial waves.

In the second case, where s and the 
i are negative, it
can be seen that the sphere S describes 4-momentum
configurations which all belong to a certain Euclidean
subspace E4 of M(c)

4 . But this situation is much more
favourable from the viewpoint of analyticity, since Ĥ4

can be seen to be holomorphic on the full complex
submanifold S(c) � S(c) minus two sets �t and �u

which correspond to the t- and u-cuts of the
complex t-plane. Then this larger analyticity prop-
erty turns out to be equivalent to the fact that the
sequence h‘(s; 
) admits an interpolation ~H(�; s; 
)
holomorphic in a certain half-plane of the form
Re � > ‘0 such that for all integers ‘ > ‘0 one has:
~H(‘; s; 
) = h‘(s; 
). The value of ‘0 is linked to the
power bound at large momenta that must be
satisfied by Ĥ4 as a consequence of the temperate-
ness property included in the Wightman axiomatic
framework (Bros and Viano 2000).

Of course, this nice analytic structure in a
complex angular momentum variable could extend
to the set of physical partial waves f‘(s) if one could
establish the analytic continuation of F̂(s, t) in a cut-
plane of t containing the Lehmann ellipses, but this
seems out of the possibilities at least of the linear
program.
The ‘‘Nonlinear Program’’ and
Its Two Main Aspects

The extension of the analyticity domains by positivity
and the derivation of bounds by unitarity Positivity
conditions of the form [6] have been extensively
applied to the case N = 4 (namely for subsets J with
two elements). The main result (Martin 1969) consists
in the possibility of differentiating the forward disper-
sion relations with respect to t and, as a consequence,
to enlarge the analyticity domain in t at fixed s: the
Lehmann ellipse, whose size shrinks to zero when s
tends to infinity, can then be replaced by an ellipse
(i.e., the Martin ellipse) whose maximal point
t = tmax > 0 is fixed when s goes to infinity. This
justifies the extension of dispersion relations in s to
positive values of t; then in a second step the use of
unitarity relations for the partial waves allows one to
obtain Froissart-type bounds on the scattering ampli-
tudes (see Martin (1969)).
Asymptotic completeness and BS-type structural
analysis The BS equations have been at first
introduced as identities of formal series in the
perturbative approach of QFT, and the idea of
considering such identities as exact equations having
a conceptual content in the general axiomatic
framework of QFT has been introduced and devel-
oped by Symanzik in 1960. However, it took a long
time before its integration in the analytic program of
QFT (Bros 1970 (see Iagolnitzer (1992, ref. [B1]))).
These developments belong to the nonlinear pro-
gram since they rely on quadratic integral equations
between the various N-point functions, which
express the postulate of asymptotic completeness
via the use of appropriate reduction formulas.

For brevity, the general set of BS-type equations
for the N-point functions with N > 4 will not be
presented. The simplest BS-type equation, which
concerns the four-point function, can be written as
follows:

Ĥ4ðK; k; k0Þ ¼ BðK; k; k0Þ þ ðĤ4 	s BÞðK; k; k0Þ ½9�

where

ðĤ4 	s BÞðK; k; k0Þ

¼
Z

�

Ĥ4ðK; k; k00ÞBðK; k00; k0ÞG K

2
þ k00

� �
�G

K

2
� k00

� �
d4k00 ½10�

In the latter, the s-channel is privileged, with
s = K2, K =�(k1 þ k2); Ĥ4 is seen as a K-dependent
kernel (k and k0 are the initial and final relative
4-momenta already defined), and the new object B
to be studied is also a K-dependent kernel. The
function G(k) is holomorphic in k2 in a cut-plane
except for a pole at k2 = m2 which plays a crucial
role. (It is essentially the ‘‘propagator’’ or two-point
function of the field theory considered). Apart from
pathologies due to the Fredholm alternative, the
correspondence between Ĥ4 and B is one-to-one, but
the peculiarity concerns the integration cycle � of
[10]: it is a complex cycle of real dimension 4, which
coincides with the Euclidean space of the vector
variable k00 when all the 4-momenta are Euclidean,
and can always be distorted inside the analyticity
domain of Ĥ4 together with the external variables.
The exploitation of the Fredholm equation in
complex space with ‘‘floating integration cycles’’
then implies that B is holomorphic at least in the
primitive domain of Ĥ4.

An important geometrical aspect of the integra-
tion on the cycle � in [10] is the fact that this cycle is
‘‘pinched’’ between the pair of poles of the functions
G when K2 tends to its threshold value (s = 4m2).
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The type of mathematical concept encountered here
is closely related to those used in the study of
analyticity properties and Landau singularities of the
Feynman amplitudes in the perturbative approach of
QFT (in this connection, see the books by Hwa and
Teplitz (1966) and by F Pham (2005) and references
therein).

The first basic result is that it is equivalent for Ĥ4

to satisfy an asymptotic completeness equation in
the pure two-particle region 4m2 < s < 9m2 and for
B to satisfy the following property called two-
particle irreducibility: B satisfies dispersion relations
in s such that the s-cut begins at the three-particle
threshold: s = 9m2.

The consequence of this extended analyticity
property of B is that it generates the following type
of analyticity properties for Ĥ4:

1. The existence of a two-sheeted analytic structure
for Ĥ4 over a domain of the s-plane containing
the interval 4m2 
 s < 9m2, with a square-root-
type branch point at the threshold s = 4m2.

2. Composite particles. There exists a Fredholm-
type expression

Ĥ4ðK; k; k0Þ ¼ NðK; k; k0Þ
DðK2Þ ½11�

where N and D are expressed in terms of B via
Fredholm determinants, which shows that in its
second sheet Ĥ4 may have poles in s = K2,
generated by the zeros of D. These poles are
interpreted as resonances or unstable particles.
The generation of real poles in the first sheet (i.e.,
bound states) is also possible under special
spectral assumptions of QFT.

3. Complex angular momentum diagonalization of
BS-type equations (Bros and Viano 2000, 2003).
The operation 	s in the BS-type equation [9]
contains not only an integration over squared-
mass variables, but also a convolution product on
the sphere S; the latter is transformed into a
product by the Legendre expansion of four-point
functions described previously in the subsection
‘‘Analyticity in the complex angular momentum
variable.’’ As a result, there is a partially
diagonalized transform of eqn [9] in terms of
the functions ~H(�; s; 
) and ~B(�; s; 
), which
allows one to write a Fredholm formula similar
to [11], namely

~Hð�; s; 
Þ ¼
~Nð�; s; 
Þ

~Dð�; sÞ
½12�

Then under suitable increase assumptions on B,
there may exist a half-plane of the form Re � >
‘1 (with ‘1 < ‘0) such that ~H(�; s; 
) admits poles
in the joint variables � and s, corresponding to
the concept of Regge particle: the composite
particles introduced in (2) might then be inte-
grated in the Regge particle, although they
manifest themselves physically only for integral
values ‘ of � with the corresponding spin
interpretation. Of course, this scenario is by no
means proven to hold in the general analytic
program of QFT, but we have seen that the
relevant ‘‘embryonary structures’’ are concep-
tually built-in, so that the phenomenon might
hopefully be produced in a definite quantum field
model.

4. Byproducts of BS-type structural analysis for
N = 5 and N = 6. Relativistic exact structural
equations for (3! 3)-particle collision ampli-
tudes, which generalize the Faddeev structural
equations of nonrelativistic potential theory,
have been shown to be valid in the energy
region of ‘‘elastic’’ collisions (i.e., with total
energy bounded by 4m); relevant Landau singu-
larities of tree diagrams and triangular diagrams
have been exhibited as a by-product in this
low-energy region (Bros, and also Combescure,
Dunlop in two-dimensional field models, 1981
(see Iagolnitzer (1992, refs. [B3], [B4], [CD]))).
Moreover, crossing domains on the complex mass
shell for (2! 3)-particle collision amplitudes have
been obtained (Bros 1986 (see Iagolnitzer (1992,
ref. [B1]))) by conjointly using (N = 5) BS-type
equations together with analytic completion prop-
erties (see, e.g., the ‘‘Crossing lemma’’ in Dispersion
Relations).

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Dispersion Relations;
Scattering, Asymptotic Completeness and Bound States;
Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools; Thermal Quantum
Field Theory.
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Introduction

Relativistic quantum field theory (QFT) has been
mainly developed since the 1950s in the perturba-
tive framework. Quantities of interest then appear
as infinite sums of Feynman integrals, correspond-
ing to infinite series expansions with respect to
couplings. This approach has led to basic successes
for practical purposes, but suffered due to crucial
defects from conceptual and mathematical view-
points. First, individual terms were a priori infinite:
this was solved by perturbative renormalization.
However, even so, the series remain divergent. Two
rigorous approaches have been developed since the
1960s. The axiomatic approach aims to establish a
general framework independent of any particular
model (Lagrangian interaction) and to analyze
general properties that can be derived in that
framework from basic principles. The ‘‘construc-
tive’’ approach aims to rigorously establish the
existence of nontrivial QFT models (theories) and
to directly analyze their properties. Some of the
fundamental bases are described in this encyclope-
dia in the articles by J Bros, D Buchholz and
J Summers, and by G Gallavotti, respectively. This
article aims to a deeper study of particle analysis
and scattering of theories. In contrast to the articles
by Buchholz and Summers and G Gallavotti, it is
restricted to massive theories, a rather strong
restriction, but for the latter goes much beyond in
particle analysis.

From a purely physical viewpoint, results remain
limited: the models rigorously defined so far are
weakly coupled models in spacetime dimensions 2
or 3, results on bound states depend on specific
kinematical factors in these dimensions, proofs
of asymptotic completeness (AC) are not yet
complete, . . . . On the positive side, we might say
that the analysis and results are of interest from both
conceptual and physical viewpoints; on the other
hand, these works have also largely been related and
have contributed to important, purely mathematical
developments, for example, in the domain of
analytic functions of several complex variables,
microlocal analysis, . . . .

The general framework of QFT based on
Wightman axioms is introduced in the next
section. Massive theories are characterized in that
framework by a condition on the mass spectrum.
Haag–Ruelle asymptotic theory then allows one to
define, in the Hilbert space H of states, two
subspaces Hin and Hout corresponding to states
that are asymptotically tangent, before and after
interactions, respectively, to free-particle states. The
AC condition H=Hin =Hout introduces a further
important implicit particle content in the theory.
Collision amplitudes or scattering functions are then
well defined in the space of on-mass-shell initial and
final energy–momenta (satisfying energy–momen-
tum conservation). The LSZ ‘‘reduction formulas’’
give their link with chronological functions of the
fields.

Basic properties of scattering amplitudes that
follow from the Wightman axioms are then out-
lined. In particular, these axioms allow one to define
the ‘‘N-point functions,’’ which are analytic in a
domain of complex energy–momentum space con-
taining the Euclidean region (imaginary energy
components), and from which chronological and
scattering functions can be recovered. Other results
at that stage include the on-shell physical sheet
analyticity properties of four-point functions, as also
general asymptotic causality and local analyticity
properties for N � 4.

Next, we describe results derived from AC and
regularity conditions on analyticity and asymptotic
causality in terms of particles. In particular, the
analysis of the links between analyticity properties
of irreducible kernels (satisfying Bethe–Salpeter type
equations) and AC in low-energy regions are
included, following ideas of K Symanzik.

The final three sections are devoted to the analysis
of models.

Models of QFT have been rigorously defined in
Euclidean spacetime, through cluster and, more
generally, phase-space expansions which are shown



to be convergent at small coupling (and replace the
nonconvergent expansions, of perturbative QFT).
Examples of such models are the super-renormalizable
massive ’4 models in dimensions 2 or 3 (in the
1970s) and the ‘‘just renormalizable’’ massive
(fermionic) Gross–Neveu model – in dimension 2 –
in the 1980s. The N-point functions of these models
can be shown to have exponential fall-off in
Euclidean spacetime. By the usual Fourier–Laplace
transform theorem, one obtains in turn analyticity
properties in corresponding regions away from the
Euclidean energy–momentum space.

On the other hand, à la Osterwalder–Schrader
properties can be established in Euclidean spacetime.
By analytic continuation from imaginary to real
times, it is in turn shown that a corresponding
nontrivial theory satisfying the Wightman axioms is
recovered on the Minkowskian side. This analysis is
omitted here. However, no information is obtained
in that way on the mass spectrum, AC, energy–
momentum space analyticity, . . . . Such results can
be obtained through the use of irreducible kernels.
This was initiated by T Spencer in the 1970s and
then developed along the same line (Spencer and
Zirilli, Dimock and Eckmann, Koch, Combescure,
and Dunlop). We outline here the more general
approach of the present authors. In the latter,
irreducible kernels are directly defined through
‘‘higher-order’’ cluster expansions which are again
convergent at sufficiently small coupling. They are
shown to satisfy exponential fall-off in Euclidean
spacetime with rates better than those of the
N-point functions, and hence corresponding analy-
ticity in larger regions around (and away from) the
Euclidean energy–momentum space. Results will
then be established by analytic continuation, from
the Euclidean up to the Minkowskian energy–
momentum space, of structure equations that
express the N-point functions in terms of irreducible
kernels. These structure equations are infinite series
expansions, with again convergence properties at
small coupling. In the cases N = 2 and N = 4 (even
theories), the re-summation of these structure equa-
tions give, respectively, the Lippmann–Schwinger and
Bethe–Salpeter (BS) integral equations (up to some
regularization).

The one-particle irreducible (1PI) two-point
kernel G1 is analytic up to s = (2m)2 � ", where "
is small at small coupling (s is the squared center of
mass energy of the channel). A simple argument
then allows one to show analyticity of the actual
two-point function in the same region up to a pole
at k2 = m2

ph: this shows the existence of a first basic
physical mass mph (close at small coupling to the
bare mass m). In a free theory (zero coupling) with

one mass m, there is only one corresponding
particle. At small coupling, the existence of other
(stable) particles is not a priori expected; never-
theless, we will see that such particles (two-particle
bound states) will occur in some models in view of
kinematical threshold effects.

The 2PI four-point kernel G2 is shown to be
analytic up to s = (4m)2 � " in an even theory. On
the other hand, it satisfies a (regularized) BS
equati on. In a way analogous to the sect ion ‘‘AC
and analyt icity,’’ starti ng here from the an alyticity of
G2, the actual four-point function F is in turn
analytic or meromorphic in that region up to the cut
at s � 4m2, and the discontinuity formula associated
with AC in the low-energy region is obtained.

For some models (depending on the signs of some
couplings), it will be shown that F has a pole in the
physical sheet, below the two-particle threshold (at a
distance from it which tends to zero as the coupling
itself tends to zero). This pole then corresponds to a
further stable particle.

More generally, and up to some technical pro-
blems, the structure equations should allow one to
derive various discontinuity formulas of N-point
functions including those associated with AC in
increasingly higher-energy regions. Asymptotic caus-
ality in terms of particles and related analyticity
properties (Landau singularities . . .) should also
follow. However, in this approach, results should
be obtained only for very small couplings as the
energy region considered increases.

Note: Notations used are different in the next
two sections on the one hand, and the final three
sections on the other. These notations follow the
use of, respectively, axiomatic and constructive
field theory; for instance, x and p are real on
the Minkowskian side in the next two sections
whereas they are real on the Euclidean side in the
last three sections. The mass m in the next two
sections is a physical mass, whereas it is a bare
mass in the last three sections (where a physical
mass is noted mph).

The General Framework of Massive
Field Theories

We denote by x = (x0, x) a (real) point in Minkowski
spacetime with respective time and space components
x0 and x (in a given Lorentz frame); x2 = x2

0 � x2.
Besides the usual spacetime dimension d = 4, possible
values 2 or 3 will also be considered. In all that
follows, the unit system is such that the velocity c of
light is equal to 1. Energy–momentum variables, dual
(by Fourier transformation) to time and space
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variables, respectively, are denoted by p = (p0, p);
p2 = p2

0 � p2.
We describe below the Wightman axiomatic

framework, though alternative ones such as ‘‘local
quantum physics’’ based on the Araki–Haag–Kastler
axioms may be used similarly for present purposes.
For simplicity, unless otherwise stated, we consider
a theory with only one basic (neutral, scalar) field A;
A is defined on spacetime as an operator-valued
distribution: for each test function f , A(f ) (formallyR

A(x)f (x)dx) is an operator in a Hilbert space H of
states. A physical state is represented by a (normal-
ized) vector in H modulo scalar multiples. It has to
be physically understood as ‘‘sub specie aeternitatis’’
(i.e., ‘‘with all its evolution,’’ the Heisenberg picture
of quantum mechanics being always adopted). It is
assumed that there exists in H a representation of the
Poincaré group (semidirect product of pure Lorentz
transformations and spacetime translations).

The Wightman axioms include:

1. local commutativity: A(x) and A(y) commute if
x� y is spacelike: (x� y)2 < 0.

2. the spectral condition ( = positivity of the energy
in relativistic form): the spectrum of the energy–
momentum operators (infinitesimal generators of
spacetime translations) is contained in the cone
Vþ(p2 � 0, p0 � 0). In a massive theory, the
spectrum is more precisely assumed to be
contained in the union of the origin (that will
correspond to the vacuum vector introduced
next), of one or more discrete mass-shell hyper-
boloids Hþ(mi)(p

2 = m2
i , p0 > 0) with strictly

positive masses mi, and of a continuum. For
simplicity, and unless otherwise stated, we con-
sider in this section a theory with only one mass
m and a continuum starting at 2m (but this will
not be so in a theory with ‘‘two-particle bound
states’’). This condition introduces a first (partial)
particle content of the theory. In models, physical
masses will not be introduced at the outset but
will have to be determined.

3. existence in H of a vacuum vector �, which is the
only invariant vector under Poincaré transforma-
tions up to scalar multiples; it is moreover assumed
that the vector space generated by the action of field
operators on the vacuum is dense in H.

4. Poincaré covariance of the theory.

Subspaces Hin and Hout of H can be defined by
limiting procedures. To that purpose, one considers
test functions fj, t(x) with Fourier transforms of
the form ~fj(p)ei(po�[p2þm2]1=2)t, where the functions ~fj

have their supports in a neighborhood of the mass-
shell Hþ(m). It can then be shown that vectors of the
form �t = A(f1, t)A(f2, t) � � �A(fn, t)� converge to

limits in H when t! �1, respectively, and that
these limits depend only on the mass-shell restric-
tions of the test functions ~fjjHþ(m)

.
Hin and Hout are interpreted physically as sub-

spaces of states that are ‘‘asymptotically tangent’’
before, respectively, after the interactions, to free-
particle states with particles of mass m. They are in
fact both isomorphic to the free-particle Fock space
F , namely the direct sum of n-particle spaces of
‘‘wave functions’’ depending on n on mass-shell
energy–momenta p1, p2, . . . , pn.

AC is the assertion that H=Hin =Hout, that is,
that each state in H is asymptotically tangent to a
free-particle state, with particles of mass m, both
before and after interactions (the two free-particle
states are different if there are interactions). This
condition cannot be expected to always hold in the
general framework introduced above, even if we
restrict our attention to ‘‘physically reasonable’’
theories in which states of H are asymptotically
tangent to free-particle states before and after
interactions: the absence of other stable particles
with different masses is not guaranteed. For
instance, even if A is ‘‘neutral,’’ the action of field
operators on the vacuum might generate pairs of
‘‘charged’’ particles with opposite charges, whatever
‘‘charge’’ one might imagine. Individual charged
particles cannot occur in the neutral space H and
their mass thus does not appear in the spectral
condition. Hence, such states of pairs of charged
particles will not belong to Hin or Hout although
they belong to H. However, if the set of charged
particles is known, it can be shown that the above
framework might be enlarged by defining charged
fields, in such a way that AC might still be valid in
the enlarged framework (see the article of Buchholz
and Summers). For simplicity, we restrict below our
attention to the simplest theories in which AC holds
in the way stated above.

If AC holds, it is shown that there exists a linear
operator S from H to H, called ‘‘collision operator’’
or ‘‘S-matrix,’’ that relates the ‘‘initial’’ and ‘‘final’’
free-particle states to which a state in H is tangent
before and after interactions, respectively; if AC
does not hold, S can also be defined as in operator in
F . Collision amplitudes or scattering functions are
the energy–momentum kernels of S for given
numbers m and n of initial and final particles. As
easily seen, they are well-defined distributions on the
space of all initial and final on-shell energy–
momenta. For convenience, we will denote by pk

the physical energy–momentum of a final particle
with index k(pk 2 Hþ(m)), and by �pk the physical
energy–momentum of an initial particle
(�pk 2 Hþ(m)).
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Wightman Functions, Chronological Functions,
and LSZ Reduction Formulas

The N-point Wightman ‘‘functions’’ WN are defined
as the vacuum expectation values (VEVs) of the
products of N field operators, namely:

WNðx1; x2; . . . ; xNÞ
¼< �;Aðx1ÞAðx2Þ � � �AðxNÞ� >

The chronological functions TN are the VEVs of the
chronological products of the fields A(x1), . . . ,
A(xN): in the latter, fields are ordered according to
decreasing values of the time components of the
points xk. TN is essentially well defined due to local
commutativity with, however, problems not treated
here at coinciding points.

~TN(p1, . . . , pN) will denote the Fourier transform
of TN. In view of the invariance of the theory under
spacetime translations, functions above are invariant
under global spacetime translation of all points xk

together. Hence, their Fourier transforms contain an
energy–momentum conservation (e.m.c.) delta func-
tion �(p1 þ p2 þ � � � þ pN). Connected N-point func-
tions are defined by induction (over N) via a
formula expressing each (nonconnected) function
as the sum of the corresponding connected function
and of products of connected functions depending
on subsets of points. In contrast to nonconnected
functions, the analysis shows that connected func-
tions in energy–momentum space do not contain in
general e.m.c. delta functions involving subsets of
energy–momenta.

It can be shown that the two-point function
~T2(p1, p2) = �(p1 þ p2)~T2(p1) has a pole of the form
1=(p2

1 �m2) and that ~TN has similar poles for each
energy–momentum variable pk on the mass-shell. The
connected, amputated chronological function ~T

amp, c

N is
defined by multiplying (~TN)connected = ~Tc

N (for N � 2)
by the product of all factors p2

k �m2 that cancel these
poles. It is then shown that it can be restricted as a
distribution to the mass-shell of any physical process
with m initial and n final particles, with mþ n = N,
and that this restriction coincides with the collision
amplitude of the process. A process is here character-
ized by fixing the initial and final indices.

The analyticity properties of interest (described
below) will apply to the connected functions after
factoring out their global e.m.c. delta functions.

The Analytic N-point Functions

The Wightman axioms (without so far AC) yield
general analyticity, as also asymptotic causality,
properties that we now describe. The analysis is
essentially based on the interplay of support proper-
ties in x-space arising from local commutativity and

the definition of chronological operators, and sup-
port properties in p-space due to the spectral
condition. Support properties in x-space apply to
cell and more general ‘‘paracell’’ functions which are
VEVs of adequate combinations of products of
‘‘partial’’ chronological operators. It is shown that
each such function has support in x-space in a closed
cone CS (with apex at the origin). Moreover, for cell
functions, the cone CS is convex and salient. Hence,
in view of the usual Laplace transform theorem, the
cell function in p-space (after Fourier transforma-
tion) is the boundary value of a function analytic in
complex space in the tube Re p arbitrary, Im p in the
open dual cone ~CS of CS. It is also shown that, near
any real point P = (P1, . . . , PN), the chronological
function in p-space coincides with one or more cell
functions.

Together with support properties in p-space
arising from the spectral condition and the use of
coincidence relations between some cell functions (in
adequate real regions in p-space), one then shows
the existence, for each N, of a well-defined, unique
analytic function FN, called the ‘‘analytic N-point
function,’’ whose domain of analyticity, the ‘‘primi-
tive domain of analyticity,’’ in complex p-space
contains all the tubes T S associated with the cell
functions. It also contains in particular a complex
neighborhood of the Euclidean energy–momentum
space which consists of energy momenta Pk with
real Pk and imaginary energies (Pk)0. Moreover, the
chronological function ~Tamp, c

N is the boundary value
of FN at all real points P, from imaginary directions
which include those of the convex envelope of the
cones ~CS associated with cell functions that coincide
locally with ~T amp, c

N .
However, the primitive domain has an empty

intersection with the complex mass-shell, and thus
gives no result on analyticity properties of collision
amplitudes on the (real or complex) mass-shell. For
N = 4, it has been possible to largely extend the
primitive domain (which is not a ‘‘natural domain of
holomorphy’’) by computing (parts of) its holomorphy
envelope, which now has a nonempty intersection
with the complex mass shell. It is shown in turn that
the four-point function F4 can be restricted to the
complex mass-shell in a one-sheeted domain, called
the ‘‘physical sheet,’’ that admits each (real) physical
region on its boundary (there is here one physical
region for each choice of the two initial and the two
final indices, the corresponding physical regions being
disconnected from each other). In each physical
region, the collision amplitude is the boundary value
of the mass-shell restriction of F4, from the corre-
sponding half-space of ‘‘þi"’’ directions Im s > 0,
where s is the (squared) energy of the process.
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The analyticity domain on the complex mass-shell
contains paths of analytic continuation between the
various physical regions (‘‘crossing property’’) and
admits cuts sij real � (2m)2 covering the various
physical regions. From these analyticity properties in
the physical sheet, one can also derive ‘‘dispersion
relations’’ (see Dispersion Relations).

Asymptotic causality and analyticity
properties for N � 4

No similar result has been achieved at N > 4, and as
a matter of fact, no similar result is expected if the
AC condition is not assumed. The best results
achieved so far are decompositions of the collision
amplitude, in various parts of its physical region, as
a sum of boundary values of functions analytic in
domains of the complex mass-shell. In contrast to
the case N = 4, the sum reduces to one term only in
a certain subset of the physical region. Near other
points, the N-point analytic function cannot be
restricted locally to the complex mass-shell, though
it can be decomposed as a sum of terms which,
individually, are locally analytic in a larger domain
that intersects the complex mass-shell.

These analyticity properties for N � 4 are a direct
consequence of (and equivalent to) an asymptotic
causality property that we now outline. Let fk, � (p)
be, for each index k, a test function of the form

fk;�ðpÞ ¼ eip:�uk e��� jpk�Pkj2

where each uk is a point in spacetime, Pk is a given
on-shell energy–momentum, and � will be a space-
time dilatation parameter (� > 0). It is well localized
in p-space around the point Pk and its Fourier
transform is well localized in x-space around the
point �uk up to an exponential fall-off of width

ffiffiffiffiffiffi
��
p

which is small compared to � as �!1.
We now consider the action of the (connected,

amputated) chronological function on such test
functions. A configuration u = (u1, . . . , uN) will be
called ‘‘noncausal’’ at P = (P1, . . . , PN) if this action
decays exponentially as �!1. In mathematical
terms, u is then outside the ‘‘essential support’’ or
‘‘microsupport’’ at P. The asymptotic causality
property established, has roughly the following
content: the only possible causal configurations u
at P are those for which energy–momentum can be
transferred from the initial to the final points in
future cones. Moreover, at least two initial ‘‘extre-
mal’’ points must coincide, as also two extremal
final points. The simplest example is the case N = 4;
if, for example, indices 1,2 are initial and 3, 4 final,
then the only a priori possible causal situations are
such that u3 = u4 is in the future cone of u1 = u2 (in

this particular case Lorentz invariance implies that
u3 � u1 must be proportional to P3 þ P4). In more
general cases, the possible causal configurations u
depend on P.

AC and Analyticity

Asymptotic Causality in Terms of Particles
and Landau Singularities

As a matter of fact, a better causality property ‘‘in
terms of particles’’ – which is the best possible
one – is expected for ‘‘physically reasonable’’
theories if the (stable) particles of the theory are
known. (By physically reasonable, we mean the
absence of ‘‘à la Martin’’ pathologies such as the
occurrence of an infinite number of unstable
particles with arbitrary long lifetime). That prop-
erty expresses the idea that the only causal
configurations u at P are those for which the
energy–momentum can be transferred from the
initial to the final points via intermediate stable
particles in accordance with classical laws: there
should exist a classical connected multiple scatter-
ing diagram in spacetime joining the initial and
final points uk, with physical on-shell energy–
momenta for each intermediate particle and
energy–momentum conservation at each (point-
wise) interaction vertex.

This property, if it holds, yields in turn (and is
equivalent to) improved analyticity of the analytic
N-point function near real physical regions: the (on-
shell) collision amplitude is the boundary value of a
unique analytic function in its physical region, at
least away from some ‘‘exceptional points.’’ The
boundary value (namely the collision amplitude) is
moreover analytic outside Landau surfaces Lþ(�) of
connected multiple scattering graphs �; and along
these surfaces (which are in general smooth
codimension-1 surfaces), it is in general obtained
from well-specified ‘‘þi"’’ directions (that depend in
general on the real point P of Lþ).

Exceptional points are those that lie at the
intersection of two (or several) surfaces Lþ(�1),
Lþ(�2) . . . , with opposite causal directions, and
hence having no þi" directions in common (in the
on-shell framework). Such points do not occur at
N = 4 for two-body processes, in which case the
surfaces Lþ are the n-particle thresholds s = (nm)2,
with n � 2, s = (p1 þ p2)2. They do occur more
generally: in a 3! 3 process, 1,2,3 initial, 4,5,6
final, this is the case of all points P such that
�P1 = P4, �P2 = P5, �P3 = P6 which all belong to
the Landau surfaces of the two graphs �1, �2, with
only one internal line joining two interaction
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vertices: in the case of �1, (resp., �2), the first vertex
involves the external particles 1, 2, 4 (resp., 1, 3, 5),
while the second one involves 3, 5, 6 (resp., 2, 4, 6).
If moreover P1, P2, P3 lie in a common plane,
previous points P also lie on surfaces Lþ of
‘‘triangle’’ graphs with again opposite causal
directions at P. The fact that þi� directions are
opposite can equally be checked for the corre-
sponding Feynman integrals of perturbative field
theory.

Remark The above points are no longer exceptional
in spacetime dimension 2. In fact, all surfaces
Lþ mentioned then coincide with the (on-shell)
codimension-1 surface �p1 = p4,�p2 = p5,�p3 = p6,
with two opposite causal directions. The previous
asymptotic causality property, together with a further
‘‘causal factorization’’ property for causal configura-
tions, then yields along that surface an actual
factorization of the three-body (nonconnected)
S-matrix into a product of two-body scattering
functions modulo an analytic background. The latter
vanishes outside the surface, hence is identically zero,
for some special two-dimensional models.

In the absence of the AC condition, one clearly
sees why the above causality in terms of particles
cannot be established: as we have seen, there is
a priori no control on the stable particles of the
theory and on their masses, and pathologies such as
those mentioned above cannot be excluded. Hope-
fully, the first problem should be solved if AC is
assumed, and the second one should be removed by
adequate regularity assumptions. This is the pur-
pose of the so-called axiomatic nonlinear program,
in which one also wishes to examine further
problems, for example, analytic continuation into
unphysical sheets, with the occurrence of possible
unstable particle poles and other singularities,
nature of singularities, possible multiparticle dis-
persion relations, . . . . , to cite only a few. Results so
far remain limited but provide a first insight into
such problems.

The Nonlinear Axiomatic Program

Results described below are based on discontinuity
formulas arising from – and essentially equivalent in
adequate energy regions to – AC, together with
some regularity conditions. They can be established
either with or without the introduction of adequate
‘‘irreducible’’ kernels. The methods rely on some
general preliminary results on Fredholm theory in
complex space (and with complex parameters).
Irreducible kernels are defined through integral
(Fredholm type) equations, first in the Euclidean

region (imaginary energies) and then by local
distortions of integration contours allowing one to
reach the Minkowskian region. From discontinuity
formulas and algebraic arguments, these irreducible
kernels are shown to have analyticity (or meromor-
phy) properties associated with the physical idea of
irreducibility (see examples below).

Results obtained so far with or without irreduci-
ble kernels are comparable in the simplest cases.
However, the method based on irreducible kernels
gives more refined results and seems best adapted to
‘‘extricate’’ the analytic structure of N-point func-
tions for N > 4.

N = 4, Two-Body Processes in the
Low-Energy Region

By even theory, we mean theories in which N-point
function vanishes identically for N odd.

Standard results on two-body processes with
initial (resp., final) energy–momenta p1, p2 (resp.,
p01, p02) in the low-energy region (2m)2 � s < (3m)2

(s = (p1 þ p2)2 = (p01 þ p02)2) are based on the ‘‘off-
shell unitarity equation’’

Fþ � F� ¼ Fþ ? F� ½1�

where Fþ(p1, p2; p01, p02) and F�(p1, p2; p01, p02) denote,
respectively, the þi" and �i" boundary values of the
four-point function F4 from above or below the cut
s � (2m)2 in the physical sheet, and ? denotes on-
shell convolution over two intermediate energy–
momenta. This relation is a direct consequence of
AC for s less than (3m)2, or less than (4m)2 in an
even theory. When the four external energy–momen-
tum vectors p1, p2, p01, p02 are put on the mass shell
(on both sides of that relation), one recovers the usual
elastic unitarity relation for the collision amplitude
Tþ and its complex conjugate T�:

Tþ � T� ¼ Tþ ? T�

In the exploitation of these relations outlined below,
a regularity condition is moreover needed, for
example, the continuity of Fþ in the low-energy
region.

By considering the unitarity equation as a Fredholm
equation for Tþ at fixed s (in the complex mass
shell), one obtains the following result: Tþ can be
analytically continued as a meromorphic function
of s through the cut (in the low-energy region) in a
two-sheeted (d even) or multisheeted (d odd)
domain around the two-particle threshold. Possible
poles in the second sheet (generated by Fredholm
theory) will correspond physically to unstable
particles. The singularity at the two-particle thresh-
old is of the square-root type in s for d even, or in
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1=log s for d odd. The difference between the two
cases is due to the power (d � 1)=2 of s, integer or
half-integer, in the kinematical factor arising from
on-shell convolution. This result can also be
extended to the off-shell function F4 by applying a
further argument of analytic continuation making
use of the off-shell unitarity equation.

Restricting now our attention to an even theory
(for simplicity), a similar result also follows from the
introduction of a two 2PI BS type kernel G
satisfying (and here defined from F through) a
regularized BS equation of the form

F ¼ Gþ F �M G ½2�

where �M denotes convolution over two intermedi-
ate energy–momenta with two-point functions on
the internal lines and a regularization factor in order
to avoid convergence problems at infinity (G then
depends on the choice of this factor but its proper-
ties and the subsequent analysis do not). Alterna-
tively, one may also introduce a kernel satisfying a
renormalized BS equation, but this is not useful for
present purposes.

Starting from the above discontinuity formula [1],
one shows in turn that G is indeed ‘‘2PI’’ in the
analytic sense:

Gþ ¼ G� ½3�

in the low-energy region. More precisely, G is
analytic or meromorphic (with poles that may arise
from Fredholm theory) in a domain that includes the
two-particle threshold s = (2m)2, in contrast to F
itself.

The proof of [3] is based on the relation
independent of M (and thus leaving the M depen-
dence implicit).

�þ � �� ¼ ? ½4�

(which is a nontrivial adaptation of the decomposi-
tion of a mass-shell delta function as a sum of plus
and minus i" poles). A simple algebraic argument
then shows essentially the equivalence between the
discontinuity formulas [1] and [3].

In turn, assuming that G has no poles, this
analyticity allows one to recover the two-sheetedness
(d even) or multisheetedness (d odd, singularity in
1=log) of F, in view of the BS type equation.

N = 6, 3–3 Process in the Low-Energy Region
(Even Theory)

The result, in the neighborhood of the 3–3 physical
region, is here a ‘‘structure equation’’ expressing the
3–3 function F in the low-energy region as a sum of
‘‘à la Feynman contributions’’ associated with

graphs with one internal line and with triangle
graphs, with two-point functions on internal lines
and four-point functions at each vertex, plus a
remainder R. The latter is shown to be a boundary
value from þi" directions Im s positive, where
s = (p1 þ p2 þ p3)2, p1, p2, p3 denoting the energy–
momentum vectors of the initial particles. Further
regularity conditions are needed to recover its local
physical region analyticity. The various explicit
contributions that we have just mentioned yield the
actual physical region Landau singularities expected
in the low-energy 3–3 physical region.

A more refined result, in the approach based on
irreducible kernels outlined below, applies in a
larger region and then includes further à la Feynman
contributions associated with 2-loop and 3-loop
diagrams (the latter do not contribute to ‘‘effective’’
singularities in the neighborhood of the physical
region).

The first result can be established from disconti-
nuity formulas for the three-point function around
two-particle thresholds, arising from AC, and
‘‘microsupport’’ analysis of all terms involved. In
the approach based on irreducible kernels, it is
useful to introduce in particular a 3PI kernel G3

that, in contrast to the 3–3 function, will be analytic
or meromorphic in a domain including the three-
particle threshold. To that purpose, an adequate set
of integral equations is introduced and the three-
particle irreducibility of G3 in ‘‘the analytic sense’’ is
then established. In turn it provides the complete
structure equation mentioned above.

More General Analysis

There are so far only preliminary steps in more
general situations, in view of (difficult) technical
problems involved and the need of ad hoc regularity
assumption at each stage. As already mentioned, the
approach based on irreducible kernels seems best
adapted. The analysis should clearly involve more
general irreducible kernels with various irreducibil-
ity properties with respect to various channels (and
not only with respect to the basic channel consid-
ered such as the 3–3 channel in the case above).
From a heuristic viewpoint, one may first consider
to that purpose adequate formal expansions into
(infinite) sums of ‘‘à la Feynman contributions’’
adapted to the energy regions under investigation.
These à la Feynman contributions will involve
adequate irreducible kernels in the graphical sense
at each vertex, and the above expansions correspond
formally to the best possible regroupings of
Feynman integrals with respect to the energy region
considered. From such expansions, one might
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determine adequate sets of integral equations allow-
ing one, together with regularity assumptions, to
carry out an analysis similar to above.

The Models

A Euclidean field-theoretical model can be defined
by a probability measure d�(’) on the space of
tempered distributions ’ in Euclidean spacetime,
whose moments verify the Osterwalder–Schrader (or
similar) axioms. The moments of d� are, for each N,
the Euclidean (Schwinger) N-point functions:

Sðx1; . . . ; xNÞ ¼
Z
’ðx1Þ � � �’ðxNÞ d�ð’Þ ½5�

In what follows, the measure d� will be a
perturbed Gaussian measure which, for the massive
’4 model with a volume cutoff � and an ultraviolet
cutoff �, is given in d dimensions by

d��;� ¼ e
��ð�Þ

R
�
’4ðzÞ dzþað�Þ

R
�
’2ðzÞdz

d	�ð’Þ=Z�;� ½6�

where Z�, � is the normalization factor and where
d	�(’) is the Gaussian measure of mean zero
(
R
’ d	= 0) and covariance

Cðx� y; �Þ ¼
Z

ddp eipðx�yÞ e�p2=�2

=ð
ð�Þp2 þm2Þ

where by convention m is called the bare mass.
For d = 2 or 3 one can show that, for �(�) =�

small enough (depending on m) and 
(�) = 1, there
exists a function a(�) (a(�) = O(�) as �! 0) such
that, for any set of N distinct points, the function
S(x1, . . . , xN) = lim�, �!1 S�, �(x1, . . . , xN) exists, is
not Gaussian (hence does not correspond to a trivial,
free theory), and satisfies the Osterwalder–Schrader
axioms. The connected part S(x1, . . . , xN)connected has
the following perturbative series:

lim
�;�!1

X
n

ð�1Þn

n!

Z
’ðx1Þ . . .’ðxNÞ

	
Z

�

½�’4 � að�Þ’2�ðzÞ dz

� �n

d	�;�ð’Þ
��
connected

½7�

which is the (divergent) sum of the connected
renormalized (Euclidean) Feynman graphs.

The study of the perturbative series leads to the
distinction of:

1. the super-renormalizable theories, where it is
possible to take �(�), 
(�) not depending on �.
In dimension 2, all the models where �’4 is
replaced by

c2p’
2pþ c2p�1’

2p�1þ�� �þ c5’
5þ�’4þ c3’

3 ½8�

also exist provided that c2p > 0 is small enough
depending on m and on the other coefficient c’s
and �, and

2. the just renormalizable theories where �(�) (and
possibly 
(�)) depend in general on �. In models
mentioned below �(�)! 0 as �!1; this char-
acterizes ‘‘asymptotic freedom.’’

The proof of the existence of the N-point
functions makes use of Taylor type expansions
with remainder. The first orders are used to compute
�(�), 
(�), a(�). The idea is to consider the functional
integral [5] – at �, � finite – as an integral over
roughly ��d ‘‘degrees of freedom’’ which are weakly
coupled. This corresponds to a decomposition of the
phase space (with cutoff both in x-space (the box �)
and in p-space (roughly jpj < �)). The coupling
between different regions in x-space comes from
the propagators C�; the coupling between different
frequencies in p-space comes from the ’4 term (the
interaction vertex). The expansion is then, for each
degree of freedom, a finite expansion in the coupling
between this degree and the others so that, even if
the expansion is perturbative up to the order ��d,
the bound on each term is qualitatively the one on a
product of ��d finite order-independent expansions,
the order of which can be fixed uniformly in � (and
depending only on �). To achieve this program, the
propagator linking two points of distance of order L
must have a decrease of order e�L�1jx�yj, that is, have
momentum larger than L�1, so that one must
localize both in x-space and p-space ; for example,
the smallest cells of phase space correspond to fields
’ localized in x, p-spaces, the x-boxes being of side
��1 and the p-localization consisting of values such
that roughly (�=2) � jpj � �. More generally, a
generic cell (of index i) corresponds to fields ’ at
point x and momentum p, with x in a box of side
2i��1 and 2�i�1� < jpj < 2�i�.

These expansions are mimicking the à la Wilson
renormalization group. For just renormalizable theo-
ries (where �(�) depends on �), one is led to introduce
the effective coupling constant �(2�i�) whose pertur-
bative expansion is the value at momentum zero of
the sum of all the (connected, amputated) four-point
functions containing only propagators of momentum
(roughly) bigger than 2�i� (plus �(�) which in fact
tends to zero as �!1).

Then by small coupling we mean a theory where
�(2�i�)=
(2�i�)2 is small for all i.

By convention we write �ren, 
ren, aren for the
effective parameters of the theory at zero
momentum.

The expansion obtained expresses Sconnected as a
sum of terms each of them being associated to a
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given set of phase-space cells which are ‘‘connected’’
together by ‘‘links’’ that are either propagators or
vertices. Each term decreases exponentially with the
difference imax � imin of the upper and lower indices
of the phase-space cells involved. Moreover, each set
must contain the cells associated to the fields
’(x1) � � �’(xN) whose indices are fixed by the order
of magnitude of the distances between the points.
On the other hand, the difference between the
theory of cutoff � and the one of cutoff 2� are
terms containing at least one cell of momentum of
order �; these terms are thus small like
cst(x1, . . . , xN)e�(cst)�, so that the limit as �!1
exists.

So far, the ‘‘construction’’ of models is possible
only at small coupling, apart from special cases. The
’4 theory in dimension 4 is just renormalizable
(from the perturbative viewpoint) but the above
condition of small coupling cannot be achieved (and
it is generally believed that this model cannot be
defined as a nontrivial theory). A just renormaliz-
able model has been shown to exist, namely the
Gross–Neveu model which is a fermionic theory in
dimension 2. The elementary particle physics models
are just renormalizable but their construction has
not been completed so far (in particular in view
of the confinement problem). See Constructive
Quantum Field Theory for details.

To state the result in a form convenient for our
purposes here, we introduce a splitting of the
covariance in two parts:

Cðx� y;�Þ ¼ CMðx� y;�Þ þC>Mðx� y;�Þ; M > m

~CMðp;�Þ ¼ ðe�p2=�2

=p2 þm2Þ � ðe�p2=�2

=p2 þM2Þ

so that CM(x� y) behaves like C at large distances but
has an ultraviolet cutoff of size M, and jC>M(x� y)j �
e�Mjx�yj decreases exponentially depending on the
(technical) choice of M. Let d	M(’) be the Gaussian
measure of covariance CM.

One divides also � in unit cubes and obtains for
the connected N-point function an expansion as a
sum over connected trees; a tree T is composed of
lines ‘ and vertices v; each line joins two vertices or
one of the external points x1, . . . , xN and a vertex;
moreover, there are no loops.

To each line ‘ is associated a propagator
CM(z‘, z0‘) = CM(‘).

To each vertex v are associated:

1. two subsets Iv, I0v of {‘},
2. a connected set Xv of unit cubes such that all the

z‘, ‘ 2 Iv and all the z0‘, ‘ 2 I0v are contained in
Xv; jXvj is the volume of Xv, and

3. a kernel KXv
({z, z0}v;’)

Finally, the external points are by convention z‘
points; then:

S�;�ðx1; . . . ; xNÞconnected

¼
Z

d	Mð’Þ
X

T

1

jTj!
X
fXvg

nonoverlapping

	
Z � Y

‘
z‘ not external

dz‘

��Y
‘2T

dz0‘CMð‘Þ
�

	
Y
v2T

KXv
ðfz; z0gv;’Þ ½9�

where for coupling small enough:Z
d	Mð’Þ

Y
v2T

jKXv
ðfz;z0gv;’Þj �

Y
v2T

e�Mð1��ÞjXvj ½10�

The X’s are 2	 2 nonoverlapping; however, it will
suffice to sum over all X’s (without restriction) to
get a bound showing the convergence of the
expansion as �!1. In this formula the K(. ,’)’s
are still coupled by the measure d	M(’); all the
nonperturbativity is hidden in the K’s (in particular
the contribution of momentum bigger than M).

As a consequence of [9] and if a(�,�) has been
chosen such that aren = 0, for M large enough and at
small coupling (depending on M, m):

jSðx; yÞconnectedj

� jCMðx� yÞj þ
Z

dz01dz02jCMðx� z01Þ

	 e�Mð1��Þjz0
1
�z0

2
jCMðz02 � yÞj þ � � �

� ðcstÞe�mð1��Þjx�yj ½11�

More generally, the connected N-point function
satisfies

jSðx1; . . . ; xNÞconnectedj � cst e�mð1��Þdðx1;...;xNÞ ½12�

where d(x1, . . . , xN) is the length of the smallest tree
joining x1, . . . , xN, with possibly intermediate points.

The Irreducible Kernels

The 1PI Kernel and a Lippmann–Schwinger Equation

To then show that a theory – if the perturbation series
heuristically shows it – contains only one particle of
mass smaller than 2m(1� �), it is necessary to expand
further the coupling between the K’s in [9]. Each
perturbative step relatively to this coupling will
generate a sum of terms such that in each one there is
a ‘‘new’’ propagator CM between two K’s.

The fact that in [9] the X’s are nonoverlapping
has the consequence that an expansion where for
each pair of KX the number of propagators CM
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remains bounded (say by nþ 1) is convergent (for
small enough couplings depending on m, n); this is
because, for a given X, the others must be farther
and farther as their number increases, and in view of
the exponential decrease (in x-space) of CM.

We then consider the expansion where we have
further expanded the two-point function S(x, y) such
that each term can be decomposed in the channel
x! y in CM propagators and 1PI contributions (in
the sense that any line cutting such a 1PI contribu-
tion (and outside the X0s) cuts at least two
propagators); that means that these 1PI contribu-
tions are no longer coupled by the d	M(’) measure.
They are made of propagators and of KX which still
have nonoverlapping restrictions; the latter are
straightforwardly expanded using a kind of (con-
vergent) Mayer expansion; the result is finally a
Lippmann–Schwinger type equation:

Sðx; yÞconnected¼CMðx� yÞ þ
Z

dz1 dz2 CMðx� z1Þ

	G1ðz1; z2ÞCMðz2 � yÞ þ � � � ½13�

or

Sðx; yÞconnected ¼ CM

X
p�0

½G1CM�p
" #

ðx; yÞ

which is equivalent to

Sconnected ¼ CM þ CMG1CM þ CMG1Sconnected ½14�

where G1 is a 1PI kernel that satisfies the bound

jG1ðt; uÞj � �rene�2mð1��Þjt�uj ½15�

In Fourier transform, eqn [14] becomes

FðpÞ¼ ~CMðpÞ þ ~CMðpÞ ~G1ðpÞ~CMðpÞ
þ ~CMðpÞG1ðpÞFðpÞ ½16�

Denoting by �(pþ q) F(p, q) the Fourier transform of
S(x, y)connected, we can then compute F(p):

FðpÞ ¼ ðp2 þm2Þ½~CM þ ~CM
~G1�ðpÞ

ðp2 þm2Þ � ðp2 þm2Þ~CM
~G1ðpÞ

½17�

where (p2 þm2)~CM(p)! (1�m2=M2) as p! 0 and
j ~G1(p)j � �ren cst(m) so that (as expected) F has no
pole in the Euclidean region at small coupling; but,
as will be seen in the next section, it has a pole
outside the Euclidean region.

The 2PI Kernel and a BS Equation

From the previous discussion, it is clear that one can
extract from [9] as many propagators as we want
between kernels KX. If one considers a splitting of
the external points in incoming x1, . . . , xp and

outgoing xpþ1, . . . , xN points, this defines a channel.
One then obtains nPI kernels (in the given channel).
In the same way as above, one obtains a relevant
structure equation; this equation makes sense only
if the kernels KX have a decrease corresponding to
n-particle irreducibility; to that purpose we take
M > nm. The expansion converges for couplings
small enough depending on m and n.

In the case n = 2 this gives a kind of BS equation
(the Lippmann–Schwinger equation corresponding
to the case n = 1); if we restrict, for simplicity, the
analysis to even theories one is led to jump directly
to the case n = 3:

Sðx1; x2; x3; x4Þconnected

¼
Z

dz1 dt1 dz2 dt2ð�MÞðx1; x2; z1; t1Þ

	G2ðz1; t1; z2; t2Þð�MÞðz2; t2; x3; x4Þ þ � � � ½18�

S ¼ �M

X
p�1

½G2�M�p

or

S ¼ �MG2 �M þ �M G2S ½19�

where

ð�MÞðx1; x2; x3; x4Þ ¼ Sðx1; x3ÞSðx2; x4Þ
þ Sðx1; x4ÞSðx2; x3Þ

and where

jG2ðt1; t2; u1; u2Þj
� �ren expf�4mð1� �Þmax

i;j
ðjti � ujjÞg ½20�

Equation [19] once amputated, and after Fourier
transformation, is eqn [2].

More General Irreducible Kernels
and Structure Equations

Irreducible kernels with various degrees of irreduci-
bility in various channels can be defined in a similar
way. Corresponding expansions of N-point func-
tions follow, in terms of integrals involving these
kernels and two-point functions. These kernels are
again convergent at small coupling (! 0 as their
irreducibility !1) as well as the corresponding
structure equations (which generalize eqn [18]).

Analyticity, AC, and Bound States

As explained in the introduction, we now proceed
by analytic continuation away from the Euclidean
region in complex energy–momentum space.
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First, it is easily seen that the two-point function
is analytic in the region s < (2m)2 � � apart from a
pole at s = m2

ph which defines the physical mass
mph (m2

ph is the zero in p2 of the denominator in
formula [17]). In view of the bounds of the previous
two sections, mph is close to the ‘‘bare’’ mass m.

The 2PI kernel, for even theories, is shown, again by
Laplace transform theorem, to be analytic and bounded
in domains around and away from the Euclidean region
up to s = (4m)2 � �, and is of the order of �ren.

As we ha ve seen in the section ‘‘AC an d
analyt icity,’’ the analytic ity of G2 entails the analytic
structure of F (two-sheeted or multisheeted at the
threshold). On the other hand, further poles of F can
be generated by the BS integral equation [2] in the
physical or unphysical sheets. If a pole in the
physical sheet occurs at s < (2mph)2 real, it will
correspond to a new particle in the theory, namely a
two-particle bound state.

AC in the Low-Energy Region

The analysis of possible bound states, which will be
presented in the following, will show that there
might be at most one two-particle bound state of
mass mB < 2mph which tends to 2mph as the
couplings tends to zero.

On the other hand, for even theories, in view of
the analyticity properties of the two-point function
and of the 2PI kernel G2, equation [1] holds in the
region (2m2

ph) < s < (4mph)2 � �, where 
 is on-shell
convolution with particles of mass mph.

If there is no two-particle bound state, this
characterizes the AC of the theory for s < (4mph)2 � �.

If there is a bound state of mass mB, AC is
established only in the region s < (3mph)2 � �.

For non-even theories, the analysis is similar but
requires the introduction of new irreducible kernels
in view of the fact that the non-evenness opens new
channels. AC in all cases can be established, for
small couplings, up to s < (3mph)2 � �.

Analysis of Possible Two-Particle Bound States
for Even Theories at Small Coupling

It can be checked that such poles of F, if there are,
either lie far away in the unphysical sheet(s) or are
close to the two-particle threshold (s = (2mph)2).
This is due to the convergence, at small coupling, of
the Neumann series F = G2 þG2 �M G2 þ � � � . Indi-
vidual terms G2 �M � � � �M G2 are, in fact, defined
away from the Euclidean region by analytic con-
tinuation in a two-sheeted (d even) or multisheeted
(d odd) domain around the threshold: to that
purpose locally distorted integration contours (initi-
ally the Euclidean region) are introduced as in the

section ‘‘A C and analytic ity,’’ so as to avo id the pole
singularities of the two-point functions involved in
�M, the threshold singularities being due to the
pinching of this contour between the two poles as
s! (2mph)2. If a fixed neighborhood of the thresh-
old is excluded, one does obtain uniform bounds of
the form (cst �ren)q (for a term with q factors G2) in
any bounded domain, which ensures the conver-
gence of the Neumann series.

It remains to study the neighborhood of the
threshold. To that purpose, the following method
is convenient. One shows that the convolution
operator �M can be written in the form

�M ¼ gð s Þ 
 þr ½ 21�

where 
 is, as in the section ‘‘AC and analyticit y,’’
on-shell convolution for s > (2mph)2 or is obtained
by analytic continuation for complex value of s
around the threshold; g(s) = 1=2 for d even and, if d
is odd, g(s) = (i=2�) log �, where �= 4m2

ph � s. In
view of this definition of g(s), the operator r is
regular: it is an analytic one-sheeted operation
around the threshold (this is equivalent to [4]), and
it has no pole singularities. This property of r can
be established by geometric methods or by an
explicit evaluation.

It is then useful to introduce a new kernel U
linked to G2 by the integral equation

U ¼ G2 þUrG2 ½22�

In view of the regularity and bounds of r and G2,
one sees (e.g., by a series expansion) that U, like G2,
is analytic in a neighborhood of the threshold and
behaves in the same way at small �ren.

By a simple algebraic argument F and U are
related by the integral equations

F ¼ U þ gðsÞU 
 F ¼ U þ gðsÞF 
U ½23�

Two-dimensional models We start the analysis with
the case d = 2. The mass shell is trivial in this case; let f
be the restriction of F to the mass shell; it depends only
on s = (p3 þ p4)2 due to the mass shell and e.m.c.
constraints (as also Lorentz invariance). On the mass
shell, the operation 
 becomes a mere multiplication
and the integral equation [23] becomes

f ðsÞ ¼ uðsÞ þ 1

aðsÞ f ðsÞuðsÞ ½24�

where u is the mass shell restriction of U and the
factor a(s) arising from 
 is of the form
a(s) = cst s1=2�1=2, �= (2mph)2 � s, which gives

f ðsÞ ¼ aðsÞuðsÞ
aðsÞ � uðsÞ ½25�
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In turn one obtains

F ¼ U þ
Uj jU

aðsÞ � uðsÞ ½26�

where Uj (resp., jU) is U with p3, p4 (resp., p1, p2)
restricted to the mass shell. Equation [26] comple-
tely characterizes the local structure of F in view of
the local analyticity of U.

The analysis of the possible poles follows from the
fact that U is equal to G2 up to higher order in �ren;
on the other hand, G2 is equal to a first known term
plus higher-order corrections in �ren (if we expand in
�ren the expression for G2 obtained in the previous
section), so that the leading contribution of u(s) is
known and the results follow.

For a theory (see [8]) containing a �ren’
4 term there is

exactly one pole, which corresponds to the zero of a(s)�
u(s), lying in the region (2mph)2 � � < s < (2mph)2.
This pole is either in the physical sheet for �ren < 0 or in
the second sheet if �ren > 0. In the case �ren < 0, this
pole corresponds to a two-particle bound state of
physical mass mB which tends to 2mph as �ren! 0.

In a model without ’4 term (�ren = 0) the lowest-
order contribution to G2, hence to U, is in general of
the order of the square of the leading coupling, in
which case there is always one bound state.

The treatment of the fermionic Gross–Neveu
model, which involves spin and color indices, is
analogous, with minor modifications. Equations now
involve, in the two-particle region, 4	 4 matrices;
poles of F are now the zeros of det (a(s)I �m(s)u(s)),
where m(s) is the 4	 4 matrix obtained from 2	 2
residue matrices (whose leading matrix elements are
explicitly computable). The detailed analysis, which
requires the consideration of different channels
(various color and spin indices) is omitted.

Three-dimensional models The results are similar:
F is decomposed as F0 þ F00, where F0 is the ‘= 0
‘‘partial wave component’’ of F, namely F0= (1=2�)R

F d
, where 
 is the ‘‘scattering angle’’ of the
channel; its complement F00 is shown to be locally
bounded in view of a further factor �. The analysis
is then analogous to the case d = 2 with a(s) now
behaving like cst= log � as �! 0. There is, a priori,
either no pole, or one pole in the physical sheet at
s = m2

B < (2mph)2 with mB = 2mph þO(e�cst=�ren ),
depending again on the signs of the couplings. For
the existing even models such as the ’4 model, there
is no pole, hence no two-particle bound state.

Four-dimensional models The existence of the ’4

model in dimension 4 is doubtful. If a four-
dimensional model were defined, and if the 2PI
kernel G2 of a massive channel could be defined and
shown to satisfy analyticity properties analogous to

above, there would be no two-particle bound state at
small coupling. In fact, the kinematical factor �(d�3)=2

(for d even) generated by the mass shell convolution
is no longer equal to ��1=2 as in the d = 2 case but
now to �1=2. As a consequence, the Neumann series
giving F in terms of G2 is convergent also in the
neighborhood of the two-particle threshold.

Non-even theories The analysis for the non-even
theories follows similar lines. As already mentioned,
the analysis requires the introduction of new irredu-
cible kernels. For the models �’4 þ c3’

3, which do
exist at small couplings in dimensions 2 and 3, there
will be either exactly one or no two-particle bound
state, depending on the respective values of �, c3.

Structure Equations and AC in
Higher-Energy Regions

The structure equations of the previous section provide,
after analytical continuation away from the Euclidean
region, a rigorous version of the analysis presented at
the end of the section ‘‘AC a nd analyticity .’’ The
irreducible kernels can here be defined in a direct way
following the previous section, together with their
analyticity properties. One has then to derive the
discontinuity formulas that in turn characterize AC.
This program has been carried out in the 3! 3 particle
region, and partly in the general case. It seems possible
to complete general proofs up to some technical
(difficult) problems. As already mentioned, in this
approach, the coupling should be taken smaller and
smaller as the energy region considered increases.

See also: Axiomatic Quantum Field Theory; Constructive
Quantum Field Theory; Dispersion Relations; Dynamical
Systems in Mathematical Physics: An Illustration from
Water Waves; Perturbation Theory and its Techniques;
Quantum Chromodynamics; Scattering in Relativistic
Quantum Field Theory: Fundamental Concepts and
Tools; Scattering in Relativistic Quantum Field Theory:
the Analytic Program; Schrödinger operators.
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Schrödinger operators are linear partial differential
operators of the form

HV ¼ ��þ VðxÞ ½1�

acting on a suitable dense domain dom(HV) � L2(�)
in the Hilbert space of square-integrable functions
on a spatial domain � � Rd, where d 2 N. Here,
H0 =�� =�

Pd
	= 1 @

2=@x2
	 is (minus) the Laplacian

on �, and the potential V : �! R acts as a multi-
plication operator, [V ](x) := V(x) (x).

Historical Origin and Relation
to Theoretical Physics

In 1926, Schrödinger formulated quantum theory as
wave mechanics and proved later that it is equiva-
lent to Heisenberg’s matrix mechanics. He proposed
that the state of a physical system at time t 2 R is
given by a normalized wave function  t 2 L2(�)
whose dynamics is determined by a linear Cauchy
problem:  0 is the state at time t = 0, and for t > 0,
it evolves according to

i
@ t

@t
¼ H  t ½2�

the Schrödinger equation. More generally,  0 is a
normalized element of a Hilbert space H, and
the Hamiltonian HV is a self-adjoint operator,
that is, dom(HV) = dom(H
V) � H and HV = H
V on
dom(HV). Formally, eqn [2] is solved by the
evolution operator or propagator exp(�itHV) in
the form  t = exp(�itHV) 0. The self-adjointness
of HV insures the existence and unitarity of
the propagator exp(�itHV), for all t 2 R, so
k tk= k 0k= 1. For physics, this unitarity is crucial,
because k tk2 is interpreted as the total probability
of the system to be at time t in some state in H. The

general validity of eqn [2] as the fundamental
dynamical law of all physical theories, including,
for example, nonrelativistic and (special) relativistic
quantum mechanics, quantum field theory, and
string theory, deserves appreciation.

If the physical system under consideration is a
nonrelativistic point particle of mass m > 0 in a
potential eV : Rd ! R, then, according to the princi-
ples of classical (Newtonian) mechanics, its state is
determined by its momentum p 2 Rd and its posi-
tion x 2 Rd, its kinetic energy is (1=2m)p2, its
potential energy is eV(x), and the dynamics is given
by the Hamiltonian flow generated by the
Hamiltonian function Hclass(p, x) = (1=2m)p2 þ eV(x).
Schrödinger derived the Hamiltonian (operator)

H = �(�h2=2m)�þ eV(x) in [2] from the replace-
ment of the momentum p 2 Rd by the momentum
operator �i�hrx. This prescription is called quanti-
zation and is further discussed in the section
‘‘Quantization and semiclassical limit.’’ The
Schrödinger operator HV in [1] is then obtained after
an additional unitary rescaling,  (x) 7!�d=2 (�x),

by � := �h(2m)�1=2, and a redefinition V(x) := eV(x=�)
of the potential.

For more details, we refer the reader to
Schrödinger (1926) and Messiah (1962).

Self-Adjointness

Led by the requirement of unitarity of the propa-
gator, the domain dom(HV) in [1] is usually chosen
such that HV is self-adjoint, which, in turn, is most
often established by means of the Kato–Rellich
perturbation theory, briefly described below. If
V � 0, then H0 equals the Laplacian ��, which
is a positive self-adjoint operator, provided
dom(H0) = W2

b.c.(�) is the second Sobolev space
with suitable conditions on the boundary @� of �.
Typical examples are dom(H0) = W2(Rd), for
� = Rd, and W2

Dir(�) and W2
Neu(�) with Dirichlet

or Neumann boundary conditions on @�, respec-
tively, in case that � is a bounded, open domain in
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Rd with smooth boundary @�. Starting from this
situation, V is required to be relatively H0-bounded,
that is, that M(V, r) := V(��þ r1)�1 defines
(extends to) a bounded operator on L2(�), for any
r > 0. If limr!1 kM(V, r)k< 1, then HV is self-
adjoint on dom(H0) and semibounded, that is, the
infimum inf �(HV) of its spectrum �(HV) is finite; in
other words, HV � c1, for some c 2 R, as a
quadratic form. (The semiboundedness corresponds
to quasidissipativity, as a generator of the semigroup
exp(��HV).)

A fairly large class of potentials fulfilling these
requirements is defined by

lim
�&0

sup
x2�

Z
jx�yj��

jx� yj4�dVðyÞ2 ddy

( )
¼ 0 ½3�

for d 6¼ 4, and with jx� yj4�d replaced by (ln jx�
yj)�1, for d = 4. For d � 3, [3] is equivalent to the
uniform local square integrability of V, that is,
supx2�

R
jx�yj�1 V(y)2 ddy <1. Note that [3] allows

for local singularities of V, provided they are not too
severe; in this respect, quantum mechanics is more
general than classical mechanics. Equation [3] is a
sufficient condition for HV =��þ V to be self-
adjoint on dom(��) because limr!1 kM(V, r)k= 0.
Moreover, as eqn [3] only misses some borderline
cases, it is also almost necessary for the self-
adjointness of HV . By means of Kato’s inequality, the
conditions on V, especially on its positive part
Vþ := maxfV, 0g, can be further relaxed. Also, if one
realizes HV as the Friedrichs extension of a semi-
bounded quadratic form, the conditions to impose on
V are milder. One possibly loses, however, control
over the operator domain dom(HV), and typically
dom(��) is only a core for HV .

For further details on self-adjointness, we refer the
reader to Reed and Simon (1980a, b), Kato (1976),
and Cycon et al. (1987).

Spectral Analysis

The self-adjointness of HV establishes a functional
calculus, generalizing the notion of diagonalizability of
finite-dimensional self-adjoint matrices: there exists a
unitary transformation W : L2(�)! L2(�(HV), d�)
such that HV acts on elements ’ of L2(�(HV), d�HV

)
as a multiplication operator, [HV’](!) =!’(!). The
spectral measure �HV

decomposes into an absolutely
continuous (ac) part �HV , ac, a pure point (pp) part
�HV , pp, and a singular continuous (sc) part �HV , sc,
mutual disjointly supported on the ac spectrum
�ac(HV), the pp spectrum �pp(HV), and the sc
spectrum �sc(HV) � R, respectively, whose union is
the spectrum �(HV) of HV . There is an additional

decomposition of the spectrum of HV into the discrete
spectrum �disc(HV), which consists of all isolated
eigenvalues of HV of finite multiplicity, and its
complement �ess(HV) = Rn�disc(HV), the essential
spectrum of HV , as its residual spectrum is void. One
of the main goals of the spectral analysis is to
determine the spectral measure for a given potential
V as precisely as possible.

In many applications, � = Rd and the potential V in
HV is not only relatively H0-bounded, but even
relatively H0-compact, that is, M(V, 1) is compact. In
this case, limr!1 kM(V, r)k= 0, insuring self-
adjointness on dom(H0) and semiboundedness of HV .
Moreover, a theorem of Weyl implies that its essential
spectrum agrees with the one of H0, that is, with the
positive half-axis Rþ0 , and the discrete spectrum is
contained in the negative half-axis R�. If, furthermore,
(H0 þ 1)�1 [x 	 rV(x)](H0 þ 1)�1 is compact, then the
essential spectrum on the positive half-axis is purely
absolutely continuous, �ess(HV) \Rþ= �ac(HV) \
Rþ, and hence �disc(HV) � �pp(HV) � �disc(HV) [
{0}; the singular continuous spectrum is void.

We remark that the absence of singular contin-
uous spectrum is not understood. Indeed, it is
possible to explicitly construct potentials V such
that H(V) has singular continuous spectrum. In
terms of the Baire category, singular continuous
spectrum is even typical. The appearance of singular
continuous spectrum can, perhaps, be easier
understood in terms of the dynamical properties of
exp [�itHV], rather than the spectral analysis of its
generator HV : Singular continuous spectrum occurs
when initially localized states are not bound states,
but move out to infinity very slowly.

The reader is referred to Simon (2000), Reed and
Simon (1980a, b) and Cycon et al. (1987) for further
detail.

Properties of Eigenfunctions

Let us assume � = Rd, that V � 0 is nonpositive,
fulfills [3], and that limjxj!1 V(x) = 0. From the
statements in the last section we conclude that
HV =��þ V(x) is semibounded, that the essential
spectrum is the positive half-axis and that all
eigenvalues are negative and of finite multiplicity,
possibly accumulating only at 0. We collect some
properties of the eigenfunctions  j 2 L2(Rd) with
corresponding eigenvalue ej < 0, that is, HV j =
ej j. The smallest eigenvalue e0 := inf �(HV) (coin-
ciding with the bottom of the spectrum) is simple,
and the corresponding eigenfunction  0(x) > 0 is
strictly positive a.e. Elliptic regularity implies that at
a given point x 2 Rd, the eigenfunction  j is almost
2 � d/2 degrees more regular than V. For example,
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if V 2 Ck[B2�(x)], for some � > 0, then  j 2
Ckþ‘[B"(x)], for all ‘ < 2� d=2. Agmon estimates
(originally obtained by S’nol and also known in
mathematical physics as Combes–Thomas argu-
ment) furthermore show that, for unbounded �,
the eigenfunction  j decays exponentially: j j(x)j �
C�e��jxj, for any 0 < � < ej.

For more details, see Reed and Simon (1978,
1980a, b) and Cycon et al. (1987).

One Dimension and Sturm–Liouville
Theory

For d = 1, the stationary Schrödinger equation
reduces to a second-order ordinary differential
equation known as a Sturm–Liouville problem,

� 00ðxÞ þ VðxÞ ðxÞ ¼ E ðxÞ ½4�

on L2([a,b]), with V 2L1([a,b)] and independent
boundary conditions at �1� a< b�1, say. Equa-
tion [4] admits an almost explicit solution by means of
the Prüfer transformation defined by ’(x) :=

arctan[ (x)= 0(x)] and R(x) := ln

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
 (x)2þ 0(x)2

q �
.

The key point about the Prüfer transformation is that it
effectively reduces the second-order differential equa-
tion [4] into a (nonlinear) first-order equation for ’,

’0ðxÞ ¼ E� VðxÞð Þ sin2½’ðxÞ� þ cos2½’ðxÞ� ½5�

Note that [5] does not involve R and that the
boundary conditions on  and  0 at a and b can be
easily expressed in terms of ’(a) and ’(b). More-
over, having determined ’ on [a, b] from [5], the
function R is immediately obtained by integrating
R0(x) = [1þ V(x)� E] sin [’(x)] cos [’(x)]. In case of
a bounded interval, �1 < a < b <1, or a confin-
ing potential, limx!
1 V(x) =1, it is not difficult to
derive from [5] the following basic facts: the
spectrum of H(V) consists only of simple eigenva-
lues E0 < E1 < E2 < 	 	 	 with limn!1 En =1. More-
over, the corresponding eigenfunction  n 6¼ 0,
n 2 N0, with H(V) n = En n, has precisely n zeros,
and Sturm’s oscillation theorem holds.

See Amrein et al. (2005) for more details.

Quantization and Semiclassical Limit

The quantization procedure postulated by Schrödinger
is the replacement of the classical momentum p 2 Rd

by the quantum-mechanical momentum operator
�i�hrx. It is known (and, in fact, easy to see,
cf. Messiah (1962)) that the classical Hamiltonian
equation of motions is invariant under symplectic
transformations, but Schrödinger’s quantization

procedure does not commute with symplectic
changes of the classical variables. The question of
the geometrically sound definition of quantization,
with a general d-dimensional manifold replacing
the spatial domain �, has attracted many mathe-
maticians and has led to the mathematical fields
of geometric quantization and deformation
quantization.

It is remarkable, however, that Schrödinger himself
discovered already in his early paper the fact that
classical dynamics derives as the scaling limit �h! 0
from quantum mechanics. The systematic study of
the convergence of wave functions and of operators
and their spectral properties is known as semiclassical
analysis, which is nowadays considered to be part of
microlocal analysis. We illustrate the type of results
one obtains by the following example on � = Rd.

Let F 2 C10 (R; R) be a smooth characteristic
function, compactly supported in an interval I � R�

away from the essential spectrum of the semiclassi-
cal Schrödinger operator H�h =��h2�þ V with a
smooth potential V 2 C10 (Rd) of compact support.
We define the operator F[Hh] by functional calculus
(note that I � �d(HV) and F[Hh] is of trace class).

Let, furthermore, A�h =
P
j�j�M a�(x)@�x be a differ-

ential operator representing an observable. Then
tr{AhF[Hh]}, which exists because the eigenfunctions
of H�h are smooth and decay exponentially, is, up to
normalization, interpreted to be the expectation of the
observable A�h in the state represented by the spectral
projection of H�h in I, approximated by F[Hh].

Semiclassical analysis then yields an asymptotic
expansion of the form

tr{AhF½Hh�} = �h�d c0 þ c1�hþ 	 	 	 þ cn�hn þ oð�hnÞð Þ

for arbitrarily large integers n 2 N. The leading-
order coefficient c0 is determined by Bohr’s corre-
spondence principle,

tr Ah F½H�h�f g

¼
Z

R2d
a½x; p�F½ p2 þ VðxÞ� dp dy

ð2��hÞd

þ o ð2��hÞ�d
� �

½6�

Semiclassical analysis thus provides the mathemati-
cal link between quantum and classical mechanics.
The proof of [6] usually involves pseudodifferential
and/or Fourier integral operators, depending on the
method. Advanced topics in semiclassical analysis
studied more recently are the construction of
quasimodes, that is, wave functions  E, �h, n which
solve the eigenvalue problem (H�h � E) E, �h, n = O(�hn)
up to errors of order �hn, for arbitrarily large n 2 N,
and the relation between semiclassical asymptotics
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and the KAM (Kolmogorov–Arnold–Moser) theory
from classical mechanics.

For more details, see Dimassi and Sjöstrand
(1999), and Robert (1987). See also Stability Theory
and KAM, KAM Theory and Celestial Mechanics in
this encyclopedia.

Lieb–Thirring Inequalities

Lieb–Thirring inequalities are estimates on eigenva-
lue sums of H�V =��� V(x), where V � 0 is
assumed to be non-negative (note that we changed
the sign of V) and vanishing at 1; the most
important examples for these sums are the number
of eigenvalues below a given �E � 0 and the sum of
its negative eigenvalues, counting multiplicities.
More generally, denoting by [	]þ := max {	, 0} the
positive part of 	 2 R, Lieb–Thirring inequalities are
estimates on tr{[�E�H�V]
þ}, for 
 � 0. The num-
ber of eigenvalues below �E is then obtained in the
limit 
 ! 0, and the sum of the negative eigenvalues
corresponds to E = 0 and 
= 1. We henceforth
assume E = 0, for simplicity. A guess inspired by
[6] with F[	] := [�	]
þ, A = 1, and �h = 1 then is that
tr{[�H�V]
þ} is approximately given byZ

R2d
VðxÞ � p2
� �


þ
ddx ddp

ð2�Þd

¼ CSCð
; dÞ
Z

Rd
VðxÞðd=2Þþ
 ddx ½7�

for a suitable constant CSC(
, d) > 0 depending only
on 
 and d (but not on V). While this guess is
wrong, it is nevertheless a useful guiding principle.
Namely, in a rather large range of 
 and d, there
exist constants CLT(
, d) > 0 such that

trf½�H�V �
þg

� CLTð
; dÞ
Z

Rd
VðxÞðd=2Þþ
 ddx ½8�

for all V � 0, for which the right-hand side is finite
(with the understanding that this finiteness also
insure that [�H�V]
þ is trace class, in the first place).

Of course, CLT(
, d) � CSC(
, d), by [6]. The
Lieb–Thirring conjecture, which is still open today,
says that the best possible choice of CLT(1, 3) equals
CSC(1, 3) in the physically most relevant case 
= 1
and d = 3. It is known that CLT(
, d) > CSC(
, d), for

 < 1 or d < 3.

Lieb–Thirring estimates have been derived for
various modifications of the original model, depend-
ing on the application. One of these are pseudor-
elativistic Hamiltonians of the form H = T(p)� V,
where T(p) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p
, with m � 0, another one

includes an external magnetic field, for example,
H = (p� A)2 � V (see the next and the last section).

The reader is referred to Thirring (1997), Reed and
Simon (1978), and Simon (1979) for further details.

Magnetic Schrödinger Operators

Magnetic Schrödinger operators are Hamiltonians
of the form

HmcðA;VÞ¼ p� AðxÞð Þ2�VðxÞ
on L2ðR3Þ ½9�

or

HPauliðA;VÞ¼ s 	 p� AðxÞð Þ½ �2�VðxÞ
on L2ðR3Þ �C2 ½10�

where V is the (electrostatic) potential; as before,
A : R3 ! R3 is the vector potential of the magnetic
field B = � ^A, and s = (�1, �2, �3) are the Pauli
matrices. Hmc(A, V) and Hpauli(A, V) generate the
dynamics of a particle moving in an external electro-
magnetic field of spin s = 0 and spin s = 1=2, respec-
tively. The operator HPauli(A, V) is usually called Pauli
Hamiltonian, and we refer to Hmc(A, V) as the
magnetic Hamiltonian. To keep the exposition simple,
we assume henceforth that A� and @�A� are uniformly
bounded, which suffices to prove the self-adjointness
of both Hamiltonians.

At a first glance, the magnetic and the Pauli
Hamiltonians may seem to differ only marginally,
but in fact, some of their spectral properties are
fundamentally different.

1. The magnetic Hamiltonian fulfills the diamagnetic
inequality, je��Hmc(A, V)(x, y)j � e��Hmc(0, V)(x, y), for
almost all x, y 2 R3, where m(x, y) denotes the
integral kernel of an operator m. As a consequence,
inf �[Hmc(A, V)] � inf �[Hmc(0, V)] = inf �[H(V)],
and the quadratic form of the magnetic Hamilto-
nian is semibounded, for all choices of A, provided
H(V) is.

2. If inf �[Hmc(A, V)] is an eigenvalue, the diamag-
netic inequality reflects the fact that the corre-
sponding eigenvector is not positive or of
constant phase. The determination of the nodal
set of eigenfunctions is a difficult task on its own.

3. For V = 0, the diamagnetic inequality and the
minimax principle imply that p� A has no zero
eigenvalue.

4. The diamagnetic inequality fails to hold for the
Pauli Hamiltonian. On the contrary, if A is
carefully adjusted in Hmc(A, �Zjxj�1), and Z is
sufficiently large, then the corresponding
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quadratic form may assume arbitrarily small
values (even if the corresponding field energy is
added).

5. For many choices of A, the (Dirac) operator
s 	 (p� A) has a nontrivial kernel.

From (1)–(4) it is clear that the proof of stability of
matter (see the next section) in presence of a
magnetic field is more difficult than in absence of it.
This can be illustrated by the fact that magnetic Lieb–
Thirring inequalities, being the natural analog of eqn
[8], are more involved to derive than the original
estimate [8]. The currently best bound is of the form

trf½�H�V �
þg

� CmLT

Z
Rd

n
½VðxÞ�5=2þ þ jBðxÞj ½VðxÞ�

3=2
þ

þ jBðxÞj þ LcðxÞ�2
� �

LcðxÞ�1½VðxÞ�þ
o

ddx ½11�

for some universal CmLT <1, where Lc(x) is a local
length scale associated with B. It is nonlocal in x
and somewhat reminiscent of a maximal function.

We further remark that if restricted to two
dimensions, d = 2, both the magnetic and the Pauli
Hamiltonians play an important role in the theory of
the (integer) quantum Hall effect.

For more details, see Simon (1979), Cycon et al.
(1987), Rauch and Simon (1997), and Erdös and
Solovej (2004). See also the article Quantum Hall
Effect in this encyclopedia.

N-Body Schrödinger Operators

The origin of quantum mechanics is atomic (K = 1
below) or molecular (K � 2) physics. If we regard
the nuclei of the molecule as fixed point charges
Z := (Z1, . . . , ZK) > 0 at respective positions
R := (R1, . . . , RK) 2 R3, then the Hamiltonian (in
convenient units) of this molecule with N 2 N
electrons is the following Schrödinger operator:

HNðZ;RÞ ¼
XN
n¼1

��n �
XK

k¼1

Zk

jxn � Rkj

( )

þ
X

1�m<n�N

1

jxm � xnj
½12�

defined on H(N) :=
VN

n = 1 L2[R3 
Z2] � L2[(R3 

Z2)N], the space of totally antisymmetric, square-
integrable wave functions in N space–spin variables
(x1, �1), . . . , (xN,�N) 2 R3 
Z2. The antisymmetry
of the wave function accounts for the fact that
electrons are fermions and is of crucial importance.
Note that the number N of electrons is possibly very
large. It is clear that we cannot expect to carry out

the spectral analysis of this Schrödinger operator
directly, but rather only suitable approximations.

In spite of the fact that HN(Z, R) was one of the
basic operators of quantum mechanics from its very
beginning in the late 1920s, HN(Z, R) was, strictly
speaking, not known to be self-adjoint before Kato
developed the perturbation theory (described in the
section ‘‘Self-adjointness’’) some 20 years later, which
then also yielded the semiboundedness of HN(Z, R).
So, the ground-state energy EN(Z, R) := inf �[HN

(Z, R)] > �1 is finite. From the HVZ (Hunziker–
van Winter–Zishlin) theorem follows that inf �ess[HN

(Z, R)] = EN�1(Z, R), which particularly implies that
EN(Z, R) is monotonically decreasing in N and
negative (because E1(Z, R) < 0).

It is known that EN(Z, R) = ENþ1(Z, R) and that
HN(Z, R) has no eigenvalue, for N � 2Ztot þ 1,
where Ztot :=

PK
k = 1 Zk is the total nuclear charge

of the atom. On the other hand, it is known that
EN(Z, R) is an eigenvalue, provided N < Ztot. Thus,
defining Ncrit to be the smallest number such that
EN(Z, R) is not an eigenvalue, for all N � Ncrit, that
is, Ncrit is the maximal number of electrons the
molecule can bind, we have that Ztot � Ncrit �
2Ztot þ 1. In increasing precision, asymptotic neu-
trality, Ncrit = Ztot þ R(Ztot), with R(Ztot) = o(Ztot)
and R(Z) = o(Z5=7), was shown for atoms and for
molecules, respectively. The ionization conjecture
states that Ncrit � Ztot þ C, for some universal
constant C. It is still open for the full model
represented by HN(Z, R), but has been proved in
the Hartree–Fock approximation. It has been proved
in the Hartree–Fock approximation by Solovej.

The semiboundedness of HN(Z, R), for fixed Z, R,
and N, alone does not rule out a physical collapse of
the matter described by HN(Z, R), but the stronger
property of stability of matter does. It holds if there
exists a constant C, possibly depending on Z, such that

ENðZ;RÞ þ
X

1�k<‘�K

Zk Z‘

jRk � R‘j
� �CðN þ KÞ ½13�

that is, if the ground-state energy plus the repulsive
electrostatic energy of the nuclei is bounded below
by a constant times the total number N þ K of
particles in the system. Equation [13] was shown to
hold for HN(Z, R).

In connection with stability of matter, Thomas–
Fermi theory and the question of the limit of large
nuclear charge came into the focus of research. For
simplicity, we restrict ourselves to atoms, K = 1, that
is, there is one nucleus of charge Z := Z1 at the
origin, R1 = 0, and we consider E(Z) := minN2N

EN(Z, 0) (which amounts to fixing N := Ncrit). An
asymptotic expansion for E(Z) of increasing
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precision in Z was obtained by ever-finer estimates;
presently, one knows that

EðZÞ ¼ETF Z7=3 þ 1
4 Z2 þ CDS Z5=3 þ oðZ5=3Þ ½14�

where the leading contribution ETFZ7=3 is the
Thomas–Fermi energy, (1=4)Z2 is the Scott correc-
tion, and CDSZ

5=3 is the Dirac–Schwinger term. The
computation of this last term requires semiclassical
analys is sketc hed in the sect ion ‘‘Quan tization and
semiclass ical limit.’’

For more details, see Cycon et al. (1987), Rauch
and Simon (1997), Thirring (1997), and Solovej
(2003). See also the article Stability of Matter in this
encyclopedia.

Scattering Theory

The study of the properties of the propagator
exp(�itH) of a self-adjoint operator H = H�, as
t!1, is the concern of scattering theory. To
obtain a well-defined mathematical object in this
limit, it is necessary to compose exp(�itH) with
the inverse of some explicitly accessible compar-
ison dynamics before passing to the limit t!1. If
V is a short-range potential, that is, V is relatively
H0-compact and jV(x)j � Cjxj��, for some � > 1
and C <1, then the comparison dynamics appro-
priate for HV is generated by H0: the wave
operators �
 are defined as the strong limits

�
 :¼ lim
t!
1

e�itHV e
itH0 ½15�

A general technique in scattering theory to prove the
existence of such limits is Cook’s argument, which
formally amounts to an application of the funda-
mental theorem of calculus. For example, for the
existence of �þ, one writes

�þ � 1 ¼
Z 1

0

dt
d

dt
e�itHV eitH0
	 
� �

¼ �i

Z 1
0

dt fe�itHV V eitH0g ½16�

and additionally proves the absolute integrability of
t 7! e�itHV VeitH0’, for ’ in a dense subset of H, like
dom(H0) = dom(HV).

Research in scattering theory in the past two
decades or so was focused around the question of
asymptotic completeness, which is a mathematically
precise formulation

Ran�þ ¼ Ran�� ¼ H?ppðHVÞ ½17�

of the physical expectation that the states in H are
either bound states (eigenvectors) of HV or

scattering states (states in the range of �
) of HV .
The intertwining property HV�
= �
H0 (which
easily follows from [15]) implies that the restriction
of HV to Ran�
 is unitarily equivalent to H0, hence
Ran�
 � Hac(HV) � H?pp(HV). The difficult part of
the proof of asymptotic completeness is to show that
H?pp(HV) � Ran�
.

Much effort has been spent to prove asymptotic
completeness for N-body Schrödinger operators on
H(N) :=

NN
n = 1 L2(R3) of the form

HNðVÞ ¼
XN
n¼1

��n

2 mn
þVðxÞ

with VðxÞ :¼
X

1�m<n�N

Vmnðxm � xnÞ ½18�

where each pair potential Vmn obeys j@�y Vmn(y)j �
C(1þ jyj)���j�j, with � 2 Nd

0 being a multi-index. If
� > 1 for all m 6¼ n then V is called a short-range
potential. Conversely, if 0 < � � 1 then V is a long-
range potential. Note that even though each Vmn

decays at infinity, jxj2 = x2
1 þ x2

2 þ 	 	 	 þ x2
n !1

alone does not imply that V(x)!1. In fact, physical
intuition tells us that for a cluster C of N particles,
whose dynamics is generated by HN(V), several
scenarios for the long-time asymptotic behavior of
the evolution are possible:

1. The N particles stay together in their cluster C
whose center of mass moves in space at constant
velocity.

2. The cluster breaks up into two (or even more)
subclusters, C1 and C2, of N1 and N2 = N �N1

particles, respectively, whose centers of mass drift
apart from each other at constant velocities (in
the short-range case). For each subcluster C1 and
C2, both scenarios may appear again, after wait-
ing sufficiently longer.

3. In the limit t!1, possibly after going through
(1) and (2) several times, the initial cluster C is
broken up into 1 � K � N subclusters
C1, . . . , CK, whose centers of mass drift apart
from each other at constant velocities according
to a free and independent dynamics of their
centers of mass.

In some sense, asymptotic completeness says that
nothing else than (1)–(3) can possibly happen.
(Strictly speaking, asymptotic completeness is a
statement about the limit t ! 1 and only
involves (3) – the actual behavior of exp [�itHV]
at intermediate times in terms of (1)–(3) is beyond
the reach of current mathematics.) It is a key
insight of scattering theory that the asymptotics of
the time evolution in the sense of (3) is completely
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characterized by the asymptotic velocity defined
by the strong limit

Pþ :¼ lim
t!1

e�itHNðVÞ x

t
eitHNðVÞ

� �
½19�

It is a nontrivial fact that Pþ exists, commutes with
HN(V), and that bound states are precisely the states
with zero asymptotic velocity, while states with
nonzero asymptotic velocity are scattering states in
Ran�
. This then implies asymptotic completeness
for short-range potentials. The proof of this dichot-
omy builds essentially upon positive commutator or
Mourre estimates. Given an interval J localized (in
energy) away from any eigenvalue of any possible
subcluster configuration C1, . . . , CK (called thresh-
olds), the Mourre estimate asserts the existence of a
positive constant M > 0 and a compact operator
R 2 B(H(N)) such that

1J i½HNðVÞ;A� 1J �M1J � R ½20�

as a quadratic form, for some suitable operator
A. This operator A is often chosen to be the
dilation generator A = (1=2){p 	 xþ x 	 p} or a var-
iant thereof.

Again, the proof of asymptotic completeness for
long-range potentials is still more difficult and has
been carried out only for � >

ffiffiffi
3
p
� 1. The addi-

tional problem is the comparison dynamics of the
relative motion of the clusters C1 and C2 in (2),
which is not the free one; the clusters rather
influence each other even at large distances.

For more details, see Reed and Simon (1980c) and
Derezinski and Gérard (1997). See also the articles
Scattering in Relativistic Quantum Field Theory:
Fundamental Concepts and Tools, Scattering,
Asymptotic Completeness and Bound States in this
encyclopedia.

Random Schrödinger Operators

Schrödinger operators H(V!) on L2(Rd) or ‘2(Zd)
with a random potential V! are called random
Schrödinger operators. (If H(V!) acts on ‘2(Zd),
then the (continuum) Laplacian �� is replaced by the
discrete Laplacian on Zd defined by [��discf ](x)=Pd

�=1 {2f (x)� f (x� e�)� f (xþ e�).) More precisely,
given a probability space (�,P,�) and a random
variable �3! 7!V!, the family {H(V!)}!2� defines
an operator-valued random variable that we refer to
as a random Schrödinger operator. Random quantum
systems are physically relevant as models for amor-
phous materials, and for solids in very heterogenous
external fields or coupled to quantized fields. Suitable
ergodicity assumptions on !!V! ensure that the
domain of H! and even many spectral properties (in

particular, the spectrum �(H(V!))�R itself) are
independent of ! P-almost surely. For example,
assuming an independent, identical distribution
(i.i.d.) of V! in the discrete case on Zd, one arrives
at the Anderson model, which has been most
thoroughly studied. Its counterpart for continuum
models is a Poisson-distributed V!. A model which
also has ergodic properties, although deterministic, is
the Hofstadter or the Mathieu problem. Most
research has been focused on localization, that is,
spatial decay properties of the resolvent {H(	V!)�
E}�1(x,y) of H(	V!), as jx�yj!1, and particularly
the question of presence or absence of exponential
decay (localization), as this is an important indicator
for the transport properties of the material under
consideration. Exponential localization of eigenstates
has been established for d=1 or strong disorder or
sufficiently high energies E� 1. Localization is also
intimately related to bounds on moments of the form
kx�=2 tk�C�t�. The study of the asymptotic dis-
tribution of eigenvalues close to the lowest threshold
leads to the so-called Lifshitz tails.

The reader is referred to Figotin and Pastur
(1992), Cycon et al. (1987), and Stollmann (2001).

(Pseudo)relativistic Schrödinger
Operators

Schrödinger operators of the form H(V) = p2 þ V(x)
do not observe the invariance principles of (special)
relativity, as their derivation is based in classical
(Newtonian) mechanics. The free Dirac operator
D := a 	 pþm� (here, �� and � are self-adjoint
4
 4 matrices) possesses the desired relativistic
invariance, but it is not semibounded, and the
definition of an interacting Dirac operator is
notoriously difficult (and unsolved). The replace-
ment of the kinetic energy (1=2m)p2 by the Klein–
Gordon operator

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p
is a step towards

relativistic invariance, which, at the same time,
yields a positive operator. This replacement may
also be viewed as the restriction of the free Dirac
operator to its positive-energy subspace. The virtue
of this replacement is that it immediately allows for
the study of interacting N-particle operators,

Hrel
N ðZ;RÞ¼

XN
n¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��n þm2

p
�
XK

k¼1

Zk

jxn � Rkj

( )

þ
X

1�‘<n�N

1

jx‘ � xnj
½21�

much like in [12]. Since
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p
� jpj, as p!1,

the pseudorelativistic kinetic energy
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p
can
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balance only less severe local singularities of the
potential V than the nonrelativistic kinetic energy
(1=2m)p2. Indeed, already the quadratic formffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2 þm2
p

� gjxj�1 on C10 (R3) associated to a hydro-
gen-like atom is unbounded from below if g > 2=�.
Hence, the stability of matter becomes a more subtle
property of pseudorelativistic matter. The relaxation
of the restriction onto the positive subspace of the free
Dirac operator also got into the focus of research.

For more details, we refer the reader to Thirring
(1997).

See also: Deformation Quantization; Elliptic Differential
Equations: Linear Theory; h-Pseudodifferential Operators
and Applications; Localization for Quasiperiodic
Potentials; Nonlinear Schrödinger Equations; Normal
Forms and Semiclassical Approximation; N-Particle
Quantum Scattering; Quantum Hall Effect; Quantum
Mechanical Scattering Theory; Scattering, Asymptotic
Completeness and Bound States; Stability of Matter;
Stationary Phase Approximation.
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Thirring W (ed.) (1997) The Stability of Matter: From Atoms to
Stars – Selecta of Elliott H. Lieb, 2 edn. Berlin: Springer-
Verlag.

Schwarz-Type Topological Quantum Field Theory
R K Kaul and T R Govindarajan, The Institute of
Mathematical Sciences, Chennai, India
P Ramadevi, Indian Institute of Technology Bombay,
Mumbai, India

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Topological quantum field theories (TQFTs) provide
powerful tools to probe topology of manifolds,
specifically in low dimensions. This is achieved by
incorporating very large gauge symmetries in the
theory which lead to gauge-invariant sectors with
only topological degrees of freedom. These theories

are of two kinds: (1) Schwarz type and (2) Witten
type.

In a Witten-type topological field theory, action is a
BRST exact form, so is the stress energy tensor T�� so
that their functional averages are zero (Witten 1988).
The BRST charge is associated with a certain shift
symmetry. The topological observables form cohomo-
logical classes and semiclassical approximation turns
out to be exact. In four dimensions, such theories
involving Yang–Mills gauge fields provide a field-
theoretic representation for Donaldson invariants.

On the other hand, Schwarz-type TQFTs are
described by local action functionals which are not
total derivatives but are explicitly independent of
metric (Schwarz 1978, 1979, 1987, Witten 1989).

494 Schwarz-Type Topological Quantum Field Theory



The examples of such theories are topological
Chern–Simons (CS) theories and BF theories.

Metric independence of the action S of a Schwarz-
type gauge theory implies that stress–energy tensor
is zero:

� S

� g��
� T�� ¼ 0

More generally, in the gauge-fixed version of such
theories, stress–energy can be BRST exact, where
BRST charge corresponds to gauge fixing in contrast
to Witten-type theories where corresponding BRST
charge corresponds to a combination of shift
symmetry and gauge symmetry. There are no local
propagating degrees of freedom; the only degrees of
freedom are topological. Expectation values of
metric-independent operators W are also indepen-
dent of the metric:

�hWi
�g��

¼ 0

Three-dimensional CS theories are of particular
interest, for these provide a framework for the study
of knots and links in any 3-manifold. Pioneering
indications of the fact that topological invariants
can be found in such a setting came in very early
when A S Schwarz demonstrated that a particular
topological invariant, Ray–Singer analytic torsion
(which is equivalent to combinatorial Reidemeister–
Franz torsion) can be interpreted in terms of the
partition function of a quantum gauge field theory
(Schwarz 1978, 1979). In particular, in the weak-
coupling limit of CS theory of gauge group G on a
manifold M, contribution from each topologically
distinct flat connection (characterized by the equiva-
lence classes of homomorphisms: �1(M)! G) to the
partition function is given by metric-independent
Ray–Singer torsion of the flat connection up to a
phase. This phase factor is also a topological
invariant of framed 3-manifold M (Witten 1989).
It was Schwarz who first discussed CS theory as a
topological field theory and also conjectured that
the well-known Jones polynomial may be related to
it (Schwarz 1987). In his famous paper Witten
(1989) not only demonstrated this connection, but
also set up a general field-theoretic framework to
study the topological properties of knots and links in
any arbitrary 3-manifold. In addition, this frame-
work provides a method of obtaining some new
manifold invariants. As discussed by A Achúcaro
and P K Townsend, CS theory also describes gravity
in three-dimensional spacetime (Carlip 2003).

BF theories in three dimensions provide another
framework for field-theoretic description of

topological properties of knots and links. These
theories with bilinear action in fields can also be
defined in higher dimensions. In particular in D = 4,
BF theory, besides describing two-dimensional gen-
eralizations of knots and links, also provides a field-
theoretic interpretation of Donaldson invariants.
This provides a connection of these theories with
Witten-type TQFTs of Yang–Mills gauge fields. We
shall not discuss BF theories in the following and
refer to the article BF Theories in this Encyclopedia.

Witten (1995) has also formulated CS theories in
three complex dimensions described in terms of
holomorphic 1-forms. Such a theory on Calabi–Yau
spaces can be interpreted as a string theory in terms
of a Witten-type topological field theory of a sigma
model coupled to gravity. General topological sigma
models in Batalin–Vilkovisky formalism have been
constructed by Alexandrov et al. (1997). This is a
Schwarz-type theory. However, in its gauge-fixed
version, it can also be interpreted as a Witten-type
theory. This construction provides a general for-
mulation from which numerous topological field
theories emerge. In particular, the Witten A and B
models and also multidimensional CS theories are
special cases of this construction.

In the following, we shall survey three-dimensional
CS theory as a description of knots/links, indicate
how manifold invariants can be constructed from
invariants for framed links, and also discuss its
application to three-dimensional gravity.

Three-Dimensional CS Theory with
Gauge Group U(1)

The simplest Schwarz-type topological field theory is
the U(1) CS theory described by the action:

S ¼ � 1

8�

Z
M

A dA ½1�

where A is a connection 1-form A = A�dx� andM is
the 3-manifold, which we shall take to be S3 for the
discussion below. The action has no dependence on
the metric. Besides being the U(1) gauge invariant, it
is also general coordinate invariant.

In quantum CS field theory, we are interested in
the functional averages of gauge-invariant and
metric-independent functionals W[A]:

hW½A�i ¼ 1

Z

Z
½DA�W½A� expfikSg

Z ¼
Z
½DA� expfikSg

½2�

This theory captures some of the simple, but
interesting, topological properties of knots and links
in three dimensions. For a knot K, we associate a knot
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operator
H

K A which is gauge invariant and also does
not depend on the metric of the 3-manifold. Then for
a link made of two knots K1 and K2, we have the loop
correlation function h

H
K1

A
H

K2
Ai, which can be

evaluated in terms of two-point correlator
hA�(x)A�(y)i in R3 (with flat metric). This correlator
in Lorentz gauge (@�A� = 0) is:

hA�ðxÞA�ðyÞi¼
i

k
����
ðx� yÞ�

jx� yj3

so that for two distinct knots K1 and K2I
K1

A

I
K2

A

� �
¼ 4�i

k
LðK1;K2Þ ½3�

where

LðK1;K2Þ ¼
1

4�

I
K1

I
K2

dx�dy�����
ðx� yÞ�

jx� yj3

This integral is the well-known topological invariant
called ‘‘Gauss linking number’’ of two distinct
closed curves. It is an integer measuring the number
of times one knot K1 goes through the other knot
K2. Linking number does not depend on the
location, size, or shape of the knots. In electro-
dynamics, it has the physical interpretation of work
done to move a monopole around a knot while
electric current runs through the other knot.

Abelian CS theory also provides a field-theoretic
representation for another topological quantity
called ‘‘self-linking number,’’ also known as ‘‘fram-
ing number,’’ of the knot. It is related to the
functional average of h

H
K A

H
K Ai where two loop

integrals are over the same knot. Coincidence
singularity is avoided by a topological loop-splitting
regularization. For a knot K given by x�(s) para-
metrized along the length of the knot by s, we
associate another closed curve Kf given by
y�(s) = x�(s)þ � n�(s), where � is a small parameter
and n�(s) is a principal normal to the curve at s. The
coincidence limit is then obtained at the end by
taking the limit �! 0. Such a limiting procedure is
called framing and knot Kf is the ‘‘frame’’ of knot K.
Linking number of the knot K and its frame Kf is the
self-linking number of the knot:

SLðK; n�Þ ¼ 1

4�

I I
dx� dy�

����ðx� yÞ�

jx� yj3

Hence coincidence two loop correlator isI
K

A

I
K

A

� �
¼ 4�i

k
SLðK; n�Þ ½4�

Notice that the self-linking number of a knot is
independent of the regularization parameter �, but

does depend on the topological character of the
normal vector field n�(s). It is also related to two
geometric quantities called ‘‘twist’’ T(K) and ‘‘writhe’’
w(K) through a theorem due to Calugareanu:

SLðKÞ ¼ TðKÞ þ !ðKÞ ½5�

where

TðKÞ ¼ 1

2�

I
K

ds ����
dx�

ds
n�

dx�

ds

!ðKÞ ¼ 1

4�

I
K

ds

I
K

dt ����
de�

ds

de�

dt
e�

Here

e�ðs; tÞ ¼ y�ðtÞ � y�ðsÞ
jyðtÞ � yðsÞj

is a unit map from K� K�! S2 and n�(s) is a normal
unit vector field. T(K) and !(K) are not in general
integers and represent the amount of twist and coiling
of the knot. These are not topological invariants but
their sum, self-linking number, is indeed always an
integer and a topological invariant. This result has
found interesting applications in the studies of the
action of enzymes on circular DNA.

Nonabelian CS Theories

Nonabelian CS theories provide far more informa-
tion about the topological properties of the mani-
folds as well as knots and links.

Nonabelian CS theory in a 3-manifold M (which
as in last section is taken to be S3) is described by
the action functional

S ¼ 1

4�

Z
M

tr A ^ dAþ 2
3A ^ A ^ A

� �
½6�

where A is a gauge field 1-form which takes its value
in the Lie algebra LG of a compact semisimple Lie
group G. For example, we may take this group to be
SU(N) and A = AaTa, where Ta is the fundamental
N-dimensional representation with trTaTb = �1=2�ab.
Under homotopically nontrivial gauge transforma-
tions this action is not invariant, but changes by an
amount 2�n where integers n are the winding
numbers characterizing the gauge transformations
which fall in homotopic classes given by �3(G) =Z
for a compact semisimple group G. However, for
quantum theory what is relevant is exp[ikS] which
is invariant even under homotopically nontrivial
gauge transformations provided the coupling k
takes integer values. This quantized nature of the
coupling was pointed out by Deser et al. (1982a, b)
(and also they were first to introduce the non-
abelian CS term as a gauge-invariant topological
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Figure 2 Relation of CS to CFT.
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mass term in gauge theories). So for integer k, the
quantum field theory we discuss here is gauge
invariant.

The topological operators are Wilson loop opera-
tors for an oriented knot K:

WR½K� ¼ tr P exp

I
K

AR ½7�

where AR = AaTa
R with Ta

R as the representation
matrices of a finite-dimensional representation R of
the LG. P stands for the path ordering of the
exponential. The observable Wilson link operator
for a link L =

Sn
1 Ki, carrying representations Ri on

the respective component knots, is

WR1R2���Rn L½ � ¼
Yn

1

WRi ½Ki� ½8�

Expectation values of these operators are:

VR1;R2���Rn
½L� ¼

R
½DA�WR1���Rn

½L�eikSR
½DA�eikS

½9�

The measure [DA] has to be metric independent.
These expectation values depend not only on the
isotopy of the link L but also on the set of the
representations {Ri}. These can be evaluated in
principle nonperturbatively. For example, when
LG= su(N) and each of the component knot of the
links carries the fundamental N-dimensional repre-
sentation, the Wilson link expectation values satisfy
a recursion relation involving three link diagrams
which are identical except for one crossing where
they differ as over crossing (Lþ), under crossing
(L�), and no crossing (L0) as shown in the Figure 1.

The expectation values of these links are related
as (Witten 1989):

qN=2VN½Lþ� � q�N=2VN½L��

¼ q1=2 � q�1=2
� �

VN½L0� ½10�

where

q ¼ exp
2�i

kþN

	 

This is precisely the well-known skein relation for
the HOMFLY polynomial. The famous Jones one-
variable polynomial (whose two-variable
L+ L 0 L –

Figure 1 Skein related links.
generalization is the HOMFLY polynomial) corre-
sponds to the case of spin-1/2 representation of
SU(2) CS theory: V2[L] = Jones polynomial [L], up
to an overall normalization. These skein relations
are sufficient to recursively find all the expectation
values of links with only fundamental representation
on the components. To obtain invariants for any
other representation, more general methods have to
be developed. A complete and explicit solution of
the CS field theory is thus obtained. One such
method has been reviewed in Kaul (1999). The
method makes use of the following important
statement:

Proposition: CS theory on a 3-manifold M
with boundary � is described by a WZNW
(Wess–Zumino–Novikov–Witten) conformal field
theory (CFT) on the boundary (Figure 2).

Using the same identification, functional average
for Wilson lines ending at n points on the boundary
� is obtained from WZNW field theory on the
boundary with n punctures carrying representations
Ri (Figure 3):

We can represent CS functional integral as a
vector (Witten 1989) in the Hilbert space H
associated with the n-point vacuum expectation
values of primary fields in WZNW conformal field
theory on the boundary �. Next, to obtain a
complete and explicit nonperturbative solution of
the CS theory, the theory of knots and links and
their connection to braids is invoked.
Σ Σ

Figure 3 CS functional integrals with Wilson lines and CFT on

punctured boundary.
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Knots/Links and Braids

Braids have an intimate connection with knots and
links which can be summarized as follows:

1. An n-braid is a collection of nonintersecting
strands connecting n points on a horizontal rod
to n points on another horizontal rod below
strictly excluding any backward traversing of the
strands. A general braid can be written as a word
in terms of elementary braid generators.

2. We associate representations Ri of the group with
the strands as their colors. We also put an
orientation on each strand. When all the repre-
sentations are identical and also all strands are
unoriented, we get ordinary braids, otherwise we
get colored oriented braids.

3. The colored oriented braids form a groupoid
where product of the different braids is obtained
by joining them with both colors and orientations
matching on the joined strands. Unoriented
monochromatic braids form a group.

4. A knot/link can be formed from a given braid by
a process called platting. We connect adjacent
strands namely the (2iþ 1)th strand to 2ith
strand carrying the same color and opposite
orientations in both the rods of an even-strand
braid (Figure 4a).

There is a theorem due to Birman which states
that all colored oriented knots/links can be
obtained through platting. This construction is
not unique.

5. There is another construction associated with
braids which relates them to knots and links. We
obtain a closure of a braid by connecting the ends
of the first, second, third, . . . strands from above
to those of the respective first, second, third, . . .
strands from below as shown in the Figure 4b.
There is theorem due to Alexander which states
that any knot or link can be obtained as a closure
of a braid, though again not uniquely.

Link Invariants

This connection of braids to knots and links can be
used to construct link invariants, say in S3. To do so,
(a) (b)

Figure 4 (a) Platting and (b) closure of braids.
two nonintersecting 3-balls are removed from the
3-manifold S3 to obtain a manifold with two S2

boundaries. Then we arrange 2n Wilson lines of, say
SU(N) CS theory, as a 2n-strand oriented braid
carrying representations Ri in this manifold. The CS
functional integral over this manifold is a state in
the tensor product of the Hilbert spaces H1 �H2

associated with conformal field theory on the two
boundaries. These boundaries have 2n punctures
carrying the set of representations {Ri} and {R0i},
respectively, the two sets being permutations of each
other. This state can be expanded in terms of some
convenient basis given by the conformal blocks for
the 2n-point correlation functions of SU(N)k

WZNW conformal field theory. The duality of
these correlation functions represents the transfor-
mation between different bases for the Hilbert
space. Their monodromy properties allow us to
write down representations of the braid generators.
Since an arbitrary braid is just a word in terms of
these generators, this construction provides us a
matrix representation B({Ri}, {R0j}) for the colored
oriented braid in the manifold with two S2 bound-
aries. Then we plat this braid by gluing two balls B1

and B2 with Wilson lines as shown in Figure 5.
Each of the two caps again represents a state

j ({Rj})i in the Hilbert space associated with the
conformal field theory on punctured boundary (S2).
Platting of the braid then simply is the matrix
element of braid representation B({Ri}, {R0j}) with
respect to these states j ({Ri})i and j ({R0j})i corre-
sponding to two caps B1, B2. Thus, for a link in S3

the invariant is given by the following theorem:

Theorem The vacuum expectation value of Wilson
loop operator of a link L constructed from platting
of a colored oriented 2n braid with representation
B({Ri}, {R0j}) is given by (Kaul 1999):

V½L� ¼ h ðfRigÞjBðfRig; fR0jgÞj ðfR0jgÞi ½11�

This theorem can be used to calculate the
invariant for any arbitrary link. For an unknot U
B({Ri}, {Ri })′

B1 B2

ψ({Rj })〉′〈ψ({Rj})⏐ ⏐

Figure 5 Construction of the link invariant.
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carrying an N-dimensional representation in an
SU(N) CS theory, the knot invariant is:

VN½U� ¼ ½N�; where ½N� ¼ qN=2 � q�N=2

q1=2 � q�1=2

Wilson link expectation values calculated this way
depend on the regularization, that is, the definition
of framing used in defining coincident loop correla-
tors. One such regularization usually used is the
standard framing, where the frame for every knot is
so chosen that its self-linking number is zero.

The procedure outlined here has been used for
explicit computations of knot/link invariants. This
has led to answers to several questions of knot
theory. One such question relates to distinguishing
chirality of knots (Kaul 1999). In this context, newer
invariants constructed with arbitrary representations
living on the knots are more powerful than the older
polynomial invariants. For example, invariants with
spin-3/2 representation in an SU(2) CS theory are
sensitive to chirality of many knots which otherwise
is not detected by Jones, HOMFLY, and Kauffman
polynomials. However, invariants obtained from CS
theories do not distinguish all chiral knots. There is
a class of links known as ‘‘mutants’’ which are not
distinguished by CS link invariants (Kaul 1999). A
mutant link is obtained by removing a portion of
weaving pattern in a link and then gluing it back
after rotating it about any one of three orthogonal
axes by an amount �.

The CS invariants of knots and links can also be
used to construct special 3-manifold invariants.
Hence, CS theory provides an important tool to
study these.
Manifold Invariants from CS Theory

Different 3-manifolds can be constructed through a
procedure called ‘‘surgery of framed knots and
links’’ in S3 (Lickorish–Wallace theorem). This
construction is not unique. That is, there are many
framed knots and links which give the same
manifold. However, rules of this equivalence are
known: these are called ‘‘Kirby moves.’’

Classification of 3-manifolds would involve find-
ing a method of associating a quantity with the
manifold obtained by surgery on the corresponding
framed knot/link on S3. If the Kirby moves on the
framed knot/link leave this quantity unchanged,
then it is a 3-manifold invariant. Knot/link invar-
iants of nonabelian CS theories provide a method of
finding such 3-manifold invariants. Equivalently,
this procedure gives an algebraic meaning to the
surgery construction of 3-manifolds. Details of this
method for generating manifold invariants are given
in Kaul (1999) and Kaul and Ramadevi (2001).

Surgery of Framed Knots/Links and Kirby Moves

As discussed earlier, frame of a knot K is an
associated closed curve Kf going along the length
of the knot wrapping around it certain number of
times. Self-linking number (also called framing
number) is equal to the linking number of the knot
with its frame. There are several ways of fixing this
framing. The ‘‘standard’’ framing is one in which the
frame number of the knot, that is, the linking
number of the knot and its frame is zero. On the
other hand, ‘‘vertical’’ framing is obtained by
choosing the frame vertically above the knot
projected on to a plane. In such a frame, the framing
number of a knot is the same as its crossing number.
In constructing the 3-manifold invariants from CS
theories, we need vertical framing. The framing
number may be denoted by writing the integer by
the side of knot. We denote a framed r-component
link by [L, f ] where framing f = (n(1), n(2), . . . , n(r))
is a set of integers denoting the framing number of
component knots K1, K2, . . . , Kr in the link L.

According to the Lickorish–Wallace theorem,
surgery over links with vertical framing in S3 yields
all the 3-manifolds. This surgery is performed in the
following way.

Take a framed r-component link [L, f ] in S3.
Thicken the component knots K1, K2, . . . , Kr such
that the solid tubes N1, N2, . . . , Nr so obtained are
nonintersecting. Then the compliment S3 �
(N1 þN2 þ � � � þNr) will have r toral boundaries.
On the ith toral boundary, we imagine an
appropriate curve winding n(i) times around the
meridian and once along the longitude. Perform a
modular transformation so that this curve bounds
a disk. This construction is done with each of the
toral boundaries. The tubes N1, N2, . . . , Nr are
then glued back in to the respective gaps. This
surgery thus yields a new 3-manifold. This
construction is not unique. The rules of equiva-
lence for surgery on framed knots/links in S3 are
two independent Kirby moves.
Kirby move I Take an arbitrary r-component
framed link [L, f ] in S3 and consider a curve C
with framing number þ1 going around the unlinked
strands of L as in Figure 6a. We refer to this (rþ 1)-
component link as H[X], where X represents a
weaving pattern of the strands. Kirby move I
consists of twisting the disk enclosed by C in the
clockwise direction from below by an amount 2�.
This twisting thereby introduces new crossings



X

+1
C

n(i )

X

n ′(i )

H [X ] U [X ](b)(a)

Figure 6 Kirby move I.
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between the curve C and the strands enclosed by it.
Then the curve C is removed giving us a new
r-component link U[X] of Figure 6b. Framing
numbers n0(i) of the component knots in link U[X]
are related to the framing number n(i) of framed link
[L, f ] as n0(i) = n(i)� (L(Ki, C))2, where L(Ki, C) is
the linking number of knot Ki and closed curve C.
The surgery of the framed links in Figures 6a and 6b
will give the same 3-manifold.

Inverse Kirby move I involves removal of a curve
C with framing number �1 (instead of þ1) after
making one complete anticlockwise twist from
below on the disk enclosed by C. In the process the
unlinked strands get twisted in the anticlockwise
direction leading to changed framing numbers
n0(i) = n(i)þ (L(Ki, C))2 of the component knots Ki.

Kirby move II This move consists of removing a
disjoint unknot C with framing �1 from framed link
[L, f ] without changing the rest of the link as in
Figure 7. Surgery of the two links in Figure 7 will
give the same manifold.

Inverse Kirby move II involves removal of a
disjoint unknot with framing þ1 (instead of �1)
from a framed link.

3-Manifold Invariants

Now a 3-manifold invariant can be constructed by
an appropriate combination of the invariants of
framed links in such a way that this algebraic
expression is unchanged under the Kirby moves. We
Z Z

C

–1

Figure 7 Kirby move II.
need for this purpose invariants for links in S3 with
vertical framing.

Let M be the manifold obtained from surgery
of an r-component framed link [L, f ] in S3. Then
a manifold invariant F̂(G)[M] is given as a linear
combination of the framed link invariants V(G)

R1,..., Rr

[L, f ], with representations R1, R2, . . . , Rr living on
component knots, obtained from CS theory based
on a compact semisimple group G:

F̂ðGÞ½M� ¼ ��	½L;f �
X

R1;... Rr

Yr

i¼1

�Ri

 !
� V

ðGÞ
R1;R2;...;Rr

½L; f � ½12�

Here 	[L, f ] is the signature of the linking matrix
and �Ri

= S0Ri
, �= ei�c=4, where c is the central

charge of the associated WZNW conformal field
theory and S0Ri

denotes the matrix element of the
modular matrix S. General S-matrix elements for
any compact group are given by

SR1R2
¼ð�iÞðd�rÞ=2jL!=Lj�1=2ðkþCvÞ�1=2

�
X
!2W

�ð!Þexp
�2�i

kþCv
ð!ð�R1

þ �Þ;�R2
þ �Þ

	 

where W denotes the Weyl group and its elements !
are words constructed using the generator s�i

– that
is, !=

Q
i s�i

and �(!)= (�1)‘(!) with ‘(!) as length of
the word. Here �Ri

’s denotes the highest weights of
the representations Ri’s and � is the Weyl vector. The
action of the Weyl generator s� on a weight �R is

s�ð�RÞ ¼ �R � 2�
ð�R; �Þ
ð�; �Þ

and jL!=Lj is the ratio of weight and coroot lattices
(equal to the determinant of the Cartan matrix for
simply laced algebras). Also Cv is quadratic Casimir
invariant for the adjoint representation.

It is important to stress that the expression
F̂(G)[M] is unchanged under both Kirby moves I
and II (for detailed proof, see Kaul (1999) and Kaul
and Ramadevi (2001)). Notice that for every
compact gauge group, we have a new 3-manifold
invariant.
Few examples of 3-manifolds Table 1 lists the
algebraic expressions of this invariant calculated
explicitly from the formula in eqn [12] for a few
3-manifolds. All these examples can be constructed
by surgery on an unknot U(f ) with different frame
numbers f.

In Table 1 L[p, q] stands for Lens spaces of the
type (p, q) and CR is the quadratic Casimir invariant



Table 1 Invariants for some simple manifolds

U(f ) M F̂ (G)[M]

U(0) S2 � S1 1=S00

U(�1) S3 1

U(þ2) RP3 ��1
P
R

S0R q2CR S0R

S00

U(þp) L[p, 1] ��1
P
R

S0R qpCR S0R

S00

Schwarz-Type Topological Quantum Field Theory 501
for representation R of the Lie algebra of the gauge
group G.

Partition function of a CS theory on M is also an
invariant characterizing the 3-manifold. This has
been calculated for several manifolds by different
methods. Invariant F̂(G)[M] listed above for various
manifolds is related to the CS partition function
Z(G)[M]: F̂(G)[M] = S�1

00 Z(G)[M]. So the method of
constructing 3-manifold invariants above can also
be used to calculate the partition function of CS
theories.
3D Gravity and CS Theory

Three-dimensional CS theory also provides a
description of gravity. The 3D gravity including
cosmological constant has been first discussed by
Deser and Jackiw (1984). The action with cosmolo-
gical constant � =�1=‘2 is:

S ¼ 1

16�G

Z
M

d3x
ffiffiffiffiffiffiffi�g
p

R� 2�ð Þ ½13�

G is the Newton’s constant, g�� is the metric on the
3-manifold M, and R is scalar curvature. Solutions
of Einstein equations of motion have a constant
positive (negative) curvature if � is positive (nega-
tive). It is also well known that there are no
dynamical degrees of freedom for gravity in dimen-
sions D 	 3; it is indeed described by topological
field theories. The gravity action above can be
rewritten as a CS gauge theory in first-order
formulation (Carlip 2003). For triads ea

� and spin
connection !a

� of Euclidean gravity, we define
1-forms e = ea

�Ta dx�,!=!a
�Tadx�, which have

values in the Lie algebra of SU(2) whose generators
are Ta = i	 a=2 with 	 a as three Pauli matrices.
In terms of these we define two gauge field 1-forms
A and �A as:

A ¼ ie

‘
þ !

	 

; �A ¼ ie

‘
� !

	 

Then the Euclidean gravity action can be written

in terms of two CS actions, SCS[A] and SCS[�A], as

S ¼ kSCS½A� � kSCS½�A� ½14�
where the coupling constant k = ‘=(4G) for negative
cosmological constant � =�1=‘2. The gauge group
for this theory is SL(2, C). Infinitesimal diffeo-
morphisms are described by field-dependent gauge
transformations. The corresponding gauge group for
Minkowski gravity with negative cosmological con-
stant � is SO(2, R)� SO(2, R). For positive �, one
gets SO(3, 1) and SO(4) for Minkowski and Euclidean
metrics, respectively. For � = 0, we have ISO(2, 1)
(ISO(3)) as the gauge group for Minkowski
(Euclidean) gravity. Hence, the sign of cosmological
constant determines the gauge group of the CS
theory.

Identification of 3D gravity with CS theory can be
used with some advantage to find the partition
function for a black hole in 3D gravity with negative
cosmological constant. This in turn yields an
expression for entropy of the black hole.
BTZ Black Hole and Its Partition Function

Only for negative � we have a black hole solution of
the Einstein’s equations. This solution, known as the
BTZ black hole (Carlip 2003), in Euclidean gravity
is given by the metric

ds2
E¼ �Mþ r2

l2
� J2

4r2

	 

d
2

þ �Mþ r2

l2
� J2

4r2

	 
�1

dr2 þ r2 d�� J

2r
d


	 
2

It is specified by two parameters M and J (the mass
and angular momentum). By a coordinate transfor-
mation, this metric can be rewritten as ds2

E =
(l2=z2)(dx2 þ dy2 þ dz2), with z > 0. This is the 3D
upper-half hyperbolic space and can be rewritten
using spherical polar coordinates as

ds2
E ¼

l2

R2 sin2 �
dR2 þ R2d
2 þ R2 sin2 
d�2
� �

We have the identifications (R, 
,�) 
 (R exp {2�rþ=l},

þ {2�r�=l},�) where rþ and r� are the outer and
inner horizon radii, respectively. It is clear from this
identification that topologically the metric corre-
sponds to a solid torus. Functional integral over
this manifold represents a state in the Hilbert space
specified by the mass and angular momentum. It is
the microcanonical ensemble partition function and
its logarithm is the entropy of the black hole.

To evaluate this partition function, the connection
1-form is kept at a constant value on the toroidal
boundary through a gauge transformation. We
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define local coordinates on the torus boundary
z = xþ 
y such that

R
a dz = 1,

R
b dz = 
 , where

a (b) stands for the contractible (noncontractible)
cycle of solid torus and 
 = 
1 þ i
2 is the modular
parameter of the boundary torus. Then connection
describing the black hole is

A¼ �i� ~u


2
dzþ i� u


2
dz

	 

T3 ½15�

where u and ~u are canonically conjugate with
commutation relation: [~u, u] = (2=�)
2(kþ 2)�1.
These are related to black hole parameters
through holonomies of gauge field A around the
a- and b-cycles (for a classical black hole solution
� = 2�):

u ¼� i

2�
�i�
 þ 2�ðrþ þ ijr�jÞ

l

	 


~u ¼� i

2�
�i��
 þ 2�ðrþ þ ijr�jÞ

l

	 


For a fixed value of connection, namely u, the
functional integral is described by a state  0 with no
Wilson line in the bulk. The states with Wilson line
carrying spin j=2 are given by Labastida and
Ramallo:

 jðu; 
Þ ¼ exp
�k

4
2
u2

� �
�jðu; 
Þ

where the Weyl–Kac characters for affine su(2)

�jðu; 
Þ ¼
�
ðkþ2Þ
jþ1 ðu; 
Þ ��

ðkþ2Þ
�j�1 ðu; 
Þ

�2
1ðu; 
Þ ��2

�1ðu; 
Þ

and � functions are defined by

�k
�ðu; 
Þ ¼

X
n2Z

exp 2�ik nþ �

2k

� �2

þ nþ �

2k

� �
u


 �� �
Given the collection of states  j, we write the

partition function by choosing an appropriate
ensemble for fixed mass and angular momentum.
This black hole partition function is:

ZBH ¼
Z

d�ð
; �
Þ
Xk

j¼0

ð jð0; 
ÞÞ� jðu; 
Þ
�����

�����
2

where modular invariant measure is d�(
 , �
) =
d
 d�
=
2

2 . This integral can be worked out for large
black hole mass and zero angular momentum in
saddle-point approximation. The computation yields
(Govindarajan et al. 2001):

ZBH ¼
l2

r2
þ

ffiffiffiffiffiffiffiffiffiffiffiffi
8rþG

�l2

r
exp

2�rþ
4G

	 

þ � � � ½16�

This gives not only the leading Bekenstein–Hawking
behavior of the black hole entropy S but also a
subleading logarithmic term:

S ¼ ln ZBH ¼
2�rþ
4G
� 3

2
ln

2�rþ
4G
þ � � �

This is an interesting application of CS theory to
3D gravity. In fact, three-dimensional CS theory also
has applications in the study of black holes in four-
dimensional gravity: the boundary degrees of free-
dom of a black hole in 4D are also described by an
SU(2) CS theory. This allows a calculation of the
degrees of freedom of, for example, Schwarzschild
black hole. For large area black holes, this in turn
results in an expression for the entropy which, besides
a Bekenstein–Hawking area term, has a logarithmic
area correction with same coefficient �3=2 as above.
This suggests a universal, dimension-independent,
nature of the these logarithmic corrections.

See also: BF Theories; The Jones Polynomial; Knot
Theory and Physics; Large-N and Topological Strings;
Quantum 3-Manifold Invariants; Topological Quantum
Field Theory: Overview.
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Introduction

Gauge theory is the cornerstone of the standard
model of elementary particles. The original motiva-
tion for studying supersymmetric gauge theories was
phenomenological (such as the hierarchy problem).
They display a large number of interesting phenom-
ena and become the models for the dynamics of
strongly coupled field theories. They also offer
valuable insights to nonsupersymmetric models. In
N = 1 gauge theory, the low-energy effective super-
potential is holomorphic both in the superfields and
in the coupling constants. This powerful holomor-
phy principle, together with symmetry and various
limits, often determines the effective superpotential
completely. Such theories often have quantum
moduli spaces where the classical singularities are
smoothed out, continuous interpolation between
Higgs and confinement phases, massless composite
mesons and baryons, and dual theories weakly
coupled at low energy. For N = 2 pure gauge theory,
the low-energy effective theory is an abelian gauge
theory in which both the kinetic term and the
coupling constant are determined by a holomorphic
prepotential. The electric–magnetic duality is in the
ambiguity of the low-energy description. Much
physical information, such as the coupling constant,
the Kähler metric on the quantum moduli, the
monodromy around the singularities, can be incor-
porated in a family of elliptic curves. This low-
energy exact solution is also useful to topological
field theory that can be obtained from the N = 2
theory by twisting. Much of the above was the work
of Seiberg and Witten in the mid-1990s. In this
article, we review some of the fascinating aspects of
N = 1 and N = 2 supersymmetric gauge theories.
N = 1 Gauge Theory and Seiberg Dualities

N = 1 Yang–Mills Theory and QCD

Let G be a compact Lie group and let P be a principal
G-bundle over the Minkowski space R3, 1. In pure
gauge theory, the dynamical variable is a connection A
in P; two connections are equivalent if they are related
by a gauge transformation. Let F 2 �2(R3, 1, ad P) be
the curvature of A. It decomposes into the self-dual and
anti-self-dual parts, that is, F = Fþ þ F�, where
F�= (1=2)(F �

ffiffiffiffiffiffi
�1
p

� F). With a suitably normalized
nondegenerate bilinear form h�,�i on the Lie algebra g,
the classical action is

SYM½A� ¼
Z

R3;1
� 1

2g2
hF ^ �Fiþ 


16�2
hF ^ Fi

¼
Z

R3;1
� 


8�
hFþ ^ Fþi� �


8�
hF� ^ F�i

Here g > 0 is the coupling constant and 
 2 R, the

 angle, and


 ¼ 


2�
þ 4�

ffiffiffiffiffiffiffi
�1
p

g2

is a complex number in the upper-half plane that
incorporates both. Classically, the theory is con-
formally invariant and the dynamics is independent
of the 
-term. At the quantum level, 
(mod2�)
appears in the path integral and parametrizes
inequivalent vacua. The coupling constant runs as
energy � varies, satisfying the renormalization group
equation

�
dg

d�
¼ � b0

ð4�Þ2
g3þ oðg5Þ

where the right-hand side is called the �-function
�(g). This introduces, when b0 6¼ 0, a mass scale �
given by

ð�=�Þb0 ¼ e�8�2=gð�Þ2



up to one-loop. Consequently, the classical scale
invariance is lost. It is convenient to redefine � as a
complex quantity such that

ð�=�Þb0 ¼ e2�
ffiffiffiffiffi
�1
p

�ð�Þ

For pure gauge theory, b0 = (11=3)�h, where �h is the
dual Coxeter number of g. At high energy (�!1),
the coupling becomes weak (g! 0); this is known as
asymptotic freedom. On the contrary, the interac-
tion becomes strong at low energy. It is believed that
the theory exhibits confinement and has a mass gap.

QCD, or quantum chromodynamics, is gauge
theory coupled to matter fields. Suppose the boson
� and the fermion  are in the (complex) representa-
tions Rb and Rf of G, respectively. That is, � 2
�(P�G Rb), or � is a section of the bundle P�G Rb,
and  2 �(S	 (P�G Rf )), where S is the spinor
bundle over R3, 1. The classical action is

SQCD½A;�; �¼SYM½A�

þ 1

g2

Z
d4x

1

2
jr�j2þ

ffiffiffiffiffiffiffi
�1
p

ð ;r= Þþ � � �

where r is the covariant derivative, r= is the Dirac
operator coupled to A, and we have omitted possible
mass and potential terms. The quantum theory
depends sensitively on the representations Rb and
Rf . In the �-function, we have

b0 ¼ 11
3

�h� 1
6�ðRbÞ � 2

3�ðRfÞ

where �(R) is the Dynkin index of a representation
R. If b0 < 0, the theory is free in the infrared but
strongly interacting in the ultraviolet. If b0 > 0, the
converse is true; in particular, the theory exhibits
asymptotic freedom. If b0 = 0, the situation depends
on the sign of the two or higher-loop contributions.

Pure N = 1 supersymmetric gauge theory is one on
the superspace R3, 1j(2, 2) with a constraint that the
curvature vanishes in the odd directions. The
dynamical variables are in the superfield strength
W, a 1j(1, 0)-form valued in ad P. In components,
the theory is gauge field coupled to a Majorana or
Weyl fermion in the adjoint representation. Let S �

be spinor bundles of positive (negative) chiralities,
respectively, and let 	 be a section of Sþ 	 adP. The
action, written both in superspace and in ordinary
spacetime, is

SN¼1
SYM½A; 	� ¼

1

4�
Im

Z
d4x d2� �hW;Wi

� �
¼ SYM½A� þ

1

g2

Z
d4x

ffiffiffiffiffiffiffi
�1
p

h�	;r=þ	i

Since b0 = 3�h, the theory is asymptotically free but
strongly coupled at low energy. Classically, the
theory has a U(1)R chiral symmetry. However, due
to anomaly, only the subgroup Z2�h survives at the
quantum level. Instanton effect yields gaugino
condensation h		i 
 �3. The symmetry is thus
further broken to Z2, resulting �h inequivalent vacua.

The N = 1 QCD has additional chiral superfields
� in a representation R, including the bosons � 2
�(P�G R) and the fermions  2 �(Sþ 	 (P�G R)).
In the absence of superpotential, the action is

SN¼1
SQCD½A; 	; �;  � ¼ SN¼1

SYM½A; 	�

þ 1

g2

Z
d4x d2� d2 �� 1

2j�j
2

In components, the second term is

1

g2

Z
d4x 1

2jr�j
2 þ

ffiffiffiffiffiffiffi
�1
p

ð ;r=þ Þ � 1
2�
�jDj2 þ � � �

� �
where D : R! g� is the moment map of the
Hamiltonian G-action on R, and we have omitted
other terms containing fermionic fields. The
moduli space of classical vacua is the symplectic
quotient D�1(0)=G = R==G. It is the same as the
Kähler quotient Rs=GC, where the stable subset
Rs = {� 2 RjGC � � \D�1(0) 6¼ ;} is open and dense in
R. Again, the quantum theory depends on the
representation R. Since b0 = 3�h� (1=2)�(R), the theory
is asymptotically free, infrared free, scale invariant (to
one-loop) when �(R) < 6�h, �(R) > 6�h, �(R) = 6�h,
respectively. The moduli space may be lifted by a
superpotential or modified by other quantum effects.

SU(Nc) Theories at Low Energy

We now consider N = 1 QCD with G = SU(Nc); Nc

is the number of colors. The matter field consists of
Nf copies of quarks Qi(1 � i � Nf ) in the funda-
mental representation of SU(Nc) and Nf copies of
antiquarks Q0i0 (1 � i0 � Nf ) in the conjugate repre-
sentation. Using the isomorphism of s u (Nc) with its
dual, the moment map is

DðQ;Q0Þ ¼ traceless part of
ffiffiffiffiffiffiffi
�1
p

ðQQy �Q0Q0yÞ

So (Q, Q0) 2 D�1(0) if and only if QQy �Q
0y

= cINc

for some c 2 R. If Nf < Nc, then c = 0 and

Q;Q0 


a1

. .
.

aNf

0BB@
1CCA
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for some ak � 0. Generically, these ak > 0 and the
gauge group SU(Nc) is broken to SU(Nc �Nf ). If
Nf � Nc, then

Q 

a1

. .
.

aNc

0B@
1CA; Q0 


a01
. .

.

a0Nc

0B@
1CA

where ak, a 0k � 0 satisfy a2
k � a 0k

2 = c for some c 2 R.
The gauge group is completely broken. The low-
energy superfields are the mesons Mi

i0 = QiQ0i0 and, if
Nf � Nc, the baryons

BiNcþ1���iNf
¼ 1

Nc!

i1���iNf

Qi1 � � �QiNc

B0
i0
Ncþ1

...i0
Nf ¼ 1

Nc!



i0
1
���i0

Nf Q0i0
1
� � �Q0i0

Nc

When Nf < Nc, Affleck et al. (1984) found a
dynamically generated superpotential

WeffðM̂Þ ¼ ðNc �Nf Þ
�3Nc�Nf

det M

� �1=ðNc�Nf Þ

generated by instanton effect when Nf = Nc � 1 and by
gaugino condensation in the unbroken SU(Nc �Nf )
theory when Nf < Nc � 1. It is also the unique super-
potential (up to a multiplicative constant) that is
consistent with the global and supersymmetry. The
potential pushes the vacuum to infinity. Therefore,
contrary to the classical picture, theories with Nf < Nc

do not have a vacuum at the quantum level.
When Nf � 3Nc, the theory is not strongly inter-

acting at low energy, and perturbation methods are
reliable. (When Nf = 3Nc, the two-loop contribution
to the �-function is negative.) We now look at the
range Nc � Nf < 3Nc. The cases Nf = Nc, Nc þ 1
and Nc þ 2 � Nf < 3Nc were studied in Seiberg
(1994) and Seiberg (1995), respectively.

When Nf = Nc, the classical moduli space is
det M = BB0. The quantum theory at low energy
consists of the fields M, B, B0 satisfying the
constraint det M� BB0= �2Nc . The quantum moduli
space is smooth everywhere, and there are no
additional massless particles. So the gluons are
heavy throughout the moduli space. This is due to
confinement near the origin, where the interaction is
strong, and due to the Higgs mechanism far out in
the flat direction, where the classical picture is a
good approximation. We see a smooth transition
between these two effects.

When Nf = Nc þ 1, there is a dynamically gener-
ated superpotential

Weff ¼
1

�2Nc�1
ðB0MB� det MÞ

The stationary points of Weff are at BB0 � ^NcM = 0,
BM = 0, MB0= 0; these are precisely the constraints
that the classical configuration satisfies. However,
the moduli space is interpreted differently: it is
embedded into a larger space, and the constraints
are satisfied only at stationary points. At the
singularity hMi= 0, the whole global symmetry
group is unbroken, and B, B0 are the new massless
fields resolving the singularity. So we have a
continuous transition between confinement (without
chiral symmetry breaking) and the Higgs mechanism
in the semiclassical regime.

When Nc þ 2 � Nf � (3=2)Nc, the original theory,
called the electric theory, is still strongly coupled in
the infrared. Seiberg (1995) proposed that there is a
dual, magnetic theory, which is infrared free. The
two theories are different classically, but are
equivalent at the quantum level. The dual theory
is an N = 1SU( ~Nc) gauge theory with ~Nc = Nf �Nc,
coupled to dual quarks ~Qi, ~Q0i

0
, where 1 � i; i0 �

Nf are flavor indices. In addition, the mesons Mi
i0

become fundamental fields. They are not coupled to
the SU( ~Nc) gauge field but interact with the dual
quarks through the superpotential

W ¼ ��1Mi
i0

~Qi
~Q0i

0

The two theories have the same global symmetry
and the same gauge-invariant operators. The dual
quarks are fundamental in the magnetic theory but
are solitonic excitations in the electric theory. At
high energy, the electric theory is asymptotically
free, while the magnetic theory is strongly coupled.
At low energies, the converse is true. Therefore,
reliable perturbative calculations can be performed
by choosing an appropriate weakly coupled
theory.

When (3=2)Nc < Nf < 3Nc, the theory has a
nontrivial infrared fixed point. This is because up
to two-loop,

�ðgÞ ¼ � g3

16�2
ð3Nc �Nf Þ

þ g5

128�4
2NcNf � 3N2

c �
Nf

Nc

� �
þ oðg7Þ

There is a solution g� > 0 to �(g) = 0. We have
�(g) < 0 when 0 < g < g�,�(g) > 0 when g > g�. In
the infrared limit, the coupling constant flows to
g= g�, where we have a nontrivial, interacting
superconformal theory in four dimensions. The
conformal dimension becomes anomalous and is
equal to 3/2 of the charge of the chiral U(1)R; for
example, that of the meson ��1M is 3(Nf �
Nc)=Nf > 1 in this range.

Seiberg–Witten Theory 505



Other Classical Gauge Groups

We now consider N = 1 supersymmetric gauge
theory and QCD with gauge groups Sp(Nc) and
SO(Nc). The Sp(Nc) theories, studied by Intriligator
and Pouliot (1995), are the simplest examples of
the N = 1 theories. We take 2Nf chiral superfields
Qi(i = 1, . . . , 2Nf ) in the fundamental representation
C2Nc ffi HNc of Sp(Nc). The number of copies must
be even so that the quantum theory is free from
global gauge anomaly. The gauge-invariant quanti-
ties are the mesons Mij = Qa

i Q
b
j !ab, where ! is

the symplectic form on C2Nc , subject to a constraint

1,..., 2Ncþ2M1, 2 � � �M2Ncþ1, 2Ncþ2 = 0. Using the
decomposition u (2Nc) = sp(Nc)�

ffiffiffiffiffiffi
�1
p

{H-self-adjoint
matrices}, the moment map D(Q) is the projection offfiffiffiffiffiffi
�1
p

QQy on sp(Nc). So D(Q) = 0 implies

Q 

a1

. .
.

aminfNc;Nf g

0B@
1CA	 1 0

0 1

� �

where ak � 0. At a generic point of the classical
moduli space, the gauge group is broken to Sp(Nc �
Nf ) if Nc > Nf ; it is completely broken if Nc � Nf .

Since b0 = 3(Nc þ 1)�Nf , the quantum theory is
infrared free if Nf � 3(Nc þ 1). (When b0 = 0, the
two-loop �-function is negative.) When Nf � Nc,
there is a dynamically generated superpotential

Weff ¼ðNc þ 1�Nf Þ

� 2Nc�1�3ðNcþ1Þ�Nf

Pf M

� �1=ðNcþ1�Nf Þ

pushing the vacuum to infinity.
When Nf = Nc, the classical moduli space PfM = 0

has singularities. The quantum moduli space is
Pf M = 2Nc�1�2(Ncþ1). The singularity is smoothed
out and there are no light fields other than the
mesons M. When Nf = Nc þ 1, all components of M
become dynamical in the low-energy theory, and
there is a superpotential

Weff ¼ �
Pf M

2Nc�1�2Ncþ1

At the most singular point hMi= 0, the global
symmetry is unbroken, and all the light fields in M
become massless. In both cases, there is a transition
between confinement and Higgs mechanism.

When Nc þ 3 � Nf � (3=2)(Nc þ 1), there is a
dual, magnetic theory which is free in the infrared.
The dual theory has 2Nf quarks ~Qi in the funda-
mental representation of Sp( ~Nc), where ~Nc = Nf �
Nc � 2. In addition, the mesons Mij become elemen-
tary and couple to ~Q through a superpotential
W = (2�)�1Mij

~Qia ~Qjb!̃ab, where !̃ is the symplectic

formonC2 ~Nc . When (3=2)(Nc þ 1) < Nf < 3(Nc þ 1),
the theory flows to an interacting superconformal field
theory in the infrared.

Theories with the SO(Nc) gauge group were
studied by Seiberg (1995) and by Intriligator and
Seiberg (1995). Since the fundamental representa-
tion is real, there is no constraint on the number Nf

of quarks Qi(1 � i � Nf ). The gauge invariants are
the mesons Mij = Qi

aQj
b�

ab and, if Nf � Nc, the
baryons BiNcþ1���iNf

= 
i1���iNf
Qi1 � � �QiNc =Nc! They

satisfy rank M � Nc and BB = ^Nc M. Using the
decomposition u(Nc) = so(Nc)�

ffiffiffiffiffiffi
�1
p

{R-self-adjoint
matrices}, the moment map D(Q) is the projectionffiffiffiffiffiffi
�1
p

QQy on so(Nc). If D(Q) = 0, then up to gauge
and global symmetries, Q is of the form

Q 


a1

. .
.

ar

0BBB@
1CCCA

where a1, . . . , ar > 0 if r = rank Q � Nc and
a1, . . . , aNc�1 > 0 and aNc

6¼ 0 if r = Nc. Generically,
the gauge group is broken to SO(Nc �Nf ) if Nc �
Nf þ 2 and is totally broken if Nc < Nf þ 2.

We have b0 = 3(Nc � 2)�Nf if Nc � 5. For
Nc = 4, the group is (SU(2)� SU(2))=Z2 and
b0 = 6�Nf for each SU(2) factor. If Nc = 3, the
group is SU(2)=Z2b0 = 6� 2Nf . The theory is
asymptotically free if Nf > 3(Nc � 2) and infrared
free if Nf � 3(Nc � 2).

When Nf � Nc � 5, there is a dynamically gener-
ated superpotential

Weff ¼
1

2
ðNc � 2�Nf Þ

� 16�3ðNc�2Þ�Nf

det M

� �1=ðNc�2�Nf Þ

lifting the classical vacuum degeneracy. The coeffi-
cient is fixed by mass deformation and by matching
the SU(4) theory when Nc = 6.

When Nf = Nc � 4, the unbroken gauge group is
SO(4) = (SU(2)� SU(2))=Z2 on the generic point of
the moduli space. The superpotential of the original
theory is

Weff ¼ 2ð
þ þ 
�Þ
�2ðNc�1Þ

det M

� �1=2

where the choices 
þ, 
�=�1 correspond to the fact
that each of the SU(2) theory has two vacua. There
are two physically inequivalent branches: 
þ= 
�
and 
þ=�
�. For 
þ= 
�, the superpotential pushes
the vacuum to infinity. For 
þ=�
�,Weff = 0. In the
quantum theory, the singularity is smoothed out and
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all the massless fermions are in M, even at the origin
of the moduli space. Hence the quarks are confined.

When Nf = Nc � 3, the unbroken gauge group is
SO(3) and the theory has two branches with

Weff ¼ 4ð1þ 
Þ�
2Nc�3

det M

where 
=�1. For 
= 1, the quantum theory has no
vacuum. For 
=�1, Weff = 0, but there are addi-
tional light fields ~Qi coupling to M via the super-
potential W 
 (2�)�1Mij ~Qi

~Qj near M = 0.
When Nf = Nc � 2, the low-energy theory is related

to the N = 2 gauge theory and will be addressed in the
subsection ‘‘Seiberg–Witten’s low-energy solution.’’

When Nf � Nc � 1, we define a dual, magnetic
theory whose gauge group is SO( ~Nc), where
~Nc = Nf �Nc þ 4. There are Nf dual quarks ~Qi(1 �
i � Nf ) in the fundamental representation. This
theory is infrared free if Nf � (3=2)(Nc � 2). In the
effective theory, the mesons Mij become fundamen-
tal and couple with the dual quarks through a
superpotential W = (2�)�1Mij ~Qi

~Qj if Nf � Nc; there
is an additional term det M=64�2Nc�5 if Nf = Nc � 1.
When (3=2)(Nc � 2) < Nf < 3(Nc � 2), the theory
flows to an interacting superconformal field theory in
the infrared.

N = 2 Gauge Theory and Seiberg–Witten
Duality

N = 2 Yang–Mills Theory

Pure N = 2 supersymmetric gauge theory is a special
case of N = 1 QCD when R = gC is the (complex-
ified) adjoint representation of G. The moment map
is D(�) = (1=2

ffiffiffiffiffiffi
�1
p

)[�, ��] 2 g ffi g�(� 2 g). Since the
fermionic fields 	 and  are sections of the same
bundle, there is a second set of supersymmetry
transformations by interchanging the roles of 	 and
 . This makes the theory N = 2 supersymmetric.
The classical action is

SN¼2
SYM½A; 	;  ; �� ¼ SYM½A�

þ 1

g2

Z
d4x

ffiffiffiffiffiffiffi
�1
p

ðh �	;r=	i

þ h � ;r= iÞ þ 1

2
jr�j2

þ
ffiffiffiffiffiffiffi
�1
p

ðh ��; ½	;  �i þ h�; ½ �	; � �iÞ

� 1

8
j½�; ���j2

The energy reaches the minimum when � takes a
constant value � 2 gC that can be conjugated by G
to the Cartan subalgebra tC. (t is the Lie algebra of
the maximal torus T.) The classical moduli space is

gC=GC = tC=W, where W is the Weyl group. At a
generic � 2 tC, the gauge group is broken to T by
the Higgs mechanism. Classically, the massless
degrees of freedom are excitations of � and
components of the gauge field in t. So the low-
energy physics can be described by these massless
fields. However, the moduli space is singular when �
is on the walls of the Weyl chambers. At these
values, the unbroken gauge group is larger and there
are extra massless fields that resolve the
singularities.

Since b0 = 2�h > 0, the quantum theory is asymp-
totically free but strongly interacting at low energy.
It can be shown that N = 1 supersymmetry already
forbids a dynamically generated superpotential on
tC=W. Therefore, the vacuum degeneracy is not
lifted and the quantum moduli space is still a
continuum. However, there are corrections to the
part of classical moduli space where strong interac-
tions occur. The quantum theory has a dynamically
generated mass scale �. We pick the renormalization
scale � to be j�j, the typical energy scale where
spontaneous symmetry breaking occurs. Far away
from the origin, that is, when j�j � j�j, the theory is
weakly interacting and the classical description of
the moduli space is a good approximation. How-
ever, when j�j is comparable to j�j, the classical
language and perturbation methods fail due to
strong interaction. At �= 0, the full gauge symmetry
is restored classically. But since the theory becomes
strongly interacting at low energy, it cannot be the
low-energy solution of the original theory.

The classical U(1)R symmetry extends to U(2)R,
mixing 	 and  . The U(1)R subgroup in U(2)R is
anomalous except for a subgroup Z4�h. So we have a
global SU(2)R �Z2

Z4�h symmetry at the quantum
level. This is consistent with a continuous moduli
space of vacua, if the group SU(2)R is to act
nontrivially. Also, the space is not a single orbit of
the global symmetry group. The generator of Z4�h
acts on tC by a phase e��

ffiffiffiffi
�1
p

=�h. The group Z4�h is
spontaneously broken to the subgroup which
acts trivially on tC=W.

We study the general form of low-energy effective
Lagrangian that is consistent with N = 2 super-
symmetry. We assume that the quantum effect does
not modify the topology of the moduli space tC=W,
though it may alter the singularity and its nature.
Suppose U is the quantum moduli. At a generic
point in U, the residual gauge group is T. In the
N = 1 language, the theory is a supersymmetric
gauged sigma model with target space U. It contains
N = 1 vector multiplets WI and chiral multiplets �I,
where 1 � I � r, r = dim T being the rank of G.
N = 1 supersymmetry requires that U is Kähler, with
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possible singularities where the effective theory
breaks down. N = 2 supersymmetry requires further
that U is special Kähler, that is, there is a flat,
torsion-free connection r on TU such that the
Kähler form ! is parallel and such that drJ = 0,
where the complex structure J is viewed as a 1-form
valued in TU. See, for example, Freed (1999).
Locally, there is a holomorphic prepotential F and
special coordinates {zI}. Let ~zI = @F=@zI be the dual
coordinates and let �IJ = @2F=@zI@zJ = @~zI=@zJ. Then
K = Im(~zI�z

I) is a Kähler potential and != (
ffiffiffiffiffiffi
�1
p

=2)
Im(�IJ)dzI ^ d�zJ is the Kähler form. The effective
action is

SN¼2
eff ½W;�� ¼ 1

4�
Im

Z
d4x d2� 1

2�IJð�ÞðWI;WJÞ
�

þ
Z

d4x d2�d2 ��Kð�Þ
�

Note that both the coupling constants �IJ and the
metric Im�IJ on U are determined by a holomorphic
function F , which is the hallmark of N = 2
supersymmetry.

In the bare theory with abelian gauge group T, the
action is given by choosing F 0(�) = (1=2)�IJh�I, �Ji,
where the �IJ (and hence the metric Im�IJ) are
constants. Due to one-loop and instanton effects,
F is no longer quadratic in the effective theory.
Since � varies on U, it cannot be holomorphic
(except at a few singular points), single valued, and
having a positive-definite imaginary part. The
solution to this apparent contradiction is that each
set of special coordinates and the expression of F is
valid only in part of U. Solving the N = 2 gauge
theory at low energy means understanding the
singularity of U in the strong coupling regime and
obtaining the explicit form of F or �IJ in various
regions of the moduli space.

Seiberg–Witten’s Low-Energy Solution

We consider N = 2 gauge theory with G = SU(2).
The Cartan subalgebra is t ffi C; each a 2 C deter-
mines an element �= (1=2)

�
a 0
0 �a

�
in t. The Weyl

group W ffi Z2 acts on C by a 7! � a. The moduli
space of classical vacua is the u-plane C=Z2

parametrized by u = tr�2 = (1=2)a2. When u 6¼ 0,
the gauge group is broken to U(1). The generator
of Z4�h = Z8 � U(1)R acts as a 7!

ffiffiffiffiffiffi
�1
p

a, u 7! �u.
The Z8 symmetry is broken to Z4; the quotient
Z2 = Z8=Z4 acts on the u-plane by u 7! � u.

Abelian gauge theory and N = 4 supersymmetric
gauge theory exhibit exact electric–magnetic duality
in the sense that the quantum theories are identical
if the coupling constant � undergoes an SL(2, Z)
transformation. Seiberg and Witten (1994a, b)

proposed that this is so for the low-energy effective
theory of the N = 2 gauge theory. An SL(2, Z)
transformation maps one description of the low-
energy theory to another, exchanging electricity and
magnetism. It is however not an exact duality of the
full SU(2) theory. Rather, duality is in the ambiguity
of the choice of the low-energy description. More
precisely, � is a section of a flat SL(2, Z) bundle over
U. Thus, � is multivalued and exists as a function in
local charts only. So we must use different Lagran-
gians in different regions of the u-plane. Around the
singularities where � is not defined, nontrivial
monodromy can appear.

Away from infinity, the electric theory is strongly
interacting but the magnetic theory is infrared free.
The dual field is ~a = dF (a)=da, and �eff(u) = d~a=da.
The group SL(2, Z) is generated by

P ¼
�1 0

0 �1

� �
; S ¼

0 1

�1 0

� �
T ¼

1 1

0 1

� �
To see its action on

�
~a
a

�
, we use the central

extension of the N = 2 super-Poincaré algebra. In
the classical theory, the central charge is Z = (ne þ
�nm)a from the boundary terms at infinity. As the
electric–magnetic duality transformation S inter-
changes ne and nm, we have for any � 2 SL(2, Z),
� : (nm, ne) 7! (nm, ne)�

�1. When nm = 0, the classical
formula Z = nea is valid. Invariance of Z under
SL(2, Z) requires that Z = nm~aþ nea at the quan-
tum level and that SL(2, Z) acts on

�
~a
a

�
homo-

geneously as a column vector.
When u = (1=2)a2 is large, perturbation is reliable.

The classical and one-loop results are a(u) 
ffiffiffiffiffiffi
2u
p

, ~a 
 (
ffiffiffiffiffiffi
�1
p

=�)a log a2. As u goes around infinity,
the fields transforms as a 7! �a, ~a 7! �~aþ 2a. The
monodromy is M1= PT�2. The mass M of a
monopole state is bounded by M2 = P�P� � jZj2,
which is precisely the Bogomol’nyi bound. Now as a
consequence of the N = 2 supersymmetry, it receives
no quantum corrections as long as supersymmetry is
not broken at the quantum level. The states that
saturate the bound are the BPS states. The BPS
spectrum at u 2 U is a subset of H1(Eu, Z) ffi Z2

containing the pairs (nm, ne) realized by the dyon
charges. Near infinity, the condition is that either
ne =�1, nm = 0 (for W� particles) or nm =�1 (for
monopoles or dyons). This spectrum is invariant
under the monodromy M1.

The nontrivial holonomy at infinity implies the
existence of at least one singularity at a finite value
u = u0, where extra particles become massless.
Seiberg and Witten (1994a, b) propose that these
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particles are collective excitations in the perturbative
regime. Suppose along a path connecting u0 and
some base point near infinity, a monopole of charges
(�1, ne) = (0, 1)(T�neS�1)�1 becomes massless at u0.
Then by the renormalization group analysis
and duality, the monodromy at u0 is Mu0

= (T�neS�1)
T2(T�neS�1)�1. It turns out that there are two
singularities u =��2 with monodromies M�2 =
ST2S�1 and M��2 = (TS)T2(TS)�1. The particles that
become massless at��2 are of charges (nm, ne) = (1, 0)
and (1,�1), respectively. The only BPS states in the
strong coupling regime are those which become
massless at the singularities; the others decay as u
deforms towards strong interaction.

The monodromies M��2 , M1 (or any two of
them) generate the subgroup �(2). The family of
elliptic curves with these monodromies can be
identified with y2 = (x� �2)(xþ �2)(x� u) called
the Seiberg–Witten curve. The singularities are at
u =��2 and u =1, where the curve degenerates.
Let

	 ¼
ffiffiffi
2
p

2�

y dx

x2 � �4

be the Seiberg–Witten differential (of second kind on
the total space E). Then in a suitable basis (
, �) of
H1(Eu=U, Z), we have a =

R

 	, ~a =

R
� 	. At a

singularity, if �= nm� þ ne
 is a vanishing cycle,
then the dyon of charges (nm, ne) becomes massless.
This is because its central charge is Z = nm~aþ
nea =

R
� 	. The monodromy at a singularity where �

is a vanishing cycle is given by the Picard–Lefshetz
formula M: � 7! � � 2(� � �)�. At u =��2, the van-
ishing cycles are � and � � 
, respectively.

We return to the N = 1 SO(Nc) gauge theory with
Nf = Nc � 2. At a generic point in the moduli space,
the gauge group is broken to SO(2), which is
abelian. Much of the above discussion applies to
this case. By N = 1 supersymmetry, the effective
coupling �eff is holomorphic in M but is not single
valued. In fact, �eff depends on u = det M, which is
invariant under the (anomaly free) SU(Nf ) symme-
try. For large u, we have e2�

ffiffiffiffi
�1
p

�eff = �4Nc�8=u2 and
the monodromy around infinity is M1= PT�2.
On the other hand, a large expectation value
of M of rank Nc � 3 breaks the gauge group to
SO(3) and the theory is the N = 2 theory discussed
earlier. Using these facts, Intriligator and Seiberg
(1995) identified the family of elliptic curves as
y2 = x(x� 16�2Nc�4)(x� u). There are two singula-
rities with inequivalent physics. At u = 0, the mono-
dromy is ST2S�1. A pair of monopoles ~Q� becomes
massless. They couple with M through the super-
potential W 
 (2�)�1Mij ~Qi

~Qj. At u = 16�2Nc�4, the

monodromy is (T2S)T2(T2S)�1. A pair of dyons E� of
charges �1 become massless. The effective action is
Weff 
 (u� 16�2Nc�4)EþE�.

Topological gauge theory is a twisted version of
N = 2 Yang–Mills theory in which the observables
at high energy are the Donaldson invariants. The
work of Seiberg and Witten (1994a, b) yields new
insight to it and has a tremendous impact on the
geometry of 4-manifolds. See Witten (1994) for the
initial steps.

After the work of Seiberg and Witten (1994a, b),
there has been much progress on theories with other
gauge groups. If the gauge group is a compact Lie
group of rank r, the u-plane is replaced by tC=W;
the singularities are modified by quantum effects.
The duality group is Sp(2r, Z) or its subgroup of
finite index, acting on the coupling matrix � = (�IJ)
by fractional linear transformations. For example, for
G = SU(Nc), the moduli space is parametrized by
gauge invariants u2, . . . , uNc

defined by det (xI � �) =
xNc �

PNc

i = 2 uix
Nc�i = PNc

(x, ui). Classically, the sin-
gular locus is a simple singularity of type ANc�1. At
the quantum level, the singularity consists of two
copies of such locus shifted by ��n in the un

direction. The monodromies correspond to a family
of hyperelliptic curves y2 = PNc

(x, ui)
2 � �2Nc of

genus Nc � 1. The Seiberg–Witten differential is

	 ¼
ffiffiffi
2
p

�
ffiffiffiffiffiffiffi
�1
p @PNcðx; uiÞ

@x

x dx

y
þ @ð� � �Þ

The Nc � 1 independent eigenvalues ai of � and
their duals ~ai = @F=@ai are the periods of 	 along
the 2Nc � 2 homology cycles in the curve. For more
details, the reader is referred to Klemm et al. (1995)
and Argyes and Faraggi (1995).

N = 2 QCD

N = 2 supersymmetric QCD is N = 2 Yang–Mills
theory coupled to N = 2 matter. The latter consists
of N = 1 superfields Q that form a quarternionic
representation R of the gauge group G. The space R
has a G-invariant hyper-Kähler structure. The
hyper-Kähler moment map �H: R! g� 	 Im H con-
sists of a real moment map �R: R! g� for the
Kähler structure and a complex moment map
�C: R! (g�)C for the holomorphic symplectic
structure. As an N = 1 theory, the matter superfields
are valued in R� gC with a D-term D(Q, �) =
�R(Q)þ (1=2

ffiffiffiffiffiffi
�1
p

)[�, ��] and a superpotential
W(Q, �) =

ffiffiffi
2
p
h�C(Q), �i þm(Q), where the mass

term m is a G-invariant quadratic form on R. The
classical moduli space of vacua has two branches.
On the Coulomb branch where Q = 0 and � 6¼ 0,
the unbroken gauge group is abelian and the
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photons are massless. If Q 6¼ 0 exists in the flat
directions, the gauge group is broken according to
the value of Q; these are the Higgs branches. If
m = 0, the moduli space of classical vacua is the
hyper-Kähler quotient ��1

H (0)=G. The branches of
two types touch at the origin, where the full gauge
group is restored, and at other subvarieties in R. The
global symmetry is the subgroup of U(R) that
commutes with the G-action on R and preserves
m; it contains U(2)R.

Quantum mechanically, such a theory is free
from local gauge anomalies. Consistency under large
gauge transformations puts a torsion condition on R,
such as �(R) = 0(mod 2). Since b0 = 2�h� (1=2)�(R),
the theory is asymptotically free if �(R) < 4�h. If
�(R) = 4�h, the quantum theory is scale invariant up
to one-loop (and hence to all loops), and is expected
to be so nonperturbatively. If �(R) > 4�h, the quan-
tum theory may not be defined but it can be the low-
energy solution of another asymptotically free theory.
Due to the axial anomaly, the U(2)R global symmetry
reduces to the subgroup SU(2)R �Z2

Z4�h��(R). The
metric on the Coulomb branch can be corrected by
quantum effects, but those on the Higgs branches do
not change because of the uniqueness of the hyper-
Kähler metric. In the quantum theory, the Higgs
branches still touch the Coulomb branch, but the
photons of the Coulomb branch are the only massless
gauge bosons at the point where they meet.

When G = SU(Nc) we take Nf quarks
Qi(i = 1, . . . , Nf ) in the fundamental representation
and Nf antiquarks ~Qi(i = 1, . . . , Nf ) in the complex-
conjugate representation. The moment map is the
same as in N = 1 QCD whereas the superpotential
is W =

ffiffiffi
2
p

~Qi�Qi þ
P

i mi
~QiQ

i. Consider the case
G = SU(2) as in Seiberg and Witten (1994b). Since
b0 = 4�Nf , the asymptotically free theories have
Nf � 3 whereas the Nf = 4 theory is scale invariant.
As the representations on Qi and ~Qi are isomorphic,
the classical global symmetry is O(2Nf )� U(2)R

when all mi = 0. The appearance of the even number
of fundamental representations is necessary for the
consistency of the theory at the quantum level. The
U(1)R symmetry is anomalous if Nf 6¼ 4. When Nf > 0,
SO(2Nf ) is anomaly free, whereas O(2Nf )=SO(2Nf ) =
Z2 is anomalous. The anomaly free subgroup of Z2 �
U(1)R is Z4(4�Nf ). Its Z2 subgroup acts in the same way
as Z2 � Z(SO(2Nf )). A nonzero expectation value of
u = tr�2 further breaks the symmetry to Z4. The
quotient group that acts effectively on the u-plane (the
Coulomb branch) is Z4�Nf

if Nf > 0 and Z2 if Nf = 0.
When Nf = 4, the U(1)R symmetry is anomaly free but
Z2 = O(8)=SO(8) is still anomalous.

The Nf = 0 theory is the N = 2 pure gauge theory.
In order to compare it to the Nf > 0 theories, we

multiply ne by 2 so that it has integer values on Qi

and ~Qi, and divide a by 2 to preserve the formula
Z = nm~aþ nea. The monodromies around the singu-
larities become M�2 = STS�1, M��2 = (T2S)T(T2S)�1,
M1= PT�4. They generate the subgroup �0(4) of
SL(2, Z). The coupling constant is

� ¼ �

�
þ 8�

ffiffiffiffiffiffiffi
�1
p

g2

The Seiberg–Witten curve is y2 = x3 � ux2 þ
(1=4)�4

0x, related to the earlier one y2 = (x� u)(x2 �
�4

0) by an isogeny. Here and below, �Nf
is the

dynamically generated scale.
For Nf > 0, we consider the case with zero bare

masses. The simplest BPS-saturated states are the
elementary quarks with mass

ffiffiffi
2
p
jaj, which form

the vector representation of SO(2Nf ). In addition, the
quarks have fermion zero modes in the monopole
background. When nm = 1, each SU(2) doublet of
quarks has one zero mode. With Nf hypermultiplet,
there are 2Nf zero modes in the vector representation
of SO(2Nf ). Upon quantization, the quantum states
are in the spinor representation. So the flavor
symmetry is really Spin(2Nf ). The spectrum may
also include states with nm > 1. For Nf = 2, 3, 4, the
center Z(Spin(2Nf )) are Z2 �Z2, Z4, Z2 �Z2,
whose generators act on states of charges (nm, ne)
by ((�1)neþnm, (�1)ne ),

ffiffiffiffiffiffi
�1
p nmþ2ne

, ((�1)nm, (�1)ne ),
respectively.

Suppose at a singularity on the u-plane, the low-
energy theory is QED with k hypermultiplets. Let mi

be the bare mass and Si, the U(1) charge of the ith
hypermultiplet. With the expectation value of �, the
actual masses are j

ffiffiffi
2
p

aþmij(1 � i � k). As the states
form a small representation of the N = 2 algebra, the
central charge is modified as Z = nm~aþ neaþ S �
m=

ffiffiffi
2
p

, where m = (m1, . . . , mk) and S = (S1, . . . , Sk).
Under a duality transformation M 2 SL(2, Z), the
column vector (m=

ffiffiffi
2
p

, ~a, a) is multiplied by a matrix
of the form M̂ =

�
Ik 0
� M

�
. (For example, if M = T, M̂

can be derived by one-loop analysis.) So the row
vector W = (S, nm, ne) transforms as W 7!WM̂�1. The
transformation on (nm, ne) is not homogeneous when
there are hypermultiplets. This phenomenon persists
even when all the bare masses mi are zero.

When Nf = 1, the global symmetry of the u-plane
is Z3. There are three singularities related by this
symmetry, where monopoles with charges (nm, ne) =
(1, 0), (1, 1), and (1, 2) become massless. The low-
energy theory at each singularity is QED with a
single light hypermultiplet. Besides the photon, no
other flat directions exist. This is consistent with the
absence of Higgs branch in the original theory.
The monodromies at the singularities are STS�1,
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(TS)T(TS)�1, (T2S)T(T2S)�1, respectively, and the
corresponding Seiberg–Witten family of curves is
y2 = x2(x� u)� (1=64)�6

1. The Seiberg–Witten dif-
ferential is

	 ¼ �
ffiffiffi
2
p

4�

y dx

x2

When Nf = 2, there are two singularities related by
the global symmetry Z2 of the u-plane. The massless
states at one singularity have (nm, ne) = (1, 0) and
form a spinor representation of SO(4) while those at
the other have (nm, ne) = (1, 1) and form the other
spinor representation. The low-energy theory at each
singularity is QED with two light hypermultiplets.
There are additional flat directions along which
SO(4)� SU(2)R is broken. They form the two Higgs
branches that touch the u-plane at the two singula-
rities rather than at the origin. The metric and pattern
of symmetry breaking are the same as classically.
The monodromies are ST2S�1, (TS)T2(TS)�1. The
Seiberg–Witten curve is y2 = (x2 � u)� (1=64)�4

2)
(x� u) and the differential is

	 ¼ �
ffiffiffi
2
p

4�

y dx

x2 � �4
2=64

When Nf = 3, the u-plane has no global symme-
try. There are two singularities. At one of them, a
single monopole bound state with (nm, ne) = (2, 1)
becomes massless and there are no other light
particles. At the other singularity, the massless states
have (nm, ne) = (1, 0) and form a (four-dimensional)
spinor representation of SO(6) with a definite
chirality. Thus, the low-energy theory is QED with
four light hypermultiplets. Along the flat directions,
the SO(6)� SU(2)R symmetry is further broken.
This corresponds to a single Higgs branch touching
the u-plane at the singularity. Again, the metric on
the Higgs branch is not modified by quantum
effects. The monodromies at the two singularities
are (ST2S)T(ST2S)�1 and ST4S�1, respectively. The
Seiberg–Witten curve is y2 = x2(x� u)� (1=64)
�2

3(x� u)2 and the differential is

	 ¼
ffiffiffi
2
p

��3
log yþ

ffiffiffiffiffiffiffi
�1
p �3

8
x� u� 32

�2
3

x2

� �� �
dx

When Nf = 4, the theory is characterized by
classical coupling constant � , and there are no
corrections to a = (1=2)

ffiffiffiffiffiffi
2u
p

, ~a = �a. There is only
one singularity at u = 0, where the monodromy is P.
Seiberg and Witten (1994b) postulate that the full
quantum theory is SL(2, Z) invariant, just like the
N = 4 pure gauge theory. The elementary

hypermultiplet has (nm, ne) = (0, 1) and form the
vector representation v of SO(8). Fermion zero
modes give rise to hypermultiplets with
(nm, ne) = (1, 0), (1, 1) that transform under the spinor
representations s, c of Spin(8). SL(2, Z) acts on the
spectrum via a homomorphism onto the outer-auto-
morphism group S3 of Spin(8), which then permutes v,
s, and c. So duality is mixed in an interesting way with
the SO(8) triality. In v, s, and c, the center Z2 �Z2

acts as ((�1)nm, (�1)ne ) = (1,�1), (�1, 1), (�1,�1),
respectively. The full SL(2, Z) invariance predicts the
existence of multimonopole bound states: for every
pair of relatively prime integers (p, q), there are eight
states with (nm, ne) = (p, q) that form a representation
of Spin(8) on which the center acts as ((�1)p, (�1)q).

Solutions when the bare masses are nonzero are
also obtained by Seiberg and Witten (1994b). The
masses can be deformed to relate theories with
different values of Nf . N = 2 QCD with a general
classical gauge group has also been studied. By
adding to these theories a mass term m tr �2

that explicitly breaks the supersymmetry to N = 1,
the dualities of Seiberg can be recovered. For
SU(Nc), SO(Nc) and Sp(2Nc) gauge groups,
see Hanany and Oz (1995), Argyes et al. (1996),
Argyes et al. (1997) and references therein.

See also: Anomalies; Brane Construction of Gauge
Theories; Donaldson–Witten Theory; Duality in
Topological Quantum Field Theory; Effective Field
Theories; Electric–Magnetic Duality; Floer Homology;
Gauge Theories from Strings; Gauge Theory:
Mathematical Applications; Nonperturbative and
Topological Aspects of Gauge Theory; Quantum
Chromodynamics; Topological Quantum Field Theory:
Overview; Supersymmetric Particle Models.
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Saint-Martin d’Hères, France

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

The purpose of this article is to describe the so-
called ‘‘semiclassical trace formula’’ (SCTF) relating
the ‘‘spectrum’’ of a semiclassical Hamiltonian to
the ‘‘periods of closed orbits’’ of its classical limit.
SCTF formula expresses the asymptotic behavior as
�h! 0 (�h = h=2�) of the regularized density of states
as a sum of oscillatory contributions associated to
the closed orbits of the classical limit.

We will mainly present the case of the Schrödin-
ger operator on a Riemannian manifold which
contains the purely Riemannian case.

We start with a section about the history of the
subject. We then give a statement of the results and
a heuristic proof using Feynman integrals. This
proof can be transformed into a mathematical
proof which we will not give here. After that we
describe some applications of the SCTF.

About the History

SCTF has several origins: on one side, Selberg
trace formula (1956) is an exact summation formula
concerning the case of locally symmetric spaces; this
formula was interpreted by H Huber as a formula
relating eigenvalues of the Laplace operator and
lengths of closed geodesics (also called the ‘‘lengths
spectrum’’) on a closed surface of curvature �1.

On the other side, around 1970, two groups of
physicists developed independently asymptotic trace
formulas:

� M Gutzwiller for the Schrödinger operator,
using the quasiclassical approximation of the
Green function (the ‘‘van Vleck’s formula’’); it
is interesting to note that the word ‘‘trace
formula’’ is not written, but Gutzwiller instead
speaks of a new ‘‘quantization method’’ (the old
one being ‘‘Einstein–Brillouin–Keller (EBK)’’ or
‘‘Bohr–Sommerfeld rules’’).
� R Balian and C Bloch, for the eigenfrequencies of

a cavity, use what they call a ‘‘multiple reflection
expansion.’’ They asked about a possible applica-
tion to Kac’s problem.

At the same time, under the influence of Mark
Kac’s famous paper ‘‘Can one hear the shape of a
drum?,’’ mathematicians became quite interested in
inverse spectral problems, mainly using heat kernel
expansions (for the state of the art around 1970, see
Berger et al. (1971)).

The SCTF was put into its final mathematical
form for the Laplace operator on closed manifolds
by three groups of people around 1973–75:

� Y Colin de Verdière in his thesis was using the
short-time expansion of the Schrödinger kernel
and an approximate Feynman path integral. He
proved that the spectrum of the Laplace operator
determines generically the lengths of closed
geodesics.
� J Chazarain derived the qualitative form of the

trace for the wave kernel using Fourier integral
operators.
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� Using the full power of the symbolic calculus of
Fourier integral operators, H Duistermaat and
V Guillemin were able to compute the main term
of the singularity from the Poincaré map of the
closed orbit. Their paper became a canonical
reference on the subject.

After that, people were able to extend SCTF to:

� general semiclassical Hamiltonians (Helffer–
Robert, Guillemin–Uribe, Meinrenken),
� manifolds with boundary (Guillemin–Melrose),
� surfaces with conical singularities and polygonal

billiards (Hillairet), and
� several commuting operators (Charbonnel–

Popov).

Recently, some researchers have remarked about the
nonprincipal terms in the singularities expansion
which come from the semiclassical Birkhoff normal
form (Zelditch, Guillemin).

Selberg Trace Formula

We consider a compact hyperbolic surface X.
‘‘Hyperbolic’’ means that the Riemannian metric is
locally (dx2 þ dy2)=y2 or is of constant curvature
�1. Such a surface is the quotient X = H=� where �
is a discrete co-compact subgroup of the group of
isometries of the Poincaré half-plane H. Closed
geodesics of X are in bijective correspondence with
nontrivial conjugacy classes of �. More precisely,
the set of loops C(S1, X) splits into connected
components associated to conjugacy classes and
each component of nontrivial loops contains exactly
one periodic geodesic.

Theorem 1 (Selberg trace formula). If � is a real-
valued function on R whose Fourier transform �̂ is
compactly supported and �j = 1=4þ �2

j is the spec-
trum of the Laplace operator on X, we have:

X1
j¼1

�ð�� �jÞ ¼
A

2�

Z
R

�ð�þ sÞs tanh �s ds

þ
X
�2P

X1
n¼1

l�
2� sinhðnl�=2Þ

� Reð�̂ðnl�Þein�l� Þ

where A is the area of X, P the set of primitive
conjugacy classes of � and, for � 2 P, l� is the length
of the unique closed geodesic associated to �.

A nice recent presentation of the Selberg trace
formula can be found in Marklof (2003).

Semiclassical Schrödinger Operators
on Riemannian Manifolds

If (X, g) is a (possibly noncompact) Riemannian
manifold and V : X!R a smooth function which
satisfies lim infx!1 V(x) = E1 > �1, the differential
operator Ĥ = (1=2)�h2�þ V is semibounded from
below and admits self-adjoint extensions. For all
those extensions, the spectrum is discrete in the interval
e �1, E1d and eigenfunctions Ĥ’j = Ej’j are loca-
lized in the domain V � Ej. If X is compact and V = 0,
we recover the case of the Laplace operator.

We will denote this part of the spectrum by

inf V < E1ð�hÞ < E2ð�hÞ � � � � � Ejð�hÞ � � � � < E1

For the Laplace operator, we have Ej = �h2�j, where
�1 � �2 � � � � � �j � � � � is the spectrum of the
Laplace operator.

The SCTF can also be derived the same way for
Schrödinger operators with magnetic field. One can
even extend it to Hamiltonian systems which are not
obtained by Legendre transform from a regular
Lagrangian. In this case, Morse indices have to be
replaced by the more general Maslov indices.

Classical Dynamics

Newton Flows

Euler–Lagrange equations for the Lagrangian
L(x, v) := (1=2)kvk2

g � V(x) admit a Hamiltonian
formulation on T?X whose energy is given by
H = (1=2)k�k2

g þ V(x). We will denote by XH the
Hamiltonian vector field

XH :¼
X

j

@H

@�j
@xj
� @H

@xj
@�j

Preservation of H by the dynamics shows immedi-
ately that the Hamiltonian flow �t restricted to H <
E1 is complete.

The Hamiltonian H is the ‘‘classical limit’’ of Ĥ;
in more technical terms, H is the semiclassical
principal symbol of Ĥ.

If V = 0, H = (1=2)gij�i�j and the flow is the geo-
desic flow.

Periodic Orbits

Definition 1 A periodic orbit (�, T) (also denoted
p.o.) of the Hamiltonian H consists of an orbit �
of XH which is homeomorphic to a circle and
a nonzero real number T so that �T(z) = z for all
z 2 �. We will denote by T0(�) > 0 (the primitive
period) the smallest T > 0 for which �T(z) = z.
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If (T, E) are given, WT, E is the set of z’s so that
H(z) = E and �T(z) = z.

� The (linear) Poincaré map �� of a p.o. (�, T) with
H(�) = E: we restrict the flow to SE := {H = E}
and take a hypersurface � inside SE transversal to
� at the point z0. The associated return map P is a
local diffeomorphism fixing z0. Its linearization
�� := P0(z0) is the linear Poincaré map, an
inversible (symplectic) endomorphism of the
tangent space Tz0

�.
� The Morse index �(�): p.o. (�, T) is a critical point

of the action integral
R T

0 L(�(s), �̇ (s)) ds on the
manifold C1(R=TZ, X). It always has a
finite Morse index (Milnor 1967) which is denoted
by �(�). For general Hamiltonian systems, the Morse
index is replaced by the Conley–Zehnder index.
� The nullity index 	(�) is the dimension of the

space of infinitesimal deformations of the p.o. �
by p.o. of the same energy and period. We always
have 	(�) � 1 and 	(�) = 1þ dim ker (Id� ��).

Example 1 (Geodesic flows)

� Riemannian manifold with sectional curvature <0:
in this case, we have for all periodic geodesics
�(�) = 0, 	(�) = 1.
� Generic metrics: for a generic metric on a closed

manifold, we have 	(�) = 1 for all periodic
geodesics.
� For flat tori of dimension d: we have �(�) = 0 and
	(�) = d.
� For sphere of dimension 2 with constant curva-

ture: if �n is the nth iterate of the great circle, we
have �(�n) = 2jnj and 	(�n) = 3.

It is a beautiful result of J-P Serre that any pair of
points on a closed Riemannian manifold are end-
points of infinitely many distinct geodesics. Count-
ing geometrically distinct periodic geodesics is much
harder especially for simple manifolds like the
spheres. It is now known that every closed Riemannian
manifold admits infinitely many geometrically distinct
periodic geodesics (at least, in some cases, for
generic metrics, (Berger 2000 chap. V). There exists
significant knowledge concerning more general
Hamiltonian systems as well.

Nondegeneracy

There are several possible nondegeneracy assump-
tions. They can be formulated ‘‘à la Morse–Bott’’
(critical point of action integrals) or purely
symplectically.

Definition 2 Two submanifolds Y and Z of X
intersect cleanly iff Y \ Z is a manifold whose

tangent space is the intersection of the tangent
spaces of Y and Z.

Fixed points of a smooth map are clean if the
graph of the map intersects the diagonal cleanly.

Definition 3 We will denote by (ND) the following
property of the p.o. (�0, T0): the fixed points of the
associated (nonlinear) Poincaré map P are clean.

The set WT, E is ND if all p.o.’s inside are ND.
WT, E is then a manifold of dimension 	(�).

Example 2

� Generic case: 	= 1; (ND) is equivalent to ‘‘1 is
not an eigenvalue of the linear Poincaré map.’’
In this case, we can deform the p.o. smoothly by
moving the energy. This family of p.o.’s is called
a cylinder of p.o.’s. The period T(E) is then a
smooth function of E.
� Completely integrable systems: 	= d; (ND) is then a

consequence of the so-called ‘‘isoenergetic KAM
condition’’: assuming the Hamiltonian is expressed
as H(I1, . . . , Id) using action-angle coordinates, this
condition is that the mapping I! [rH(I)] from the
energy surface H = E into the projective space is a
local diffeomorphism. This condition implies that
Diophantine invariant tori are not destructed by a
small perturbation of the Hamiltonian.
� Maximally degenerated systems: it is the case

where all orbits are periodic (	= 2d � 1). For
example, the two-body problem with Newtonian
potential and the geodesic flows on compact
rank-1 symmetric spaces.

Canonical Measures and Symplectic Reduction

Under the hypothesis (ND), the manifold WT, E admits
a canonical measure �c, invariant by �t. In the case
	= 1, this measure is given by jdtj=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det(Id� �)

p
.

By using a Poincaré section, it is enough to
understand the following fact: if A is a symplectic
linear map, the space ker (Id� A) admits a canonical
Lebesgue measure.

We start with the following construction: let L1

and L2 be two Lagrangian subspaces of a symplectic
space E and !j, j = 1, 2, be half-densities on Lj,
denoted by !j 2 �1=2(Lj). If W = L1 \ L2, we have
the following canonical isomorphisms: �1=2(Lj) =
�1=2(W)	 �1=2(Lj=W). So �1=2(L1)	 �1=2(L2) =
�1=2(L1=W)	�1=2(L2=W)	�1(W). Mj = Lj=W are
two Lagrangian subspaces of the reduced space
Wo=W whose intersection is 0. Hence, by using
the Liouville measure on it, we get �1=2(M1)	
�1=2(M2) = C. Hence, we get a density !1 ? !2

on W. It turns out that the previous calculation is one
of the main algebraic pieces of the symbolic calculus of
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Fourier integral operators and the density !1 ? !2

arises in stationary-phase computations.
The graph of a symplectic map is equipped with a

half-density by pullback of the Liouville half-
density. So we can apply the previous construction
to the intersection of the graph of A and the graph
of the identity map.

Actions

Definition 4 If (�, T) is a p.o., we define the
following quantity which is called action of �:

Að�Þ ¼
Z
�

� dx

In the (ND) case, A(�) is constant on each connected
component of WT, E.

In the generic case and if T 0(E) 6¼ 0 (cylinder of
p.o.), p.o.’s of the cylinder are also parametrized
by T (i.e., we note by �E the p.o. of the cylinder of
energy E and �T the p.o. of period T). If
a(E) = A(�E) and b(T) =�

R T
0 L(�T(s), _�T(s))ds, a(E)

and b(T) are Legendre transforms of each other.

Playing with Spectral Densities

We will define the ‘‘regularized spectral densities.’’
The general idea is as follows: we want to study an
�h-dependent sequence of numbers Ej(�h) (a spectrum)
in some interval [a, b]. We introduce a non negative
function � 2 S(R) which satisfies

R
�(t)dt = 1, and

also D�, ", �h(E) =
P
�"(E� Ej), where �"(E) =

"�1�(E="). It gives the analysis of the spectrum at
the scale ". Of course, we will adapt the scaling "
to the small parameter �h. If the scaling is of the size
of the mean spacing of the spectrum, we will get a
very precise resolution of the spectrum.

The general philosophy is:

� If �h is the semiclassical parameter of a semiclassi-
cal Hamiltonian, the mean spacing of the eigen-
values is of order �hd (Weyl’s law). The trace
formula gives the asymptotic behavior of
D�, ", h(E) for " 
 �h (and hence " >> �E except
if d = 1). This behavior is not ‘‘universal’’ and
thus contains a significant amount information of
(in our case, on periodic trajectories).
� Better resolution of the spectrum needs the use of

the long-time behavior of the classical dynamics and
is conjecturally universal. It means that eigenvalues
seen at very small scale behave like eigenvalues of an
ensemble of random matrices, the most common one
being the Wigner Gaussian orthogonal ensemble
(GOE) and Gaussian unitary ensemble (GUE).

We fix some interval [a, b] with b < E1.

We define D(E) :=
P

a�Ej�b 
(Ej) as the sum of
Dirac measures at the points Ej and its h-Fourier
transform as

ZðtÞ ¼ trace0ðe�itĤ=�hÞ :¼
X 0

expð�itEj=�hÞ ½1�

where
P0 is the sum over Ej 2 [a, b].

The Duistermaat–Guillemin trick relates the
previous behavior to asymptotics of the regularized
density of eigenvalues. Let us give a function � 2
S(R) so that �̂(t) =

R
e�itE�(E)dE is compactly

supported and

�̂ðtÞ ¼ 1þOðt1Þ; t! 0 ½2�

(all moments of � vanish). We introduce, for E 2
[a, b], D�(E) :=

P0
j

1
�h �(E� Ej=�h). D�(E) is indepen-

dent modulo O(h1) of a, b. We have

D�ðEÞ ¼
1

2��h

Z
�̂ðtÞZðtÞ dt

The idea is now to start from a semiclassical
approximation of U(t) = e�itĤ=�h and to insert it into
eqn [1]. We need only a uniform approximation of
U(t) for t 2 Support(�̂). From the asymptotic expan-
sion of Z(t), we will deduce the asymptotic expan-
sion of D�, the regularized eigenvalue density.

The Smoothed Density of States

The following statement expressing the smoothed
density of eigenvalues is the main result of the
subject. Under the (ND) assumption, it gives the
existence of an asymptotic expansion for D�(E):

Theorem 2 If E is not a critical value of H and the
(ND) condition is satisfied for all p.o.’s of energy
E 2 [a, b] and period inside the support of �̂,

D�ðEÞ ¼ DWeylðEÞ þ
X

DWðT;EÞ þOðh1Þ ½3�

where:

(i)

DWeylðEÞ ¼ ð2��hÞ�d
X1
j¼0

ajðEÞ�hj

 !

with a0(E) =
R

H = E dL=dH
(ii) The sum is over all the manifolds WT, E so that

T 2 Support(�̂).
(iii)

DWðT;EÞ ¼
"

ð2�i�hÞð	ð�Þþ1Þ=2 e�i�ð�Þ�=2

� eiAð�Þ=�h
X
j�0

bjðEÞ�hj
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with

b0ðEÞ ¼ �̂ðTÞ
Z

WT;E

d�c

" ¼
1 if T 0ðEÞ > 0

i if T 0ðEÞ < 0

�
If 	(�) = 1, we get b0 = �̂(T�)T0jdet(Id���)j�1=2.

The Weyl Expansion

If Support(�̂) is contained in [�Tmin, Tmin], where
Tmin is the smallest period of a p.o. � with H(�) = E,
and, if E is not a critical value of H, formula [3]
reduces to

D�ðEÞ 
 ð2��hÞ�d
X1
j¼0

ajðEÞ�hj

 !

From the previous formula, it is possible to deduce
the following estimates:

Theorem 3 If a, b are not critical values of H:

#fjja � Ejð�hÞ � bg
¼ ð2��hÞ�dvolumeða � H � bÞð1þOð�hÞÞ

This remainder estimate is optimal and was first
shown in rather great generality by Hörmander
(1968).

Derivation from the Feynman Integral

The Feynman Integral

R Feynman (Feynman and Hibbs 1965) found
a geometric representation of the propagator,
that is, the kernel p(t, x, y) of the unitary group
exp (�itĤ=�h) using an integral (FPI := Feynman path
integral) on the manifold �t, x, y := {� : [0, t]!
Xj�(0) = x, �(t) = y} of paths from x to y in the
time t; if L(�, �̇) is the Lagrangian, we have, for
t > 0:

pðt; x; yÞ ¼
Z

�t;x;y

exp
i

�h

Z t

0

Lð�ðsÞ; _�ðsÞÞ ds

� �
jd�j

where jd�j is a ‘‘Riemannian measure’’ on the
manifold �t, x, y with the natural Riemannian
structure.

There is no justification FPI as a useful mathema-
tical tool. Nevertheless, FPI gives good heuristics
and right formulas.

The Trace and Loop Manifolds

Let us try a formal calculation of the partition
function and its semiclassical limit. We get

ZðtÞ ¼
Z

X

jdxj
Z

�x;x;t

exp
i

�h

Z t

0

Lð�ðsÞ; _�ðsÞÞds

� �
jd�j

If we denote by �t the manifold of paths
� : R=tZ ! X, (loops) and we apply Fubini (sic !),
we get

ZðtÞ ¼
Z

�t

exp
i

�h

Z t

0

Lð�ðsÞ; _�ðsÞÞ ds

� �
jd�j

The Semiclassical Limit

We want to apply stationary phase in order to get
the asymptotic expansion of Z(t); critical points of
Jt : �t ! R are the p.o.’s of the Euler–Lagrange flow
and hence of the Hamiltonian flow of period t. We
require the ND assumption (Morse–Bott), the Morse
index, and the determinant of the Hessian:

1. The ND assumption is the original Morse–Bott
one in Morse theory: we have smooth manifolds
of critical points and the Hessian is transversally
ND.

2. The Morse index is the Morse index of the action
functional on periodic loops: L(�) :=

R t
0 L(�(s),

�̇(s))ds.
3. The Hessian is associated to a periodic Sturm–

Liouville operator for which many regulariza-
tions have already been proposed.

In this manner, we get a sum of contributions
given by the components Wj, t of Wt:

ZjðtÞ ¼ ðihÞ�	j=2eði=�hÞLð�Þcjð�hÞ

with cj(�h) 

P1

l = 0 cj, l�h
l and

cj;0 ¼
e�i�ð�=2Þ

j
j1=2

where � is the Morse index and 
 is a regularized
determinant.

The Integrable Case

As observed by Berry–Tabor, the trace formula in
this case comes from Poisson summation formula
using action-angle coordinates. Asymptotic of the
eigenvalues to any order can then be given in the so-
called quantum integrable case by Bohr–Sommerfeld
rules.
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The Maximally Degenerated Case

Let us assume that (X, g) is a compact Riemannian
manifold for which all geodesics have the same
smallest period T0 = 2�. Then we have the following
clustering property:

Theorem 4 There exists some constant C and some
integer � so that

(i) the spectrum of � is contained in the union of
the intervals

Ik ¼ kþ �
4

� �2
�C; kþ �

4

� �2
þC

� 	
;

k ¼ 1; 2; . . .

(ii) N(k) = #Spectrum(�) \ Ik is a polynomial func-
tion of k for k large enough.

The property (ii) is consequence of the trace
formula.

Applications to the Inverse
Spectral Problem

We will now restrict ourselves to the case of the
Laplace operator on a compact Riemannian mani-
fold (X, g). The main result is as follows:

Theorem 5 (Colin de Verdière). If X is given, there
exists a generic subset GX, in the sense of Baire
category, of the set of smooth Riemannian metrics on
X, so that, if g 2 GX, the length spectrum of (X, g) can
be recovered from the Laplace spectrum. The set GX

contains all metrics with <0 sectional curvature and
(conjecturally) all metrics with<0 sectional curvature.

We can take for GX the set of metrics for which all
periodic geodesics are nondegenerate and the length
spectrum is simple.

Some cancelations may occur between the asympto-
tic expansions of two ND periodic trajectories with the
same actions if the Morse indices differ by 2 mod 4.

The Case with Boundary

If (X, g) is a smooth compact manifold with boundary,
one introduces the broken geodesic flow by extending
the trajectories by reflection on the boundary. SCTFs
have been extended to that case by Guillemin and
Melrose. Periodic geodesics which are transversal to
the boundary contribute to the density of states in the
same way as for periodic manifolds. Periodic geodesics
inside the boundary are in general accumulation of
periodic geodesics near the boundary: their contribu-
tions is therefore very complicated analytically.

Bifurcations

Let us denote by CH � R2
T, E, the set of pairs (T,E)

for which WT, E is not empty. The previous results
apply to the ‘‘smooth’’ part of the set CH. Among
other interesting points are points (0,E) with critical
value E of H (Brummelhuis–Paul–Uribe) and points
corresponding to bifurcation of p.o. when moving
the energy.

Detailed studies of some of these points have been
done, for example, the results of suitable applica-
tions of the theory of singularities of functions
of finitely many variables, their deformations (catas-
trophe theory), and applications to stationary-phase
method, and a significant body of knowledge on
these subjects now exists.

SCTF and Eigenvalue Statistics

One of the main open mathematical problems is:
‘‘can one really use appropriate forms of the SCTF
as quantization rules and use it in order to derive
eigenvalues statistics?’’

This problem is related to the fine-scale study of the
eigenvalue spacings (" << �h). It is one of the important
unsolved problems of the so-called ‘‘quantum chaos.’’
Many people think that progress in this field will allow
us to solve the Bohigas–Giannoni–Schmit conjecture:
‘‘if the geodesic flow is hyperbolic, eigenvalue distribu-
tion follows random matrix asymptotics.’’

See also: Billiards in Bounded Convex Domains;
h-Pseudodifferential Operators and Applications;
Quantum Ergodicity and Mixing of Eigenfunctions;
Random Matrix Theory in Physics; Regularization for
Dynamical Zeta Functions; Resonances.
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Introduction

A semilinear wave equation is an equation of the
form

&u ¼ Fðu; u0Þ; u : � 
 R �Rn ! R ½1�

where F : Rnþ2 ! R is a smooth function, the
d’Alembert operator & is defined as

&¼D2
t �D2

x1
� � ��D2

xn
; Dt ¼

@

@t
; Dxj

¼ @

@xj
½2�

and u0 denotes the vector of all first-order deriva-
tives of u:

u0 ¼ ðDtu;Dx1
u; . . . ;Dxn

uÞ � ðut; ux1
; . . . ; uxn

Þ

Sometimes the term ‘‘semilinear’’ is used in a more
restrictive sense and refers to the special class of
equations

&u¼ f ðuÞ ½3�

The very particular case f (u) =�mu, m > 0, corres-
ponds to the Klein–Gordon equation, used to model
relativistic particles. True nonlinear terms of the form
f (u) =�mu� u3, m � 0 (meson equation), or
f (u) =�sin u (sine-Gordon equation) have been pro-
posed as models of self-interacting fields with a local
interaction. Notice that for the physical applications it
is natural to consider complex-valued functions u(t, x);
in the general case of eqn [1], this actually means that
we are considering a 2� 2 system in <u and =u.
However, the natural physical requirement of gauge
invariance restricts the possible nonlinearities to the
functions satisfying the condition

f ðei�uÞ ¼ f ðuÞei�; 8 � 2 R ½4�
Thus, in particular f (0) = 0 and we see that f must
be of the form f (u) = g(juj2)u for some g. Since the
gauge-invariant wave equation

&u ¼ gðjuj2Þu ½5�

has essentially the same properties as the real-valued
equation [3], it is not too restrictive to study only
real-valued functions as we shall mostly do in the
following.

The more general equations of the form [1],
involving the derivatives of u, are encountered in
several physical theories, including the nonlinear

-models and general relativity.

However, beyond the concrete physical applica-
tions, eqn [1] is important since it is a simplified but
relevant model of much more general equations and
systems of mathematical physics; despite its simple
structure, the semilinear wave equation presents
already all the main difficulties and phenomena of
nonlinear wave interaction, and it represents an
ideal laboratory for such problems.

In this article we plan to give a concise but, as far
as possible, comprehensive review of the main
research directions concerning eqn [1], and in
particular we shall focus on the global existence of
both large and small nonlinear waves, and the
problem of local existence for low-regularity solu-
tions. A large part of the theory extends to nonlinear
perturbations of the form &u = F(u, u0, u00) and to
the fully nonlinear case; we have no space here to
give an account of these developments and we must
refer the reader to the books and papers cited in the
‘‘Further reading’’ section.
Classical Results

Equations [1] and [3] are hyperbolic with respect to
the variable t. This is a precise way of stating that
the ‘‘correct’’ problem for it is an initial-value
problem (IVP) with data at some fixed time, or



more generally on some spacelike surface: this
means that we assign two functions u0(x), u1(x),
called the ‘‘initial data,’’ and we look for a function
u(t, x) satisfying the IVP:

&u¼ Fðu;u0Þ; uð0;xÞ ¼ u0ðxÞ; utð0;xÞ ¼ u1ðxÞ ½6�

This setting is in agreement with the physical picture
of an evolution problem: the data represent the
complete state of a system at a fixed time, and they
uniquely determine the evolution of the system,
which is described by the differential equation.

This rough statement of the problem is sufficient
when working with smooth functions, as in the
classical approach. By purely classical methods, that
is, energy inequalities and nonlinear estimates, it is
not difficult to prove the following local existence
result, where Hk = Hk(Rn) denotes the Sobolev
space of functions with k derivatives in L2(Rn):

Theorem 1 Assume F is C1. Let (u0, u1) 2 Hk�
Hk�1 for some k > 1þ n=2. Then there exists a time
T = T(ku0kHk þ ku1kHk�1 ) > 0 such that problem
[6] has a unique solution belonging to (u, ut) 2
C([�T, T]; Hk)� C([�T, T]; Hk�1).

If F = F(u) depends only on u, the result holds for
all k > n=2.

Proof We decided to include a sketchy but com-
plete proof of this result since it shows the basic
approach to nonlinear wave equations: many results
of the theory, even some of the most delicate ones,
are obtained by suitable variations of the contrac-
tion method, and are similar in spirit to this classical
theorem.

Assume for a moment that the equation is linear
so that F = F(t, x) is a given smooth function of (t, x).
For the linear equation &u = F, we can construct a
solution u using explicit formulas. Moreover, u
satisfies the energy inequality

EkðtÞ 	 Ekð0Þ þ
Z t

0

kFðs; �ÞkHk�1 ds ½7�

where the energy Ek(t) is defined as

EkðtÞ ¼ kuðt; �ÞkHk þ kutðt; �ÞkHk�1 ½8�

Now we introduce the space XT = C([�T, T]; Hk) \
C1([�T, T]; Hk�1), the space YT = C([�T, T]; Hk�1),
the mapping � : F! u that takes the function F(t, x)
into the solution of &u = F (with fixed data u0, u1),
and the mapping �(u) = F(u, u0) which is the original
right-hand side of the equation.

The energy inequality tells us that � is bounded
from YT to XT . Actually, for M large enough with

respect to Ek(0) (the Hk norm of the data), � takes
any ball BY(0, N) of YT into the ball BX(0, MþNT)
of XT . Moreover, if we apply [7] to the difference of
two equations &u = F and &v = G, we also see that
� is Lipschitz continuous from YT to XT , with a
Lipschitz constant CT.

On the other hand, �(u) = F(u, u0) takes XT to YT ,
provided k > 1þ n=2; we can even say that it is
Lipschitz continuous from BX(0, M) to BY(0, C(M))
for some function C(M), with a Lipschitz constant
C1(M) also depending on M. This follows easily
from Moser type estimates like

kFðu; u0ÞkHk�1 	 �ðkukL1ÞkukHk ; k >
n

2
þ 1

or

kFðuÞkHk 	 �ðkukL1ÞkukHk ; k >
n

2

Now it is easy to conclude: the composition � 
�
maps XT into itself, and actually is a contraction of
BX(0, M) into itself provided M is large enough with
respect to the data, and T is small enough with
respect to M. The unique fixed point is the required
solution. &

The wave operator has an additional important
property called the finite speed of propagation,
which can be stated as follows: given the IVP

&u ¼ 0; uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ

if we modify the data ‘‘outside’’ a ball B(x0, R) � Rn,
the values of the solution inside the cone

Kðx0;RÞ ¼ fðt; xÞ : t � 0; jx� x0j < R� tg

do not change. Notice that K(x0, R) is the cone with
basis B(x0, R) and tip (R, x0); the slope of its mantle
represents the speed of propagation of the signals,
which for the wave operator & is equal to 1. The
property extends without modification to the semi-
linear problem [6], at least for the smooth solutions
given by Theorem 1. Actually, it is not difficult to
modify the proof of the theorem to work on cones
instead of bands [�T, T]� Rn; in other words, given
a ball B = B(x0, R), we can assign two data
u0 2 Hk(B), u1 2 Hk�1(B)(k > n=2þ 1) and prove
the existence of a local solution on the cone
K(x0, R) for some time interval t 2 [0, T].

In general, the finite speed of propagation allows
us to localize in space most of the results and the
estimates; as a rule of thumb, we expect that what is
true on a band [0, T]� Rn should also be true on
any truncated cone K(x0, R) \ {0 	 t 	 T}.
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Symmetries

The linear wave equation can be written as the
Euler–Lagrange equation of a suitable Lagrangian.
This is still true for the semilinear perturbations of
the form

&uþ f ðuÞ¼ 0 ½9�

Indeed, denoting with F(s) =
R s

0 f (�) d� the primitive
of f, the Lagrangian of [9] is

LðuÞ¼
Z Z

�1

2
jutj2þ

1

2
jrxuj2þFðuÞ

� �
dtdx ½10�

The functional L is not positive definite; hence, the
variational approach gives only weak results. How-
ever, this point of view allows us to apply Noether’s
principle: any invariance of the functional is related
to a conservation law of the equation. These
conserved quantities can also be obtained by taking
the product of the equation by a suitable multiplier,
although this method is far from obvious in many
cases. We describe here this circle of ideas briefly.

The functional L is invariant under the Poincaré
group, generated by time and space translations and
the Lorentz transformations (� > 1, c 6¼ 0):

t 7! �t � xj=cffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � 1
p ; xj 7!

�xj � ctffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � 1
p ½11�

The infinitesimal generators of the translations are
simply the partial derivatives Dt and Dxj . The Lorentz
transformations can be decomposed as a rotation
followed by a boost, and indeed a corresponding
complete set of infinitesimal generators are the operators

�jk ¼ xjDk � xkDj; �j ¼ xjDt þ tDj ½12�

All the operators in the Poincaré group commute
with & exactly.

The conservation law related to time translations
(time derivative) is the fundamental ‘‘conservation of
energy’’

EðtÞ ¼
Z

1

2
u2

t þ
1

2
jrxuj2 þ FðuÞ

� �
dx ¼ Eð0Þ ½13�

while spatial translations (spatial derivatives) lead to
the conservation of momentaZ

utuxj
dx ¼ const:; j ¼ 1; . . . ; n

On the other hand, infinitesimal rotations and
boost [12] are connected to the conservation of
angular momentaZ

xkDju� xjDku
� �

�Dtu dx ¼ const:;

j; k ¼ 1; . . . ; n ½14�

and Z
xkeðuÞþDku Dtu½ �dx¼ const:;

k¼ 1; . . . ;n ½15�

where

eðuÞ ¼ 1
2u

2
t þ 1

2jrxuj2 þ FðuÞ ½16�

is the energy density.
The Poincaré group does not exhaust the invar-

iance properties of the free wave equation. Among
the other transformations which commute or almost
commute with &, we mention the spacetime dilations
and inversions (which together with translations and
Lorentz transformations generate the larger confor-
mal group), the scaling u 7! �u, the spatial dilations,
and, in the complex-valued case, the gauge transfor-
mation u 7! ei�u. In this way several useful conserva-
tion laws can be obtained, including the conformal
energy identities of K Morawetz.

Strichartz Estimates

Energy estimates are very useful tools but they have
some major shortcomings. The main one is clearly
the large number of derivatives necessary to estimate
the nonlinear term. This is why the modern theory
of semilinear wave equations relies mainly on
different tools, which go under the umbrella name
of Strichartz estimates and express the decay
properties of solutions when measured in Lp or
related norms. In this section we summarize these
estimates in their most general form, and try to give
a feeling of the techniques involved.

Consider the following IVP for a homogeneous
linear wave equation:

&u ¼ 0; uð0; xÞ ¼ 0; utð0; xÞ ¼ f ðxÞ ½17�

The conservation of energy states that

kutðt; �Þk2
L2 þ krxuðt; �Þk2

L2 � kfk2
L2 ½18�

for all times t. Thus, we see that L2-type norms of
the solution do not decay. The interesting fact is that
if we measure the solution u in a different Lp-norm,
p > 2, the norm decays as t!1, and the decay is
fastest for the L1-norm.

To appreciate the dispersive phenomena at their
best, let us assume that the Fourier transform of the
data is localized in an annulus of order 1:

supp f̂ ð�Þ � f1=2 	 j�j 	 2g ½19�
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Then the corresponding solution u(t, x) has the same
property, and we see that

kukL2 ¼ kûkL2 	 2kj�jûkL2 � 2krukL2 	 4kukL2

We condense the last line in the shorthand notation

kukL2 ’ krukL2

We shall also write

kvkX�<kwkY () kvkX 	 CkwkY for some C

We can now rewrite the conservation of energy
[20] in a very simple form; for localized data (and
hence a localized solution) as in [19], we have

kuðt; �ÞkL2�< kfkL2 ½20�

The basic L1-estimate for a solution of [17] with
localized data as in [19] is simply

kuðt; �ÞkL1 �< t�ðn�1Þ=2kfkL1 ½21�

This estimate is well known since the 1960s; it can
be proved easily by several techniques, notably by
the stationary-phase method. Property [21] mea-
sures the fact that as time increases, the total
energy of the solution remains constant but spreads
over a region of increasing volume, due to the
propagation of waves. If we interpolate between
[20] and [21], we obtain the full set of dispersive
estimates

kuðt; �ÞkLq�< t�ðn�1Þð1=2�1=qÞkfkLp

1

q
þ 1

p
¼ 1; 2 	 q 	 1

½22�

Recall that we are working with localized solutions
on the annulus j�j � 1; it is easy to extend the
above estimates to general solutions by a rescaling
argument, exploiting the fact that, if u(t, x) is a
solution of the homogeneous wave equation,
u(�t,�x) is also a solution for any constant �.
Indeed, if f̂ (and hence û) is supported in the
annulus 2j�1 	 j�j 	 2jþ1, j 2 Z, by rescaling [21],
we obtain

kuðt; �ÞkL1 �< t�ðn�1Þ=22jðn�1Þ=2kfkL1 ½23�

If f is any smooth function, not localized in
frequency, we can still write it as a series

f ¼
X
j2Z

fj

where supp f̂j � {2j�1 	 j�j 	 2jþ1}. The quantity

kfk _Bs
1;1
¼
X
j2Z

2jskfjkL1

is by definition the _Bs
1,1 Besov norm of f. Thus,

summing the estimates [23] over j, we conclude that
a general solution of [17] satisfies the dispersive
estimate

kuðt; �ÞjL1 �< t�ðn�1Þ=2kfk _B
ðn�1Þ=2
1;1

½24�

The Strichartz estimates can be obtained as a
consequence of the above dispersive estimates, plus
some subtle functional analytic arguments. In the
general form we give here, they were proved by
J Ginibre and G Velo, and in the most difficult
endpoint cases by Keel and T Tao. The solution of
the homogeneous problem [17] studied above can be
written as

uðt; xÞ ¼ sinðtjDjÞ
jDj f ; jDj � F�1j�jF

(here F denotes the Fourier transform). On the
other hand, the solution of the complete nonhomo-
geneous problem

&u ¼ Fðt;xÞ; uð0;xÞ ¼ u0; utð0;xÞ ¼ u1ðxÞ ½25�

can be written by Duhamel’s formula as

uðt;xÞ ¼ @

@t

sinðtjDjÞ
jDj u0 þ

sinðtjDjÞ
jDj u1

þ
Z t

0

sinððt � sÞjDjÞ
jDj f ds

and we see that the above estimates [22] apply to all
the operators appearing here. If we consider problem
[25] and we assume that the data F(t, x), u0, u1 are
localized in frequency so that F̂(t, �), û0, û1 have
support in the annulus j�j � 1, the Strichartz estimate
takes the following form:

kukLp
I
Lq�< ku0kL2 þ ku1kL2 þ kFkL

~p0
I

L~q0 ½26�

Here the dimension is n � 2; Lp
I Lq denotes the space

with norm

kukLp
I
Lq ¼

Z
I

kuðt; �Þkp
LqðRnÞ dt

� �1=p

; I ¼ ½0;T�

or I ¼ R

the indices p, q satisfy the conditions

1

p
þ 1

q

n� 1

2
	 1

2

n� 1

2
;

p 2 ½2;1�; ðn; p; qÞ 6¼ ð3; 2;1Þ ½27�

while ~p, ~q satisfy an identical condition (and p0

denotes the conjugate index to p). The constant in
inequality [26] is uniform with respect to the
interval I.
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To get the most general form of the estimates,
some additional function space trickery is required.
As before, a simple rescaling argument extends
estimate [26] to the case of data F, u0, u1, whose
spatial Fourier transforms are localized in the
annulus 2j�1 	 j�j 	 2jþ1; we obtain

2jð1=pþn=qÞkukLp
I
Lq�< 2jn=2ku0kL2

þ 2jðn=2�1Þku1kL2

þ 2jð1=~p0þn=~q0�2ÞkFk
L

~p0
I

L~q0

Finally, if the data are arbitrary, we may decompose
them as series of localized functions, and summing
the corresponding estimates we obtain the general
Strichartz estimates for the wave equation [25]: for
all (p, q) and (~p, ~q) as in [27],

kuk
Lp

I
_B

1=pþn=q

q;2
�<ku0k _Hn=2 þ ku1k _Hn=2�1

þ kFk
L

~p0
I

_B
1=~p0þn=~q0�2

~q0 ;2
½28�

Here, given a decomposition f =
P

j2Z fj, the
homogeneous Besov and Sobolev norms are defined,
respectively, by the identities (obvious modification
for r =1):

kfkr
_Bs

q;r
¼
X
j2Z

2jsrkfjkr
Lq ;

kuk _Hs ¼ kj�jsûkL2 ’ kuk _Bs
2;2

It is easy to convert the estimates [28] into a form
that uses only the more traditional norms

kfk _Hs
q
� kjDjsfkLq ; jDj� � F�1j�j�F

since by the Besov–Sobolev embedding we have

_Bs
q;2 � _Hs

q for 2 	 q <1;
_Bs

q;2 
 _Hs
q for 1 < q 	 2

Notice that if we apply to the equation and the
data the operator jDj� =F�1j�j�F , which commutes
with &, the Strichartz estimate [28] can be rewritten
in an apparently more general form:

kuk
Lp

I
_B

1=pþn=qþ�
q;2

�< ku0k _H
n=2þ�

þku1k _H
n=2�1þ� þkFk

L
~p0
I

_B
1=~p0þn=~q0�2þ�
~q0 ;2

½29�

In particular, it is possible to choose the indices in
such a way that no derivatives appear on u and F:
this choice gives

kukLpðRnþ1Þ �< ku0k _H1=2 þ ku1k _H�1=2 þ kFkLp0 ðRnþ1Þ

p ¼ 2ðnþ 1Þ
n� 1

which is the estimate originally proved by Strichartz.

Global Large Waves

As for ordinary differential equations (ODEs), the
local solutions constructed in Theorem 1 can be
extended to a maximal time interval [0, T�], and a
natural question arises: are these maximal solutions
global, that is, is T�=1?

For generic nonlinearities and large data, the
answer is negative; in a dramatic way, in general
the norm ku(t, � )kL1 is unbounded as t"T� <1.
The reason for this is simple: using the finite speed
of propagation, we can localize the equation and
work on a cone; then if we take constant functions
as initial data, the solution inside the cone does not
depend on x, and the equation restricted to the cone
effectively reduces to an ODE:

&u ¼ f ðuÞ () y00ðtÞ ¼ f ðyÞ;
yðtÞ � uðt; xÞ ½30�

By this remark it is elementary to construct solutions
of the IVP [6] that blow up in a finite time.

This construction does not apply if the equation
has some positive conserved quantity. Indeed, con-
sider a general gauge-invariant equation

&uþ gðjuj2Þu ¼ 0;

uð0;xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ
½31�

for some smooth function g(s). Writing G(s) =R s
0 g(�) d�, multiplying the equation by ut, and

integrating over Rn, it is easy to check that the
nonlinear energy

EðtÞ ¼
Z
jutj2 þ jrxuj2 þGðjuj2Þ
h i

dx � Eð0Þ ½32�

is constant in time, provided the solution u is
smooth enough. When G(s) has no definite sign,
we can proceed as above and construct solutions
that blow up in finite time; this is usually called the
‘‘focusing’’ case. However, if we assume that
G(s) � 0 (‘‘defocusing’’ case), the energy E(t) is
non-negative. The corresponding ODE, which is
y00 þ g(y2)y = 0, has only global solutions, and one
may guess that also the solutions of [31] can be
extended to global ones.

This innocent-looking guess turns out to be one of
the most difficult problems of the theory of nonlinear
waves, and is actually largely unsolved at present.

The only general result for eqns [31] is Segal’s
theorem, stating that the IVP has always a global
weak solution:

Theorem 2 Let g(s) be a C1 non-negative function
on [0,þ1), write G(s) =

R s
0 g(�) d� and assume that

for some constant C

sgðs2Þ 	 CGðs2Þ; lim
s!þ1

GðsÞ ¼ þ1 ½33�
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Then for any (u0, u1) 2 H1 � L2 such that G(ju0j2)
2 L1, the IVP [31] has a global solution u(t, x) in the
sense of distributions, such that u0 2 L1 (R, L2(Rn))
and F(u) 2 L1(R, L1(Rn)).

The proof (see Shatah and Struwe (1998)) is
delicate but elementary in spirit: by truncating the
nonlinear term, we can approximate the problem at
hand with a sequence of problems with global
solution; then the conservation law [32] yields
some extra compactness, which allows us to extract
a subsequence converging to a solution of the
original equation.

Thus we see that, despite its generality, this result
does not shed much light on the difficulties of the
problem. Indeed, the weak solution obtained might
not be unique, nor smooth, and in these questions
the real obstruction to solving [31] is hidden.

Notice that in the one-dimensional case n = 1 the
solution is always unique and smooth when the data
are smooth, since in this case E(t) controls the L1-
norm of u. For higher dimensions n � 2, something
more can be proved if we assume that the nonlinear
term has a polynomial growth:

sgðs2Þ ¼ jsjp�1s for s large; p > 1 ½34�

In particular, the defocusing wave equation with a
power nonlinearity

&uþ jujp�1u ¼ 0 ½35�

has been studied extensively. Notice that when p is
close to 1, the term jujp�1u becomes singular near 0;
this introduces additional difficulties in the problem;
for this reason, it is better to consider a smooth term
as in [34].

We can summarize the best-known results con-
cerning [31] under [34] as follows. Let p0(n) be the
number

p0ð1Þ ¼ p0ð2Þ ¼ 1

p0ðnÞ ¼ 1þ 4

n� 2
for n � 3

Then

� in the subcritical case 1 	 p < p0(n), for any data
(u0, u1) 2 H1 � L2, there exists a unique solution
u 2 C(R; H1) such that u0 2 C(R; L2);
� the same result holds in the critical case p = p0(n)

for n � 3; and
� when 3 	 n 	 7, 1 	 p 	 p0(n), the solution is

smoother if the data are smoother.

These results have been achieved in the course of
more than 30 years through the works of several
authors (it is indispensable to mention at least the

names of K Jörgens, I Segal, W Strauss, W von
Wahl, P Brenner, H Pecher, J Ginibre, G Velo,
R Glassey and the more recent contributions of
J Shatah, M Struwe, L Kapitanski, M Grillakis,
omitting many others). Actually modern proofs are
remarkably simple, and are based again on a
variation of the fixed-point argument. Roughly
speaking, the linear equation &uþ g(jvj2)v = 0
defines a mapping v 7! u; the Strichartz estimates
localized on a cone imply that this mapping is
Lipschitz continuous in suitable spaces, the Lipschitz
constant being estimated by the nonlinear energy of
the solution restricted to the cone. In order to show
that this mapping is actually a contraction, it is
sufficient to prove that the localized energy tends to
zero near the tip of the cone, that is, it cannot
concentrate at a point. Once this is known, it is easy
to continue the solution beyond any maximal time
of existence and prove the global existence and
uniqueness of the solution.

In the supercritical case p > p0(n), very little is
known at present; there is some indication that the
problem is much more unstable than in the
subcritical case (Kumlin, Brenner, Lebeau), and
there is some numerical evidence in the same
direction.

Global Small Waves

It was noted already in the 1960s (Segal, Strauss)
that the equation in dimension n � 2

&u¼ f ðuÞ; uð0;xÞ ¼ "u0ðxÞ; utð0;xÞ ¼ "u1ðxÞ
f ðuÞ ¼Oðjuj�Þ for u� 0

with small data can be considered as a perturbation of
the free wave equation and admits global solutions.
The phenomenon may be regarded as follows: the
wave operator tends to spread waves and reduce their
size (see [21]); the nonlinear term tends to concen-
trate the peaks and make them higher, but at the same
time it makes small waves smaller. If the rate of
dispersion is fast enough, the initial data are small
enough, and the power of the nonlinear term is high
enough, the peaks have no time to concentrate, and
the solution quickly flattens out to 0. Notice that in
dimension 1 there is no dispersion, and this kind of
mechanism does not occur.

It was, however, F John who initiated the modern
study of this question by giving the complete picture
in dimension 3: for the IVP

&u ¼ juj�; uð0; xÞ ¼ "u0ðxÞ
utð0; xÞ ¼ "u1ðxÞ; n ¼ 3
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he proved that, for fixed u0, u1 2 C10 ,

� if � > 1þ
ffiffiffi
2
p

and " is small enough, the solution
is global and
� if 1 < � < 1þ

ffiffiffi
2
p

and the data are not identically
zero, the solutions blow up in a finite time for all "
(i.e., the L1-norm is unbounded).

Later Schaeffer proved that blow-up occurs also at
the critical value �= 1þ

ffiffiffi
2
p

.
W Strauss guessed the correct critical value for all

dimensions – �0(n) is the positive root of the
algebraic equation

n� 1

2
� � nþ 1

2

� �
� ¼ 1

and conjectured that the same picture as in dimen-
sion 3 is valid for all dimensions n � 2.

Soon Sideris proved that, for 1 < � < �0(n) and the
quite general and small data, one always has blow-up.
Also it was proved by Klainerman, Shatah, Christo-
doulou, and others that the positive part of the
conjecture was true for � > �0(n), with a small gap
near the critical value. The gap was closed by
Georgiev, Lindblad, Sogge, who proved global exis-
tence for all � > �0(n). We also mention that the
solution at the critical value �= �0(n) always seems to
blow up; this is settled for low dimension (Schaeffer,
Yordanov, Zhang and others), but the question is still
not completely clear for large dimensions.

This problem has spurred a great deal of
creativity, eventually leading to very fruitful results:
the different approaches have proved useful in a
variety of problems, sometimes quite different from
the original semilinear equation. We mention a few:

� The weighted estimates of F John are estimates of
the solution in spacetime Lp norms with weights
of the form (1þ jtj þ jxj)�(1þ ktj � jxk)	. An
extension of this method was also used in the
final complete proof of the conjecture.
� The vector field approach of S Klainerman. If we

regard energy estimates as norms generated by the
plain derivatives, it is natural to extend them to
more general norms generated by vector fields
commuting, or quasicommuting, with the wave
operator. The conservation of energy expressed in
these generalized norms has a built-in decay that
allows us to prove global existence of small waves.
This circle of ideas led very far, and we might even
regard Christodoulou and Klainerman’s proof of
the stability of Minkowski space for the Einstein
equation as an extreme consequence of this
approach.
� The normal forms of J Shatah. The idea is to

apply a nonlinear (and nonlocal) transformation

to the equation in order to increase the power �.
This method is effective for a variety of equations,
including the semilinear wave, Klein–Gordon, and
Schrödinger equations.
� The conformal transform method of D Christo-

doulou. The Penrose transform takes the wave
operator on R1þn to the wave operator on a
bounded subset of R � Sn, the so-called Einstein
diamond (here Sn is the n-dimensional sphere).
Thanks to the fact that a problem of global
existence is converted into a problem of local
existence, the proof reduces to showing that the
lifespan of the local solution becomes large
enough to cover the whole diamond when "
decreases.

A similar theory has been developed for the more
general semilinear equation

&u ¼ Fðu; u0Þ; Fðu; u0Þ ¼ Oðju; u0j�Þ for u � 0

but the results are less complete. The general picture
is similar: for � � 2 when n � 4, and for � � 3 when
n = 3, one has global small solutions, while for �
close to 1 one in general has blow-up.

A very interesting phenomenon in this context
was discovered by S Klainerman: some nonlinea-
rities with a special structure, called ‘‘null struc-
ture,’’ behave better than the others. This structure
is clearly related to the wave operator, and in the
end it can be precisely explained in terms of
interaction of waves in phase space. We illustrate
these ideas in the most interesting special case.
Consider the equation in three dimensions

&u ¼ FðDtu;DxuÞ; F ¼ Oðju0j�Þ; n ¼ 3

In the ‘‘cubic’’ case �= 3, one has global existence
for all data small enough. On the other hand, in the
‘‘quadratic’’ case �= 2, it is possible to construct
examples where the solution blows up in a finite
time no matter how small the data. Now, assume
that the nonlinear term has the following structure:

Fðu0Þ ¼ aQ0ðu0Þþ
X

0	j<k	3

cjk Qjkðu0ÞþOðju0j3Þ ½36�

which is called a ‘‘null structure’’. Here a,cjk are
constants, and the quadratic forms Q are the
following:

Q0ðu0Þ ¼ jDtuj2 � jDx1uj2 � jDx2uj2 � jDx3uj2 ½37�

Q0jðu0Þ ¼ Dt u �Dxju�Dxju �Dtu; j ¼ 1; 2; 3 ½38�

Qjkðu0Þ ¼ Dxj
u �Dxk

u�Dxk
u �Dxj

u

j; k ¼ 1; 2; 3; j < k
½39�
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Then the problem has a global solution for all small
enough data. The extensions and applications of this
idea are v ery wid e (see the ‘‘Furth er readi ng’’ section
for further information). Another situation where
the null structure plays an important role is
discussed in the next section.

Low Regularity

Theorem 1, although optimal in the classical frame-
work, is not satisfactory for a few reasons. From a
physicist’s point of view, requiring n=2þ 1 deriva-
tives of the data is not meaningful, since the
measurable quantities involve only low-order deri-
vatives, the most important one being the energy,
that is, the H1-norm of the solution. Moreover, the
wave equation has a rich set of conserved quantities,
symmetries and decay properties which may be
useful to prove stronger results, and in particular the
global existence. However, many of these structures
appear only at a low-regularity level (H1 or even
Lp); in order to exploit them it is essential to work
with low-regularity solutions.

As an example, if we were able to prove Theorem 1
for k = 1, then we could deduce that the local
solutions can be extended to global ones in all cases
when the H1-norm is conserved. For instance, this
would allow us to solve globally the equations of
the form

&uþG0ðjuj2Þu ¼ 0; GðsÞ � 0

The problem of the lowest value of s such that
a unique local solution exists in Hs is quite
difficult, and still not completely solved. In order
to state the results we precise the definition of
solution as follows: the IVP is said to be locally
well posed in Hs, if, for all (u0, u1) in a bounded
set B of Hs �Hs�1, there exist a T > 0, a Banach
space XT (depending on B) continuously
embedded in C([0, T]; Hs), and a unique solution
u 2 XT , such that the map (u0, u1) 7! u is contin-
uous from B to XT .

For the wave equation with a power nonlinearity

&u ¼ jujp ½40�

or more generally

&u ¼ FðuÞ; FðuÞ ¼ 0

jFðuÞ � FðvÞj 	 Cju� vjðjujp�1 þ jvjp�1Þ
½41�

the picture is almost complete. Indeed, by using the
scaling

t 7!�t; x 7! �x ½42�

and the Lorentz transformation

t 7! �t � x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � 1
p ; x 7! t � �x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2 � 1
p ½43�

it is possible to show by explicit constructions that

� the equation is not locally well posed for p(n=2� s) 	
(n=2þ 2� s) (scaling) and
� the equation is not locally well posed for p(n=4þ

1=4� s) 	 n=4þ 5=4� s (Lorentz).

On the positive side, local well-posedness has been
almost fully proved in the complementary region of
indices, with the exception of a tiny spot near the
endpoint s = 0, p = (nþ 5)=(nþ 1) where the pro-
blem is still open (and the conjecture is that the
equation is ill posed for indices in that region).
These results are due to several authors, among the
others we cite C Kenig, G Ponce, L Vega,
H Lindblad, C Sogge, L Kapitanski, and T Tao.

When the nonlinearity depends also on the first-
order derivatives of u, the situation becomes more
complex. In the general case, the best result
available is still the local existence theorem
(Theorem 1); the only possible refinement is the
use of fractional Sobolev spaces Hs, but in general
local solvability only holds for s > n=2þ 1. If we
assume that F = F(u0) is a quadratic form in the
first-order derivatives, a clever use of Strichartz
estimates allows us to prove local solvability down
to s > n=2þ 1=2 for n � 3 and s > 7=4 for n = 2
(Ponce and Sideris).

However, exactly as in the case of the small
nonlinear waves examined in the previous section, if
the nonlinear term has a null structure the result can
be improved. Indeed, when F(u0) is a combination of
the forms [37]–[39], then local solvability and
uniqueness can be proved for all s > n=2, as in the
case of a nonlinear term of the type F(u). This result
is due to Klainerman, Machedon, and Selberg.
Again, the proof is based on a variation of the
contraction method; the additional ingredient here
is the use of suitable function spaces, which are
the counterpart for the wave equation of the spaces
used by Bourgain in the study of the nonlinear
Schrödinger equation. The norm of these spaces is
defined as follows:

kukHs;� � kh�ishjtj � j�ji�euð
; �ÞkL2ðRnþ1Þ

where h�i= (1þ j�j2)1=2 and eu is the spacetime
Fourier transform of u(t, x). The wave operator can
be regarded as a spacetime Fourier multiplier of the
form 
2 � j�j2 = (jtj � j�j)(jtj þ j�j), and we see that
‘‘inverting’’ the operator & has a regularizing effect
in the scale of Hs, � spaces, since it decreases both
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s and � by one unit. Substantiating this formal
argument and complementing it with suitable esti-
mates for the nonlinear term requires some hard work,
which is contained in the theory of bilinear estimates
developed by Klainerman and his school.

See also: Evolution Equations: Linear and Nonlinear;
Symmetric Hyperbolic Systems and Shock Waves; Wave
Equations and Diffraction.
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Introduction

The method of separation of variables (SoV) is a
way of finding particular and general solutions of
certain types of partial differential equations (PDEs).
Its main idea is to consider the additive ansatz
u(x) =

P
i wi(x

i,�) or the multiplicative ansatz
u(x) =

Q
i ui(x

i,�) for a solution of a PDE that
allows for reducing this PDE to a set of (uncoupled)
ordinary differential equations (ODEs) for the
unknown functions wi(x

i,�) or ui(x
i,�) of one

variable xi, where x = (x1, . . . , xn). Locally, the
additive ansatz is, through the change of variables
u(x) = exp(

P
i wi(x

i,�)), equivalent to the multi-
plicative ansatz.

Many well-known equations of mathematical
physics such as the heat equation, the wave

equation, the Schrödinger equation, and the
Hamilton–Jacobi equation are solved by separating
variables in suitably chosen systems of coordinates.

Fourier Method

The SoV method can be attributed to Fourier
(1945), who solved the heat equation

@tu ¼ @xxu ½1�

for distribution of temperature u(x, t) in a one-
dimensional metal rod (of length L) by looking
first for special solutions of the product type
u(x, t) = X(x)T(t). This ansatz, substituted to [1],
reduces it to two ODEs: @tT =�k2T and @xxX =
�k2X that can be solved by quadratures:

TkðtÞ ¼ Ae�k2t; XkðxÞ ¼ B cosðkxÞ þ C sinðkxÞ

Due to linearity of [1], any formal linear combina-
tion u(x, t) =

P
k ckXk(x)Tk(t) is again a solution of

the heat equation and can be used for solving an
initial boundary-value problem (IBVP). For instance,
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in the case of the IBVP on the interval 0 � x � L
and with zero boundary conditions

@tu ¼ @xxu;

uð0; tÞ ¼ uðL; tÞ ¼ 0;

uðx; 0Þ ¼ f ðxÞ;

0 < t;0 < x < L

0 < t

0 < x < L

only a countable set of values for the separation
constant k is admissible: kn = (n�=L), n = 1, 2, . . . .
Then the general solution has the form of the
Fourier series

uðx; tÞ ¼
X1
n¼1

cn exp �k2
nt

� �
sinðknxÞ

where the coefficients cn are given by the integrals

cn ¼
2

L

Z L

0

f ðxÞ sinðknxÞ dx

The sequence of functions sin(knx) is complete on
the interval [0, L]. That means that any regular
(continuous and differentiable) initial data function
f (x) such that f (0) = f (L) = 0 can be uniquely
expressed as an infinite convergent sum of the
orthogonal set of functions sin(knx). The study of
mathematical properties of the Fourier expansion
gave rise to the classical theory of Fourier series and
Fourier integrals.

Separability of PDEs in General Setting

A general setting for an additive separability of a
single, usually nonlinear, PDE has been developed
by Levi-Civita (1904) and by Kalnins and Miller
(1980) (see also Miller (1983)). Let

Hðx1; . . . ; xn; u; ui; uij; uijk; . . .Þ ¼ E

1 � i; j; k � n ½2�

be a finite-order PDE for an unknown function u(x),
where ui(x) = @xiu, uij = @xj@xiu, etc., and E is a
constant. A separable solution u(x) =

P
i Wi(x

i)
satisfies the simpler equation

E ¼ Hðx; u; ui; uii; . . .Þ � H½x; u� ½3�

where all mixed derivatives uij, etc., disappear. If a
separable solution is admissible by eqn [2], then the
function H(x; u, ui, uii, . . .) has to satisfy a set of
integrability conditions following from the total
derivatives of [3]. Let

Di ¼ @xi þ ui;1@u þ ui; 2@ui;1
þ � � � þ ui;miþ1@ui;mi

� eDi þ ui;miþ1@ui;mi

(where ui, 1 = ui, ui, jþ1 = @xiui, j, etc., and mi is the
largest number l such that @ui, l

H 6¼ 0) denote the

operator of total derivative with respect to (w.r.t.) xi;
then, DiH[x, u] = 0 or

ui;miþ1 ¼ �
eDiH

Hui;mi

where Hui, mi
= @ui, mi

H. The integrability conditions
Djui, miþ1 = 0, j 6¼ i, give rise to a large set of
differential conditions to be satisfied by H[x, u]:

Hui;mi
Huj;mj

eDi
eDjH

� �
þHui;mi uj;mj

eDiH
� � eDjH

� �
¼ Huj;mj

eDiH
� � eDjHui;mi

� �
þHui;mi

eDjH
� � eDiHuj;mj

� �
½4�

In general, the conditions [4] are restrictions for
both H and the form of a particular separable
solution u(x). If [4] is satisfied identically w.r.t. all
u, uk, l, we say that the corresponding coordinate
system xi is a regular separable coordinate system;
then the PDE [3] admits a (

P
i mi þ 1)-parameter

family of separable solutions. Most cases considered
in literature are regular; since then the separable
solution is usually sufficiently general for solving
various IBVPs.

A given PDE, however, usually does not satisfy
[4]; since these equations are not of tensorial type,
the natural question arises if there exists a suitable
change of coordinates y(x) such that the transformed
PDE satisfies [4]. Such separation coordinates may
or may not exist; it is usually very difficult to decide.

Here and in what follows, we speak about
separability of a single (scalar) PDE. The theory of
separability of systems of PDEs is still not developed
fully, although it is of relevance in the theory of
Maxwell equations and of the Dirac equation.

We present here the most classical part of SoV theory:
orthogonal separability of the Hamilton–Jacobi
equation for geodesic motions on Riemannian
manifolds.

Configurational Separation
of Hamilton–Jacobi Equation
on Riemannian Manifolds

Around 1842, C G J Jacobi invented the method of
generating function for solving the canonical
Hamilton equations

_x ¼ @Hðx; yÞ
@y

; _y ¼ � @Hðx; yÞ
@x

x ¼ ðx1; . . . ; xnÞ y ¼ ðy1; . . . ; ynÞ
½5�

where H(x, y) is a Hamiltonian and dot denotes the
time derivative (Landau and Lifshitz 1976). In this
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method, one looks for a generating function W(x,�)
of a canonical transformation

y ¼ @Wðx; �Þ
@x

; � ¼ @Wðx; �Þ
@�

that transforms Hamiltonian equations [5] into simple
equations for the new variables � 2 Rn, � 2 Rn. Since
the transformation is canonical, the transformed
equations are again Hamiltonian with the new
Hamiltonian eH(�,�) = H(x(�,�), y(�,�)). If we
choose this transformation so that eH(�,�) =�1, then
the transformed Hamilton equations become

_� ¼ @
eHð�; �Þ
@�

¼ ð1; 0; . . . ; 0Þ

_� ¼ � @
eHð�; �Þ
@�

¼ 0

so that �(t) = (t þ �10, �20, . . . , �n0), �(t) =
(�10, . . . ,�n0) = const. and the solution x(t), y(t) of
the Hamilton equations [5] is then given implicitly
by the equations

�ðtÞ ¼ @WðxðtÞ; �Þ
@�

; yðtÞ ¼ @WðxðtÞ; �Þ
@x

Since

y ¼ @Wðx; �Þ
@x

the generating function W(x, �) has to satisfy (identi-
cally w.r.t. (x, �)) the first-order nonlinear PDE

H x;
@Wðx; �Þ

@x

� �
¼ �1 ½6�

This equation is called the Hamilton–Jacobi
equation for the generating function W(x,�). It is
solved when its complete integral W(x,�), complete
means that

det
@2Wðx; �Þ
@xi@�j

� �
6¼ 0

depending on n independent constants � is known.
In general, it is very difficult to find solutions of [6].
The most important method is the method of
separation of variables when one looks for a
solution in the form W(x,�) =

Pn
k = 1 Wk(xk,�)

which is a sum of n functions Wk(xk,�), each
depending on a single variable xk and, possibly, all
constants a. If the Hamilton–Jacobi equation [6]
admits such a solution, then integrating this
equation is reduced to integrating n (uncoupled)
first-order ODEs for functions Wk(xk,�). The
constants �k acquire then the meaning of integration
constants.

A separable solution W(x,�) of [6] exists when-
ever the Hamiltonian H(x, y) satisfies (identically)
the integrability conditions [4] which in this case
acquire the (nonlinear) form

LijðHÞ � @iH@jH@
i@jH þ @iH@jH@i@jH

� @iH@
jH@i@jH � @iH@jH@i@

jH

¼ 0 for all i; j ¼ 1; . . . ; n ½7�

(@i = @=@xi, @i = @=@yi) found by Levi-Civita (1904).
In classical mechanics the most important

Hamiltonians are natural ones:

Hðx; yÞ ¼ 1

2

X
i;j

gijðxÞyiyj þ VðxÞ � Gþ V ½8�

They are defined on the cotangent bundle T�Q of a
configurational Riemannian manifold Q with the
metric tensor g. The function G is the geodesic
Hamiltonian associated with the metric tensor g. For
such natural Hamiltonians, the Levi-Civita condition
Lij(Gþ V) = 0 splits into the condition Lij(G) = 0
and a condition for the potential V(x). The condition
Lij(G) = 0, depending solely on the kinetic energy
term, is thus a necessary condition for coordinates xi

on Q to be separation coordinates for [8].
In the fundamental case of orthogonal separation

(i.e., when gij = 0 for i 6¼ j), the Levi-Civita condi-
tions Lij(Gþ V) = 0 read

@i@jg
kk � @i ln gjj

� �
@jg

kk

� @j ln gii
� �

@ig
kk ¼ 0; i 6¼ j ½9�

@i@jV � @i ln gjj
� �

@jV

� @j ln gii
� �

@iV ¼ 0; i 6¼ j ½10�

The main questions arising here are

1. What is the algebraic form of orthogonally
separable Riemannian metrics?

2. What is the form of separable coordinates on
Riemannian manifolds?

The first question is answered by the Stäckel
theorem (Stäckel 1891) that provides an algebraic
characterization of orthogonal separability of a
natural Hamiltonian H = Gþ V.

Theorem 1 The Hamilton–Jacobi equation for the
natural Hamiltonian

H ¼ Gþ V ¼ 1

2

X
i

giiðxÞy2
i þ VðxÞ
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is separable in the (orthogonal) coordinates x if and
only if

(i) There exists a matrix � = [’ij(x
i)], det (�) 6¼ 0

(so that the row i depends only on xi) such that
[g11, . . . , gnn] is the first row of the inverse
matrix � = ��1.

(ii) The potential V has the form V(x) =
P

i giifi(x
i),

where each fi(x
i) is a function of one variable xi

only.

Such matrix � is called a Stäckel matrix.

Proof If

g11; . . . ; gnn
� 	 ’11ðx1Þ � � � ’1nðx1Þ

..

. . .
. ..

.

’n1ðxnÞ � � � ’nnðxnÞ

2664
3775

¼ 1; 0; . . . ; 0½ � ½11�

then the Hamilton–Jacobi equation for H can be
written as

1

2

X
i

gii @W

@xi

� �2

þ
X

i

giifiðxiÞ ¼ �1

¼ �1

X
i

gii’i1ðxiÞ þ �2

X
i

gii’i2ðxiÞ

þ � � � þ �n

X
i

gii’inðxiÞ ½12�

This equation admits an additively separable
solution W =

P
i Wi(x

i), where the functions Wi

satisfy n ODEs (separation equations):

1

2

@Wi

@xi

� �2

þ fiðxiÞ

¼ �1’i1ðxiÞ þ �2’i2ðxiÞ þ � � � þ �n’inðxiÞ
i ¼ 1; . . . ; n ½13�

By differentiating [13] w.r.t. �j, we get

’ijðxiÞ ¼ @Wi

@xi

@2Wi

@xi@�j

and thus

det ’ijðxiÞ
� 	

¼ @W1

@x1
. . .

@Wn

@xn
det

@2W

@xi@�j

� �
6¼ 0

so that W =
P

i Wi(x
i) is indeed a complete integral of

the Hamilton–Jacobi equation [12]. Conversely, if
W =

P
i Wi(x

i) is a complete integral of the Hamilton–
Jacobi equation [12], then by differentiating it w.r.t. �j

we get for j = 1X
i

gii @Wi

@xi

@2Wi

@xi@�j
¼ 1
and X
i

gii @Wi

@xi

@2Wi

@xi@�j
¼ 0

(for j = 2, . . . , n), that is, the condition [11] for the
Stäckel matrix

� ¼ @Wi

@xi

@2Wi

@xi@�j


 �
Further, we see that

V ¼ �1 �
1

2

X
i

gii @xiWið Þ2

¼ 1

2

X
i

gii �1’i1ðxiÞ � 1

2
@xiWið Þ2


 �
¼
X

i

giifiðxiÞ &

Remark 2 The Stäckel characterization of orthogo-
nal separability is equivalent to Levi-Civita conditions
[9] and [10]. It is in fact a solution of these conditions.

Remark 3 With every Stäckel matrix, one can
relate a family of n quadratic in momenta Hamilto-
nians defined by n rows of the inverse Stäckel matrix
� = ��1 = [ kr]:

Hk ¼
1

2

Xn

r¼1

 kry
2
r ; k ¼ 1; . . . ; n ½14�

(so that H1 = G). These Hamiltonians are linearly
and functionally independent; they Poisson-
commute (so that they form a Liouville integrable
system) and are all diagonal so that they have
common eigenvectors.

These properties are the main ingredients of an
intrinsic (coordinate-independent) characterization
of separable geodesic Hamiltonians G in terms of
involutive Killing tensors that is due to works of
Eisenhart (1934), Kalnins and Miller (1980), and
Benenti (1997).

Theorem 4 A necessary and sufficient condition
for the existence of an orthogonal additive separable
coordinate system x for the Hamilton–Jacobi
equation of the geodesic Hamiltonian H1 = G
on an n-dimensional (pseudo)-Riemannian manifold
is that there exist n quadratic forms
Hr =

Pn
i, j hij

r (x)yiyj such that

(i) They all Poisson-commute: {Hr, Hs} = 0, 1 � r,
s � n.

(ii) The set {Hr}
n
r = 1 is linearly independent.

(iii) There is a basis {!(j)}
n
j = 1 of n simultaneous

eigenforms for all Hr.
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If conditions(i)–(iii) are satisfied then there exist
functions gj(x) such that !(j) = gjdxj, j = 1, . . . , n.

This theorem has been further simplified
by Benenti (1997), who has shown that for separ-
ability it is sufficient that gij admits a single Killing
2-tensor with simple eigenvalues and normal eigen-
vectors. He has also explained the role of ignorable
coordinates.

These results are key ingredients of an answer to the
question (2). Eisenhart (1934), starting from the fact
that every separable geodesic Hamiltonian H = G
admits n quadratic (w.r.t. momenta yi) integrals of
motion, derived a set of nonlinear PDEs characterizing
separable Riemannian metrics. He has solved these
equations for spaces of constant curvature. This
solution is the basis of the Kalnins and Miller’s
(1986) diagrammatic classification of all orthogonal
separation coordinates on Rn and the sphere Sn.
Separable coordinates on the Minkowski space Mn

have not been classified yet.
Since the work of Robertson (1927) and Eisenhart

(1934), it is known that in Rn, Sn and, in general, in
the space with diagonal Ricci tensor, the (additive)
separability of Hamilton–Jacobi equation for the
natural Hamiltonian H = Gþ V is equivalent
to multiplicative separability of the stationary
Schrödinger equation with the same potential V:

ð�þ VðxÞÞ�ðxÞ ¼ E�ðxÞ ½15�

where

� ¼
Xn

i;j¼1

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

p @i

ffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

q
gij@j

� �
is the Laplace–Beltrami operator. Usually, multi-
plicative separated solutions �(x) =

Qn
i = 1 �i(x) is

considered but the change of the dependent variable
u = ln � transforms it into an additive separable
solution. If we restrict our considerations to ortho-
gonal separation coordinates (gij = 0 for i 6¼ j), eqn
[15] becomesXn

i¼1

�
gii uii þ u2

i

� �
þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

detðgÞ
p @i

�
� ffiffiffiffiffiffiffiffiffiffiffiffiffi

detðgÞ
q

gii

�
ui

�
þ VðxÞ ¼ E

where ui = @iu, uii = @i@iu. The integrability condi-
tions [4] for regular separation lead to the Levi-Civita
condition [9] on the components gii of the metric
tensor, upon comparison of the coefficients at u2

i .
The coefficients at uii yield the Robertson condition

@i@j ln
ffiffiffiffiffiffiffiffiffiffiffiffiffi
detðgÞ

q
gii

� �
¼ 0; i 6¼ j
and the constant terms in [4] give the Levi-Civita
equation [10] meaning that V(x) =

Pn
i = 1 giifi(x

i).
Eisenhart has shown that the Robertson condition is
equivalent to the requirement that the Ricci tensor is
diagonal: Rij = 0, i 6¼ j in variables x so that the
Robertson condition is satisfied automatically in the
Euclidean space, in spaces of constant curvature and in
Einstein spaces. Thus every orthogonal coordinate
system permitting multiplicative separation of the
Schrödinger equation corresponds to the Stäckel form.

Jacobi Problem of Separability

In order to apply the separability theory to physical
Hamiltonians H = (1=2)p2 þ V(q), p = (p1, . . . , pn),
q = (q1, . . . , qn), it is essential to solve the following
problem: ‘‘given a potential V(q), decide if there
exists a point transformation x(q) to some curvi-
linear coordinates x such that the Hamilton–Jacobi
equation associated with H is separable in coordi-
nates x, and if such transformation exists, determine
it and solve the obtained Hamilton–Jacobi
equation.’’

This problem has been raised by Jacobi (1884) in
connection with the problem of finding geodesic
motions on a 3-axial ellipsoid. For solving this
problem Jacobi introduced his ‘‘remarkable change
of coordinates’’ to the generalized elliptic coordi-
nates x(q) defined through zeros of the rational
function

1þ
Xn

i¼1

ðqiÞ2

ðz� �iÞ
�
Q

jðz� xjÞQ
iðz� �iÞ

½16�

where the constants �i > 0 are all different. From
the graph of the left-hand side of [16], it is easy to
see that there are exactly n simple, real zeros. For
given values of elliptic coordinates xj, the values of
(qi)2 are uniquely determined as residues at �i while
Cartesian coordinates qi are determined uniquely
only in each n-tant of Rn.

The Jacobi elliptic coordinates play a pivotal role
in orthogonal separability on Rn and Sn since they
are the mother of all other separation coordinates
that can be obtained through proper and improper
degenerations of �i’s. By using these coordinates
Jacobi solved not only the geodesic motions on the
ellipsoid but also the motion on the ellipsoid under
the action of harmonic potential V(q) = (1=2)q2. He
has also found separation coordinates for a system
of three interacting particles on the line known
today as the Calogero system. In general, however,
Jacobi considered the problem of finding separation
coordinates for a given potential V(q) to be very
difficult. In Vörlesungen über Dynamik, ch. 26, he
writes: ‘‘The main difficulty in integrating a given



Separation of Variables for Differential Equations 531
differential equation lies in introducing convenient
variables, which there is no rule for finding. There-
fore, we must travel the reverse path and after
finding some notable substitution, look for problems
to which it can be successfully applied’’. This
statement had a profound influence on further
development of SoV theory that concentrated on
characterizing separable Hamiltonians (as expressed
in terms of separation coordinates) and on describ-
ing and classifying separation coordinates.

The original problem of Jacobi of finding separa-
tion variables for a given natural Hamiltonian has
been taken up by Rauch-Wojciechowski (1986),
who found a characterization of separable potentials
V(q) in terms of Cartesian coordinates qi. Its
invariant geometric form has been given by Benenti.
A complete criterion of separability that allows for
an effective testing and calculation of separation
coordinates (if they exist) for V(q) has been solved
by Waksjö and Rauch-Wojciechowski (2003). This
criterion is directly applicable to the problem of
finding SoV for the Schrödinger equation.

Criterion of Separability for n = 2

The criterion of separability for n = 2 can be read
from the Bertrand–Darboux theorem.

Theorem 5 (Bertrand–Darboux). For the
Hamiltonian:

H = 1
2 p2

1 þ p2
2

� �
þ Vðq1; q2Þ

the following statements are equivalent:

(i) H has a functionally independent integral of
motion {H, K} = 0 of the form

K ¼ aq2
2 þ bq2 þ c

� �
p2

1 þ
�
aq2

1 þ ebq1 þ ec�p2
2

þ
�
� 2aq1q2 � bq1 � ebq2 þ d

�
p1p2

þ kðq1; q2Þ

(ii) The potential V(q1, q2) satisfies the following linear
second-order PDE with quadratic coefficients

0 ¼ 2
�
aq2

2 � aq2
1 þ bq2 � ebq1 þ c� ec�@1@2V

þ ð�2aq1q2 � bq1 � ebq2 þ dÞ @2
2V � @2

1V
� �

þ ð6aq2 þ 3bÞ@1V � ð6aq1 þ 3ebÞ@2V ½17�

where a, b, eb, c,ec, d are some constants,
@1 = @q1

, @2 = @q2
.

(iii) The Hamilton–Jacobi equation for H is separ-
able in one of the four orthogonal coordinate
systems in the plane: elliptic, parabolic, polar,
or Cartesian.
Remark 6 If the potential V(q1, q2) is separable,
then it admits an integral of motion K that is
quadratic w.r.t. momenta and V satisfies (identically
w.r.t. q1, q2) eqn [17] for certain values of the
undetermined constants a, b, eb, c,ec, d. Since coeffi-
cients at linearly independent expressions of q1, q2

have to be equal to zero, the parameters
a, b, eb, c,ec, d have to satisfy a set of linear, algebraic,
homogeneous equations. If there is a nonzero
solution for a, b, eb, c,ec, d, then there exists an
integral of motion K and separation coordinates
can be determined as characteristic variables for
equation [17].

Example 7 Separable cases of the Henon–Heiles
potential

V ¼ 1
2 !1q2

1 þ !2q2
2

� �
þ �q2

1q2 � 1
3 �q3

2

By substituting this form of V into [17], we get two
sets of admissible solutions for parameters �, �,
!1, !2: (i) �= ��, !1 =!2 with V separable in
rotated (by �=4) Cartesian coordinates; (ii)
�= �6�, !1, !2-arbitrary with V separable in the
shifted parabolic coordinates. In case (ii) eqn [17]
becomes

2 q2 �
1

4�
ð4!1 � !2Þ

� �
@1@2V

þ q1 @2
2V � @2

1V
� �

þ 3@1V ¼ 0

and in its characteristic coordinates defined as
q1 =

ffiffiffiffiffi
�	
p

, q2 = (1=2)(� � 	)þ (1=4�)(4!1 � !2) it
takes the form (� � 	)@�@	V þ @�V þ @	V = 0 solved
by V(�, 	) = (� þ 	)2[f (�)þ g(	)] which is separable
in the parabolic coordinates.
Effective Criterion of Separability
for Arbitrary Dimension

For n > 2, a similar theorem characterizing separ-
ability in generalized elliptic coordinates has been
formulated by Rauch-Wojciechowski (1986).

Theorem 8 (Elliptic Bertrand–Darboux). For a
natural Hamiltonian H = (1=2)p2 þ V(q), the
following statements are equivalent:

(i) H has n global, functionally independent and
involutive integrals of motion {H, Ki} = 0,
{Ki, Kj} = 0, i, j = 1, . . . , n, having the form

Ki ¼
Xn

r¼1;r 6¼i

ð�i � �rÞ�1l2ir þ p2
i þ kiðqÞ

lir ¼ qipr � qrpi ½18�
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(ii) The potential V satisfies the following system of
linear second-order PDEs

ð�i � �jÞ@i@jV �=ijð2þ <ÞV ¼ 0

i; j ¼ 1; . . . ; n; i 6¼ j ½19�

�i@i=jkV þ �j@j=kiV þ �k@k=ijV ¼ 0

all i; j; k different ½20�

where =ij = qi@j � qj@i, <=
Pn

r = 1 qr@r.
(iii) The Hamilton–Jacobi equation for H is separ-

able in the generalized elliptic coordinates [16]
with parameters �i.

Remark 9 Equations [19]–[20] follow from the
compatibility conditions that mixed derivatives of
ki(q) calculated from the conditions {H, Kr} = 0, are
equal. This leads to an overdetermined system [19]–[20]
of PDEs for V(q). Equations [19]–[20] are not linearly
independent but we keep both sets [19]–[20] in the
formulation of this theorem because eqns [19] give rise
to the basic Bertrand–Darboux equations [21] used in
the criterion of separability while eqns [20] give rise to
cyclic Bertrand–Darboux equations [22] used for testing
the level of spherical symmetry in the potential.

For testing elliptic separability of any given potential
V(q), it is necessary to introduce into eqns [19] and
[20] the freedom of choice of the Euclidean reference
frame (as described by the Euclidean transformationeq = At(q� b), A 2 SO(n), b 2 Rn). By substituting it
into [19]–[20], omitting tildes and summing over one
of the indices, we obtain new equations

0 ¼
Xn

k¼1

�qiqk þ �iqk þ �kqi þ 
ikð Þ@k@jV
�

� �qjqk þ �jqk þ �kqj þ 
jk

� �
@k@iV

þ 3 �qi þ �ið Þ@jV � �qj þ �j

� �
@iV

� ��
i; j ¼ 1; . . . ; n; i 6¼ j ½21�

0 ¼
Xn

l¼1


ilqj � 
jlqi

� �
@k@lV þ 
jlqk � 
klqj

� �
@i@lV

�
þ 
klqi � 
ilqkð Þ@j@lV

�
½22�

with the new coefficients �, �i, 
ij that are uncon-
strained despite that the orthogonal matrix A
satisfies the quadratic algebraic constraint AAt = I.

Theorem 8 provides the following test of elliptic
separability for a potential V(q) given in Cartesian
coordinates.

1. Insert V(q) into the Bertrand–Darboux equations
[21]. This gives a system of linear, homogeneous,
algebraic equations for the unknown parameters
�, �i, 
ij. If �= 0, then V(q) is not separable in
elliptic coordinates.

2. If � 6¼ 0, set b =���1�, S = bbt � ��1
 and
diagonalize S: S = A diag(�1, . . . ,�n)At. If some
eigenvalues �i coincide, then V(q) is not separ-
able in elliptic coordinates. Otherwise V(q) is
separable in the elliptic coordinates
x = (x1, . . . , xn) given by

1þ
Xn

i¼1

ðeqiÞ2

ðz� �iÞ
�
Q

jðz� xjÞQ
iðz� �iÞ

(compare with [16]), where q = Aeqþ b, with b and
A found as above.

If �= 0, � 6¼ 0, then there exists a similar
algorithm for separability in generalized parabolic
coordinates and for �= 0, �= 0, 
 6¼ tI, we
have separability in Cartesian coordinates if all �i

are different. For giving an idea of what happens
when degenerations occur, consider the case
�= 0, �= 0. Then the Bertrand–Darboux equations
[21] are Euclidean equivalent to the canonical form
(�i � �j) @i@jV = 0 and if all �i are different,
then equations @i@jV = 0 imply that V(q) is a
sum of functions of one variable only:
V(q) =

Pn
i = 1 Vi(q

i).
The main problem is to handle all possible

degenerations when certain �’s coincide. Let
�1 = � � � =�j < �jþ1 < � � � < �n, where 1 < j < n.
Then V(q) = Vj(q

1, . . . , qj)þVjþ1(qjþ1)þ � � � þ
Vn(qn) which means that variables qjþ1, . . . , qn

separate off while the potential Vj(q
1, . . . , qj) has to

be tested again on Rj with the use of eqns [21].
Degenerations for � 6¼ 0 or � 6¼ 0 are more compli-
cated and the cyclic Bertrand–Darboux equations
[22] have to be used. They unfold the level of
spherical degeneracy of spheres and embedded sub-
spheres. A complete analysis of all possible degenera-
tions is technical. It requires considering of all possible
degenerations of the sequences �1 < � � � < �n and of
the related equations [21]–[22] for the potential V(q).
It has been proved by Waksjö and
Rauch-Wojciechowski (2003) that there is a one-to-
one correspondence between all possible sets of PDEs
[21]–[22] characterizing separable potentials and all
possible types of Riemannian metrics (in the Kalnins
and Miller (1986) classification of all separable
coordinates on Rn and Sn) so that no completely
separable case is missed. The most important is that
after maximally n steps separation coordinates are
always determined (if they exist) by a sequential use of
the Bertrand–Darboux and cyclic Bertrand–Darboux
equations [21]–[22].
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Separation of Eigenvalues Problems

Eigenvalues problems (in a given domain D) of the
form

�wðqÞ þ ��ðqÞwðqÞ ¼ 0; � > 0 ½23�

(where � is the Laplace operator) arise when sepa-
rating the wave equation �(q)utt = �u and the diffu-
sion equation �(q)ut = �u (Courant and Hilbert 1989).
The multiplicative ansatz u(q, t) = w(q)g(t) yields
eqn [23] together with €g =�g or _g =�g. The problem
[23] is also used for solving the inhomogeneous
equation �u = f with the zero boundary condition
uj@D = 0. In general, the properties of the eigenvalues�i

and of the corresponding eigenfunctions wi of the
problem [23] depend on the regularity requirements for
wi and on the boundary conditions at @D.

For the zero boundary conditions w(q)j@D = 0, one
seeks a nontrivial (w 6¼ 0) solution having in the
region D continuous first- and second-order deriva-
tives. General theorems (Courant and Hilbert 1989)
state that for such problems there exists a growing
sequence {�i}

n
i = 1 of positive eigenvalues �i such that

�i !1 as i increases, and that there is a related
sequence of normalized eigenfunctions

ffiffiffi
�
p

w1,ffiffiffi
�
p

w2, . . . that form a complete weighted-orthogonal
(in the sense that

R
D �wiwj = �ij, i, j = 1, 2, . . .) system

of functions so that every regular initial function

(q) with 
(q)j@D = 0 may be expanded in terms of
the eigenfunctions wm in an absolutely and uni-
formly convergent series 
(q) =

P1
m = 1 cmwm(q) with

cm =
R

D �
wm. This makes it possible to express a
solution of the IBVP for the wave or for the diffusion
equation with zero boundary conditions:

�ðqÞutt ¼ �u respectively �ðqÞut ¼ �u

uðq; tÞj@D ¼ 0; uðq; t ¼ 0Þ ¼ 
ðqÞ ½24�

as a convergent infinite series u(q, t) =P1
m = 1 cmwm(q)gm(t), where gm(t) satisfy €g =�g

respectively _g =�g. Further determination of proper-
ties of the eigenfunctions wn is possible only in
special domains D when the problem [23] can be
reduced to one-dimensional eigenvalue problems by
separating variables in some suitable coordinates.

Example 10 Consider the spherical domain
r2 = x2 þ y2 þ z2 � 1. Equation [23] with � ¼ 1
attains in the spherical coordinates (r,’, �) the form

�wþ �w � 1

r2 sin �

�
@rðr2 sin � @rwÞ þ @’

1

sin �
@’w

� �
þ @�ðsin � @�wÞ

�
þ �w ¼ 0
The ansatz w = f (r)Y(�,’) gives the separated
equation

r2f 0
� �0þ�r2f

f
¼� 1

Y sin �

�
@’

1

sin �
@’Y

� �
þ @� sin � @�Yð Þ

�
so that its both sides must be equal to a constant �.
Continuity of Y implies that it has to be periodic in ’
(with period 2�) and regular at �= 0, �= �. It can
only be satisfied for �= n(nþ 1). The left-hand side of
the above equation yields then (r2f ‘0)0 � n(nþ 1)f þ
�r2f = 0. Solutions that are regular at r = 0 are the
Bessel functions (1=

ffiffi
r
p

)Jnþ(1=2)(
ffiffiffi
�
p

r). The equation for
spherical harmonics

1

Y sin �
@’

1

sin �
@’Y

� �
þ @� sin � @�Yð Þ

� �
þ nðnþ 1ÞY ¼ 0

can be further multiplicatively separated by assum-
ing Y = �(�)�(’). The function P(z = cos �) = �(�)
satisfies then the Legendre equation

1� z2
� �

P0ðzÞ
� �0þ nðnþ 1Þ � �

1� z2

� �
PðzÞ ¼ 0

P(z) is regular at z =	1 only when �= k2,
k = 0, 1, 2, . . . . The function �(’) satisfies then
�00= �k2� with solutions �k(’) = ak cos (k’)þ bk

sin (k’). The full solution of the eigenvalue problem
�wþ �w = 0 has the form of an infinite series

wmðr; ’; �Þ ¼
X1
n¼0

1ffiffi
r
p Jnþð1=2Þ

ffiffiffiffiffiffiffiffiffi
�m;n

p
r

� �
an;0Pðcos �Þ
�

þ
Xn

k¼1

an;k cosðk�Þ þ bn;k sinðk�Þ
� �

� Pn;kðcos �Þ�

where the constants �m, n, m = 1, 2, . . . , are determined
by the transcendental equation Jnþ(1=2)(

ffiffiffi
�
p

) = 0 that
follows from the boundary condition u(q, t)j@D = 0.

Almost all BVPs that can be reduced to one-
dimensional eigenvalue problems may be considered
as a special or limiting case of the Lame problem
where the boundary @D is given by pieces of confocal
quadrics corresponding to some separation coordi-
nates. If D = {q(x) 2 R3 : x0

i � xi � x1
i , i = 1, 2, 3} is a

domain defined by parametrizing q with the elliptic
coordinates xi given by [16], then the eigenvalue
problem �wþ �w = 0 splits into three one-
dimensional equations of the form

’ðsÞY 00ðsÞ þ 1
2’
0ðsÞY 0ðsÞ þ ð�sþ �ÞYðsÞ ¼ 0
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where ’(s) = 4(s� e1)(s� e2)(s� e3) and ei are para-
meters of the elliptic coordinates. This is the Lame
equation; its solutions define new transcendental func-
tions that depend on the choice of the constants �,�.

The approach presented here extends to diverse
modifications such as vibrations with forcing term
�w(q)þ �w(q) = f (q), vibrations of a nonhomogen-
eousmedium �w(q)þ ��(q)w(q) = 0, the stationary
Schrödinger equation �w(q)þ V(q)w(q) =�w(q)
whenever the functions �(q), f (q), V(q) are compatible
with the separation coordinates.

Separation equations for the second-order BVP
are the source of one-dimensional eigenvalue pro-
blems of the Sturm–Liouville type

pðsÞu0ð Þ0�qðsÞuþ ��ðsÞu ¼ 0

with singularities that may occur at the endpoints of
the fundamental domain. Majority of orthogonal
polynomials and special functions appearing in math-
ematical physics are solutions of Sturm–Liouville
problems.

In the complex domain the study of singularities
of Laurent series solutions of the same equations led
to development of theory of linear ODEs with
singular points of the Fuchs class and the Böcher
class.
Constructive Approach to Separability
of Liouville Integrable Systems

In the constructive approach to separability, one
considers simultaneously all Hamilton–Jacobi equa-
tions following from a set of n, functionally
independent, commuting integrals H1(x, y), . . . ,
Hn(x, y), {Hi, Hj} = 0, that define a Liouville inte-
grable system (Sklyanin 1995).

One starts with the separation equations, a set
of n decoupled ODEs for the functions Wi(xi, �)
depending on one variable xi and parametric
� 2 Rn:

fi xi; yi ¼
@Wiðxi; �Þ

@xi
;�

� �
¼ 0 ½25�

Assume that the dependence on �i is essential (i.e.,
that det(@fi=@�j) 6¼ 0) so that we can resolve eqns
[25] w.r.t. �i so that �i = Hi(x, y) for some functions
Hi. If the functions Wi(xi,�) solve [25] identically
w.r.t. x and �, then the function W(x,�) =Pn

i = 1 Wi(xi,�) is simultaneously an additively
separable solution of eqns [25] and of the equations

�i�
x;�

Hi x; y ¼ @Wðx; �Þ
@x

� �
; i ¼ 1; . . . ; n ½26�
since solving [25] w.r.t. � is a purely algebraic
operation. We can treat eqns [26] as a set of
simultaneously separable (in the canonical variables
(x, y)) Hamilton–Jacobi equations related to the
Hamiltonians Hi. Assume now that

det
@2W

@xi @�j

� �
¼ det

@2Wi

@xi @�j

� �
6¼ 0

i.e. that W is a complete integral for [26]. Then the
Hamiltonians Hi(x, y) =�i Poisson-commute since
�i can be treated as new canonical variables
obtained by the canonical transformation (x, y) !
(�,�) given by

y ¼ @Wðx; �Þ
@x

; � ¼ @Wðx; �Þ
@�

Thus, any solvable w.r.t. � set of separation relations
[25] defines a Liouville integrable system.

If we perform a canonical transformation from
(x, y) to new variables (q, p), then the new set of
commuting Hamiltonians eHi(q, p) = Hi(x(q, p),
y(q, p)) is also called separable.

The main problem for any given set of commuting
Hamiltonians eHi(q, p) is to decide if there exists a
canonical transformation (q, p)! (x, y) to the
separation variables (x, y) so that the related
Hamilton–Jacobi equations [26] are simultaneously
separable. An answer to this problem is known for
integrable Hamiltonians solvable through the spec-
tral curve method (Sklyanin 1995) and for the whole
class of natural Hamiltonians discussed earlier.

This approach brings new, wider perspective to the
classical separability mechanism stated in the Stäckel
theorem. It contains majority of all known separable
Hamiltonian systems. For example, if we specify the
separation relations [25] to be affine in �i,

Xn

k¼1

fikðxi; yiÞ�k ¼ giðxi; yiÞ; i ¼ 1; . . . ; n ½27�

then [27] are called generalized Stäckel separability
conditions. To recover the explicit form of Hamilto-
nians Hk =�k, it is enough to solve relations [27] w.r.t.
�k. It has been proved that the Stäckel Hamiltonians in
[27] constitute a quasi-bi-Hamiltonian chain. If we
specify further relations [27] by assuming that func-
tions fik do not depend on yi and functions gi are
quadratic in yi, then we obtain the classical Stäckel
separability conditions (see Theorem 1)

Xn

k¼1

fikðxiÞ�k ¼
1

2
giðxiÞy2

i þ hiðxiÞ ½28�
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that can be solved for �k yielding

�kðx; yÞ ¼
1

2

Xn

i¼1

��1
� �

ik
y2

i þ
hiðxiÞ
giðxiÞ

� �

that is, the Stäckel Hamiltonians [14] with the Stäckel
matrix � = [’ik], where ’ik = fik(xi)=gi(xi). By speci-
fying [28] further, we obtain separation relations

xn�1
i �1 þ xn�2

i �2 þ � � � þ �n ¼ 1
2gðxiÞy2

i þ hðxiÞ

which give the so-called Benenti systems associated
with conformal Killing tensors and cofactor pair
systems.

Relations [27], with gi(xi, yi) depending exponen-
tially on momenta y, contain several well-known
systems such as periodic Toda lattice, the KdV
dressing chain, and the Ruijsenaar–Schneider sys-
tem. Relations with gi cubic in momenta y yield
stationary flows of Boussinesq hierarchy and integr-
able systems on the loop algebra sl(3).

See also: Boundary-Value Problems for Integrable
Equations; Calogero–Moser–Sutherland Systems of
Nonrelativistic and Relativistic Type; Elliptic Differential
Equations: Linear Theory; Evolution Equations: Linear
and Nonlinear; Integrable Systems: Overview; Multi-
Hamiltonian Systems; Ordinary Special Functions;
Recursion Operators in Classical Mechanics; Toda Lattices.
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Separatrices are asymptotic manifolds in dynamical
systems. However, this term is applied usually in the
case of a small dimension of the phase space, where
these manifolds are hypersurfaces. In the context of
separatrix splitting manifolds asymptotic to hyper-
bolic tori are usually considered, where tori of
dimension 0 and 1 are called equilibrium positions
and periodic trajectories, respectively. A separatrix
can be stable (asymptotic as t!þ1) and unstable
(asymptotic as t!�1).
In this article we consider the case of systems with
finite-dimensional phase space. Basically we deal with
nonautonomous Hamiltonian systems 2�-periodic in
time. However, it is useful to keep in mind the fact
that the cases of autonomous Hamiltonian systems
and symplectic maps are dynamically the same. Some
results for non-Hamiltonian perturbations will also
be presented. Hamiltonian systems with one-
and-a-half or two degrees of freedom as well as
area-preserving two-dimensional maps are especially
important for us because the results on the separatrix
splitting in this case are more clear and complete.
Dynamics in such systems is essentially the same.
Below we call these systems two dimensional.

We assume that all systems are at least C1-smooth.



Poincaré Integral

Consider a Liouville integrable Hamiltonian system.
Then any separatrix either goes to infinity or joins
two hyperbolic tori. From a dynamical point of
view, the latter case is more interesting. If these tori
are different, the situation is called heteroclinic,
otherwise homoclinic. Poincaré was the first to
notice that after a generic perturbation stable and
unstable separatrices become different submanifolds
of the phase space. This phenomenon is called the
separatrix splitting.

Poincaré (1987) considered perturbations of
separatrices homoclinic to a periodic solution in a
Hamiltonian system with one-and-a-half degrees of
freedom. In this case the system has the form

_x ¼ @H

@y
; _y ¼ � @H

@x
; ðx; yÞ 2D � R2 ½1�

where D is an open domain and

Hðx; y; t; "Þ ¼ H0ðx; yÞ þ "H1ðx; y; tÞ þOð"2Þ ½2�

We assume that H is 2�-periodic in t and " is a
small parameter. Let (x0, y0)2D be an equilibrium
position for the unperturbed ("= 0) system:
grad H0(x0, y0) = 0. Without loss of generality,
(x0, y0) = 0. In the extended phase space D�T
(T = {t mod 2�} is a one-dimensional torus) instead
of the equilibrium we have a 2�-periodic solution
0�T. Suppose that the equilibrium (and therefore,
the periodic solution) is hyperbolic and the corre-
sponding stable and unstable separatrices �s, u are
doubled: �s = �u = �. Let �(t) be a natural para-
metrization of �, that is, (x(t), y(t)) = �(t) is a
solution of eqns [1]. In the extended phase space,
we have the asymptotic surface

ð�ðt þ �Þ; tÞ; t2T; � 2R

For small values of ", the perturbed system has a
hyperbolic periodic solution (�"(t), t), �"(t) = O(")2D
and the separatrices

ð�s;u
" ðt; �Þ; tÞ; �s;u

0 ðt; �Þ ¼ �ðt þ �Þ

Since the addition to the Hamiltonian of a function,
depending only on t and ", does not change the
dynamics, without loss of generality we can assume
that H1(0, 0, t) � 0. Hence the Poincaré integral

Pð�Þ ¼
Z þ1
�1

H1ð�ðt þ �Þ; tÞ dt

converges. The function P carries all information on
the separatrix splitting in the first approximation
in ".

Periodicity of H1 in t implies 2�-periodicity of
P(�). There is also the following obvious identity:

dPð�Þ
d�

¼
Z þ1
�1
fH0;H1gð�ðt þ �Þ; tÞ dt

where { , } is the Poisson bracket.

Melnikov Integral

Melnikov (1963) considered general (not necessarily
Hamiltonian) 2�-periodic in t perturbations:

_x ¼ @H0

@y
þ "v1ðx; y; tÞ þOð"2Þ

_y ¼ � @H0

@x
þ "v2ðx; y; tÞ þOð"2Þ

In this case, information on the separatrix splitting
in the first approximation is contained in the
Melnikov integral

Mð�Þ ¼
Z þ1
�1

vH0ð�ðt þ �Þ; tÞ dt

where vH0 = v1@H0=@xþ v2@H0=@y.
Note that if the vector field v is Hamiltonian and

H1 is the corresponding Hamiltonian function, we
have: vH0 =�{H0, H1}. Hence in Hamiltonian
systems we have: M(�) =�dP(�)=d� .

A multidimensional version of the Melnikov
integral is presented in Wiggins (1988).

Geometric Meaning of M(�)

Let �T be a compact piece of the unperturbed
separatrix

�T ¼ fðx; yÞ 2D: ðx; yÞ ¼ �ðtÞ; jtj � Tg

Then for any T > 0 there exists a neighborhood U of
�T and symplectic coordinates (time–energy coordi-
nates) � , h on U such that the section of the perturbed
separatrices �s, u

" by the plane {t = 0} is as follows:

�s;u
" jt¼0 ¼ fð�; hÞ : h ¼ hs;u

" ð�Þg

where

1. hu
" (�) = O("2),

2. hs
"(�) =�"M(�)þO("2).
Moreover, let gt

" : D!D be the phase flow of
the perturbed system. The map g2�

" is called the
Poincaré map. The following statement holds.

3. For any two points z0, z1 2U such that z1 = g2�
" (z0),

let (�0, h0) and (�1, h1) be their time–energy
coordinates. Then

�1 ¼ �0 þ 2�þOð"Þ; h1 ¼ h0 þOð"Þ

536 Separatrix Splitting



Existence of such coordinates has several
corollaries.
	 If P is not identically constant, the separatrices

split and this splitting is of the first order in ".
	 Let �
 be a simple zero of M. Then the

perturbed separatrices intersect transversally at
a point z
(") with time–energy coordinates
(�
 þO("), O("2), t = 0). Such a point z
(") is
called a transversal homoclinic point. It gen-
erates a doubly asymptotic solution in the
perturbed system.
	 Consider a lobe domain L(�
, ") bounded by two

segments of separatrices on the section {t = 0}
(see Figure 1). Let another ‘‘corner point’’ of the
lobe L(�
, ") correspond to the simple zero � 0
 of
M. Then the symplectic area of L(�
, ") equals

ALð�
; "Þ ¼ �"
Z � 0


�


Mð�Þ d� þOð"2Þ

A Standard Example

Consider as an example a pendulum with periodi-
cally oscillating suspension point. The Hamiltonian
of the system can be presented in the form

Hðx; y; t; "Þ ¼ 1
2 y2 þ �2 cos xþ "�ðtÞ cos x ½3�

where � is the ‘‘internal’’ frequency of the pendulum.
The function � is 2�-periodic in time. Hence the
frequency of the suspension point oscillation equals
1. In this case, the unperturbed homoclinic solution
�(t) can be computed explicitly. In particular,

cosðxðtÞÞ ¼ 1� 2 cosh�2ð�tÞ

Therefore, P(�) =
R þ1
�1 �(t)(cos (x(tþ �))� 1) dt. For

example, if �(t) = cos t, we have

Pð�Þ ¼ � 2� cos �

�2 sinhð�=2�Þ

In this case, different lobes have the same area

AL ¼
4"�

�2 sinhð�=2�Þ þOð"2Þ

Multidimensional Case

Multidimensional generalization of the Poincaré–
Melnikov construction is strongly connected to the
concept of a (partially) hyperbolic torus. Let
(M,!, H) be a Hamiltonian system on the 2m-
dimensional symplectic manifold (M,!).

An invariant n-torus N �M (0 � n < m) is called
hyperbolic if there exist coordinates x, y, z on M in a
neighborhood of N such that

1. y = (y1, . . . , yn), x = (x1, . . . , xn) mod 2�,
z = (zs, zu), zs, u = (zs, u

1 , . . . , zs, u
l ), lþ n = m;

2. != dy ^ dxþ dzu ^ dzs;
3. N = {(x, y, z) : y = 0, z = 0}; and
4. H = h�, yiþ (1=2)hAy, yiþ hzu, �(x)zsiþO3(y, z),

where � 2Rn is a constant vector, A is a constant
n� n matrix, � is an l� l matrix such that
�(x)þ�T(x) is positive definite for any x mod 2�,
the symbol O3 denotes terms of order not less than
3, and ha, bi=

P
ajbj.

If det A 6¼ 0, the torus is called nondegenerate. If �
is Diophantine, that is, for some �, 	> 0 and any
0 6¼ k2Zn

jh�; kij � �jkj�	

the torus N is called Diophantine. The coordinates
(x, y, z) are called canonical for N.

Now suppose that the Hamiltonian H depends
smoothly on the parameter ":

H ¼ H0 þ "H1 þOð"2Þ

and for "= 0 the system is Liouville integrable with
the commuting first integrals F1, . . . , Fm:

fFj; Fkg ¼ 0; 1 � j; k � m

Let M0 = {F1 = � � � = Fm = 0} �M be their zero
common level and let N �M be an n-dimensional
nondegenerate Diophantine hyperbolic torus. The
torus N generates the invariant Lagrangian asymp-
totic manifolds �s, u �M. Suppose that the separa-
trices are doubled, that is, there is a Lagrangian
manifold � � �s \ �u.

Consider the perturbed Hamiltonian H = H0þ
"H1þO("2). The torus N as well as the asymptotic
manifolds �s, u survive the perturbation. Let N" be the
corresponding hyperbolic torus in the perturbed
system and �s, u

" its asymptotic manifolds: N" and
�s, u
" depend smoothly on " and N0 = N, �s, u

0 = �s, u.
Let the function 
(x) satisfy the equation

h�; @
ðxÞ=@xi þH1ðx; 0; 0Þ

¼ 1

ð2�Þn
Z

Tn
H1ðx; 0; 0Þ dx

Lobe

h

τ

Λs Λu

τ∗

Figure 1 Perturbed separatrices in time–energy coordinates.
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This equation has a smooth solution unique up to an
additive constant.

Consider a solution of the unperturbed Hamiltonian
equations �(t) � �. Let I�j , I�j, l, 1 � j, l � m be the
following quantities (Treschev 1994):

I�j ¼ lim
T!þ1

�
�
Z T

�T

fFj;H1gð�ðtÞÞ dt

þ fFj; 
gð�ð�TÞÞ � fFj; 
gð�ðTÞÞ
�

I�j;l ¼ lim
T!þ1

�
�
Z T

�T

fFj; fFl;H1ggð�ðtÞÞ dt

þ fFjfFl; 
ggð�ð�TÞÞ

� fFjfFl; 
ggð�ðTÞÞ
�

The numbers I�j , I�j, l play the role of the first and
second derivatives of the Poincaré integral at some
point.

If any of the quantities I�j , I�j, l does not vanish,
the asymptotic manifolds �s, u split. Moreover, sup-
pose that I�1 = � � � = I�m = 0 and the rank of the matrix
(I�j, l) equals m� 1. Then for small values of ", the
manifolds �s and �u intersect transversally on the
energy level at points of the solution �"(t), where
�"! � as "! 0.
Poincaré Integral in Multidimensional
Case

Suppose that the Hamiltonian from the previous
section equals

Hðx; y; u; v; t; "Þ¼H0ðy; u; vÞ þ "H1ðx; y; u; v; tÞ
þOð"2Þ

Here x = (x1, . . . ,xn)mod2�, y= (y1, . . . ,yn)2Rn, and
(u,v)2R2. The symplectic structure != dy^ dxþ
dv^ du.

We assume that in the unperturbed integrable
system the variables separate:

H0ðy; u; vÞ ¼ FðyÞ þ f ðu; vÞ

and the system with one degree of freedom and
Hamiltonian f has a hyperbolic equilibrium
(u, v) = 0 with a homoclinic solution �(t). Any torus

Nðy0Þ ¼ fðx; y; u; v; tÞ: y ¼ y0; u ¼ v ¼ 0g

is a hyperbolic torus of the unperturbed system with
frequency vector

�ðy0Þ

1

0@ 1A; �ðyÞ ¼ @F=@y
Suppose that N = N(0) is Diophantine and non-
degenerate. Then in the perturbed system there is
smooth in " hyperbolic torus N", N0 = N. Consider
the Poincaré function

Pð�; �Þ ¼
Z þ1
�1

�
H1ð� þ �ðt þ �Þ; 0; �ðt þ �Þ; tÞ

�H1ð� þ �ðt þ �Þ; 0; 0; 0; tÞ
�

dt

Obviously, P(�, �) is 2�-periodic in � and � .
If P is not identically constant, asymptotic

surfaces of N" split in the first approximation in ".
Nondegenerate critical points of P correspond to
transversal homoclinic solutions of the perturbed
system.

Other results on the splitting of multidimensional
asymptotic manifolds are presented in Arnol’d et al.
(1988) and Lochak et al. (2003).
Exponentially Small Separatrix Splitting

If in the unperturbed (integrable) system there are no
asymptotic manifolds, they can appear after a
perturbation. Consider, for example, perturbation
of a real-analytic Liouville integrable system near a
simple resonance:

_x ¼ @H

@y
; _y ¼ @H

@x
; x2Tm; y2D � Rm

Hðx; y; t; "Þ ¼ H0ðyÞ þ "H1ðx; y; t; "Þ

As usual, we assume 2�-periodicity in t. A simple
resonance corresponds to a value of the action
variable y = y0 such that the frequency vector

�̂ ¼
�0

1

0@ 1A; �0 ¼ @H0

@y
ðy0Þ 2Rm

(here 1 is the frequency, corresponding to the time
variable) admits only one resonance. More precisely,
there exists a nonzero k̂2Zmþ1, satisfying hk̂, �̂i= 0
and any k2Zmþ 1 such that hk, �̂i= 0 is collinear
with k̂.

Without loss of generality, we can assume that
y0 = 0 and �0 =

�
0e� �, e� 2Rm�1. Then the vector

�=
� e�

1

�
2Rm is nonresonant.

In a
ffiffiffi
"
p

-neighborhood of the resonance we have a
system with fast variables X = (x2, . . . , xm, t) mod 2�
and slow variables Y = (x1, "�1=2y1, . . . , "�1=2ym)
variables:

_Y ¼ Oð
ffiffiffi
"
p
Þ; _X ¼ � þOð

ffiffiffi
"
p
Þ ½4�

If the frequency vector � is Diophantine, by using
the Neishtadt averaging procedure, we can reduce
the dependence of the right-hand sides of eqns [4] on
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the fast variables to exponentially small in " terms.
This means that there exist new symplectic variables

P ¼ Y þOð
ffiffiffi
"
p
Þ; Q ¼ XþOð

ffiffiffi
"
p
Þ

(new time coincides with the old one) such that
system [4] takes the form

_P ¼
ffiffiffi
"
p

FðP;
ffiffiffi
"
p
Þ þO

�
expð�a"�bÞ

�
_Q ¼ � þ

ffiffiffi
"
p

GðP;
ffiffiffi
"
p
Þ þO

�
expð�a"�bÞ

�
with positive constants a, b.

If we neglect the exponentially small reminders,
the system turns out to be integrable. Generically, it
has a family of hyperbolic m-tori of the form
{(P, Q): P = const.} with doubled asymptotic mani-
folds. However, the terms O(exp (�a"�b)) generic-
ally cannot be removed completely. They produce
an exponentially small splitting of the asymptotic
manifolds. This splitting implies nonintegrability,
chaotic behavior, Arnol’d diffusion, and other
dynamical effects.

It is important to note that exponentially small
splitting appears only in the analytic case. In smooth
systems the splitting is much stronger.

Unfortunately, at present there are no quantitative
methods for studying such splittings except obvious
upper estimates and the case of two-dimensional
systems.
Exponentially Small Splitting
in Two-Dimensional Systems

The main results on exponentially small separatrix
splitting were obtained by Lasutkin and his students
(Gelfreich and others). Another effective approach
was proposed by Treschev. There are no general
theorems in this situation; however, many examples
were studied. We discuss the splitting in the
pendulum with rapidly oscillating suspension point.
The Hamiltonian of the system has the form

H ¼ 1
2 y2 þ ð1þ 2b cosðt="ÞÞ cos x

(cf. [3]). For any value of " the circle
{(x, y, t): x = y = 0} is a periodic trajectory. For
small "> 0 the trajectory is hyperbolic.

Poincaré integral can be formally written in this
system. It predicts the area of lobes 16�b"�1 e��(2")�1

.
However, there is no reason to expect that this
asymptotics of the splitting is correct. Indeed, its
value is exponentially small in ", while the error of the
Poincaré–Melnikov method is in general quadratic in
the perturbation. To obtain correct asymptotics of the
separatrix splitting, one has to study singularities of
the solutions with respect to complex time. Area of
lobes in this system equals (Treschev 1997)

AL ¼ 4bf ðb; "Þ"�1 e��ð2"Þ
�1

Here f (b, "), " � 0 is a smooth function. The func-
tion f (b, 0) is even and entire. It can be computed
numerically as a solution of a problem which does
not contain ". The value f (0, 0) = 4� corresponds to
the Poincaré integral, but the function f (b, 0) is not
constant. It is possible to prove that f can be
expanded in a power series in ". Apparently, this
series diverges for any b 6¼ 0.
Separatrix Splitting and Dynamics

1. Separatrix splitting can be regarded as an obstacle
to the integrability of the perturbed system. How-
ever, this statement needs some comments.
Doubled asymptotic surfaces in an integrable
Hamiltonian system can have self-intersections. In
the case of equilibrium, such intersections can even
be transversal. In the literature, there is no general
result saying that separatrix splitting implies non-
integrability. Some particular cases (studied by
Kozlov, Ziglin, Bolotin, and others) are presented
in Arnol’d et al. (1989). For example, in the two-
dimensional case, this is seen to be true.

2. Conceptual reason for the nonintegrability, dis-
cussed in the previous item, is a complicated
dynamics near the splitted separatrices. In many
situations, it is possible to find in this domain a
Smale horseshoe. This implies positive topological
entropy, existence of nontrivial hyperbolic sets,
symbolic dynamics, etc.

3. Consider a near-integrable area-preserving two-
dimensional map. In the perturbed system in the
vicinity of the splitted separatrices of a hyperbolic
fixed point z" the so-called stochastic layer is
formed. Here we mean the domain bounded by
invariant curves, closest to the separatrices. An
important quantity, describing the rate of chaos, is
the area of the stochastic layer ASL("). It turns out
(Treschev 1998b) thatASL(") is connected with the
area of the largest lobeAL(") by the simple formula

c1ASLð"Þ <
ALð"Þ log ALð"Þð Þ

log2 �
< c2ASLð"Þ

with some constants c1, c2 > 0, where � is the
largest multiplier (Lyapunov exponent) of the fixed
point z0.

4. Let ẑ be a hyperbolic fixed point of an area-
preserving two-dimensional map. The point ẑ
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divides the corresponding separatrices �s, u in 4
branches �s

1, 2 and �u
1, 2. Suppose that the pair of

branches �s
j and �u

l satisfies the following
conditions:

	 �s
j and �u

l lie in a compact invariant domain;
	 �s

j and �u
l do not coincide and intersect at a

homoclinic point.

Then the closures �
s

j , �
u

l are compact invariant
sets. Very little is known about these sets. For
example, it is not known if their measure is positive.
However, by using the Poincaré recurrence theorem,
it is possible to prove (Treschev 1998a) that �

s

j = �
u

l .

See also: Averaging Methods; Billiards in Bounded Convex
Domains; Hamiltonian Systems: Obstructions to Integrability;
Hamiltonian Systems: Stability and Instability Theory.
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Introduction

The rubric ‘‘several complex variables’’ is attached to a
wide area of mathematics which involves the study of
holomorphic phenomena in dimensions higher than
one. In this area there are viewpoints, methods and
results which range from those on the analytic side,
where analytic techniques of partial differential equa-
tions (PDEs) are involved, to those of algebraic geometry
which pertain to varieties defined over finite fields. Here
we outline selected basic methods which are aimed at
understanding global geometric phenomena. Detailed
presentations of most results discussed here can be
found in the basic texts (Demailly, Grauert and
Fritzsche 2001, Griffiths and Harris 1978, Grauert et
al. 1994, Grauert and Remmert 1979, 1984).
Domains in Cn

Complex analysis begins with the study of
holomorphic functions on domains D in Cn.
These are smooth complex-valued functions f
which satisfy

�@f :¼
X @f

@�zi
d�zi ¼ 0

Some results from the one-dimensional theory extend
to the case where n > 1. However, even at the early
stages of development, one sees that there are many
new phenomena in the higher-dimensional setting.

Extending Results from the One-Dimensional
Theory

For local results one may restrict considerations to
functions f which are holomorphic in a neighbor-
hood of 0 2 Cn. The restriction of f to, for example,
any complex line through 0 is holomorphic, and
therefore the maximum principle can be immedi-
ately transferred to the higher-dimensional setting.

The zero-set V(f ) of a nonconstant holomorphic
function is one-codimensional over the complex
numbers (two-codimensional over the reals). Thus
the identity principle must be formulated in a
different way from its one-dimensional version. For
example, under the usual connectivity assumptions,
if f vanishes on a set E with Hausdorff dimension
bigger than 2n� 2, then it vanishes identically. Here



is another useful version: if M is a real submanifold
such that the real tangent space TzM generates the
full complex tangent space at one of its points, that
is, TzMþ iTzM = TzC

n, and f jM � 0, then f � 0.
In the one-dimensional theory, after choosing

appropriate holomorphic coordinates, f (z) = zk for
some k. This local normal form implies that
nonconstant holomorphic functions are open map-
pings. Positive results in the mapping theory of
several complex variables are discussed below. The
simple example F : C2 ! C2, (z, w)! (z, zw), shows
that the open mapping theorem cannot be trans-
ferred without further assumptions.

The local normal-form theorem in several com-
plex variables is called the ‘‘Weierstraß preparation
theorem.’’ It states that after appropriate normal-
ization of the coordinates, f is locally the product of
a nonvanishing holomorphic function with a
‘‘polynomial’’

Pðz; z0Þ= zk þ ak�1ðz0Þzk�1 þ � � � þ a0ðz0Þ

where z is a single complex variable, z0 denotes the
remaining n� 1 variables, and the coefficients are
holomorphic in z0. This is a strong inductive device
for the local theory.

If D is a product D = D1 � � � � �Dn of relatively
compact domains in the complex plane C, then
repeated integration transfers the one-variable
Cauchy integral formula from the Di to D. The
resulting integral is over the product bd(D1)� � � � �
bd(Dn) of the boundaries which is topologically a
small set in bd(D). Complex analytically it is, however,
large in the sense of the above identity principle.

It follows from, for example, the n-variable
Cauchy integral formula that holomorphic functions
agree with their convergent power series develop-
ments. As in the one-variable theory, the appro-
priate topology on the space O(D) of holomorphic
functions on D is that of uniform convergence on
compact subsets. In this way O(D) is equipped with
the topology of a Fréchet space.

First Theorems on Analytic Continuation

Analytic continuation is a fundamental phenomenon
in complex geometry. One type of continuation
theorem which is known in the one-variable theory
is of the following type: If E is a small closed set in
D and f 2 O(DnE) is a holomorphic function which
satisfies some growth condition near E, then it
extends holomorphically to D. The notion ‘‘small’’
can be discussed in terms of measure, but it is more
appropriate to discuss it in complex analytic terms.

An analytic subset A of D is locally the common
zero set {a 2 D; f1(a) = � � � = fm(a) = 0} of finitely

many holomorphic functions. A function g on A is
said to be holomorphic if at each a 2 A it is the
restriction of a holomorphic function on some
neighborhood of a in D. There is an appropriate
notion of an irreducible component of A. If A is
irreducible, it contains a dense open set Areg, which
is a connected k-dimensional complex manifold,
that is, at each of its points a there are functions
f1, . . . , fk which define a map F := (f1, . . . , fk), which
is a holomorphic diffeomorphism of Areg onto an
open set in Ck. The boundary Asing is the set of
singular points of A, which is a lower-dimensional
analytic set. The dimension of an analytic set is the
maximum of the dimensions of its irreducible
components.

Here are typical examples of theorems on con-
tinuing holomorphic functions across small analytic
sets E. If codim E � 2, then every function which is
holomorphic on DnE extends to a holomorphic
function on D. The same is true of meromorphic
functions, that is, functions which are locally
defined as quotients m = f=g of holomorphic func-
tions. If f is holomorphic on D, then g := 1=f is
holomorphic outside the analytic set E := V(f ).
Thus g cannot be holomorphically continued across
this one-codimensional set. However, Riemann’s
Hebbarkeitssatz is valid in several complex vari-
ables: if f is locally bounded outside an analytic
subset E of any positive codimension, then it extends
holomorphically to D.

With a bit of care, continuation results of this type
can be proved for (reduced) complex spaces. These
are defined as paracompact Hausdorff spaces which
possess charts (U�,’�), where the local home-
omorphism ’� identifies the open set U� with a
closed analytic subset A� of a domain D� in some
Cn� . As indicated above, a continuous function on
A� is holomorphic if at each point it can be
holomorphically extended to some neighborhood of
that point in D�. Finally, just as in the case of
manifolds, the compatibility between charts is guar-
anteed by requiring that coordinate change
’�� : U�� ! U�� is biholomorphic, that is, it is a
homeomorphism so that it and its inverse are given by
holomorphic functions as F = (f1, . . . , fm). The discus-
sion of irreducible components, sets of singularities,
and dimension for complex spaces goes exactly in the
same way as that above for analytic sets.

If E is everywhere at least two-codimensional,
then the above result on continuation of mero-
morphic functions holds in complete generality. The
Hebbarkeitssatz requires the additional condition
that the complex space is normal. In many situations
this causes no problem at all, because, in general,
there is a canonically defined associated normal
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complex space ~X and a proper, surjective, finite-
fibered holomorphic map ~X! X which is biholo-
morphic outside a nowhere-dense proper analytic
subset. Difficulties can be overcome by simply lifting
functions to this normalization and applying the
Hebbarkeitssatz.

Continuation theorems of Hartogs-type reflect the
fact that complex analysis in dimensions larger than
one is really quite different from the one-variable
version. The following is such a theorem. Let (z, w) be
the standard coordinates in C2 and think of the z-axis
as a parameter space for geometric figures in the
w-plane. For example, let Dz := {(z, w) : jwj < 1} be
a disk and Az := {(z, w) : 1� " < jwj < 1} be an
annulus. An example of a Hartogs figure H in C2

is the union of the family of disks Dz for jzj < 1� �
with the family Az of annuli for 1� � � jzj < 1.
One should visualize the moving disks which
suddenly change to moving annuli. One speaks of
filling in the Hartogs figure to obtain the polydisk
Ĥ := {(z, w); jzj, jwj < 1}. Hartogs’ continuation the-
orem states that a function which is holomorphic
on H extends holomorphically to Ĥ.

Cartan–Thullen Theorem

One of the major developments in complex analysis
in several variables was the realization that certain
convexity concepts lie behind the strong continua-
tion properties. At the analytic level one such is
defined as follows by the full algebra of holo-
morphic functions O(D). If K is a compact subset of
D, then its holomorphic convex hull K̂ is defined as
the intersection of the sets P(f ) := {p 2 D : jf (p)j �
jf jK} as f runs through O(D). One says that D is
holomorphically convex if K̂ is compact for every
compact subset K of D.

The theorem of H. Cartan and Thullen relates this
concept to analytic continuation phenomena as
follows. A domain D is said to be a domain of
holomorphy if, given a divergent sequence {zn} 	 D,
there exists f 2 O(D) which is unbounded along it.
In other words, the phenomenon of being able to
extend all holomorphic functions on D to a truly
larger domain D̂ does not occur. The Cartan–
Thullen theorem states that D is a domain of
holomorphy if and only if it is holomorphically
convex. In the next paragraph the relation between
this type of convexity and a certain complex
geometric convexity of the boundary bd(D) will be
indicated.

Levi Theorem and the Levi Problem

Consider a smooth (local) real hypersurface �
containing 0 2 Cn with n > 1. It is the zero-set

{�= 0} in some neighborhood U of 0 of a smooth
function with d� 6¼ 0 on U. This is viewed as a piece
of a boundary of a domain D, where U \D = {� < 0}.
The real tangent space T0� = Ker(d�(0)) contains a
unique maximal (one-codimensional) complex sub-
space TC

0 � = Ker(@�(0)) = H. The signature of the
restriction of the complex Hessian (or Levi form) i@ �@�
to H is a biholomorphic invariant of �. In this
notation the Hessian is a real alternating 2-form
which is compatible with the complex structure, and
its signature is defined to be the signature of the
associated symmetric form.

If the restriction of this Levi form to the complex
tangent space has a negative eigenvalue, that is, if
the boundary bd(D) has a certain degree of
concavity, then there is a map F : �! U of the
unit disk � which is biholomorphic onto its image
with F(0) = 0 and otherwise F(cl(�)) 	 D. The
reader can imagine pushing the image of this map
into the domain to obtain a family of disks which
are in the domain, and pushing it in the outward
pointing direction to obtain annuli which are also in
the domain. Making this precise, one builds a
(higher-dimensional) Hartogs figure H at the base
point 0 so that Ĥ is an open neighborhood of 0. In
particular this proves the theorem of E. E. Levi:
every function holomorphic on U \D extends to a
neighborhood of 0. This can be globally formulated
as follows:

Theorem If D is a domain of holomorphy with
smooth boundary in Cn, then bd(D) is Levi-
pseudoconvex.

Here the terminology Levi-pseudoconvex is used to
denote the condition that the restriction of the Levi
form to the complex tangent space of every
boundary point is positive semidefinite.

One of the guiding problems of complex analysis
in higher dimensions is the Levi problem. This is the
converse statement to that of the Levi’s theorem:

Levi Problem Is a domain D with smooth Levi-
pseudoconvex boundary in a complex manifold
necessarily a domain of holomorphy?

Stated in this form it is not true, but for domains
in Cn it is true. As will be sketched below, under
stronger assumptions on the Levi form it is almost
true. However, there are still interesting open
problems in complex analysis which are related to
the Levi problem.

Bounded Domains and Their Automorphisms

The unit disk in the complex plane is particularly
important, because, with the exceptions of projective
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space P1(C), the complex plane C, the punctured
plane Cn{0}, and compact complex tori, it is the
universal cover of every (connected) one-dimensional
complex manifold.

In higher dimensions it should first be underlined
that, without some further condition, there is no
best bounded domain in Cn. For example, two
randomly chosen small perturbations of the unit ball
B2 := {(z, w); jzj2 þ jwj2 < 1}, with, for example, real
analytic boundary, are not biholomorphically
equivalent.

On the other hand, the following theorem of
H. Cartan shows that bounded domains D are good
candidates for covering spaces:

Theorem Equipped with the compact open topol-
ogy, the group Aut(D) of holomorphic automorph-
isms of D is a Lie group acting properly on D.

The notion of a proper group action of a
topological group on a topological space is funda-
mental and should be underlined. It means that if
{xn} is a convergent sequence in the space where the
group is acting, then a sequence of group elements
{gn}, with the property that {gn(xn)} is convergent,
itself possesses a convergent subsequence. As a
consequence, isotropy groups are compact and
orbits are closed.

In the context of bounded domains D this implies
that if � is a discrete subgroup of Aut(D), then
X = D=� carries a natural structure of a complex
space. If in addition � is acting freely, something
that, with minor modifications, can be arranged,
then X is a complex manifold.

Many nontrivial compact complex manifolds arise
as quotients D=� of bounded domains. Even very
concrete quotients, for example, where D = B2, are
extremely interesting. Conversely, if Aut(D) contains
a discrete subgroup � so that D=� is compact, then
D is probably very special. For example, it is known
to be holomorphically convex!

Any compact quotient X = D=� of a bounded
domain is projective algebraic in the sense that it can
be realized as a complex (algebraic) submanifold of
some complex projective space. In fact the embed-
ding can be given by quite special �-invariant
holomorphic tensors on D, and this in turn implies
that X is of general type (see below). For further
details, in particular on Cartan’s theorem on the
automorphism group of a bounded domain, the
reader is referred to Narasimhan (1971).

Stein Manifolds

The founding fathers of the first phase of ‘‘modern
complex analysis’’ (Cartan, Oka, and Thullen)

realized that domains of holomorphy form the
basic class of spaces where it would be possible to
solve the important problems of the subject con-
cerning the existence of holomorphic or mero-
morphic functions with reasonably prescribed
properties. In fact, Oka formulated a principle
which more or less states that if a complex analytic
problem which is well formulated on a domain of
holomorphy has a continuous solution, then it
should have a holomorphic solution. Given the
flexibility of continuous functions and the rigidity
of holomorphic functions, this would seem impos-
sible but in fact is true!

Beginning in the late 1930s, Stein worked on
problems related to this Oka principle, in particular
on those related to what we would now call the
algebraic topological aspects of the subject, and he
was led to formulate conditions on a general
complex manifold X which should hold if problems
of the above type are to be solved. First, his axiom
of holomorphic convexity was simply that, given a
divergent sequence {xn} in X, there should be a
function f 2 O(X) such that {f (xn)} is unbounded.
Secondly, holomorphic functions should separate
points in the sense that, given distinct points x1, x2 2
X, there exists f 2 O(X) with f (x1) 6¼ f (x2). Finally,
globally defined holomorphic functions should give
local coordinates. Assuming that X is n-dimensional,
this means that, given a point x 2 X, there exist
f1, . . . , fn 2 O(X) such that df1(x) ^ � � � ^ dfn(x) 6¼ 0.

Assuming Stein’s axioms, Cartan and Serre then
produced a powerful theory in the context of sheaf
cohomology which proved certain vanishing theo-
rems that led to the desired existence theorems. This
theory and typical applications are sketched below.
Before going into this, we would like to mention
that Grauert’s version of the Cartan–Serre theory
requires only very weak versions of Stein’s axioms:
(1) The connected component containing K of the
holomorphic convex hull K̂ of every compact set
should be compact. (2) Given x 2 X, there are
functions f1, . . . , fm 2 O(X) so that x is an isolated
point in the fiber of the map F := (f1, . . . , fm) : X!
Cm. Of course the results also hold for complex
spaces.

Holomorphically convex domains in Cn are Stein
manifolds, and since closed complex manifolds of
Stein manifolds are Stein, it follows that any
complex submanifold of Cn is Stein. In particular,
affine varieties are Stein spaces. Remmert’s theorem
states the converse: an n-dimensional Stein manifold
can be embedded as a closed complex submanifold
of C2nþ1. A nontrivial result of Behnke and Stein
implies that every noncompact Riemann surface is
also Stein.
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Basic Formalism

The following first Cousin problem is typical of those
which can be solved by Stein theory. Let X be a
complex manifold which is covered by open sets Ui.
Suppose that on each such set a meromorphic function
mi is given so that on the overlap Uij := Ui \Uj the
difference mij = mj �mi =: fij is holomorphic. This
means that the distribution of polar parts of these
functions is well defined. The question is whether or
not there exists a globally defined meromorphic
function m 2M(X) with these prescribed polar
parts, that is, with m�mi =: fi 2 O(Ui).

If one applies the Oka principle, this problem can
be easily solved. For this one can assume that the
covering is locally finite and take �i to be a partition
of unity subordinate to the cover. Using standard
shrinking and cut-off arguments, one extends the fij

to the full space X as smooth functions so that the
alternating cocycle relations fij þ fjk þ fki = 0 and
fij =�fji still hold. Then fj :=

P
�kfjk is a smooth

function on Uj which satisfies fj � fi = fij on the
overlap Uij. It follows that f := mi þ fi = mj þ fj is a
globally well-defined ‘‘smooth’’ function with the
prescribed polar parts. The Oka principle would
then imply that there is a globally defined mero-
morphic function with the same property.

The basic sheaf cohomological formalism for
Stein theory can be seen in the above argument.
Suppose that instead of applying extension and cut-
off techniques from the smooth category, we could
answer positively the question ‘‘given the holo-
morphic functions {fij} on the Uij, do there exist
holomorphic functions {fi} on the Ui such that fj �
fi = fij on the Uij?’’ Then we would immediately have
the desired globally defined meromorphic function
m := mi þ fi. This question is exactly the question of
whether or not the Cech cohomology class of the
alternating cocycle {fij} vanishes.

Let us quickly summarize the language of Cech
cohomology. A presheaf of abelian groups is a
mapping U! S(U) which associates to every open
subset of X an abelian group. Typical examples are
U ! O(U), U ! C1(U), U ! H
(U, Z), . . . . The
last example which associates to U its topological
cohomology does not localize well in terms of
following the basic axioms for a sheaf: (1) Given a
covering {Ui} of an open subset U of X and elements
si 2 S(Ui) with sj � si = 0 on Uij, there exists s 2 S(U)
with sjUi = si. (2) If s, t 2 S(U) are such that
sjUi = tjUi for all i, then s = t. For this we have
assumed that the restriction mappings have been
built into the definition of a presheaf.

Associated to a sheaf S on X and a covering
U = {Ui} is the space of alternating q-cocycles

Cq(U, S), which is the set of alternating maps �
from the set of (qþ 1)-fold indices of the form
(i0, . . . , iq) 7! si0,..., iq 2 S(Ui0,..., iq). Here Ui0,..., iq := Ui0

\ � � � \Uiq . The boundary mapping � : Cq ! Cqþ1 is

defined by �(�)i0,...iqþ1
=
P

k (�1)ksi0,..., ik�1, ikþ1,..., iqþ1
. It

follows that �2 = 0, and H
(U, S) is defined to be the
cohomology of the associated complex.

In any consideration it is necessary to refine
coverings, shrink, etc., and therefore one goes to
the limit H
(X,S) over all refinements of the
coverings. The script notation S is used to denote
that we have then localized the sheaf to the germ
level. Due to a theorem of Leray one can, however,
always take a suitable covering so that
Hq(U,S) = Hq(X,S) for all q, where now S(U)
satisfies the above axioms.

One of the important facts in this cohomology
theory is that a short exact sequence of sheaves 0!
S0 ! S ! S00 ! 0 yields a long exact sequence

0! H0ðX;S0Þ ! H0ðX;SÞ ! H0ðX;S00Þ
! H1ðX;S0Þ ! H1ðX;SÞ ! H1ðX;S00Þ ! � � �

in cohomology.
A fundamental theorem of Stein theory, Theorem

B, states that for the basic analytic sheaves S of
complex analysis, the so-called coherent sheaves, all
cohomology spaces Hq(X,S) vanish for all q � 1. In
the above example of the first Cousin problem the
desired vanishing is that of H1(U,O).

Coherent Sheaves

Numerous important sheaves in complex analysis
are associated to vector bundles on complex mani-
folds. A holomorphic vector bundle � : E! X over a
complex manifold is a holomorphic surjective
maximal rank fibration. Every fiber Ex := ��1(x) is
a complex vector space, and the vector space
structure is defined holomorphically over X. For
example, addition is a holomorphic map E�X E! E.
Such bundles are locally trivial, that is, there is a
covering {Ui} of the base such that ��1(Ui) is
isomorphic to Ui �Cr and on the overlap the gluing
maps in the fibers are holomorphic maps ’ij : Uij !
GLn(C). The number r is called the rank of the
bundle. Holomorphic bundles of rank 1 are referred to
as holomorphic line bundles. Of course all of these
definitions make sense in other categories, for exam-
ple, topological, smooth, real analytic, etc.

A holomorphic section of E over an open set U
is a holomorphic map s : U! E with � � s = IdU.
The space of these sections is denoted by E(U), and
the map U! E(U) defines a sheaf which is locally
just Or

X. It is therefore called a locally free sheaf of
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O-modules. Conversely, by taking bases of a locally
free sheaf S on the open sets where it is isomorphic
to a direct sum Or, one builds an associated
holomorphic vector bundle E so that E=S.

It is not possible to restrict our attention to these
locally free sheaves or equivalently to holomorphic
vector bundles. One important reason is that images
of holomorphic vector bundle maps are not necessa-
rily vector bundles. A related reason is that the sheaf
of ideals of holomorphic functions which vanish on
a given analytic set A is not always a vector bundle.
This is caused by the presence of singularities in A.
There are many other reasons, but these should
suffice for this sketch.

The sheaves S that arise naturally in complex
analysis are almost vector bundles. If X is the base
complex manifold or complex space under consid-
eration, then S will come from a vector bundle on
some big open subset X0 whose boundary is an
analytic set X1, and then on the irreducible
components of X1 it will come from vector bundles
on such big open sets, etc. These sheaves are called
coherent analytic sheaves of OX-modules. The
correct algebraic definition is that locally there
exists an exact sequence

0! Opd ! � � � ! Op1 ! Op0 ! S ! 0 ½1�

of sheaves of O-modules. This implies in particular
that, although S might not be locally free, it is
locally finitely generated, and the relations among
the generators are also finitely generated.

Selected Theorems

The following efficiently formulated fundamental
theorem contains a great deal of information about
Stein manifolds.

Theorem B A complex space X is Stein if and only
if for every coherent sheaf S of OX-modules
Hq(X,S) = 0 for all q � 1.

Since S is a sheaf, it follows that H0(X,S) =S(X).
This is referred to as the space of sections of S over
X. As a result of Theorem B, we are able to
construct sections with prescribed properties. Let us
give two concrete applications (there are many
more!).

Example Let A be a closed analytic subset of a
Stein space X, and let I denote the subsheaf of OX

which consists of those functions which vanish on A.
Note that this must be defined for every open subset
U of X. Then we have the short exact sequence 0!
I ! OX ! OX=I ! 0. The restriction of OX=I to
A is called the (reduced) structure sheaf OA of A. In

other words, for U open in A the space OA(U)
should be regarded as the space of holomorphic
functions on U.

Now, I is a coherent sheaf on X and therefore by
Theorem B the cohomology group H1(X, I ) vanishes.
Consequently, the associated long exact sequence in
cohomology implies that the restriction mapping
OX(X)! OA(A) is surjective. This special case of
Theorem A means that every (global!) holomorphic
function on A is the restriction of a holomorphic
function on X. ^

Example Let us consider the multiplicative (second)
Cousin problem. In this case meromorphic functions
mi are given on the open subsets Ui of a covering U
with the property that mi = fijmj, where fij is holo-
morphic and nowhere vanishing on the overlap Uij.
This is a distribution D of the zero and polar parts of
meromorphic functions, which in complex geometry is
called a divisor, and the interesting question is whether
or not there exists a globally defined meromorphic
function which has D as its divisor.

Now we note that GL1(C) = C
 and thus
fij : Uij ! C
 defines a line bundle L on X and we
regard it as an element of the space H1(X,O
) of
equivalence classes of line bundles on X. Here O

is the sheaf of nowhere-vanishing holomorphic
functions on X. It is not even a sheaf of O-modules;
therefore coherence is not discussed in this case.

The long exact sequence in cohomology associated
to the short exact sequence 0! Z�!O�!exp O
 ! 1
yields an element c1(L) 2 H2(X, Z), which is a purely
topological invariant. It is called the Chern class of L,
and one knows that L is topologically trivial if and
only if c1(L) = 0.

Coming back to the Cousin II problem, using the
same argument as in the Cousin I problem, we can
solve it if and only if we can find nowhere-vanishing
functions fi 2 O
(Ui) with fi = fijfj. This is equivalent
to finding a nowhere-vanishing section of L. But a
line bundle has a nowhere-vanishing section if and
only if it is isomorphic to the trivial bundle. In other
words, the Cousin II problem can be solved for a
given divisor D if and only if the associated line
bundle L(D) is trivial in H1(X,O
). For this, a
necessary condition is that the Chern class c1(L(D))
vanishes. But if X is Stein, this is also sufficient,
because the vanishing of H1(X,O) together with the
long exact sequence in cohomology shows that
H1(X,O
)�!c1 H2(X, Z) is injective.

Hence, in this case we have the following precise
formulation of the Oka principle: ‘‘A given divisor
D on a Stein manifold is the divisor of a globally
defined meromorphic function if and only if the
associated line bundle is topologically trivial.’’ ^
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A slightly refined statement from that above is the
fact that on a Stein manifold the space of topologi-
cal line bundles is the same as the space of
holomorphic line bundles. In the case of (higher
rank) vector bundles this is a deep and important
theorem of Grauert. It can be formulated as follows.

Grauert’s Oka principle On a Stein space the map
F : Vectholo(X)! Vecttop(X) from the space of holo-
morphic vector bundles to the space of topological
vector bundles which forgets the complex structure
is bijective.

In closing this section, a few words concerning the
proofs of the major theorems, for example, Theorem B,
should be mentioned. In all cases one must solve
something like an additive Cousin problem and one
first does this on special relatively compact subsets. For
this step there are at least two different ways to
proceed. One is to delicately piece together solutions
which are known to exist on very special polyhedral-
type domains or build up from lower-dimensional
pieces of such.

Another method is to solve certain systems of PDEs
on relatively compact domains where control at the
boundary is given by the positivity of the Levi-form.
An example of how such PDEs occur can already be
seen at the level of the above Cousin I problem. At the
point where we have solved it topologically, that is, the
holomorphic cocycle {fij} is a coboundary fij = fj � fi of
smooth functions, we observe that since �@fij = 0, it
follows that �= �@fi is a globally defined (0, 1)-form. It
is �@-closed, that is, the compatibility condition for
solving the system �@u =� is fulfilled. If this system can
be solved, then we use the solution u to adjust the
topological solutions of the Cousin problem by
replacing fi by fi � u. We still have fij = fj � fi, but
now the fi are holomorphic on Ui.

To obtain the global solution to a Cousin-type
problem, one exhausts the Stein space by the special
relatively compact subsets Un where, by one method
or another, we have solved the problem with
solutions sn. One would like to say that the sn

converge to a global solution s. However, there is no
way to a priori guarantee this without making some
sort of estimates. One main way of handling this
problem is to adjust the solutions as n!1 by an
approximation procedure. For this one needs to
know that holomorphic objects, for example, func-
tions on Un, can be approximated on Un by objects
of the same type which are defined on the bigger set
Unþ1. This Runge-type theorem, which is a non-
trivial ingredient in the whole theory, requires the
introduction of an appropriate Fréchet structure on
the spaces of sections of a coherent sheaf. This is in
itself a point that needs some attention.

Montel’s Theorem and Fredholm
Mappings

If U is an open subset of a complex space X, then
O(U) has the Fréchet topology of convergence on
compact subsets K defined by the seminorms j � jK.
Using resolutions of type (1) above, one shows that
the space of sections S(U) of every coherent sheaf S
also possesses a canonical Fréchet topology. This is
then extended to the spaces Cq(U,S), and conse-
quently one is able to equip the cohomology spaces
Hq(X,S) with (often non-Hausdorff) quotient
topology.

Elements of such cohomology groups can be
regarded as obstructions to solving complex analytic
problems. One often expects such obstructions, and
is satisfied whenever it can be shown if there are
only finitely many, that is, a finiteness theorem of
the type dim Hq(X,S) <1 is desirable. Here we
sketch two finiteness theorems which hold in
seemingly different contexts, but their proofs are
based on one principle: use the compactness
guaranteed by Montel’s theorem as the necessary
input for the Fredholm theorem in the context of
Fréchet spaces.

Recall that a continuous linear map T : E! F
between topological vector spaces is said to be
compact if there is an open neighborhood U of 0 2 E
such that T(U) is relatively compact in F. If Y is a
relatively compact open subset of a complex space
X, then Montel’s theorem states that the restriction
map rX

Y :O(X)! O(Y) is compact. This can be
extended to coherent sheaves, and using the Fred-
holm theorem for certain natural restriction and
boundary maps, one proves the following funda-
mental fact.

Lemma 1 If the restriction map rX
Y : Hq(X,S)!

Hq(Y,S) is surjective, then Hq(Y,S) is finite
dimensional.

Since the methods for the proof are basic in complex
analysis, we outline it here. Take a covering ~U of X
such that Hq(U,S) = Hq(X,S). Then intersect its
elements with Y to obtain a covering ~U of Y. Finally,
refine that covering with refinement mapping 	 to a
covering V of Y such that Hq(V,S) = Hq(X,S) and so
that Ui contains V	(i) as a relatively compact subset
for all i. Let Zq(U,S) denote the kernel of
the boundary map � for the covering U, and consider
the map Zq(U,S)
 Cq�1(V,S)! Cq(V,S) which is
the direct sum 	 
 � of the restriction and boundary
maps. By assumption it is surjective. Since � is the
difference of this map and the compact map 	 ,
L Schwartz’s version of the Fredholm theorem for
Fréchet spaces implies that its image is of finite
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codimension, that is, Hq(Y,S) = Hq(V,S) is finite
dimensional.

Applying this Lemma in the case of compact
spaces where X = Y, one has the following theorem
of Cartan and Serre:

Theorem If X is a compact complex space and S is
a coherent sheaf on X, then dim Hq(X,S) <1 for
all q.

Grauert made use of this technique in solving the
Levi problem for a strongly pseudoconvex relatively
compact domain D with smooth boundary in a
complex manifold X. Here strongly pseudoconvex
means that the restriction of the Levi form to the
complex tangent space of every boundary point is
positive definite. To do this he sequentially made
‘‘bumps’’ at boundary points to obtain a finite
sequence of domains D = D0 	 D1 	 � � � 	 Dm in
such a way that the restriction mappings at the
level of qth cohomology, q � 1, are all surjective
and such that at the last step D is relatively
compact in Dm. Applying the above Lemma,
dim Hq(D,S) <1. Using another bumping proce-
dure, it then follows that D is holomorphically
convex and, in fact, that D is almost Stein.

This last statement means that one can guarantee
that O(D) separates points outside of some compact
subset which could contain compact subvarietes on
which the global holomorphic functions are constant.
In this situation one can apply Remmert’s reduction
theorem which implies that there is a canonically
defined proper surjective holomorphic map � : D! Z
to a Stein space which is biholomorphic outside of
finitely many fibers. One says that, in order to obtain
the Stein space Z, finitely many compact analytic
subsets must be blown down to points.

The above mentioned reduction theorem is a
general result which applies to any holomorphically
convex complex space X. For this one observes that
if X is holomorphically convex, then for x 2 X the
level set L(x) := {y 2 X; f (y) = f (x) for all f 2 O(X)}
is a compact analytic subset of X. One then defines
an equivalence relation: x � y if and only if the
connected component of L(x) containing x and that
of L(y) which contains y are the same. One then
equips X=� with the quotient topology and proves
that the canonical quotient � : X! X=�=: Z is
proper. Finally, for U open in Z one defines
OZ(U) =OX(��1(U)) and proves that, equipped
with this structure, Z is a Stein space. This Remmert
reduction is universal with respect to holomorphic
maps to holomorphically separable complex spaces,
that is, if ’ : X! Y and OY(Y) separates the points
of Y, then there exists a uniquely defined holo-
morphic map 	’ : Z! Y so that 	’ � �=’. It should

be noted that, even if the original space X is a
complex manifold, the associated Stein space Z may
be singular. This reflects the fact that it is difficult to
avoid singularities in complex geometry.

Mapping Theory

Above we have attempted to make it clear that
holomorphic maps play a central role in complex
geometry. It is even important to regard a holo-
morphic function as a map. Here we outline the
basic background necessary for dealing with maps
and then state three basic theorems which involve
proper holomorphic mappings.

Basic Facts

A holomorphic map F : X! Y between (reduced)
complex spaces is a continuous map which can be
represented locally as a holomorphic map between
analytic subsets of the spaces in which X and Y are
locally embedded. In other words, F is the restriction
of a map F = (f1, . . . , fm) which is defined by
holomorphic functions.

If X is irreducible and X and Y are one-
dimensional, then a nonconstant holomorphic map
F : X! Y is an open mapping. This statement is far
from being true in the higher-dimensional setting.
The reader need only consider the example
F : C2 ! C2, (z, w)! (zw, z).

Despite the fact that holomorphic maps can be
quite complicated, they have properties that in
certain respects render them tenable. Let us sketch
these in the case where X is irreducible. First, one
notes that every fiber F�1(y) is a closed analytic
subset of X. One defines rankx F to be the codimen-
sion at x of the fiber F�1(F(x)) at x. Then
rank F := max {rankx F; x 2 X}. It then can be
shown that {x 2 X; rankx F � k} is a closed analytic
subset of X for every k. Applying this for
k = rank F � 1 we see that, outside a proper closed
analytic subset, F has constant maximal rank.

If F : X! Y has constant rank k in a neighbor-
hood of some point x 2 X, then one can choose
neighborhoods U of x in X and V of F(x) in Y so
that FjU maps U onto a closed analytic subset of Y.
By restricting F to the sets where it has lower rank
and applying this local-image theorem, it follows
that the local images of the set where F has lower
rank are at least two dimensions smaller than those
of top rank. Conversely, the fiber dimension
dF(x) := dimx F�1(F(x)) is semicontinuous in the
sense that dF(x) � dF(z) for all z near x. Finally, we
note that if Y is m-dimensional, then F : X! Y is an
open map if and only if it is of constant rank m.
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Proper Mappings

By definition a mapping F : X! Y between topolo-
gical spaces is proper if and only if the inverse image
F�1(K) of an arbitrary compact subset in Y is
compact in X. This is a more delicate condition
than meets the eye. For example, if F : X! Y is a
proper map and one removes one point from some
fiber, then it is normally no longer proper! On the
other hand, the restriction of a proper map to a
closed subset is still proper.

Remmert’s ‘‘Proper mapping theorem’’ is the first
basic theorem on proper holomorphic maps:

Theorem The image of a proper holomorphic map
F : X! Y is a closed analytic subset of Y.

Given another basic theorem of complex analysis,
the reader can imagine how this might be proved.
This is the continuation theorem for analytic sets
due to Remmert and Stein:

If X is a complex space and Y is a closed analytic
subset with dimy Y � k for all y 2 Y and Z is a closed
analytic subset of the complement XnY with dimz Z �
kþ 1 at all z 2 Z, then the topological closure cl(Z) of
Z in X is a closed analytic subset of X with E = cl(Z)n
Z = cl(Z) \ Y a proper analytic subset of cl(Z).

Similar results hold for more general complex
analytic objects. For example, closed positive cur-
rents with (locally) finite volume can be continued
across any proper analytic subset (Skoda 1982). A
sketch of the proof of the proper mapping theorem
(for X irreducible) goes as follows. From the
assumption that F is proper, the image F(X)
is closed. If F has constant rank k, then, by the
local result stated above, its image is everywhere
locally a k-dimensional analytic set. Since the image
is closed, the desired result follows. If rank F = k
and E := {x 2 X; rankxF < k} 6¼ ;, then by induction
F(E) is a closed analytic subset of dimension at
most k� 2. Let A := F�1(E) and apply the
previous discussion for constant rank maps to
Fj(XnA) : XnA! YnE. The image is a closed
k-dimensional analytic subset of YnE and its
Remmert–Stein extension is the full image F(X).

In this framework the Stein factorization theorem
is an important tool. Here F : X! Y is again a
proper holomorphic map which we may now
assume to be surjective. Analogous to the construc-
tion of the reduction of a holomorphically convex
space, one says that two points in X are equivalent
if they are in the same connected component of an
F-fiber. This is indeed an equivalence relation, and
the quotient Z := X=� is a complex space equipped
with the direct image sheaf. Thus one decomposes F

into two maps X! Z! Y, where X! Z is a
canonically associated surjective map with con-
nected fiber, and Z! Y is a finite map.

This geometric proper mapping theorem is a preview
of one of the deepest results in complex analysis:
Grauert’s direct image theorem. This concerns the
images of sheaves, not just the images of points. For this,
given a sheaf S on X one defines the qth direct image
sheaf on Y as the sheaf associated to the presheaf which
attaches to an open set U in Y the cohomology space
Hq(F�1(U),S). Grauert’s ‘‘Bildgarbensatz’’ states the
following: ‘‘If F : X! Y is a proper holomorphic map,
then all direct image sheaves of any coherent sheaf on X
are coherent on Y.’’

Complex Analysis and Algebraic
Geometry

The interplay between these subjects has motivated
research and produced deep results on both sides.
Here we indicate just a few results of the type which
show that objects which are a priori of an analytic
nature are in fact algebraic geometric.

Projective Varieties

Let us begin with the algebraic geometric side of the
picture where we consider algebraic subvarieties X of
projective space Pn(C). If [z0 : z1 : � � � : zn] are homo-
geneous coordinates of Pn, such a variety is the
simultaneous zero-set, X := V(P1, . . . , Pm), of finitely
many (holomorphic) homogeneous polynomials
Pi = Pi(z0, . . . , zm). Chow’s theorem states that in this
context there are no further analytic phenomena:

Theorem Closed complex analytic subsets of pro-
jective space Pn(C) are algebraic subvarieties.

This observation has numerous consequences. For
example, if F : X! Y is a holomorphic map between
algebraic varieties, then, by applying Chow’s theorem
to its graph, it follows that F is algebraic.

Chow’s theorem can be proved via an application
of the Remmert–Stein theorem in a very simple
situation. For this, let � : Cnþ1n{0}! Pn(C) be the
standard projection, and let Z := ��1(X). Since Z is
positive dimensional, by the Remmert–Stein theorem it
can be extended to an analytic subset of Cnþ1. The
resulting subvariety K(X) (the cone over X) is invariant
by the C
-action which is defined by v! 
v for 
 2
C
. If f is a holomorphic function on Cnþ1 which
vanishes on K(X), then we develop it in homogeneous
polynomials f =

P
Pd and note that


(f )(z) = f (
z) =
P

dPd also vanishes for all 
.

Hence, all Pd vanish identically and therefore the
ideal of holomorphic functions which vanish on K(X)
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is generated by the homogeneous polynomials which
vanish on K(X) and consequently finitely many of
these define X as a subvariety of Pn(C).

Complements of subvarieties in projective varieties
occur in numerous applications and are important
objects in complex geometry. Even complements PnnY
of subvarieties Y in the full projective space are not
well understood. If Y is the intersection of a compact
projective variety X with a projective hyperplane, that
is, Y is a hyperplane section, then XnY is affine. If Y is
q-codimensional in X, then XnY possesses a certain
degree of Levi convexity and general theorems of
Andreotti and Grauert (1962) on the finiteness and
vanishing of cohomology indeed apply. However, not
nearly as much is understood in this case as in the case
of a hyperplane section.
Kodaira Embedding Theorem

Given that analytic subvarieties of projective space
are algebraic, one would like to understand whether
a given compact complex manifold or complex
space can be realized as such a subvariety. Kodaira’s
theorem is a prototype of such an embedding
theorem. Most often one formulates projective
embedding theorems in the language of bundles.

For this, observe that if L! X is a holomorphic
line bundle over a compact complex manifold, then
its space �(X, L) of holomorphic sections is a finite-
dimensional vector space V. The zero-set of a section
s 2 V is a one-codimensional subvariety of X.
Let us restrict our attention to bundles which are
generated by their sections which for line bundles
simply means that for every x 2 X there is some
section s 2 V with s(x) 6¼ 0. It then follows that for
every x 2 X the space Hx := {x 2 X; s(x) = 0} is a
one-codimensional vector subspace of V. Thus L
defines a holomorphic map ’L : X! P(V
), x 7!Hx.
Note that we must go to the projective space P(V
),
because a linear function defining such an Hx is only
unique up to a complex multiple.

Projective embedding theorems state that under
certain conditions on L the map ’L is a holomorphic
embedding, that is, it is injective and is everywhere
of maximal rank in the analytic sense that its
differential has maximal rank. Here we outline a
complex analytic approach of Grauert for proving
embedding theorems. It makes strong use of the
complex geometry of bundle spaces.

Let L! X be a holomorphic line bundle over a
compact complex manifold. A Hermitian bundle metric
is a smoothly varying metric h in the fibers of L. This
defines a norm function v 7! jvj2 := h(v, v) on the
bundle space L. One says that L is positive if the tubular
neighborhood T := {v 2 L; jvj3< 1} is strongly
pseudoconcave, that is, when regarded from outside
T, its boundary is strongly pseudoconvex.

To prove an embedding theorem, one must
produce sections with prescribed properties. Sections
of powers Lk are closely related to holomorphic
functions on the dual bundle space L
. This is due to
the fact that if � : L! X is the bundle projection,
��1(U�) ffi U� �C is a local trivialization, and z� is
a fiber coordinate, then a holomorphic function f on
L
 has a Taylor series development

f ðvÞ=
X

s�ðnÞð�ðvÞÞzn
�ðvÞ

The function f is well defined on L. Hence, the
transformation law for the zn

� must be canceled out
by a transformation law for the coefficient functions
s�(n). This implies that the s�(n) are sections of Ln.
Hence, proving the existence of sections in the
powers of L with prescribed properties amounts to
the same thing as proving the existence of holo-
morphic funtions on L
 with analogous properties.

The positivity assumption on L is equivalent to
assuming that the tubular neighborhoods of the zero-
section in L
 defined by the norm function associated
to the dual metric are strongly pseudoconvex. The
solution to the Levi problem, which was sketched
above, then shows that L
 is holomorphically convex,
and its Remmert reduction is achieved by simply
blowing down its zero-section. In other words, L
 is
essentially a Stein manifold, and using Stein theory, it
is possible to produce enough holomorphic functions
on L to show that some power Lk defines a
holomorphic embedding ’Lk : X! P(�(X, Lk)
).
Bundles with this property are said to be ample, and
thus we have outlined the following fact: ‘‘a line
bundle which is Grauert-positive is ample.’’

It should be underlined that we defined the Chern
class of L as the image in H2(X, Z) of its equivalence
class in H1(X,O
), that is, in this formulation the
Chern class is a Cech cohomology class. It is, however,
often more useful to consider it as a deRham class
where it lies in the (1, 1)-part of H2

deR(X, C). If h is a
bundle metric as above, then the Levi form of the norm
function is a representative �c1(L, h) of the Chern
class of L
. Thus c1(L, h) is an integral (1, 1)-form
which represents c1(L). It is called the Chern form of L
associated to the metric h. The following is Kodaira’s
formulation of his embedding theorem:

Theorem A line bundle L is ample if and only if it
possesses a metric h so that c1(L, h) is positive definite.

Kodaira’s proof of this fact follows from his
vanishing theorem (see Several Complex Variables:
Compact Manifolds) in the same way the example
of Theorem A was derived from Theorem B in the
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first example in the subsection ‘‘Selected theorems.’’
That an ample bundle is positive follows immedi-
ately from the fact that if ’Lk is an embedding, then
its pullback of the (positive) hyperplane bundle on
projective space agrees with Lk.

Finally, one asks the question ‘‘under what natural
conditions can one construct a bundle L which is
positive?’’ The following is an example of an answer
which is related to geometric quantization.

Suppose that X is a compact complex manifold
equipped with a symplectic structure !, that is, ! is
a d-closed, nondegenerate 2-form. One says that ! is
Kählerian if it is compatible with the complex
structure J in the sense that !(Jv, Jw) =!(v, w) and
!(Jv, v) > 0 for every v and w in every tangent space
of X. Note that if L is a positive line bundle, then it
possesses a Hermitian metric h such that != c1(L, h)
is a Kählerian structure on X.

It should be underlined that there are Kähler
manifolds without positive bundles, for example,
every compact complex torus T = Cn=� possesses
the Kählerian structure which comes from the
standard linear structure on Cn. However, for n > 1
most such tori are not projective algebraic and
therefore do not have positive bundles.

If, on the other hand, the Kählerian structure is
integral, a condition that is automatic for the Chern
form c1(L, h) of a bundle, then there is indeed a line
bundle L! X equipped with a Hermitian metric h
such that c1(L, h) =!. The condition of integrality can
be formulated in terms of the integrals of ! over
homology classes being integral or that its deRham
class is in the image of the deRham isomorphism from
the Cech cohomology H2(X, Z)�C to H2

de R(X, C).
Coupling this with the embedding theorem for positive
bundles, we have the following theorem of Kodaira:

Theorem If (X,!) is Kählerian and ! is integral,
then X is projective algebraic.

This result has been refined in the following
important way (a conjecture of Grauert and
Riemenschneider proved with different methods by
Siu (1984) and by Demailly (1985)): the same result
holds if ! is only assumed to be semipositive and
positive in at least one point.

For Grauert’s proof of the Kodaira embedding
theorem and a number of other important and
beautiful results, we recommend the original paper
(Grauert 1962).
Quotients of Bounded Domains

Let D be a bounded domain in Cn and � be a discrete
subgroup of Aut(D) which is acting freely on D with a
compact quotient X := D=�. For � 2 � let J(�, z) be the
determinant of the Jacobian d�=dz and, given a
holomorphic function f, consider (at least formally)
the Poincaré series

P
f (�(z))J(�, z)k of weight k. If f is

bounded and k � 2, then this series converges to a
holomorphic function P(f ) on D which satisfies the
transformation rule P(f ) (�(z)) = J(�, z)�kP(f )(z).

Now the differential volume form � := dz1 ^ � � � ^
dzn transforms in the opposite way (for k = 1).
Therefore s(f ) = P(f )(�)k is a �-invariant section of
the kth power of the determinant bundle
K := �nT
D of the holomorphic cotangent bundle
of D. In other words, s(f ) 2 �(X, Kk). Since the
choice of f may be varied to show that there are
sufficiently many sections to separate points and to
guarantee the maximal rank condition, it follows
that the canonical bundle K of X is ample. Compact
complex manifolds with ample canonical bundle are
examples of manifolds which are said to be of
general type (see Several Complex Variables: Compact
Manifolds). Thus, this construction with Poincaré
series proves the following: ‘‘Every compact quotient
D=� of a bounded domain is of general type and is
in particular projective algebraic.’’

See also: Gauge Theoretic Invariants of 4-Manifolds;
Moduli Spaces: An Introduction; Riemann Surfaces;
Several Complex Variables: Compact Manifolds; Twistor
Theory: Some Applications [in Integrable Systems,
Complex Geometry and String Theory].
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Introduction

The aim of this article is to give an overview of the
classification theory of compact complex manifolds.
Very roughly, compact manifolds can be divided
into three disjoint classes:

� Projective manifolds, that is, manifolds which can
be embedded into some projective space, or
manifolds birational to those, usually called
Moishezon manifolds. These manifolds are treated
by algebraic geometric methods, but very often
transcendental methods are also indispensable.
� Compact (nonalgebraic) Kähler manifolds, that is,

manifolds carrying a positive closed (1, 1)-form,
or manifolds bimeromorphic to those. This class
is treated mainly by transcendental methods from
complex analysis and complex differential geo-
metry. However, some algebraic methods are also
of use here.
� General compact manifolds which are not bimer-

omorphic to Kähler manifolds. For two reasons
we will essentially ignore this class in our survey.
First, because of the lack of methods, not much is
known, for example, there is still no complete
classification of compact complex surfaces, and it
is still unknown whether or not the 6-sphere
carries a complex structure. And second, for the
purpose of this encyclopedia, this class seems to
be less important.

The main problems of classification theory can be
described as follows.

� Birational classification: describe all projective
(Kähler) manifolds up to birational (bimeromorphic)
equivalence; find good models in every equivalence
class. This includes the study of invariants.
� Biholomorphic classification: classify all projec-

tive (Kähler) manifolds with some nice property,
for example, curvature, many symmetries, etc.
� Topological classification and moduli: study all

complex structures on a given topological manifold –
including the study of topological invariants of
complex manifolds; describe complex structures
up to deformations and describe moduli spaces.
� Symmetries: describe group actions and invariants –

this is deeply related with the moduli problem.

In this article we will assume familiarity with
basic notions and methods from several complex
variables and/or algebraic geometry. In particular
we refer to Several Complex Variables: Basic
Geometric Theory in this encyclopedia.

We first note some standard notation used in this
article. If X is a complex manifold of dimension n,
then TX will denote its holomorphic tangent bundle
and �

p
X the sheaf of holomorphic p-forms, that is,

the sheaf of sections of the bundle
Vp T�X. The

bundle
Vn T�X is usually denoted by KX, the

canonical bundle of X and its sheaf of sections is
the dualizing sheaf !X, but frequently we will not
distinguish between vector bundles and their sheaves
of sections. An effective (Cartier) divisor on a
normal space X is a finite linear combinationP

niYi, where ni > 0 and Yi � X are irreducible
reduced subvarieties of codimension, which are
locally given by one equation. If L is a line bundle,
then instead of L�m we often write mL. If X is a
compact variety and E a vector bundle or coherent
sheaf, then the dimension of the finite-dimensional
vector space Hq(X, E) will be denoted by hq(X, E).

Birational Classification

Two compact manifolds X and Y are bimeromor-
phically equivalent, if there exist nowhere dense
analytic subsets A � X and B � Y and a biholo-
morphic map XnA!YnB such that the closure of
the graph is an analytic set in X� Y. In case X and
Y are algebraic, one rather says that X and Y are
birationally equivalent. This induces an isomorph-
ism between the function fields of X and Y. If X and
Y are projective or Moishezon(see below), then
conversely an isomorphism of their function fields
induces a birational equivalence between X and Y.
Important examples are blow-ups of submanifolds;
locally they can be described as follows. Suppose
that locally X is an open set U � Cn with coordi-
nates z1, . . . , zn and that A � X is given by
z1 = � � � = zm = 0. Then the blow-up X̂!X is the
submanifold X̂ � U � Pn�m�1 given by the
equations

yjti � yitj ¼ 0

where tj are homogeneous coordinates in Pn�m�1.
The Chow lemma says that any birational – even

rational – maps can be dominated by a sequence of
blow-ups with smooth centers. Recently other
factorizations (‘‘weak factorization,’’ using blow-
ups and blow-downs) have been established.
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A projective manifold is a compact manifold which
is a submanifold of some projective space PN. Of
course, a projective manifold can be embedded into
projective spaces in many ways. According to Chow’s
theorem (see Several Complex Variables: Basic
Geometric Theory), X � PN is automatically given
by polynomial equations and is therefore an algebraic
variety. This is part of Serre’s GAGA principle which
roughly says that all global analytic objects on a
projective manifold, for example, vector bundles or
coherent sheaves and their cohomology are auto-
matically algebraic. A compact manifold which is
bimeromorphically equivalent to a projective mani-
fold is called a Moishezon manifold. These arise
naturally, for example, as quotient of group actions,
compactifications, etc.

The most important birational invariant of com-
pact manifolds is certainly the Kodaira dimension
�(X). It is defined in three steps:

� �(X) =�1 iff h0(mKX) = 0 for all m 	 1.
� �(X) = 0 iff h0(mKX) 
 1 for all m, and

h0(mKX) = 1 for some m.
� In all other cases we can consider the meromorphic

map fm : X ! PN(m) associated to H0(mKX) for all
those m for which h0(mKX) 	 2. Let Vm denote
the (closure of the) image of fm. Then �(X) is
defined to be the maximal possible dim Vm.

Recall that fm is defined by [s0 : � � � : sN] for a given
base si of H0(mKX), cf. Several Complex Variables:
Basic Geometric Theory.

In the same way one defines the Kodaira (or
Iitaka) dimension �(L) of a holomorphic line bundle
L (instead of L = KX).

We are now going to describe geometrically the
different birational equivalence classes and how to
single out nice models in each class. Using methods
in characteristic p, Miyaoka and Mori proved the
following theorem:

Theorem 1 Let X be a projective manifold and
suppose that through a general point x 2 X there is a
curve C such that KX � C < 0. Then X is uniruled, that
is, there is a family of rational curves covering X.

A rational curve is simply the image of noncon-
stant map f : P1!X. It is a simple matter to prove
that uniruled manifolds have �(X) =�1, but the
converse is an important open problem. A step
towards this conjecture has recently been made by
Boucksom et al. (2004) if KX is not pseudoeffective,
that is, KX ‘‘cannot be approximated by effective
divisors,’’ then X is uniruled. Here one also finds a
discussion of the case when KX is pseudoeffective.

Mori theory is central in birational geometry.
To state the main results in this theory, we recall the

notion of ampleness: a line bundle L is ample if L
carries a metric of positive curvature. Alternatively
some tensor power of L has enough global section to
separate points and tangents and there gives an
embedding into some projective space; see Several
Complex Variables: Basic Geometric Theory for
more details. The notion of nefness, which is in a
certain sense the degenerate version of ampleness,
plays a central role in Mori theory: a line bundle or
divisor L is nef if

L � C ¼ degðLjCÞ 	 0

for all curves C � X. Examples are those L carrying
a metric of semipositive curvature, but the converse
is not true. However, if L is nef, there exists for all
positive � > 0 a metric h� with curvature �� > ��!,
where ! is a fixed positive form. In this context
singular metrics on L are also important. Locally
they are given by e�’ with a locally integrable
weight function ’ and they still have a curvature
current �. If L has a singular metric with �
bounded from below as current by a Kähler form,
then L is big, that is, �(L) = dim X, the birational
version of ampleness. If one simply has � 	 0 as
current, then L is pseudoeffective (and vice versa).
All these positivity notions only depend on the
Chern class c1(L) of L and therefore one considers
the ample cone

Kamp � ðH1;1ðXÞ \H2ðX;ZÞÞ � R

and the cone of curves

NEðXÞ � ðHn�1;n�1ðXÞ \H2n�2ðX;ZÞÞ �R

The ample cone is by definition the closed cone of
nef divisors, the interior being the ample classes,
while the cone of curves is the closed cone generated
by the fundamental classes of irreducible curves.

A basic result says that these cones are dual to
each other. The structure of NE(X) in the part
where KX is negative is very nice; one has the
following cone theorem:

Theorem 2 NE(X) is locally finite polyhedral in
the half-space {KX < 0}; the (geometrically) extremal
rays contain classes of rational curves.

A ray R = Rþ[a] is said to be extremal in a closed
cone K if the following holds: given b, c 2 K with
bþ c 2 R, then b, c 2 R. Given such an extremal ray
R � NE(X), one can find an ample line bundle H
and a rational number t such that KX þ tH is nef
and KX þ tH � R = 0. Using the Kawamata–Viehweg
vanishing theorem, a generalization of Kodaira’s
vanishing theorem, which is one of the technical
corner stones of the theory, one proves the so-called
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Base point free theorem Some multiple of KX þ tH
is spanned by global sections and therefore defines a
holomorphic map f : X!Y to some normal projec-
tive variety Y contracting exactly those curves whose
classes belong to R.

These maps are called ‘‘contractions of extremal
rays’’ or ‘‘Mori contractions.’’ In dimension 2 they
are classical: either X = P2 and f is the constant
map, or f is a P1-bundle or f is birational and the
contraction of a P1 with normal bundle O(�1), that
is, f contracts a (�1)-curve. In particular Y is again
smooth. In the first two cases X has a very precise
structure, but in the third birational case one
proceeds by asking whether or not KY is nef. If it
is not nef, we start again by choosing the contrac-
tion of an extremal ray; if KY is nef, then a
fundamental result says that a multiple of KY is
spanned. The class of manifolds with this property
will be discussed later.

The situation in higher dimensions is much more
complicated. For example, Y need no longer be
smooth. However the singularities which appear are
rather special.

Definition 1 A normal variety X is said to have
only terminal singularities if first some multiple of
the canonical (Weil) divisor KX is a Cartier divisor,
that is, a line bundle (one says that X is
Q-Gorenstein) and second if for some (hence for
every) resolution of singularities � : X!X the
following holds:

KX̂ ¼ �
�ðKXÞ þ

X
aiEi

where the Ei run over the irreducible �-exceptional
divisors and the ai are strictly positive.

A brief remark concerning Weil divisors is in
order: a Weil divisor is a finite linear combinationP

aiYi with Yi irreducible of codimension 1, but Yi

is not necessarily locally defined by one equation.
Recall that if each Yi is given locally by one
equation, then the Weil divisor is Cartier. On a
smooth variety these notions coincide.

One important consequence is that �(X) =�(X̂) in
case of terminal singularities, which is completely
false for arbitrary singularities. Also notice that
terminal singularities are rational: Rq��(OX̂) = 0 for
q 	 1. Terminal singularities occur in codimension
at least 3. Thus they are not present on surfaces. In
dimension 3 terminal singularities are well under-
stood. The main point in this context is that for a
birational Mori contraction the image Y often has
terminal singularities.

Now the scheme of Mori theory is the following.
Start with a projective manifold X. If KX is nef, we

stop; this class is discussed later. If KX is not nef,
then perform a Mori contraction f : X!Y. There
are two cases:

� If dim Y < dim X, then the general fiber F is a
manifold with ample �KF, that is, a Fano
manifold (discussed in the next section). Here we
stop and observe that �(X) =�1. Of course one
can still investigate Y and try to say more on the
structure of the fibration f.
� If dim Y = dim X, then Y has terminal singularities –

unless f is a small contraction which means that no
divisors are contracted. Thus if f is not small, we may
attempt to proceed by substituting X by Y.

As a result one must develop the entire theory for
varieties with terminal singularities. The big pro-
blem arises from small contractions f. In that case
KY cannot be Q-Cartier and the machinery stops. So
new methods are required. At this stage, other
aspects of the theory lead one to attempt a certain
surgery procedure which should improve the situa-
tion and allow one to continue as above. The
expected surgery Y * Y 0, which takes place in
codimension at least 2, is a ‘‘flip.’’ The idea is that
we should substitute a small set, namely the
exceptional set of a small contraction, by some
other small set (on which the canonical bundle will
be positive) to improve the situation. Of course Y 0

should possess only terminal singularities. The
existence of flips is very deep and has been proved
by S Mori in dimension 3. Moreover, there cannot
be an infinite sequence of flips, at least in dimension
at most 4.

In summary, by performing contractions and flips
one constructs from X a birational model X0 with
terminal singularities such that either

� KX0 is nef in which case we call X0 a minimal
model for X, or
� X0 admits a Fano fibration f 0 : X0 !Y 0 (discussed

below), in which case �(X) =�(X0) =�1.

Up to now, Mori theory (via the work of
Kawamata, Kollár, Mori, Reid, Shokurov, and
others) works well in dimension 3 (and possibly in
the near future in dimension 4) but in higher
dimensions there are big problems with the existence
of flips. Of course there might be completely
different and possibly less precise ways to construct
a minimal model. One way is to consider the
canonical ring R of a manifold of general type:

R ¼
X

H0ðmKXÞ

If R is finitely generated as C-algebra, then
Proj(R) would be at least a canonical model which
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has slightly more complicated singularities than a
minimal model. However, it is known that this
‘‘finite generatedness problem’’ is equivalent to the
existence of minimal models. On the other hand, if
X is of general type with KX nef (hence essentially
ample) or more generally when some positive
multiple mKX is generated by global sections, then
R is finitely generated.

We now must discuss the case of a nef canonical
bundle. The behavior is predicted by the

Abundance conjecture. If X has only terminal
singularities and KX is nef, then some multiple
mKX is spanned.

Up to now this conjecture is known only in
dimension 3 (Kawamata, Kollár, Miyaoka). In
higher dimensions it is even unknown if there is a
single section in some multiple mKX. If mKX is
spanned, one considers the Stein factorization
f : X!Y of the associated map, which is called the
Iitaka fibration (if not birational) and we have
dim Y =�(X) by definition. The general fiber F is a
variety with KF � 0, a class discussed in the next
section. If f is birational, then Y will be slightly
singular (so-called canonical singularities) and KY

will be ample. Essentially we are in the case of
negative Ricci curvature.

Everything that was outlined above holds for
projective manifolds. In the Kähler case one would
expect the same picture, but the methods completely
fail, and new, analytic methods must be found. Only
very few results are known in this context.

We come back to the case of a Fano fibration
f : X!Y. By definition the anticanoical bundle �KX

is relatively ample so that the general fiber is a Fano
variety. In this case there are no constraints on Y.

To see how much of the geometry of X is dictated
by the rational curves, one considers the so-called
rational quotient of X. Here we identify two very
general points on X if they can be joined by a chain
of rational curves. In that way we obtain the
rational quotient

f : X * Y

This map is merely meromorphic, but has the
remarkable property of being ‘‘almost holo-
morphic,’’ that is, the set of indeterminacies does
not project onto Y. In other words, one has nice
compact fibers not meeting the indeterminacy set. If
Y is just a point, then all points of X can be joined
by chains of rational curves and X is called
rationally connected. This notion is clearly biration-
ally invariant.

A deep theorem of Graber–Harris–Starr states
that, given a Fano fibration (or a fibration with

rationally connected fibers) f : X!Y, then X is
rationally connected if and only if Y is.

Manifolds Xn which are birational to Pn are
called rational. If there merely exists a surjective
(‘‘dominant’’) rational map Pn * X, then X is said
to be unirational. Of course rational (resp. unira-
tional) manifolds are rationally connected, but to
decide whether a given manifold is rational/uni-
rational is often a very deep problem. Therefore,
rational connectedness is often viewed as a practical
substitute for (uni)rationality.

Often it is very important to compute the Kodaira
dimension of fiber spaces. Let us fix a holomorphic
surjective map f : X!Y between projective mani-
folds and we suppose f has connected fibers. Then
the so-called conjecture Cnm states that

�ðXÞ 	 �ðFÞ þ �ðYÞ

where F is the general fiber of f. This conjecture is
known in many cases, for example, when the
general fiber is of general type, but it is wide open
in general. It is deeply related to the existence of
minimal models (Kawamata).

Biholomorphic Classification

In this section we discuss manifolds X with

� ample anticanonical bundles�KX (Fano manifolds),
� trivial canonical bundles, and
� ample canonical bundles KX.

Due to the solution of the Calabi conjecture by
Yau and Aubin, these classes are characterized by a
Kähler metric of positive (resp. zero, resp. negative)
Ricci curvature. In principle, in view of the results of
Mori theory, one should rather consider varieties
with terminal singularities, but we ignore this aspect
completely. Philosophically, up to birational equiva-
lence all manifolds are via fibrations somehow
composed of those classes via fibrations, possibly
also up to étale coverings.

Examples of Fano manifolds are hypersurfaces of
degree at most nþ 1 in Pnþ1, Grassmannians, or
more generally homogenenous varieties G/P with G
semisimple and P a parabolic subgroup. Fano
manifolds are simply connected. This can be seen
either by classical differential geometric methods
using a Kähler metric of positive curvature or via the
fundamental

Theorem 3 Fano manifolds are rationally
connected.

The only known proof of this fact uses, as in the
uniruled criterion mentioned above, characteristic p
methods. By just using complex methods it is not
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known how to construct a single rational curve (of
course, in concrete examples the rational curves are
seen immediately). One still has to observe that
rationally connected manifolds are simply con-
nected, which is not so surprising, since rational
curves lift to the universal cover.

At least in principle, Fano manifolds can be
classified:

Theorem 4 There are only finitely many families of
Fano manifolds in every dimension.

A family (of Fano manifolds) is a submersion
� :X ! S (with S irreducible) such that all fibers are
Fano manifolds. The essential step is to bound (�KX)n.
An actual classification has been carried out only
in dimension up to 3; in dimension 2 one finds
P2, P1 � P1 and the so-called del Pezzo surfaces (P2

blown up in at most eight points in general position).
In dimension 3 there are already 17 families of Fano
3-folds with b2 = 1 and 88 families with b2 	 2.

An extremely hard question is to decide whether a
given Fano manifold is rational or unirational. Even
in dimension 3 this is not completely decided.

The next class to be discussed are the manifolds
with trivial canonical class KX. This means that
there is a holomorphic n-form without zeros
(n = dim X). Important examples are tori and
hypersurface in Pnþ1 of degree nþ 2. Simply
connected manifolds with trivial canonical bundles
are further divided into irreducible Calabi–Yau
manifolds and irreducible symplectic manifolds.
The first class is defined by requiring that there are
no holomorphic p-forms for p < dim X whereas the
second is characterized by the existence of a
holomorphic 2-form of everywhere maximal rank.
A completely different characterization is by holonomy:
an irreducible Calabi–Yau manifold has SU-holonomy
whereas irreducible symplectic manifolds have
Sp-holonomy (with respect to a suitable Kähler metric).

The splitting theorem of Beauville–Bogomolov–
Kobayashi says

Theorem 5 Let X be a projective (or compact
Kähler) manifold with trivial canonical bundle.
Then there exists a finite unbranched cover ~X!X
such that

X ¼ A� �Xi � �Yj

with A a torus, Xi irreducible Calabi–Yau, and Yj

irreducible symplectic.

The key to the proof of this theorem is the
existence of a Ricci-flat Kähler metric on X, a
Kähler–Einstein metric with zero Ricci curvature.
Actually one has a stronger result: instead of
assuming KX to be trivial, just assume that

c1(X) = 0 in H2(X, R). Then there exists a finite
unramified cover X!X such that K~X is trivial. In
view of Mori theory, normal projective varieties X
with at most terminal singularities and KX � 0 (i.e.,
KX � C = 0 for all curves) should also be investigated.
It is expected that similar structure theorems hold;
in particular �1(X) should be finite. The main
difficulty is that there are no differential methods
available; on the other hand an algebraic proof even
for the splitting theorem in the smooth case is
unknown.

Calabi–Yau manifolds play an important role in
string theory and mirror symmetry (see Mirror
Symmetry: A Geometric Survey). Here we mention
two basic problems. The first is the problem of
boundedness:

Are there only finitely many families of Calabi–
Yau manifolds in any dimension?

This problem is wide open; in particular one
might ask:

Is the Hodge number h1, 2 bounded for Calabi–
Yau 3-folds?

The other problem asks for the existence of
rational curves. In all known examples there are
rational curves, but a general existence proof is not
known. The case where b2(X) = 1 seems to be
particularly difficult. If b2(X) 	 2, then in may
cases one can hope to find a fibration or a birational
map, at least for 3-folds. Given such a map, the
existence of rational curves is simple. For example,
if D � X is an irreducible hypersurface which is not
nef, choose H ample and consider the a priori
positive real number p such that Dþ pH is on the
boundary of the ample cone. Then actually p is
rational and a suitable multiple m(Dþ pH) is
spanned and defines a contraction on X. This
comes from ‘‘logarithmic Mori theory.’’

The above splitting theorem exhibits a torus
factor and all holomorphic 1-forms on X come
from this torus. This principle generalizes: given any
projective or compact Kähler manifold X, there
exists a ‘‘universal object,’’ the Albanese torus

AlbðXÞ ¼ H0ð�1
XÞ
�=H1ðX;ZÞ

(which is algebraic if X is) together with a
holomorphic map

� : X!AlbðXÞ

the Albanese map. This Albanese map is given by
integrating 1-forms and is often far from being
surjective. The important property is now that,
given a holomorphic 1-form ! on X, there exists a
holomorphic 1-form � on the Albanese torus such
that !=��(�). The universal property reads as

Several Complex Variables: Compact Manifolds 555



follows: every map X!T to a torus factors via an
affine map Alb(X)!T.

There is a nonabelian analog, the so-called
Shafarevich map, but at the moment this map is
only known to be meromorphic. It is an important
tool to study the fundamental group �1(X). We refer
to Campana (1996) and Kollár (1995).

In the following, Chern classes of holomorphic
vector bundles will be important. Let X be a
compact complex manifold and E a holomorphic
vector bundle on X. The jth Chern class of E is an
element

cjðEÞ 2 H2jðX;QÞ \Hj;jðXÞ

It can be defined, for example, by putting a Hermitian
metric on E, computing the curvature of the canonical
connection compatible with both the metric and the
holomorphic structure and then by applying certain
linear operators coming from symmetric functions
such as determinant and trace. Actually Chern classes
can be attached to every complex topological vector
bundle on a topological manifold; then cj(E) will
simply live in H2j(X, R). There is also a purely
algebraic construction by Grothendieck. We refer, for
example, to Fulton (1984) as well as for a discussion of
the elementary functorial properties of Chern classes.
Here we just recall that for a rank-r vector bundle E the
first Chern class

c1ðEÞ ¼ c1

^
E

� �
where the Chern class of the line bundle

Vr E as
given in Several Complex Variables: Basic Geo-
metric Theory actually lives in H2(X, Z).

Finally we discuss manifolds with ample canonical
class KX. Here moduli question often plays a central
role. Moduli spaces of surfaces with fixed c2

1 and c2

are very intensively studied (by Catanese, Ciliberto,
and others). Here, without going into details, we
will concentrate on the very interesting topic of
Kähler–Einstein metrics.

A Kähler metric ! is said to be Kähler–Einstein, if
its Ricci curvature Ric(!) is proportional to !. The
proportionality factor � can be taken to be�1, 0, 1. In
case KX is ample or trivial, Kähler–Einstein metrics
always exist by Yau and Aubin (cases �=�1, resp.
�= 0). However if X is Fano, there are obstructions,
and a Kähler–Einstein metric does not always exist.
An important consequence of the existence of a
Kähler–Einstein metric on a manifold Xn with ample
canonical class is the Miyaoka–Yau inequality:

c2
1!

n�2 
 2nþ 1

n
!n�2

In case of equality, X is covered by the
n-dimensional unit ball.

The same inequality holds in case KX = 0, and as a
consequence the Chern class c2(X) is in some sense
semipositive. If c2(X) = 0, then some finite unrami-
fied cover of X is a torus.

There is an interesting relation to stability. Recall
that a vector bundle E on a compact Kähler
manifold Xn is semistable with respect to a given
Kähler form !, if for all proper coherent subsheaves
F � E of rank-r the following inequality holds:

c1ðFÞ � !n�1

r

 c1ðEÞ � !n�1

n

In case of strict inequality, E is said to be stable.
The basic observation is now that the tangent

bundle of a manifold with a Kähler–Einstein metric
is semistable (with respect to the Kähler–Einstein
metric). It is expected that Fano manifolds with
b2 = 1 have (semi?-)stable tangent bundles, although
in certain situations they do not admit a Kähler–
Einstein metric.

Again the first two Chern classes of a semistable
vector bundle fulfill an inequality:

c2
1ðEÞ � !n�2 
 2r

r� 1
c2ðEÞ � !n�2

Equally important, semistable bundles with fixed
numerical data form moduli spaces, this being the
origin of the stability notion (Mumford). In this
context, the notion of an Hermite–Einstein bundle is
also important. Given a holomorphic vector bundle
E with a Hermitian metric h, there is a unique
connection Fh on E compatible both with h and the
complex structure. Fh is a (1,1)-form with values in
End(E). Now suppose (X,!) is Kähler and let �Fh be
the contraction of Fh with !. Then (E, h) is said to
Hermite–Einstein on (X,!), if

�Fh ¼ �id

with some constant � and id: E!E the identity.
Notice that (X,!) is Kähler–Einstein if (TX, h) is
Hermite–Einstein over (X,!) with h the Kähler
metric with Kähler form !. It is not so difficult to
see that Hermite–Einstein bundles are semistable
(with respect to the underlying Kähler form) and
actually are directs sum of stable Hermite–Einstein
bundles. Conversely, a very deep theorem of
Uhlenbeck–Yau says that every stable vector bundle
on a compact Kähler manifold is Hermite–Einstein.
This is known as the Kobayashi–Hitchin correspon-
dence; see Lübke and Teleman (1995).
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Topology, Invariants and Cohomology

Besides the Kodaira dimension there are other
important invariants of compact complex manifolds.
Of course there are topological invariants such as the
Betti number bi(X) = dim Hi(X, R) or the fundamen-
tal group �1(X). The fundamental group has been
studied intensively in the last decade. A central
question asks which groups can occur as fundamental
groups of compact Kähler manifolds; another pro-
blem is the so-called Shafarevitch conjecture which
says that the universal cover of a compact Kähler
manifold should be holomorphically convex. We
refer to Campana (1996) and Kollár (1995).

The plurigenera,

PmðXÞ ¼ dim h0ðmKXÞ

are also extremely important. Here, Siu recently
proved that Pm(X) is constant in families of
projective manifolds. Other important invariants are
h0(X, (�1

X)�m). For example, it is conjectured that if

h0ðX; �1
X

� ��mÞ ¼ 0

for all positive m, then X is rationally connected.
Tensor powers of the cotangent bundle somehow
capture more of the structure of X than the Kodaria
dimension but they are more difficult to treat. The
relevance of the dimensions

h0 X;�p
X

� �
of holomorphic forms is easier to understand. More
generally one has the Hodge numbers

hp;qðXÞ ¼ dim Hq X;�p
X

� �
For compact Kähler manifolds, the Hodge decom-
position states

HrðX;CÞ ¼
M

pþq¼r

Hp;qðXÞ

Furthermore, Hodge duality,

Hp;qðXÞ ¼ Hq;pðXÞ

holds. These results form a cornerstone for the
geometry of compact Kähler manifolds and the
starting point of Hodge theory. Hodge theory is,
for example, extremely important in the study of
families of manifolds and moduli.

Concerning the topology of projective (Kähler)
manifolds, the following two questions are very
basic.

� Which invariants are topological (or diffeo-
morphic) invariants?
� What are the projective or Kähler structures on a

given compact topological manifold?

Concerning the first, Hodge decomposition
implies that the irregularity h0(�1

X) is actually a
topological invariant. However it is unknown
whether the number of holomorphic 2-forms is a
topological invariant of Kähler 3-folds. Both ques-
tions have been intensively studied in dimension 2.
However, in higher dimensions almost nothing is
known. For example, it is not known whether there
is projective manifold of general type of even
dimension which is homeomorphic to a quadric,
that is, a hypersurface of degree 2 in projective
space.

Other important tools in the study of projective/
Kähler manifolds are listed below.

� Cohomological methods: Riemann–Roch theorem
and holomorphic Morse inequalities; vanishing
theorems (Kodaira, Kawamata–Viehweg, etc.);
Serre duality. References: Demailly (2000),
Demailly and Lazarsfeld, Fulton (1984), Grauert
et al. (1994), Lazarsfeld (2004).
� L2 methods: extension theorems, singular metrics,

multiplier ideals, etc. Reference: Demailly and
Lazarsfeld (2001), Lazarsfeld (2004).
� Theory of currents. Reference: Demailly 2000.
� Cycle space and Douady space, resp. Chow

scheme and Hilbert scheme. Reference: Fulton
1984, Grauert 1994, Kollár 1996.

We restrict our remarks on just one of these
topics, vanishing theorems. The classical Kodaira–
Nakano vanishing theorem says that if X is a
compact manifold of dimension n with a positive
(ample) line bundle L, then

HqðX;L� �pÞ ¼ 0

for pþ q > n. This is usually proved via harmonic
theory, that is, by representing the cohomology
space by harmonic (p, q)-forms with values in L
and by computing integrals of these forms. For
many purposes, for example, for Mori theory, it is
important to generalize this to a line bundle which
have some positivity properties but which are not
ample. This works only for p = n, however this is
the most important part of the Kodaira–Nakano
vanishing. The Kawamata–Viehweg vanishing theo-
rem in its most basic version says that given a nef
and big line bundle L, then Kodaira vanishing still
holds:

HqðX;L� KXÞ ¼ 0

for q 	 1. But actually it is not necessary to assume
L nef, in fact the following is true. Let

D ¼
X

aiDi
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be an effective Q-divisor, that is, all ai are positive
rational numbers. Let haii be the fractional part of ai

and suppose that the Q-divisor
P
haiiDi has normal

crossings. Let daie be the roundup of ai and put
L =

P
daieDi. If D is big and nef, then

HqðX;L� KXÞ ¼ 0

for q 	 1. Of course L itself need not be nef! This
generalization is technically very important and yields
substantial freedom for birational manipulations. We
refer to Kawamata et al. (1987) and Lazarsfeld (2004).
Even this is not the end of the story: the Kawamata–
Viehweg theorem is embedded in the broader context
of the Nadel vanishing theorem where multiplier ideal
sheaves come into the play. See Demailly and
Lazarsfeld and Lazarsfeld (2004).

Homogeneous Manifolds

In this section we consider vector fields and
holomorphic group actions on compact (Kähler)
manifolds. Our main reference is Huckleberry
(1990) with further literature given there.

We denote by Aut(X) the group of holomorphic
automorphisms of the compact manifold X (well
known to be a complex Lie group), and by
G := Aut0(X) the connected component containing
the identity. The tangent space at any point of
Aut0(X) can naturally be identified with H0(X, TX),
the (finite-dimensional) space of holomorphic
vector fields on X. In fact, by integration, a
vector field determines a one-parameter group of
automorphisms.

One says that X is homogeneous if G acts
transitively on X. Therefore, one can write

X ¼ G=H

where H is the isotropy subgroup of any point
x0 2 X, that is, the subgroup of automorphisms
fixed x0. Conversely one can take a complex Lie
group G and a closed subgroup H and form the
quotient G/H which is again a complex manifold
and in fact homogeneous (of course not necessarily
compact).

Going back to a compact manifold X, the
condition to be homogenenous can be rephrased by
saying that the tangent bundle is generated by
global sections, that is, if x 2 X and e 2 TX, x, then
there exists v 2 H0(X, TX) such that v(x) = e. The
easiest case is when TX is trivial. If X is Kähler, this
is exactly the case when X is torus, X = Cn=� with
� ’ Z2n a lattice, but without the Kähler assump-
tion there are many more examples (the so-called
parallelizable manifolds).

More generally, let us consider the case that the
compact Kähler manifold X admits a vector field v
without zeros, but X is not required to be homo-
geneous. Then a theorem of Lieberman says that
there is a finite unramified cover f : X!X and a
splitting

~X ’ F � T

with T a torus, such that f �(v) is the pullback of a
vector field on T. On the other hand, if v has a zero,
then a classical theorem of Rosenlicht says that X is
covered by rational curves, that is, X is uniruled. In
particular �(X) =�1. Notice also that a manifold
of general type can never carry a vector field, in
other words, the automorphism group is discrete,
even finite.

Coming back to compact homogeneous Kähler
manifolds, the first thing to study is the Albanese
map. The Borel–Remmert theorem says that

X ’ T �Q

where T is the Albanese torus. This is proved using a
maximal compact subgroup K � G and by some
averaging process over K. Moreover, Q is a rational
homogeneous manifold. The structure of Q is more
precisely the following. One can write Q = S=P with
S a semisimple Lie group and P � S parabolic,
which means that P contains a maximal connected
solvable subgroup (the so-called Borel subgroup).
The main ingredients of the proof are the Tits
fibration, the Levi–Malcev decomposition of a Lie
group into its radical and a semisimple group, and
the Borel fixed point theorem:

Theorem 6 Let G � GLn(C) be a connected
solvable subgroup and X � Pn�1 be a G-stable
subvariety. Then G has a fixed point on X.

In the homogenenous Kähler case, the rationality of
Q is seen by exhibiting an open subset in Q which is
algebraically isomorphic to Cn.

Now things come down to classify all rational
homogenenous manifold S/P which is of course
classical. Notice that all rational homogeneous
manifolds are Fano. One knows that a rational
homogeneous manifold with Betti number b2 	 2
can be fibered over another rational homogenenous
manifold with fibers rational homogeneous – this is
actually a fiber bundle. The case that b2 = 1 can be
rephrased by saying that P is maximal parabolic.
This fiber bundle might not be trivial as shown by
the projectivized tangent bundle P(TPn

).
Compact Hermitian symmetric spaces form a

particularly interesting subclass of homogeneous
Kähler manifolds. A manifold equipped with a
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Hermitian metric is called Hermitian symmetric, if for
every x 2 X there exists an involutive holomorphic
isometry fixing x. Mok has shown the remarkable fact
that the simply connected compact Hermitian sym-
metric spaces are exactly those simply connected
compact manifolds carrying a Kähler metric with
semipositive holomorphic bisectional curvature. The
only manifold having a metric with positive holo-
morphic bisectional curvature is Pn (Siu-Yau, Mori).

See also: Classical Groups and Homogeneous Spaces;
Einstein Manifolds; Mirror Symmetry: A Geometric
Survey; Moduli Spaces: An Introduction; Riemann
Surfaces; Several Complex Variables: Basic Geometric
Theory; Topological Sigma Models; Twistor Theory:
Some Applications [in Integrable Systems, Complex
Geometry and String Theory].
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Introduction

In the standard model of cosmology, the expanding
universe of galaxies is described by a Friedman–
Robertson–Walker (FRW) metric, which in spherical
coordinates has a line element given by (Blau and Guth
1987, Weinberg 1972)

ds2¼�dt2þR2ðtÞ
�

dr2

1�kr2
þ r2½d	2þ sin2 	d
2�

�
½1�

In this model, which accounts for things on the
largest length scale, the universe is approximated by a
space of uniform density and pressure at each fixed
time, and the expansion rate is determined by the
cosmological scale factor R(t) that evolves according
to the Einstein equations. Astronomical observations
show that the galaxies are uniform on a scale of
about one billion light years, and the expansion is
critical – that is, k=0 in [1] – and so, according to
[1], on the largest scale, the universe is infinite flat
Euclidian space R3 at each fixed time. Matching the
Hubble constant to its observed values, and invoking
the Einstein equations, the FRW model implies that
the entire infinite universe R3 emerged all at once
from a singularity (R=0), some 14 billion years ago,
and this event is referred to as the big bang.
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In this article, which summarizes the work of the
authors in Smoller and Temple (1995, 2003), we
describe a two-parameter family of exact solutions
of the Einstein equations that refine the FRW metric
by a spherical shock wave cutoff. In these exact
solutions, the expanding FRW metric is reduced to a
region of finite extent and finite total mass at each
fixed time, and this FRW region is bounded by an
entropy-satisfying shock wave that emerges from the
origin (the center of the explosion), at the instant of
the big bang, t = 0. The shock wave, which marks
the leading edge of the FRW expansion, propagates
outward into a larger ambient spacetime from time
t = 0 onward. Thus, in this refinement of the FRW
metric, the big bang that set the galaxies in motion
is an explosion of finite mass that looks more like a
classical shock wave explosion than does the big
bang of the standard model. (The fact that the entire
infinite space R3 emerges at the instant of the big
bang, is, loosely speaking, a consequence of the
Copernican principle, the principle that the Earth is
not in a special place in the universe on the largest
scale of things. With a shock wave present, the
Copernican principle is violated, in the sense that
the Earth then has a special position relative to the
shock wave. But, of course, in these shock wave
refinements of the FRW metric, there is a spacetime
on the other side of the shock wave, beyond the
galaxies, and so the scale of uniformity of the FRW
metric, the scale on which the density of the galaxies
is uniform, is no longer the largest length scale.)

In order to construct a mathematically simple
family of shock wave refinements of the FRW metric
that meet the Einstein equations exactly, we assume
k = 0 (critical expansion), and we restrict to the case
that the sound speed in the fluid on the FRW side of
the shock wave is constant. That is, we assume an
FRW equation of state p = ��, where �, the square
of the sound speed

ffiffiffiffiffiffiffiffiffiffiffiffiffi
@p=@�

p
, is constant, 0 < � � c2.

At �= c2=3, this catches the important equation of
state p = (c2=3)� which is correct at the earliest stage
of big bang physics (Weinberg 1972). Also, as �
ranges from 0 to c2, we obtain qualitatively correct
approximations to general equations of state.
Taking c = 1 (we use the convention that c = 1, and
Newton’s constant G= 1 when convenient), the
family of solutions is then determined by two
parameters, 0 < � � 1 and r� � 0. The second
parameter, r�, is the FRW radial coordinate r of
the shock in the limit t! 0, the instant of the
big bang. (Since, when k = 0, the FRW metric is
invariant under the rescaling r! �r and R! ��1R,
we fix the radial coordinate r by fixing the scale
factor � with the condition that R(t0) = 1 for some
time t0, say present time.) The FRW radial

coordinate r is singular with respect to radial
arclength r̄ = rR at the big bang R = 0, so setting
r� > 0 does not place the shock wave away from the
origin at time t = 0. The distance from the FRW
center to the shock wave tends to zero in the limit
t! 0 even when r� > 0. In the limit r� ! 1, we
recover from the family of solutions the usual
(infinite) FRW metric with equation of state p = �� –
that is, we recover the standard FRW metric in the
limit that the shock wave is infinitely far out. In this
sense our family of exact solutions of the Einstein
equations considered here represents a two-parameter
refinement of the standard FRW metric.

The exact solutions for the case r�= 0 were first
constructed in Smoller and Temple (1995) (see also
the notes by Smoller and Temple (1999)), and are
qualitatively different from the solutions when r� > 0,
which were constructed later in Smoller and
Temple (2003). The difference is that, when r�= 0,
the shock wave lies closer than one Hubble length
from the center of the FRW spacetime throughout
its motion (Smoller and Temple 2000), but when
r� > 0, the shock wave emerges at the big bang at a
distance beyond one Hubble length. (The Hubble
length depends on time, and tends to zero as t! 0.)
We show in Smoller and Temple (2003) that one
Hubble length, equal to c=H, where H = _R=R, is a
critical length scale in a k = 0 FRW metric because
the total mass inside one Hubble length has a
Schwarzschild radius equal exactly to one Hubble
length. (Since c=H is a good estimate for the age of
the universe, it follows that the Hubble length c=H
is approximately the distance of light travel starting
at the big bang up until the present time. In this
sense, the Hubble length is a rough estimate for the
distance to the further most objects visible in the
universe.) That is, one Hubble length marks precisely
the distance at which the Schwarzschild radius r̄s � 2M
of the mass M inside a radial shock wave at distance
r̄ from the FRW center, crosses from inside (r̄s < r̄)
to outside (r̄s > r̄) the shock wave. If the shock wave
is at a distance closer than one Hubble length from
the FRW center, then 2M < r̄ and we say that the
solution lies outside the black hole, but if the shock
wave is at a distance greater than one Hubble
length, then 2M > r̄ at the shock, and we say that
the solution lies ‘‘inside’’ the black hole. Since M
increases like r̄3, it follows that 2M < r̄ for r̄
sufficiently small, and 2M > r̄ for r̄ sufficiently
large, so there must be a critical radius at which
2M = r̄, and we show in what follows (see also
Smoller and Temple (2003)) that when k = 0, this
critical radius is exactly the Hubble length. When
the parameter r�= 0, the family of solutions for 0 <
� � 1 starts at the big bang, and evolves thereafter
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‘‘outside’’ the black hole, satisfying 2M=r̄ < 1 every-
where from t = 0 onward. But, when r� > 0, the
shock wave is further out than one Hubble length
at the instant of the big bang, and the solution
begins with 2M=r̄ > 1 at the shock wave. From this
time onward, the spacetime expands until even-
tually the Hubble length catches up to the shock
wave at 2M=r̄ = 1, and then passes the shock wave,
making 2M=r̄ < 1 thereafter. Thus, when r� > 0,
the whole spacetime begins inside the black hole
(with 2M=r̄ > 1 for sufficiently large r̄), but
eventually evolves to a solution outside the black
hole. The time when r̄ = 2M actually marks the
event horizon of a white hole (the time reversal of
a black hole) in the ambient spacetime beyond the
shock wave. We show that, when r� > 0, the time
when the Hubble length catches up to the shock
wave comes after the time when the shock wave
comes into view at the FRW center, and when
2M = r̄ (assuming t is so large that we can neglect
the pressure from this time onward), the whole
solution emerges from the white hole as a finite
ball of mass expanding into empty space, satisfying
2M=r̄ < 1 everywhere thereafter. In fact, when r� > 0,
the zero pressure Oppenheimer–Snyder solution
outside the black hole gives the large-time asymp-
totics of the solution (Oppenheimer and Snyder
1939, Smoller and Temple 1988, 2004 and the
comments after Theorems 6–8 below).

The exact solutions in the case r�= 0 give a
general-relativistic version of an explosion into a
static, singular, isothermal sphere of gas, qualita-
tively similar to the corresponding classical explo-
sion outside the black hole (Smoller and Temple
1995). The main difference physically between the
cases r� > 0 and r�= 0 is that, when r� > 0 (the case
when the shock wave emerges from the big bang at a
distance beyond one Hubble length), a large region
of uniform expansion is created behind the shock
wave at the instant of the big bang. Thus, when r� > 0,
lightlike information about the shock wave
propagates inward from the wave, rather than
outward from the center, as is the case when r�= 0
and the shock lies inside one Hubble length. (One
can imagine that when r� > 0, the shock wave can
get out through a great deal of matter early on when
everything is dense and compressed, and still not
violate the speed of light bound. Thus, when r� > 0,
the shock wave ‘‘thermalizes,’’ or more accurately
‘‘makes uniform,’’ a large region at the center, early
on in the explosion.) It follows that, when r� > 0,
an observer positioned in the FRW spacetime inside
the shock wave will see exactly what the standard
model of cosmology predicts, up until the time when
the shock wave comes into view in the far field. In

this sense, the case r� > 0 gives a black hole
cosmology that refines the standard FRW model of
cosmology to the case of finite mass. One of the
surprising differences between the case r�= 0 and the
case r� > 0 is that, when r� > 0, the important
equation of state p = �/3 comes out of the analysis as
special at the big bang. When r� > 0, the shock
wave emerges at the instant of the big bang at a
finite nonzero speed (the speed of light) only for the
special value �= 1/3. In this case, the equation of
state on both sides of the shock wave tends to the
correct relation p = �/3 as t! 0, and the shock
wave decelerates to subluminous speed for all
positive times thereafter (see Smoller and Temple
(2003) and Theorem 8 below).

In all cases 0 < � � 1, r� � 0, the spacetime
metric that lies beyond the shock wave is taken to
be a metric of Tolmann–Oppenheimer–Volkoff
(TOV) form (Oppenheimar and Volkoff 1939):

ds2 ¼�Bð�rÞd�t2þA�1ð�rÞd�r2þ�r2½d�2þ sin2 �d�2� ½2�

The metric [2] is in standard Schwarzschild coordi-
nates (diagonal with radial coordinate equal to the
area of the spheres of symmetry), and the metric
components depend only on the radial coordinate r̄.
Barred coordinates are used to distinguish TOV
coordinates from unbarred FRW coordinates for
shock matching. The mass function M(r̄) enters as a
metric component through the relation

A ¼ 1� 2Mð�rÞ
�r

½3�

The TOV metric [2] has a very different character
depending on whether A > 0 or A < 0; that is,
depending on whether the solution lies outside the
black hole or inside the black hole. In the case A > 0,
r̄ is a spacelike coordinate, and the TOV metric
describes a static fluid sphere in general relativity.
(When A > 0, for example, the metric [2] is the
starting point for the stability limits of Buchdahl
and Chandresekhar for stars (Weinberg 1972,
Smoller and Temple 1997, 1998).) When A < 0, r̄
is the timelike coordinate, and [2] is a dynamical metric
that evolves in time. The exact shock wave solutions are
obtained by taking r̄ = R(t)r to match the spheres of
symmetry, and then matching the metrics [1] and [2] at
an interface r̄ = r̄(t) across which the metrics are
Lipschitz continuous. This can be done in general.
In order for the interface to be a physically mean-
ingful shock surface, we use the result in Theorem 4
below (see Smoller and Temple (1994)) that a single
additional conservation constraint is sufficient to rule
out �-function sources at the shock (the Einstein
equations G =�T are second order in the metric, and
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so �-function sources will in general be present at a
Lipschitz continuous matching of metrics), and
guarantee that the matched metric solves the Einstein
equations in the weak sense. The Lipschitz matching
of the metrics, together with the conservation
constraint, leads to a system of ordinary differential
equations (ODEs) that determine the shock position,
together with the TOV density and pressure at the
shock. Since the TOV metric depends only on r̄, the
equations thus determine the TOV spacetime beyond
the shock wave. To obtain a physically meaningful
outgoing shock wave, we impose the constriant p̄ � ��
to ensure that the equation of state on the TOV side
of the shock is physically reasonable, and as the
entropy condition we impose the condition that the
shock be compressive. For an outgoing shock wave,
this is the condition � > ��, p > p̄, that the pressure
and density be larger on the side of the shock that
receives the mass flux – the FRW side when the
shock wave is propagating away from the FRW
center. This condition breaks the time-reversal sym-
metry of the equations, and is sufficient to rule out
rarefaction shocks in classical gas dynamics (Smoller
1983, Smoller and Temple 2003). The ODEs,
together with the equation-of-state bound and the
conservation and entropy constraints, determine a
unique solution of the ODEs for every 0 < � � 1 and
r̄� � 0, and this provides the two-parameter family of
solutions discussed here (Smoller and Temple 1995,
2003). The Lipschitz matching of the metrics implies
that the total mass M is continuous across the
interface, and so when r� > 0, the total mass of the
entire solution, inside and outside the shock wave, is
finite at each time t > 0, and both the FRW and
TOV spacetimes emerge at the big bang. The total
mass M on the FRW side of the shock has the
meaning of total mass inside the radius r̄ at fixed
time, but on the TOV side of the shock, M does not
evolve according to equations that give it the
interpretation as a total mass because the metric is
inside the black hole. Nevertheless, after the space-
time emerges from the black hole, the total mass
takes on its usual meaning outside the black
hole, and time asymptotically the big bang ends
with an expansion of finite total mass in the usual
sense. Thus, when r� > 0, our shock wave refine-
ment of the FRW metric leads to a big bang of
finite total mass.

A final comment is in order regarding our overall
philosophy. The family of exact shock wave solutions
described here are rough models in the sense that
the equation of state on the FRW side satisfies the
condition �= const., and the equation of state on the
TOV side is determined by the equations, and
therefore cannot be imposed. Nevertheless, the

bounds on the equations of state imply that the
equations of state are qualitatively reasonable, and
we expect that this family of solutions will capture
the gross dynamics of solutions when more general
equations of state are imposed. For more general
equations of state, other waves, such as rarefaction
waves and entropy waves, would need to be present
to meet the conservation constraint, and thereby
mediate the transition across the shock wave. Such
transitional waves would be very difficult to model in
an exact solution. But, the fact that we can find
global solutions that meet our physical bounds, and
that are qualitatively the same for all values of � 2
(0,1] and all initial shock positions, strongly suggests
that such a shock wave would be the dominant wave
in a large class of problems.

In the next section, the FRW solution is derived
for the case �= const., and the Hubble length is
discussed as a critical length scale. Subsequently,
the general theorems in Smoller and Temple (1994)
for matching gravitational metrics across shock
waves are employed. This is followed by a discus-
sion of the construction of the family of solutions in
the case r�= 0. Finally, the case r� > 0 is discussed.
(Details can be found in Smoller and Temple (1995,
2003, 2004).)

The FRW Metric

According to Einstein’s theory of general relativity,
all properties of the gravitational field are deter-
mined by a Lorentzian spacetime metric tensor g,
whose line element in a given coordinate system
x = (x0, . . . , x3) is given by

ds2 ¼ gijdxidxj ½4�

(We use the Einstein summation convention,
whereby repeated up–down indices are assumed
summed from 0 to 3.) The components gij of the
gravitational metric g satisfy the Einstein equations

Gij ¼ �Tij; Tij ¼ ð�c2 þ pÞwiwj þ pgij ½5�

where we assume that the stress-energy tensor T
corresponds to that of a perfect fluid. Here G is the
Einstein curvature tensor,

� ¼ 8	G
c4

½6�

is the coupling constant, G is Newton’s gravitational
constant, c is the speed of light, �c2 is the energy
density, p is the pressure, and w = (w0, . . . , w3) are
the components of the 4-velocity of the fluid (cf.
Weinberg 1972), and again we use the convention
that c = 1 and G= 1 when convenient.
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Putting the metric ansatz [1] into the Einstein
equations [5] gives the equations for the FRW metric
(Weinberg 1972),

H2 ¼
_R

R

 !2
¼ �

3
�� k

R2
½7�

and

_� ¼ �3ðpþ �ÞH ½8�

The unknown quantities R, �, and p are assumed to
be functions of the FRW coordinate time t alone, and
the ‘‘dot’’ denotes differentiation with respect to t.

To verify that the Hubble length r̄crit = 1=H is the
limit for FRW–TOV shock matching outside a black
hole, write the FRW metric [1] in standard
Schwarzschild coordinates x = (r̄, t̄), where the
metric takes the form

ds2 ¼ �Bð�r;�tÞd�t2 þ Að�r;�tÞ�1d�r2 þ �r2d�2 ½9�

and the mass function M(r̄, t̄) is defined through the
relation

A ¼ 1� 2M

�r
½10�

It is well known that a general spherically symmetric
metric can be transformed to the form [9] by
coordinate transformation (see Weinberg (1972) and
Groah and Temple (2004)). Substituting r̄ = Rr into
[1] and diagonalizing the resulting metric, we obtain
(see Smoller and Temple (2004) for details)

ds2 ¼ � 1

 2

1� kr2

1� kr2 �H2�r2

� �
d�t2

þ 1

1� kr2 �H2�r2

� �
d�r2 þ �r2d�2 ½11�

where  is an integrating factor that solves the
equation

@

@�r
 

1� kr2 �H2�r2

1� kr2

� �
� @

@t
 

H�r

1� kr2

� �
¼ 0 ½12�

and the time coordinate t̄ = t̄(t, r̄) is defined by the
exact differential

d�t ¼  
1� kr2 �H2�r2

1� kr2

� �
dt þ  

H�r

1� kr2

� �
d�r ½13�

Now using [10] in [7], it follows that

Mðt;�rÞ ¼ �
2

Z �r

0

�ðtÞs2ds ¼ 1

3

�

2
��r3 ½14�

Since in the FRW metric, r̄ = Rr measures arclength
along radial geodesics at fixed time, we see from

[14] that M(t, r̄) has the physical interpretation as
the total mass inside radius r̄ at time t in the FRW
metric. Restricting to the case of critical expansion
k = 0, we see from [7], [14], and [13] that r̄ = H�1 is
equivalent to 2M=r̄ = 1, and so at fixed time t, the
following equivalences are valid:

�r ¼ H�1 iff
2M

�r
¼ 1 iff A ¼ 0 ½15�

We conclude that r̄ = H�1 is the critical length scale
for the FRW metric at fixed time t in the sense that
A = 1� 2M=r̄ changes sign at r̄ = H�1, and so the
universe lies inside a black hole beyond r̄ = H�1, as
claimed above. Now, we proved in Smoller and
Temple (1998) that the standard TOV metric out-
side the black hole cannot be continued into A = 0
except in the very special case �= 0. (It takes an
infinite pressure to hold up a static configuration at
the event horizon of a black hole.) Thus, shock
matching beyond one Hubble length requires a
metric of a different character, and for this purpose,
we introduce the TOV metric inside the black hole –
a metric of TOV form, with A < 0, whose fluid is
comoving with the timelike radial coordinate
r̄ (Smoller and Temple 2004).

The Hubble length r̄crit = c=H is also the critical
distance at which the outward expansion of the FRW
metric exactly cancels the inward advance of a radial
light ray impinging on an observer positioned at the
origin of a k = 0 FRW metric. Indeed, by [1], a light
ray traveling radially inward toward the center of an
FRW coordinate system satisfies the condition

c2 dt2 ¼ R2 dr2 ½16�

so that

d�r

dt
¼ _Rrþ R_r ¼ H�r� c ¼ H �r� c

H

� �
> 0 ½17�

if and only if

�r >
c

H

Thus, the arclength distance from the origin to an
inward moving light ray at fixed time t in a k = 0
FRW metric will actually increase as long as the light
ray lies beyond the Hubble length. An inward moving
light ray will, however, eventually cross the Hubble
length and reach the origin in finite proper time, due
to the increase in the Hubble length with time.

We now calculate the infinite redshift limit in terms
of the Hubble length. It is well known that light emitted
at (te, re) at wavelength 
e in an FRW spacetime will be
observed at (t0, r0) at wavelength 
0 if

R0

Re
¼ 
0


e
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Moreover, the redshift factor z is defined by

z ¼ 
0


e
� 1

Thus, infinite redshifting occurs in the limit Re ! 0,
where R = 0, t = 0 is the big bang. Consider now a
light ray emitted at the instant of the big bang, and
observed at the FRW origin at present time t = t0.
Let r1 denote the FRW coordinate at time t! 0 of
the furthest objects that can be observed at the FRW
origin before time t = t0. Then r1 marks the position
of objects at time t = 0 whose radiation would be
observed as infinitly redshifted (assuming no scatter-
ing). Note then that a shock wave emanating from
r̄ = 0 at the instant of the big bang, will be observed at
the FRW origin before present time t = t0 only if its
position r at the instant of the big bang satisfies the
condition r < r1. To estimate r1, note first that from
[16] it follows that an incoming radial light ray in an
FRW metric follows a lightlike trajectory r = r(t) if

r� re ¼ �
Z t

te

d�

Rð�Þ

and thus

r1 ¼
Z t0

0

d�

Rð�Þ ½18�

Using this, the following theorem can be proved
(Smoller and Temple 2004).

Theorem 1 If the pressure p satisfies the bounds

0 � p � 1
3 � ½19�

then, for any equation of state, the age of the
universe t0 and the infinite red shift limit r1 are
bounded in terms of the Hubble length by

1

2H0
� t0 �

2

3H0
½20�

1

H0
� r1 �

2

H0
½21�

(We have assumed in Theorem 1 that R = 0 when
t = 0 and R = 1 when t = t0, H = H0.)

The next theorem gives closed-form solutions of
the FRW equations [7], [8] in the case when
�= const. As a special case, we recover the bounds
in [20] and [21] from the cases �= 0 and 1/3.

Theorem 2 Assume k = 0 and the equation of state

p ¼ �� ½22�

where � is taken to be constant,

0 � � � 1

then (assuming an expanding universe _R > 0), the
solution of system [7], [8] satisfying R = 0 at t = 0
and R = 1 at t = t0 is given by

� ¼ 4

3�ð1þ �Þ2
1

t2
½23�

R ¼ t

t0

� �2=½3ð1þ�Þ�
½24�

H

H0
¼ t0

t
½25�

Moreover, the age of the universe t0 and the infinite
red shift limit r1 are given exactly in terms of the
Hubble length by

t0 ¼
2

3ð1þ �Þ
1

H0
½26�

r1 ¼
2

1þ 3�

1

H0
½27�

From [27] we conclude that a shock wave will be
observed at the FRW origin before present time
t = t0 only if its position r at the instant of the big
bang satisfies the condition

r <
2

1þ 3�

1

H0

Note that r1 ranges from one-half to two Hubble
lengths as � ranges from 1 to 0, taking the
intermediate value of one Hubble length at �= 1=3
(cf. [21]).

Note that using [23] and [24] in [14], it follows
that

M ¼ �
2

Z �r

0

�ðtÞs2ds

¼ 2�r3

9ð1þ �Þ2t
2=ð1þ�Þ
0

t�2�=ð1þ�Þ ½28�

so _M < 0 if � > 0. It follows that if p = ��,
�= const. > 0, then the total mass inside radius
r = const. decreases in time.

The General Theory of Shock Matching

The matching of the FRW and TOV metrics in the next
two sections is based on the following theorems that
were derived in Smoller and Temple (1994) (Theorems
3 and 4 apply to non-lightlike shock surfaces. The
lightlike case was discussed by Scott (2002).)

Theorem 3 Let � denote a smooth, three-dimen-
sional shock surface in spacetime with spacelike
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normal vector n relative to the spacetime metric g;
let K denote the second fundamental form on �; and
let G denote the Einstein curvature tensor. Assume
that the components gij of the gravitational metric g
are smooth on either side of � (continuous up to the
boundary on either side separately), and Lipschitz
continuous across � in some fixed coordinate
system. Then the following statements are
equivalent:

(i) [K] = 0 at each point of �.
(ii) The curvature tensors Ri

jkl and Gij, viewed as
second-order operators on the metric compo-
nents gij, produce no �-function sources on �.

(iii) For each point P 2 �, there exists a C1,1

coordinate transformation defined in a neigh-
borhood of P, such that, in the new coordinates
(which can be taken to be the Gaussian normal
coordinates for the surface), the metric compo-
nents are C1,1 functions of these coordinates.

(iv) For each P 2 �, there exists a coordinate frame
that is locally Lorentzian at P, and can be
reached within the class of C1,1 coordinate
transformations.

Moreover, if any one of these equivalencies hold,
then the Rankine–Hugoniot jump conditions,
[G]�i n� = 0 (which express the weak form of con-
servation of energy and momentum across � when
G =�T), hold at each point on �.

Here [f] denotes the jump in the quantity f across
� (this being determined by the metric separately on
each side of � because gij is only Lipschitz
continuous across �), and by C1,1 we mean that
the first derivatives are Lipschitz continuous.

In the case of spherical symmetry, the following
stronger result holds. In this case, the jump condi-
tions [Gij]ni = 0, which express the weak form of
conservation across a shock surface, are implied by a
single condition [Gij]ninj = 0, so long as the shock is
non-null, and the areas of the spheres of symmetry
match smoothly at the shock and change mono-
tonically as the shock evolves. Note that, in general,
assuming that the angular variables are identified
across the shock, we expect conservation to entail
two conditions, one for the time and one for the
radial components. The fact that the smooth
matching of the spheres of symmetry reduces
conservation to one condition can be interpreted as
an instance of the general principle that directions of
smoothness in the metric imply directions of
conservation of the sources.

Theorem 4 Assume that g and ḡ are two spheri-
cally symmetric metrics that match Lipschitz con-
tinuously across a three-dimensional shock interface

� to form the matched metric g [ ḡ. That is, assume
that g and ḡ are Lorentzian metrics given by

ds2 ¼ �aðt; rÞdt2 þ bðt; rÞdr2 þ cðt; rÞd�2 ½29�

and

d�s2 ¼ ��að�t;�rÞd�t2 þ �bð�t;�rÞd�r2 þ �cð�t;�rÞd�2 ½30�

and that there exists a smooth coordinate transforma-
tion � : (t, r)! (t̄, r̄), defined in a neighborhood of a
shock surface � given by r = r(t), such that the metrics
agree on �. (We implicitly assume that � and ’ are
continuous across the surface.) Assume that

cðt; rÞ ¼ �cð�ðt; rÞÞ ½31�

in an open neighborhood of the shock surface �, so
that, in particular, the areas of the 2-spheres of
symmetry in the barred and unbarred metrics agree
on the shock surface. Assume also that the shock
surface r = r(t) in unbarred coordinates is mapped to
the surface r̄ = r̄(t̄) by (t̄, r̄(t̄)) = �(t, r(t)). Assume,
finally, that the normal n to � is non-null, and that

nðcÞ 6¼ 0 ½32�

where n(c) denotes the derivative of the function c in
the direction of the vector n. Then the following are
equivalent to the statement that the components of
the metric g [ ḡ in any Gaussian normal coordinate
system are C1,1 functions of these coordinates across
the surface �:

½Gi
j�ni ¼ 0 ½33�

½Gij�ninj ¼ 0 ½34�

½K� ¼ 0 ½35�

Here again, [f ] = f̄� f denotes the jump in the
quantity f across �, and K is the second fundamental
form on the shock surface.

We assume in Theorem 4 that the areas of the
2-spheres of symmetry change monotonically in the
direction normal to the surface. For example, if
c = r2, then @c=@t = 0, so the assumption n(c) 6¼ 0 is
valid except when n = @=@t, in which case the rays
of the shock surface would be spacelike. Thus, the
shock speed would be faster than the speed of light
if our assumption n(c) 6¼ 0 failed in the case c = r2.

FRW–TOV Shock Matching Outside the
Black Hole – The Case r �= 0

To construct the family of shock wave solutions for
parameter values 0 < � � 1 and r�= 0, we match
the exact solution [23]–[25] of the FRW metric [1]
to the TOV metric [2] outside the black hole,
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assuming A > 0. In this case, we can bypass the
problem of deriving and solving the ODEs for the
shock surface and constraints discussed above, by
actually deriving the exact solution of the Einstein
equations of TOV form that meets these equations.
This exact solution represents the general-relativistic
version of a static, singular isothermal sphere –
singular because it has an inverse square density
profile, and isothermal because the relationship
between the density and pressure is p̄ = ����, ��= const.

Assuming the stress tensor for a perfect fluid, and
assuming that the density and pressure depend only
on r̄, the Einstein equations for the TOV metric [2]
outside the black hole (i.e., when A = 1� 2M=r̄ > 0)
are equivalent to the Oppenheimer–Volkoff system

dM

d�r
¼ 4	�r2�� ½36�

��r2 d

d�r
�p ¼GM�� 1þ

�p

��

� �

� 1þ 4	�r3�p

M

� �
1� 2GM

�r

� ��1

½37�

Integrating [36], we obtain the usual interpretation
of M as the total mass inside radius r̄,

Mð�rÞ ¼
Z �r

0

4	�2��ð�Þd� ½38�

The metric component B�B(r̄) is determined from ��
and M through the equation

B0ð�rÞ
B
¼ �2

�p0ð�rÞ
�pþ ��

½39�

Assuming

�p ¼ ����; ��ð�rÞ ¼ 


�r2
½40�

for some constants �� and 
, and substituting into
[3], we obtain

Mð�rÞ ¼ 4	
�r ½41�

Putting [40] and [41] into [37] and simplifying yields
the identity


 ¼ 1

2	G
��

1þ 6��þ ��2

� �
½42�

From [38] we obtain

A ¼ 1� 8	G
 < 1 ½43�

Applying [39] leads to

B ¼ B0
��

��0

� ��2��=ð1þ��Þ
¼ B0

�r

�r0

� �4��=ð1þ��Þ
½44�

By rescaling the time coordinate, we can take B0 = 1
at r̄0 = 1, in which case [44] reduces to

B ¼ �r4��=ð1þ��Þ ½45�

We conclude that when [42] holds, [40]–[43] and
[44] provide an exact solution of the Einstein field
equations of TOV type, for each 0 � �� � 1. (In this
case, an exact solution of TOV type was first found
by Tolman (1939), and rediscovered in the case
��= 1=3 by Misner and Zapolsky (cf. Weinberg
(1972 p. 320)).) By [43], these solutions are defined
outside the black hole, since 2M=r̄ < 1. When
��= 1=3, [42] yields 
= 3=56	G (cf. Weinberg
(1972, equation (11.4.13))).

To match the FRW exact solution [23]–[25] with
equation of state p = �� to the TOV exact solution
[40]–[45] with equation of state p̄ = ���� across a
shock interface, we first set r̄ = Rr to match the
spheres of symmetry, and then match the timelike
and spacelike components of the corresponding
metrics in standard Schwarzschild coordinates. The
matching of the dr̄2 coefficient A�1 yields the
conservation of mass condition that implicitly gives
the shock surface r̄ = r̄(t),

Mð�rÞ ¼ 4	

3
�ðtÞ�r3 ½46�

Using this together with [41] gives the following two
relations that hold at the shock surface:

�r ¼
ffiffiffiffiffiffiffiffi
3


�ðtÞ

s

� ¼ 3

4	

M

�rðtÞ3
¼ 3


�rðtÞ2
¼ 3�� ½47�

Matching the coefficient B of dt̄2 on the shock
surface determines the integrating factor  in a
neighborhood of the shock surface by assigning
initial conditions for [44]. Finally, the conservation
constraint [Tij]ninj = 0 leads to the single condition

0 ¼ð1�AÞð�þ �pÞðpþ ��Þ2

þ 1� 1

A

� �
ð��þ �pÞð�þ pÞ2þðp� �pÞð�� ��Þ2 ½48�

which upon using p =�� and p̄ = ���� is satisfied
assuming the condition

�� ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9�2 þ 54�þ 49

p
� 3

2�� 7
2 � Hð�Þ ½49�

Alternatively, we can solve for � in [49] and write
this relation as

� ¼ ��ð��þ 7Þ
3ð1� ��Þ ½50�
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This guarantees that conservation holds across the
shock surface, and so it follows from Theorem 4 that
all of the equivalencies in Theorem 3 hold across the
shock surface. Note that H(0) = 0, and to leading
order ��= (3�/7)þO(�2) as �! 0. Within the
physical region 0 � �, �� � 1, H0(�) > 0, �� < �, and
H(1=3) =

ffiffiffiffiffiffi
17
p

� 4 	 0.1231, H(1) =
ffiffiffiffiffiffiffiffi
112
p

=2 � 5 	
0.2915.

Using the exact formulas for the FRW metric in
[23]–[25], and setting R0 = 1 at �= �0, t = t0, we
obtain the following exact formulas for the shock
position:

�rðtÞ ¼ �t ½51�

rðtÞ ¼ �rðtÞRðtÞ�1 ¼ �tð1þ3�Þ=ð3þ3�Þ ½52�

where

� ¼ 3ð1þ �Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

��

1þ 6��þ ��2

r

� ¼ �ð1þ3�Þ=ð3þ3�Þ 3


�0

� �1=ð3þ3�Þ
½53�

It follows from [41] that A > 0, and from [52] that
r�= limt!0 r(t) = 0. The entropy condition that the
shock wave be compressive follows from the fact
that ��= H(�) < �. Thus, we conclude that for each
0 < � � 1, r�= 0, the solutions constructed in
[40]–[53] define a one-parameter family of shock
wave solutions that evolve everywhere outside
the black hole, which implies that the distance
from the shock wave to the FRW center is less than
one Hubble length for all t > 0.

Using [51] and [52], one can determine the shock
speed, and check when the Lax characteristic
condition (Smoller 1983) holds at the shock. The
result is the following theorem. (Note that even
when the shock speed is larger than c, only the
wave, and not the sound speeds or any other
physical motion, exceeds the speed of light. See Scott
(2002) for the case when the shock speed is equal to the
speed of light.) The reader is referred to Smoller and
Temple (1995) for details.

Theorem 5 There exist values 0 < �1 < �2 < 1,
(�1 	 0.458, �2 =

ffiffiffi
5
p

=3 	 0.745), such that, for
0 < � � 1, the Lax characteristic condition holds at
the shock if and only if 0 < � < �1; and the shock
speed is less than the speed of light if and only if
0 < � < �2.

The explicit solution in the case r�= 0 can be
interpreted as a general-relativistic version of a
shock wave explosion into a static, singular,
isothermal sphere, known in the Newtonian case as

a simple model for star formation (Smoller and
Temple 2000). As the scenario goes, a star begins as
a diffuse cloud of gas. The cloud slowly contracts
under its own gravitational force by radiating energy
out through the gas cloud as gravitational potential
energy is converted into kinetic energy. This
contraction continues until the gas cloud reaches
the point where the mean free path for transmission
of light is small enough that light is scattered,
instead of being transmitted, through the cloud. The
scattering of light within the gas cloud has the effect
of equalizing the temperature within the cloud, and
at this point the gas begins to drift toward the most
compact configuration of the density that balances
the pressure when the equation of state is isother-
mal. This configuration is a static, singular, iso-
thermal sphere, the general-relativistic version of
which is the exact TOV solution beyond the shock
wave when r�= 0. This solution in the Newtonian
case is also inverse square in the density and
pressure, and so the density tends to infinity at the
center of the sphere. Eventually, the high densities at
the center ingnite thermonuclear reactions. The
result is a shock wave explosion emanating from
the center of the sphere, and this signifies the birth
of the star. The exact solutions when r�= 0
represent a general-relativistic version of such a
shock wave explosion.

Shock Wave Solutions Inside the Black
Hole – The Case r � > 0

When the shock wave is beyond one Hubble length
from the FRW center, we obtain a family of shock
wave solutions for each 0 < � � 1 and r� > 0 by
shock matching the FRW metric [1] to a TOV
metric of form [2] under the assumption that

Að�rÞ ¼ 1� 2Mð�rÞ
�r
� 1�Nð�rÞ < 0 ½54�

In this case, r̄ is the timelike variable. Assuming that
the stress tensor T is taken to be that of a perfect
fluid comoving with the TOV metric, the Einstein
equations G =�T, inside the black hole, take the
form (see Smoller and Temple (2004) for details)

�p0 ¼
�pþ ��

2

N0

N � 1
½55�

N0 ¼ � N

�r
þ ��p�r

� �
½56�

B0

B
¼ � 1

N � 1

N

�r
þ ���

� �
½57�
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The system [55]–[57] defines the simplest class of
gravitational metrics that contain matter, evolve
inside the black hole, and such that the mass function
M(r̄) <1 at each fixed time r̄. System [55]–[57] for
A < 0 differs substantially from the TOV equations
for A > 0 because, for example, the energy density
T00 is equated with the timelike component Grr when
A < 0, but with Gtt when A > 0. In particular, this
implies that, inside the black hole, the mass function
M(r̄) does not have the interpretation as a total mass
inside the radius r̄ as it does outside the black hole.

Equations [56], [57] do not have the same
character as [54], [55] and the relation p̄ = ���� with
��= const. is inconsistent with [56], [57] together with
the conservation constraint and the FRW assumption
p = �� for shock matching. Thus, instead of looking
for an exact solution of [56], [57] ahead of time, as in
the case r�= 0, we assume the FRW solution [23]–
[25], and derive the ODEs that describe the TOV
metrics that match this FRW metric Lipschitz-
continuously across a shock surface, and then impose
the conservation, entropy, and equation of state
constraints at the end. Matching a given k = 0 FRW
metric to a TOV metric inside the black hole across a
shock interface leads to the system of ODEs, (see
Smoller and Temple (2004) for details),

du

dN
¼� ð1þ uÞ

2ð1þ 3uÞN

� �
� ð3u� 1Þð�� uÞN þ 6uð1þ uÞ

ð�� uÞN þ ð1þ uÞ

� �
½58�

d�r

dN
¼ � 1

1þ 3u

�r

N
½59�

with conservation constraint

v ¼ ��ð1þ uÞ þ ð�� uÞN
ð1þ uÞ þ ð�� uÞN ½60�

where

u ¼
�p

�
; v ¼ ��

�
; � ¼ p

�
½61�

Here � and p denote the (known) FRW density and
pressure, and all variables are evaluated at the
shock. Solutions of [58]–[60] determine the
(unknown) TOV metrics that match the given
FRW metric Lipschitz-continuously across a shock
interface, such that conservation of energy and
momentum hold across the shock, and such that
there are no �-function sources at the shock (Israel
1966, Smoller and Temple 1997). Note that the
dependence of [58]–[60] on the FRW metric is only
through the variable �, and so the advantage of
taking �= const. is that the whole solution is

determined by the inhomogeneous scalar equation
[58] when �= const. We take as the entropy
constraint the condition that

0 < �p < p; 0 < �� < � ½62�

and to insure a physically reasonable solution, we
impose the equation of state constriant on the TOV
side of the shock (this is equivalent to the dominant
energy condition (Blau and Guth 1987))

0 < �p < �� ½63�

Condition [62] implies that outgoing shock waves
are compressive. Inequalities [62] and [63] are both
implied by the single condition (Smoller and Temple
2004),

1

N
<

1� u

1þ u

� �
�� u

�þ u

� �
½64�

Since � is constant, eqn [58] uncouples from [59],
and thus solutions of system [58]–[60] are deter-
mined by the scalar nonautonomous equation [58].
Making the change of variable S = 1=N, which
transforms the ‘‘big bang’’ N !1 over to a rest
point at S! 0, we obtain

du

dS
¼ ð1þ uÞ

2ð1þ 3uÞS

� �
� ð3u�1Þð��uÞþ 6uð1þuÞS

ð�� uÞþ ð1þuÞS

� �
½65�

Note that the conditions N > 1 and 0 < p̄ < p
restrict the domain of [65] to the region 0 < u <
� < 1, 0 < S < 1. The next theorem gives the exis-
tence of solutions for 0 < � � 1, r� > 0, inside the
black hole (Smoller and Temple 2003).

Theorem 6 For every �, 0 < � < 1, there exists a
unique solution u�(S) of [65], such that [64] holds
on the solution for all S, 0 < S < 1, and on this
solution, 0 < u�(S) < ū, limS!0 u�(S) = ū, where

�u ¼Min 1=3; �f g ½66�

and

lim
S!1

�p ¼ 0 ¼ lim
S!1

�� ½67�

For each of these solutions u�(S), the shock position
is determined by the solution of [59], which in turn
is determined uniquely by an initial condition which
can be taken to be the FRW radial position of the
shock wave at the instant of the big bang,

r� ¼ lim
S!0

rðSÞ > 0 ½68�

Concerning the shock speed, we have
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Theorem 7 Let 0 < � < 1. Then the shock wave is
everywhere subluminous, that is, the shock speed
s�(S) � s(u�(S)) < 1 for all 0 < S � 1, if and only if
� � 1=3.

Concerning the shock speed near the big bang
S = 0, the following is true:

Theorem 8 The shock speed at the big bang S = 0
is given by

lim
S!0

s�ðSÞ ¼ 0; � < 1=3 ½69�

lim
S!0

s�ðSÞ ¼ 1; � > 1=3 ½70�

lim
S!0

s�ðSÞ ¼ 1; � ¼ 1=3 ½71�

Theorem 8 shows that the equation of state
p = �/3 plays a special role in the analysis when r� > 0,
and only for this equation of state does the shock
wave emerge at the big bang at a finite nonzero
speed, the speed of light. Moreover, [66] implies that
in this case, the correct relation p̄=��= �� is also
achieved in the limit S! 0. The result [67] implies
that (neglecting the pressure p at this time onward),
the solution continues to a k = 0 Oppenheimer–
Snyder solution outside the black hole for S > 1.

It follows that the shock wave will first become
visible at the FRW center r̄ = 0 at the moment
t = t0, (R(t0) = 1), when the Hubble length
H�1

0 = H�1(t0) satisfies

1

H0
¼ 1þ 3�

2
r� ½72�

where r� is the FRW position of the shock at the
instant of the big bang. At this time, the number of
Hubble lengths

ffiffiffiffiffi
N
p

0 from the FRW center to the
shock wave at time t = t0 can be estimated by

1 � 2

1þ 3�
�

ffiffiffiffiffi
N
p

0 �
2

1þ 3�
e
ffiffiffiffi
3�
p

ð1þ3�Þ=ð1þ�Þð Þ

Thus, in particular, the shock wave will still lie
beyond the Hubble length 1=H0 at the FRW time t0

when it first becomes visible. Furthermore, the time
tcrit > t0 at which the shock wave will emerge from
the white hole given that t0 is the first instant at
which the shock becomes visible at the FRW center,
can be estimated by

2

1þ 3�
e�=4 � tcrit

t0
� 2

1þ 3�
e2
ffiffiffiffi
3�
p

=ð1þ�Þ ½73�

for 0 < � � 1=3, and by the better estimate

e
ffiffi
6
p

=4 � tcrit

t0
� e3=2 ½74�

in the case �= 1=3. Inequalities [73], [74] imply, for
example, that at the Oppenheimer–Snyder limit �= 0,ffiffiffiffiffiffiffi

N0

p
¼ 2;

tcrit

t0
¼ 2

and in the limit �= 1=3,

1:8 � tcrit

t0
� 4:5; 1 <

ffiffiffiffiffiffiffi
N0

p
� 4:5

We can conclude that at the moment t0 when the
shock wave first becomes visible at the FRW center,
the shock wave must lie within 4.5 Hubble lengths of
the FRW center. Throughout the expansion up until
this time, the expanding universe must lie entirely
within a white hole – the universe will eventually
emerge from this white hole, but not until some later
time tcrit, where tcrit does not exceed 4.5t0.

Conclusion

We believe that the existence of a wave at the
leading edge of the expansion of the galaxies is the
most likely possibility. The alternatives are that
either the universe of expanding galaxies goes on out
to infinity, or else the universe is not simply
connected. Although the first possibility has been
believed for most of the history of cosmology based
on the Friedmann universe, we find this implausible
and arbitrary in light of the shock wave refinements
of the FRW metric discussed here. The second
possibility, that the universe is not simply connected,
has received considerable attention recently (Klarreich
2003). However, since we have not seen, and
cannot create, any non-simply-connected 3-spaces
on any other length scale, and since there is no
observational evidence to support this, we view this
as less likely than the existence of a wave at the leading
edge of the expansion of the galaxies, left over from the
big bang. Recent analysis of the microwave back-
ground radiation data shows a cutoff in the angular
frequencies consistent with a length scale of around
one Hubble length (Andy Abrecht, private commu-
nication). This certainly makes one wonder whether
this cutoff is evidence of a wave at this length scale,
especially given the consistency of this possibility
with the case r� > 0 of the family of exact solutions
discussed here.
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Introduction

The nature of the low-temperature spin glass phase in
short-range models remains one of the central problems
in the statistical mechanics of disordered systems (Binder
and Young 1986, Chowdhury 1986, Mézard et al. 1987,
Stein 1989, Fischer and Hertz 1991, Dotsenko 2001,
Newman and Stein 2003). While many of the basic
questions remain unanswered, analytical and rigorous
work over the past decade have greatly streamlined the
number of possible scenarios for pure state structure and
organization at low temperatures, and have clarified the
thermodynamic behavior of these systems.

The unifying concept behind this work is that of
the ‘‘metastate.’’ It arose independently in two
different constructions (Aizenman and Wehr 1990,

Newman and Stein 1996b), which were later shown
to be equivalent (Newman and Stein 1998a). The
metastate is a probability measure on the space of
all thermodynamic states. Its usefulness arises in
situations where multiple ‘‘competing’’ pure states
may be present. In such situations it may be
difficult to construct individual states in a measur-
able and canonical way; the metastate avoids this
difficulty by focusing instead on the statistical
properties of the states.

An important aspect of the metastate approach is
that it relates, by its very construction (Newman and
Stein 1996b), the observed behavior of a system in
large but finite volumes with its thermodynamic
properties. It therefore serves as a (possibly indis-
pensable) tool for analyzing and understanding both
the infinite-volume and finite-volume properties of a
system, particularly in cases where a straightforward
interpolation between the two may be incorrect, or
their relation otherwise difficult to analyze.

We will focus on the Edwards–Anderson (EA)
Ising spin glass model (Edwards and Anderson
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1975), although most of our discussion is relevant to
a much larger class of realistic models. The EA
model is described by the Hamiltonian

HJ ¼ �
X
hx;yi

Jxy�x�y ½1�

where J denotes a particular realization of all of the
couplings Jxy and the brackets indicate that the sum is
over nearest-neighbor pairs only, with x, y 2 Zd. We
will take Ising spins �x = �1; although this will affect
the details of our discussion, it is unimportant for our
main conclusions. The couplings Jxy are quenched,
independent, identically distributed random variables
whose common distribution � is symmetric about zero.

States and Metastates

We are interested in both finite-volume and infinite-
volume Gibbs states. For the cube of length scale L,
�L = {�L, �L þ1, . . . , L}d, we define HJ , L to be
the restriction of the EA Hamiltonian to �L with a
specified boundary condition such as free, fixed, or
periodic. Then the finite-volume Gibbs distribution
�(L)
J = �(L)

J ,� on �L (at inverse temperature �= 1=T) is

�
ðLÞ
J ;�ð�Þ ¼ Z�1

L exp ��HJ ;Lð�Þ
� �

½2�

where the partition function ZL(�) is such that
the sum of �(L)

J ,� over all � yields 1. (In this and all
succeeding definitions, the dependence on spatial
dimension d will be suppressed.)

Thermodynamic states are described by infinite-
volume Gibbs measures. At fixed inverse temperature
� and coupling realization J , a thermodynamic state
�J ,� is the limit, as L!1, of some sequence of such
finite-volume measures (each with a specified bound-
ary condition, which may remain the same or may
change with L). A thermodynamic state �J ,� can also
be characterized intrinsically through the Dobrushin–
Lanford–Ruelle (DLR) equations (see, e.g., Georgii
1988): for any �L, the conditional distribution of �J ,�

(conditioned on the sigma-field generated by
{�x : x 2 Zdn�L} is �(L),�

J ,� , where � is given by the
conditioned values of �x for x on the boundary of �L.

Consider now the set G=G(J , �) of all thermo-
dynamic states at a fixed (J , �). The set of extremal,
or pure, Gibbs states is defined by

ex G ¼G n a�1 þ ð1� aÞ�2 :f
a 2 ð0; 1Þ; �1; �2 2 G; �1 6¼ �2g ½3�

and the number of pure states N (J , �) at (J , �) is the
cardinality jex Gj of ex G. It is not hard to show that, in
any d and for a.e. J , the following two statements are
true: (1) N = 1 at sufficiently low � > 0; (2) at any
fixed �,N is constant a.s. with respect to the J ’s. (The

last assertion follows from the measurability and
translation invariance of N , and the translation
ergodicity of the disorder distribution of J .)

A pure state �� (where � is a pure-state index) can
also be intrinsically characterized by a ‘‘clustering
property’’; for two-point correlation functions, this
reads

h�x�yi�� � h�xi��h�yi�� ! 0 ½4�

as jx� yj ! 1. A simple observation (Newman and
Stein 1992), with important consequences for spin
glasses, is that if many pure states exist, a sequence
of �(L)

J , �’s, with boundary conditions and L’s chosen
independently of J , will generally not have a
(single) limit. We call this phenomenon ‘‘chaotic
size dependence’’ (CSD).

We will be interested in the properties of ex G at
low temperatures. If the spin-flip symmetry present
in the EA Hamiltonian equation [1] is spontaneously
broken above some dimension d0 and below some
temperature Tc(d), there will be at least a pair of
pure states such that their even-spin correlations
are identical and their odd-spin correlations have the
opposite sign. Assuming that such broken spin-flip
symmetry indeed exists for d > d0 and T < Tc(d), the
question of whether there exists more than one
such pair (of spin-flip related extremal infinite-
volume Gibbs distributions) is a central unresolved
issue for the EA and related models. If many such
pairs should exist, we can ask about the structure of
their relations with one another, and how this
structure would manifest itself in large but finite
volumes. To do this, we use an approach, introduced
by Newman and Stein (1996b), to study inhomoge-
neous and other systems with many competing pure
states. This approach, based on an analogy with
chaotic dynamical systems, requires the construction
of a new thermodynamic quantity which is called the
‘‘metastate’’ – a probability measure �J on the
thermodynamic states. The metastate allows an
understanding of CSD by analyzing the way in
which �(L)

J ,� ‘‘samples’’ from its various possible limits
as L!1.

The analogy with chaotic dynamical systems can
be understood as follows. In dynamical systems, the
chaotic motion along a deterministic orbit is
analyzed in terms of some appropriately selected
probability measure, invariant under the dynamics.
Time along the orbit is replaced, in our context, by
L and the phase space of the dynamical system is
replaced by the space of Gibbs states.

Newman and Stein (1996b) considered a ‘‘micro-
canonical ensemble’’ (as always, at fixed �, which
will hereafter be suppressed for ease of notation) �N

in which each of the finite-volume Gibbs states
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�(L1)
J , �(L2)

J , . . . , �(LN)
J has weight N�1. The ensemble

�N converges to a metastate �J as N !1, in the
following sense: for every (nice) function g on states
(e.g., a function of finitely many correlations),

lim
N!1

N�1
XN
‘¼1

gð�ðL‘ÞÞ ¼
Z

gð�Þ d�J ð�Þ ½5�

The information contained in �J effectively specifies
the fraction of cube sizes L‘ which the system spends
in different (possibly mixed) thermodynamic states �
as ‘!1.

A different, but in the end equivalent, approach
based on J -randomness is due to Aizenman and
Wehr (1990). Here one considers the random pair
(J ,�(L)

J ), defined on the underlying probability space
of J , and takes the limit �y (with conditional
distribution �yJ , given J ), via finite-dimensional
distributions along some subsequence. The details
are omitted here, and the reader is referred to the
work by Aizenman and Wehr (1990) and Newman
and Stein (1998a). We note, however, the important
result that a ‘‘deterministic’’ subsequence of volumes
can be found on which [5] is valid and also (J , �(L)

J )
converges, with �yJ =�J (Newman and Stein
1998a).

In what follows we use the term ‘‘metastate’’ as
shorthand for the �J constructed using periodic
boundary conditions on a sequence of volumes
chosen independently of the couplings, and along
which �J =�yJ . We choose periodic boundary
conditions for specificity; the results and claims
discussed are expected to be independent of the
boundary conditions used, as long as they are
chosen independently of the couplings.

Low-Temperature Structure
of the EA Model

There have been several scenarios proposed for the
spin-glass phase of the Edwards–Anderson model at
sufficiently low temperature and high dimension.
These remain speculative, because it has not even
been proved that a phase transition from the high-
temperature phase exists at positive temperature in
any finite dimension.

As noted earlier, at sufficiently high temperature
in any dimension (and at all nonzero temperatures in
one and presumably two dimensions, although the
latter assertion has not been proved), there is a
unique Gibbs state. It is conceivable that this
remains the case in all dimensions and at all nonzero
temperatures, in which case the metastate �J is, for
a.e. J , supported on a single, pure Gibbs state �J .
(It is important to note, however, that in principle

such a trivial metastate could occur even if N > 1;
indeed, just such a situation of ‘‘weak uniqueness’’
(van Enter and Fröhlich 1985, Campanino et al.
1987) happens in very long range spin glasses at
high temperatures (Fröhlich and Zegarlinski 1987,
Gandolfi et al. 1993).)

A phase transition has been proved to exist
(Aizenman et al. 1987) in the Sherrington–
Kirkpatrick (SK) model (Sherrington and Kirkpa-
trick 1975), which is the infinite-range version of
the EA model. Numerical (Ogielski 1985, Ogielski
and Morgenstern 1985, Binder and Young 1986,
Kawashima and Young 1996) and some analytical
(Fisher and Singh 1990, Thill and Hilhorst 1996) work
has led to a general consensus that above some
dimension (typically around three or four) there does
exist a positive-temperature phase transition below
which spin-flip symmetry is broken, that is, in which
pure states come in pairs, as discussed below eqn [4].
Because much of the literature has focused on this
possibility, we assume it in what follows, and the
metastate approach turns out to be highly useful in
restricting the scenarios that can occur. The simplest
such scenario is a two-state picture in which, below the
transition temperature Tc, there exists a single pair of
global flip-related pure states ��J and ���J . In this case,
there is no CSD for periodic boundary conditions and
the metastate can be written as

�J ¼ �1
2�
�
J þ

1
2�
��
J

½6�

That is, the metastate is supported on a single
(mixed) thermodynamic state.

The two-state scenario that has received the most
attention in the literature is the ‘‘droplet/scaling’’
picture (McMillan 1984, Fisher and Huse 1986,
1988, Bray and Moore 1985). In this picture a low-
energy excitation above the ground state in �L is a
droplet whose surface area scales as lds , with l �
O(L) and ds < d, and whose surface energy scales as
l	, with 	 > 0 (in dimensions where Tc > 0). More
recently, an alternative picture has arisen (Krzakala
and Martin 2000, Palassini and Young 2000) in
which the low-energy excitations differ from those
of droplet/scaling, in that their energies scale as l	

0
,

with 	0= 0.
The low-temperature picture that has perhaps

generated the most attention in the literature is
the replica symmetry breaking (RSB) scenario
(Binder and Young 1986, Marinari et al. 1994,
1997, Franz et al. 1998, Marinari et al. 2000,
Marinari and Parisi 2000, 2001, Dotsenko 2001),
which assumes a rather complicated pure-state
structure, inspired by Parisi’s solution of the SK
model (Parisi 1979, 1983, Mézard et al. 1984,
1987). This is a many-state picture (N =1 for a.e.
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J ) in which the ordering is described in terms of the
‘‘overlaps’’ between states. There has been some
ambiguity in how to describe such a picture for
short-range models; the prevailing, or standard,
view. Consider any reasonably constructed thermo-
dynamic state �J (see Newman and Stein (1998a)
for more details) – e.g., the ‘‘average’’ over the
metastate �J

�J ¼
Z

� d�J ð�Þ ½7�

Now choose � and � 0 from the product distribu-
tion �J (�)�J (� 0). The overlap Q is defined as

Q ¼ lim
L!1

j�Lj�1
X
x2�L

�x�
0
x ½8�

and PJ (q) is defined to be its probability
distribution.

In the standard RSB picture, �J is a mixture of
infinitely many pure states, each with a specific
J -dependent weight W:

�J ð�Þ ¼
X
�

W�
J �

�
J ð�Þ ½9�

If � is drawn from ��J and � 0 from ��J , then the
expression in eqn [8] equals its thermal mean,

q��J ¼ lim
L!1

j�Lj�1
X
x2�L

h�xi�h�xi� ½10�

and hence PJ is given by

PJ ðqÞ ¼
X
�;�

W�
JW�

J �ðq� q��J Þ ½11�

The ‘‘self-overlap,’’ or EA order parameter, is given
by qEA = q��J and (at fixed T) is thought to be
independent of both � and J (with probability 1).

According to the standard RSB scenario, the W�
J ’s

and q��J ’s are non-self-averaging (i.e., J -dependent)
quantities, except for �= � or its global flip, where
q��J = �qEA. The average Ps(q) of PJ (q) over the
disorder distribution of J is predicted to be a
mixture of two delta-function components at �qEA

and a continuous part between them. However, it
was proved by Newman and Stein (1996c) that this
scenario cannot occur, because of the translation
invariance of PJ (q) and the translation ergodicity of
the disorder distribution. Nevertheless, the metastate
approach suggests an alternative, nonstandard, RSB
scenario, which is described next.

The idea behind the nonstandard RSB picture
(referred to by us as the nonstandard SK picture in
earlier papers) is to produce the finite-volume
behavior of the SK model to the maximum extent
possible. We therefore assume in this picture that in

each �L, the finite-volume Gibbs state �(L)
J is well

approximated deep in the interior by a mixed
thermodynamic state �(L), decomposable into many
pure states ��L

(explicit dependence on J is
suppressed for ease of notation). More precisely,
each � in �J satisfies

� ¼
X
��

W��

� ���
½12�

and is presumed to have a nontrivial overlap
distribution for �, � 0 from �(�)�(� 0):

P�ðqÞ ¼
X
��;��

W��

� W��

� � q� q����

� �
½13�

as did �J in the standard RSB picture.
Because �J , like its counterpart �J in the standard

SK picture, is translation covariant, the resulting
ensemble of overlap distributions P� is independent
of J . Because of the CSD present in this scenario,
the overlap distribution for �(L)

J varies with L, no
matter how large L becomes. So, instead of
averaging the overlap distribution over J , the
averaging must now be done over the states �
within the metastate �J , all at fixed J :

PnsðqÞ ¼
Z

P�ðqÞ�J ð�Þd� ½14�

The Pns(q) is the same for a.e. J , and has a form
analogous to the Ps(q) in the standard RSB picture.

However, the nonstandard RSB scenario seems
rather unlikely to occur in any natural setting,
because of the following result:

Theorem Newman and Stein 1998b). (Consider
two metastates constructed along (the same) deter-
ministic sequence of �L’s, using two different
sequences of flip-related, coupling-independent
boundary conditions (such as periodic and antiper-
iodic). Then with probability one, these two
metastates are the same.

The proof is given by Newman and Stein (1998b),
but the essential idea can be easily described here.
As discussed earlier, �J =�

y
J ; but �yJ is constructed

by a limit of finite-dimensional distributions, which
means averaging over other couplings including the
ones near the system boundary, and hence gives the
same metastate for two flip-related boundary
conditions.

This invariance with respect to different sequences
of periodic and antiperiodic boundary conditions
means essentially that the frequency of appearance
of various thermodynamic states �(L) in finite
volumes �L is independent of the choice of
boundary conditions. Moreover, this same
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invariance property holds among any two sequences
of fixed boundary conditions (and the fixed bound-
ary condition of choice may even be allowed to vary
arbitrarily along any single sequence of volumes)! It
follows that, with respect to changes of boundary
conditions, the metastate is extraordinarily robust.

This should rule out all but the simplest overlap
structures, and in particular the nonstandard RSB
and related pictures (for a full discussion,
see Newman and Stein 1998b). It is therefore
natural to ask whether the property of metastate
invariance allows any many-state picture.

There is one such picture, namely the ‘‘chaotic pairs’’
picture, which is fully consistent with metastate
invariance (our belief is that it is the only many-state
picture that fits naturally and easily into results
obtained about the metastate.)

Here the periodic boundary condition metastate is
supported on infinitely many pairs of pure states,
but instead of eqn [12] one has

� ¼ ð1=2Þ���
þ ð1=2Þ����

½15�

with overlap

P� ¼ ð1=2Þ� q� qEAÞ þ ð1=2Þ�ðqþ qEAð Þ ½16�

So there is CSD in the states but not in the overlaps,
which have the same form as a two-state picture in
every volume. The difference is that, while in the latter
case, one has the ‘‘same’’ pair of states in every volume,
in chaotic pairs the pure-state pair varies chaotically as
volume changes. If the chaotic pairs picture is to be
consistent with metastate invariance in a natural way,
then the number of pure-state pairs should be
‘‘uncountable.’’ This allows for a ‘‘uniform’’ distribu-
tion (within the metastate) over all of the pure states,
and invariance of the metastate with respect to
boundary conditions could follow naturally.

Open Questions

We have discussed how the metastate approach to the
EA spin glass has narrowed considerably the set of
possible scenarios for low-temperature ordering in any
finite dimension, should broken spin-flip symmetry
occur. The remaining possibilities are either a two-state
scenario, such as droplet/scaling, or the chaotic-pairs
picture if there exist many pure states at some (�, d).
Both have simple overlap structures. The metastate
approach appears to rule out more complicated
scenarios such as RSB, in which the approximate
pure-state decomposition in a typical large, finite
volume is a nontrivial mixture of many pure-state pairs.

Of course, this does not answer the question of
which, if either, of the remaining pictures actually

does occur in real spin glasses. In this section we list
a number of open questions relevant to the above
discussion.

Open Question 1 Determine whether a phase
transition occurs in any finite dimension greater
than one. If it does, find the lower critical dimension.

Existence of a phase transition does not necessa-
rily imply two or more pure states below Tc. It could
happen, for example, that in some dimension there
exists a single pure state at all nonzero temperatures,
with two-point spin correlations decaying exponen-
tially above Tc and more slowly (e.g., as a power
law) below Tc. This leads to:

Open Question 2 If there does exist a phase
transition above some lower critical dimension,
determine whether the low-temperature spin-glass
phase exhibits broken spin-flip symmetry.

If broken symmetry does occur in some dimen-
sion, then of course an obvious open question is to
determine the number of pure-state pairs, and hence
the nature of ordering at low temperature. A
(possibly) easier question (but still very difficult),
and one which does not rely on knowing whether a
phase transition occurs, is to determine the zero-
temperature – i.e., ground state – properties of spin
glasses as a function of dimensionality. A ground
state is an infinite-volume spin configuration whose
energy (governed by eqn [1]) cannot be lowered by
flipping any finite subset of spins. That is, all ground
state spin configurations must satisfy the constraintX

x;yh i2C
Jxy�x�y � 0 ½17�

along any closed loop C in the dual lattice.

Open Question 3 How many ground state pairs is
the T = 0 periodic boundary condition metastate
supported on, as a function of d?

The answer is known to be one for 1D, and a partial
result (Newman and Stein 2000, 2001a) points
towards the answer being one for 2D as well. There
are no rigorous, or even heuristic (except based on
underlying ‘‘ansätze’’) arguments in higher dimension.

An interesting – but unrealistic – spin-glass model
in which the ground state structure can be exactly
solved (although not yet completely rigorously) was
proposed by the authors (Newman and Stein 1994,
1996a) (see also Banavar 1994). This ‘‘highly
disordered’’ spin glass is one in which the coupling
magnitudes scale nonlinearly with the volume (and so
are no longer distributed independently of the
volume, although they remain independent and
identically distributed for each volume). The model
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displays a transition in ground state multiplicity:
below eight dimensions, it has only a single pair of
ground states, while above eight it has uncountably
many such pairs. The mechanism behind the transi-
tion arises from a mapping to invasion percolation
and minimal spanning trees (Lenormand and Bories
1980, Chandler et al. 1982, Wilkinson and Will-
emsen 1983): the number of ground state pairs can be
shown to equal 2N , whereN =N (d) is the number of
distinct global components in the ‘‘minimal spanning
forest.’’ The zero-temperature free boundary condi-
tion metastate above eight dimensions is supported
on a uniform distribution (in a natural sense) on
uncountably many ground state pairs.

Interestingly, the high-dimensional ground state
multiplicity in this model can be shown to be
unaffected by the presence of frustration, although
frustration still plays an interesting role: it leads to
the appearance of chaotic size dependence when free
boundary conditions are used.

Returning to the more difficult problem of ground
state multiplicity in the EA model, we note as a final
remark that there could, in principle, exist ground
state pairs that are not in the support of metastates
generated through the use of coupling-independent
boundary conditions. If such states exist, they may
be of some interest mathematically, but are not
expected to play any significant physical role. A
discussion of these putative ‘‘invisible states’’ is
given by Newman and Stein (2003).

Open Question 4 If there exists broken spin-flip
symmetry at a range of positive temperatures in
some dimensions, then what is the number of pure-
state pairs as a function of (�, d)?

Again, the answer to this is not known above one
dimension; indeed, the prerequisite existence of
spontaneously broken spin-flip symmetry has not
been proved in any dimension. A speculative paper
by the authors (Newman and Stein 2001b), using a
variant of the highly disordered model, suggests that
there is at most one pair of pure states in the EA
model below eight dimensions; but no rigorous
arguments are known at this time.
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Introduction

The sine-Gordon equation

@2

@x2
� @2

@t2

� �
� ¼ sin � ½1�

may be viewed as a prototype for a nonlinear
integrable field theory. It is manifestly invariant
under spacetime translations and Lorentz boosts,

ðx; tÞ 7! ðx� �; t � �Þ
ðx; tÞ 7! ðx cosh 	� t sinh 	; t cosh 	� x sinh 	Þ

½2�

It shares this relativistic invariance property with the
linear Klein–Gordon equation, which is obtained
upon replacing sin� by �. (The name sine-Gordon
equation is derived from this relation, and was
introduced by Kruskal.) The sine-Gordon equation
can also be defined and studied in the form

@2

@u @v
~� ¼ sin ~�; ~�ðu; vÞ ¼ �ðt; xÞ ½3�

where

u ¼ ðxþ tÞ=2; v ¼ ðx� tÞ=2 ½4�

are the so-called light-cone variables.
There are two interpretations of the field �(t, x)

that are quite different, both from a physical and
from a mathematical viewpoint. The first one
consists in viewing it as a real-valued function, so
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that [1] is simply a nonlinear PDE in two variables.
In the second version, one views �(t, x) as an
operator-valued distribution on a Hilbert space.
(Thus, one should smear �(t, x) with a test function
f (t, x) in Schwartz space to obtain a genuine
operator on the Hilbert space.) In spite of their
different character, the classical and quantum field
theory versions have several striking features in
common, including the presence of an infinite
number of conservation laws and the occurrence of
solitonic excitations.

The classical sine-Gordon equation has been used
as a model for various wave phenomena, including
the propagation of dislocations in crystals, phase
differences across Josephson junctions, torsion
waves in strings and pendula, and waves along
lipid membranes. It was already studied in the
nineteenth century in connection with the theory of
pseudospherical surfaces. The quantum version is
used as a simple model for solid-state excitations.

The designation ‘‘sine-Gordon’’ is also used for
various equations that generalize [1] or bear
resemblance to it. These include the so-called
homogeneous and symmetric space sine-Gordon
models, discrete and supersymmetric versions, and
generalizations to higher-dimensional spacetimes
(i.e., in [1] the spatial derivative is replaced by the
Laplace operator in several variables). In this
contribution we focus on [1], however.

Our main goal is to discuss the integrability and
solitonic properties, both at the classical and at the
quantum level. First, we sketch the inverse-scattering
transform (IST) solution to the Cauchy problem for
[1]. Following Faddeev and Takhtajan, we emphasize
the interpretation of the IST as an action-angle
transformation for an infinite-dimensional Hamilto-
nian system. Next, the particle-like solutions are
surveyed by using a description in terms of variables
that may be viewed as relativistic action-angle
coordinates. This is followed by a section on the
quantum field theory version, paying special atten-
tion to the factorized scattering that is the quantum
analog of the solitonic classical scattering. Finally, we
sketch the intimate relation between the N-particle
subspaces of the classical and quantum sine-Gordon
field theory and certain integrable relativistic systems
of N point particles on the line.

The Classical Version: An Integrable
Hamiltonian System

In order to tie in the hyperbolic evolution equation
[1] with the notion of infinite-dimensional integrable
system, it is necessary to restrict attention to initial

data �(0, x) =�(x) and @t�(0, x) = �(x) with special
properties. First of all, the energy functional

H ¼
Z 1
�1

1

2
�ðxÞ2 þ 1

2
@x�ðxÞ2 þ ð1� cos�ðxÞÞ

� �
dx

½5�

and symplectic form

! ¼
Z 1
�1

d�ðxÞ ^ d�ðxÞ dx ½6�

should be well defined on the phase space of initial
data. Indeed, in that case [1] amounts to the
Hamilton equation associated to [5] via [6].

Second, there exists a sequence of functionals

I2lþ1ð�; �Þ; l 2 Z ½7�

that formally Poisson-commute with H and among
themselves.

In particular, H equals 2(I1 þ I�1), whereas
2(I1 � I�1) equals the momentum functional

P ¼ �
Z 1
�1

�ðxÞ@x�ðxÞ dx ½8�

The functional I2lþ1 contains x-derivatives of order
up to j2l þ 1j, so one needs to require that the
functions @x�(x) and �(x) be smooth and that all of
their derivatives have sufficient decrease for
x!�1.

A natural choice guaranteeing the latter require-
ments is

@x�ðxÞ; �ðxÞ 2 SRðRÞ ½9�

where SR(R) denotes the Schwartz space of
real-valued functions on the line. To render the integral
over 1� cos�(x) (and similar integrals occurring for
the sequence [7]) finite, one also needs to require

�ðxÞ! 2�k�; x!�1; k� 2Z ½10�

On this phase space � of initial data, the Cauchy
problem for the evolution equation [1] is not only
well posed, but can be solved in explicit form by
using the IST. More generally, the Hamiltonians
I2lþ1 give rise to evolution equations that are
simultaneously solved via the IST, yielding an
infinite sequence of commuting Hamiltonian flows
on �.

Before sketching the overall picture resulting from
the IST, it should be mentioned at this point that [1]
admits explicit solutions of interest that do not
belong to �. First, there is a class of algebro-
geometric solutions that have no limits as x!�1.
These solutions can be obtained via finite-gap
integration methods, yielding formulas involving
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the Riemann theta functions associated to compact
Riemann surfaces. Second, there are the tachyon
solutions. They arise from the particle-like solutions
that do belong to � by the transformation

�ðt; xÞ!�ðx; tÞ þ � ½11�

(Observe that the equation of motion [1] is invariant
under [11], whereas due to the finite-energy require-
ment [10] this is not true for solutions evolving in �.)

The IST via which the above Cauchy problem can
be solved starts from an auxiliary system of two
linear ordinary differential equations involving
�(0, x) and @t�(0, x). It is beyond our scope to
describe the system in detail. The results derived
from it, however, are to a large extent the same as
those obtained via a simpler auxiliary linear opera-
tor that is associated to the light-cone Cauchy
problem. The latter operator is of the Ablowitz–
Kaup–Newell–Segur (AKNS) form. That is, the
linear operator is an ordinary differential operator
of Dirac type given by

L ¼
i d

dx �iq

ir �i d
dx

 !
½12�

where the external potentials r(u) and q(u) depend
on the evolution equation at hand. For the light-
cone sine-Gordon equation [3], one needs to choose

r ¼ �q ¼ ð@u
~�Þðu;0Þ=2 ½13�

In both settings, the associated spectral features
are invariant under the sine-Gordon evolution and
all of the evolutions generated by the Hamiltonians
I2lþ1, yielding the so-called isospectral flows. More
specifically, if the initial data give rise to bound-state
solutions of the linear problem (square-integrable
wave functions), then the corresponding eigenvalues
are time independent. Furthermore, due to the decay
requirements on the potential in the linear system,
there exist scattering solutions with plane-wave
asymptotics for all initial data in �. A suitable
normalization leads to the so-called Jost solutions
�(x,�). (Here � is the spectral parameter, which
varies over the real line for scattering solutions.)
Their x! �1 asymptotics is encoded in transition
coefficients a(�) and b(�), with a(�) and jb(�)j being
time independent, whereas arg b(�) has a linear
dependence on time when the potential evolves
according to the sine-Gordon equation. The bound
states correspond to special �-values �1, . . . , �N with
positive imaginary part (namely the zeros of the
coefficient a(�), which is analytic in the upper-half
�-plane); their normalization coefficients �1, . . . , �N

have an essentially linear time evolution, just
as b(�).

The crux of the IST is now that the potentials can
be reconstructed from the spectral data

fbð�Þ; �1; . . . ; �N; �1; . . . ; �Ng ½14�

by solving a linear integral equation of Gelfand–
Levitan–Marchenko (GLM) type. (Alternatively,
Riemann–Hilbert problem techniques can be used.)
Hence, the nonlinear Cauchy problem can be
replaced by the far simpler linear problems of
determining the spectral data [14] of a linear
operator (the direct problem) and then solving the
linear GLM equation for the time-evolved scattering
data (the inverse problem).

From the Hamiltonian perspective, the IST may
be reinterpreted as a transformation to action-angle
variables. The action variables are defined in terms
of jb(�)j and �1, . . . ,�N. They are time independent
under the sine-Gordon and higher Hamiltonian
flows. The angle variables are arg b(�) and suitable
functions of the normalization coefficients. They
depend linearly on the evolution times of the flows.
The Hamiltonians can be explicitly expressed in
action variables.

Next, we point out that there is a large subspace
of Cauchy data (�(x), �(x)) that do not give rise to
bound states in the auxiliary linear problem. The
associated solutions are the so-called radiation
solutions: they decrease to 0 for large times. These
solutions can be obtained from the inverse transform
involving the GLM equation by only taking b(�)
into account.

The other extreme is to choose b(�) = 0 and
arbitrary bound states and normalization coeffi-
cients in the GLM equation. This special case of
vanishing reflection leads to the particle-like solu-
tions that are studied in the next section. For general
Cauchy data, one has both b(�) 6¼ 0 and a finite
number of bound states. These so-called mixed
solutions have a radiation component (encoded in
b(�)) which decays for asymptotic times, whereas
the bound states show up for t! �1 as isolated
solitons, antisolitons, and breathers.

Classical Solitons, Antisolitons,
and Breathers

Just as for other classical soliton equations, the case
of reflectionless data can be handled in complete
detail, since the GLM equation reduces to an N �N
system of linear equations. The case N = 1 yields the
1-soliton and 1-antisoliton solutions. Resting at the
origin, these one-particle solutions are given by

�4 arctanðe�xÞ ½15�
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and have energy 8 (cf. [5]). (We normalize all
solutions by requiring

lim
x!1

�ðt; xÞ ¼ 0 ½16�

Note that one can add arbitrary multiples of 2�
without changing the energy H [5].) A spatial
translation and Lorentz boost then yields the general
solutions

��ðt; xÞ
¼ �4 arctanðexpðq� x cosh �þ t sinh �ÞÞ ½17�

with energy 8 cosh � and momentum 8 sinh � (cf. [8]).
Defining the topological charge of a solution

(with normalization [16]) by

Q ¼ 1

2�
lim

x!�1
�ðt; xÞ ½18�

the different charges Q = 1 and Q = �1 of the
soliton and antisoliton reflect a signature associated
to the special value of the spectral parameter on the
imaginary axis for which a bound state in the linear
problem occurs. More generally, for bound-state
eigenvalues on the imaginary axis these signatures
must be specified in the IST setting, a point glossed
over in the previous section.

Bound states in the linear problem can also arise
from �-values off the imaginary axis, which come in
pairs ia� b, with a, b > 0. Such pairs give rise to
solutions containing breathers, which can be viewed as
bound states of a soliton and an antisoliton. The one-
breather solution breathing at the origin is given by

4 arctan cot 	
sinðt sin 	Þ

coshðx cos 	Þ

� �
; 	 2 ð0; �=2Þ ½19�

and has energy 16 cos 	. A spacetime translation and
Lorentz boost then yields the general solution

�bðt;xÞ

¼ 4 arctan cot	
sin½�
=2þ sin	ðtcosh��xsinh�Þ�
cosh½y=2� cos	ðxcosh�� t sinh�Þ�

� �
½20�

which has energy 16cosh�cos	 and momentum
16sinh�cos	. It may be obtained by analytic
continuation from the solution describing a collision
between a soliton with velocity tanh�1 and an
antisoliton with velocity tanh�2, taking �2 <�1.
The latter is given by

�þ�ðt;xÞ

¼ 4 arctan cothðð�1��2Þ=2Þ
sinhðð�1��2Þ=2Þ
coshðð�1þ�2Þ=2Þ

� �
�2 <�1 ½21�

where

�j ¼ qj � x cosh �j þ t sinh �j; qj; �j 2 R ½22�

and �b results from �þ� by substituting

�1
2
! �� i	; q1

2
!ðy� i
Þ=2 ½23�

(For the case �1 < �2, one needs an extra minus sign
on the right-hand side of [21].)

There is yet another possibility for an eigenvalue
on the imaginary axis we have not mentioned thus
far: it may have an arbitrary multiplicity, giving rise
to the so-called multipole solutions. This is illu-
strated by the breather solution �b: when one sets

= �2q0	 and lets 	 tend to 0, one obtains a
solution

�sepðt; xÞ

¼ 4 arctan
q0 þ t cosh �� x sinh �

cosh½y=2� x cosh �þ t sinh ��

� �
½24�

From a physical viewpoint, the soliton and anti-
soliton have just enough energy to prevent a bound
state from being formed. Notice that in this case the
distance between soliton and antisoliton diverges
logarithmically in jtj as t! �1, whereas for �þ�
one obtains linear increase.

The 2-soliton and 2-antisoliton solutions can also be
obtained by analytic continuation of �þ�. They read

��� ¼ � 4 arctan

�
cothðð�1 � �2Þ=2Þ

� coshðð�1 � �2Þ=2Þ
sinhðð�1 þ �2Þ=2Þ

�
; �2 < �1 ½25�

where �j is given by [22]. Thus, they arise by
taking q2! q2 þ i� and q1! q1 þ i� in [21], resp.
The equal-signature eigenvalues corresponding to
these two solutions cannot collide and move off
the imaginary axis; physically speaking, equal-
charge particles repel each other. The energy and
momentum of the solutions [25] and [21] are given
by 8 cosh �1 þ 8 cosh �2 and 8 sinh �1 þ 8 sinh �2,
respectively.

Up to scale factors, the above variables �1, �2 and
�, 	 are the action variables resulting from the IST,
whereas q1, q2 and y, 
 are the canonically con-
jugated angle variables. Accordingly, the time and
space translation flows (generated by H [5] and P
[8], resp.) shift the angles linearly in the evolution
parameters t and x.

We conclude this section with a description of the
N-soliton solution and its large time asymptotics. It
can be expressed in terms of the N �N matrix

Ljk ¼ expð�jÞ
Q

l 6¼j j cothðð�j � �lÞ=2Þj
coshðð�j � �kÞ=2Þ

½26�
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where �j is given by [22] with

q1; . . . ; qN 2 R; �N < � � � < �1 ½27�

Specifically, one has

�Nþðt; xÞ ¼4 tr arctan ðLÞ
¼ � 2i lnðj1N þ iLj=j1N � iLjÞ

¼ � 2i ln 1þ
XN
l¼1

ilSlðLÞ
 !

=c:c:

 !
½28�

where Sl is the lth symmetric function of L. Using
Cauchy’s identity, one obtains the explicit formula

Sl ¼
X

I�f1;...;Ng
jIj¼l

exp
X
j2I

�j

 !Y
j2I
k=2I

j cothðð�j � �kÞ=2Þj ½29�

In order to specify the t! �1 asymptotics of �Nþ,
we introduce the 1-soliton solutions

��j ðt; xÞ ¼ 4 arctanðexpð�j ��j=2ÞÞ ½30�

where

�j ¼
X
k<j

�
X
k>j

0@ 1A�ð�j � �kÞ ½31�

�ð�Þ ¼ ln cothð�=2Þ2
� �

½32�

Then, one has

sup
x2R

�Nþðt; xÞ �
XN
j¼1

��j ðt; xÞ
�����

����� ¼ Oðexpð�jtjrÞÞ

t! �1 ½33�

where the decay rate is given by

r ¼ min
j6¼k
ðcoshð�jÞj tanh �j � tanh �kjÞ ½34�

Thus, the soliton profile with velocity tanh �j incurs
a shift �j= cosh �j as a result of the collision. The
factor 1= cosh �j may be viewed as a Lorentz
contraction factor.
The Quantum Version: A Soliton
Quantum Field Theory

From a perturbation-theoretic viewpoint, the quan-
tum sine-Gordon Hamiltonian is given by

H ¼
Z 1
�1

:
1

2
ð@t�Þ2 þ

1

2
ð@x�Þ2

�
þm2

�2
ð1� cos��Þ

�
: dx; m; � > 0 ½35�
Here, �(0, x) is a neutral Klein–Gordon field with
mass m and the double dots denote a suitable
ordering prescription. The associated equation of
motion

�xx � �tt ¼
m2

�
sin �� ½36�

is equivalent to [1] on the classical level, but not on
the quantum level. (If �(t, x) is a classical solution to
[36], then ��(t=m, x=m) solves [1].) This difference
is due to the extremely singular character of
interacting relativistic quantum field theory, a
context in which ‘‘solving’’ the field theory has
slowly acquired a meaning that is vastly different
from the classical notion. Indeed, one can at best
hope to verify [36] in the sense of expectation values
in suitable quantum states, and this is precisely what
has been achieved within the form-factor program
sketched later on.

From the perspective of functional analysis, the
existence of a well-defined Wightman field theory with
all of the features mentioned below is wide open. More
precisely, beginning with pioneering work by Fröhlich
some 30 years ago, various authors have contributed
to a mathematically rigorous construction of a sine-
Gordon quantum field theory version, but to date it
seems not feasible to verify that the resulting Wight-
man field theory has any of the explicit features we are
going to sketch. (For example, not even the free
character of the field theory for �2 = 4� has been
established; cf. below.)

That said, we proceed to sketch some highlights
of the impressive, but partly heuristic lore that has
been assembled in a great many theoretical physics
papers. A key result we begin with is the equivalence
to a field theory that looks very different at face
value. This is the massive Thirring model, formally
given by the Hamiltonian

HT ¼
Z 1
�1

: �	ð�i
5@x þ 
0MÞ�þ g

2
ðJ2

0 � J2
1Þ

� �
: dx

M 2 ð0;1Þ; g 2 R ½37�

Here, �(0, x) is the charged Dirac field with mass M
and the double dots stand for normal ordering. For
the 
-algebra, one may choose


0 ¼
0 1

1 0

� �
; 
1 ¼

0 �1

1 0

� �

5 ¼ 
0
1 ¼

1 0

0 �1

� �
½38�

and J� is the Dirac current,

J0 ¼ �	�; J1 ¼ �	
�1 0
0 1

� �
� ½39�
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The equivalence argument (due to Coleman) consists
in showing that the quantities

� �

2�

��@

��;
m2

�2
: cos �� : ½40�

in the sine-Gordon theory have the same vacuum
expectation values (in perturbation theory) as the
massive Thirring quantities

: J� :; �M : �	
0� : ½41�

resp., provided the parameters are related by

4�

�2
¼ 1þ g

�
½42�

This yields an equivalence between the charge-0
sector of the massive Thirring model and the sector
of the sine-Gordon theory obtained by the action of
the fields [40] on the vacuum vector. But the
charged sectors of the Thirring model can also be
viewed as new sectors in the sine-Gordon theory,
obtained by a solitonic field construction (first
performed by Mandelstam).

In this picture, the fermions and antifermions in
the massive Thirring model correspond to new
excitations in the sine-Gordon theory, the quantum
solitons and antisolitons. The latter are viewed as
coherent states of the sine-Gordon ‘‘mesons’’ in the
vacuum sector, the rest masses being related by

M ¼ 8m

�2
1� �

2

8�

� �
½43�

in the semiclassical limit �2! 0.
Even at the formal level involved in the corre-

spondence, the theories are not believed to exist for
�2 > 8� and g < ��=2, since there is positivity
breakdown for this range of couplings. The free
Dirac case g = 0 corresponds to �2 = 4�. In parti-
cular, there is no interaction between the sine-
Gordon solitons and antisolitons for this �-value.
In the range �2 2 (4�, 8�) there is interaction, but
bound soliton–antisoliton pairs (quantum breathers,
alias sine-Gordon mesons) do not occur.

By contrast, for �2 < 4� there exist breathers with
rest masses

mn ¼ 2M sinðnþ 1Þ�; � 
 m=2M;

nþ 1 ¼ 1; 2; . . . ;L < �=2� ½44�

Thus, the ‘‘particle spectrum’’ consists of solitons
and antisolitons with mass M and mesons C1, . . . ,CL

with masses m1, . . . ,mL given by [44]. The latter
formula was first established by semiclassical quan-
tization of the classical breathers (Dashen–
Hasslacher–Neveu), and ever since is usually called
the DHN formula. Notice that for � near zero m1 and
m are nearly equal, and that for �2 � 4� there are no
longer any sine-Gordon mesons present in the theory.

A priori, the existence of infinitely many classical
conserved Hamiltonians does not even formally
imply the same feature for the quantum field theory,
as anomalies may occur. For the sine-Gordon and
massive Thirring cases, anomalies have been shown
to be absent, however. This entails not only that the
number of solitons, antisolitons, and breathers in a
scattering process is conserved, but also that the set
of incoming rapidities equals the set of outgoing
rapidities.

The latter stability features and the DHN formula
[44] are corroborated by the S-matrix, which is
known in complete detail. The two-body amplitudes
involving solitons and antisolitons can be written in
terms of the function

uðzÞ

¼ exp i

Z
0

1 dx

x

sinhð�� �=2Þx
sinh�x cosh �x=2

sin 2xz

� �
½45�

They are given by

ðuþþ; tþ�; rþ�; u��Þð�Þ

¼ uð�=2Þ 1;
sinhð��=2�Þ

sinhð�ði�� �Þ=2�Þ ;
�

i sinð�2=2�Þ
sinhð�ði�� �Þ=2�Þ ; 1

�
½46�

where � denotes the rapidity difference. (Due to
fermion statistics, one gets only one amplitude for a
soliton or antisoliton pair. But a soliton and an
antisoliton have opposite charge, so they can be
distinguished. In that case, therefore, the notion of
reflection and transmission coefficients makes sense.)

The S-matrix involving an arbitrary number of
solitons, antisolitons, and their bound states is also
explicitly known. The amplitudes involving no
breathers are readily described in terms of the above
two-body amplitudes. Indeed, the S-matrix factorizes
as a sum of products of the amplitudes [46], yielding a
picture of particles scattering independently in pairs,
just as at the classical level. The factorization can be
performed irrespective of the temporal ordering
assumed for the pair scattering processes, since the
four functions occurring inside the parentheses of
[46] satisfy the Yang–Baxter equations.

Roughly speaking, the S-matrix for processes invol-
ving breathers can be calculated by analytic continua-
tion from the soliton–antisoliton S-matrix. The details
are however quite substantial. We only add that
scattering amplitudes involving solely breathers can
be expressed using only hyperbolic functions.
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Since the 1980s, a lot of information has also
been gathered concerning matrix elements of
suitable sine-Gordon field quantities between
special quantum states (form factors). Unfortu-
nately, the correlation functions involve infinite
sums of form factors that are quite difficult to
control analytically. Hence, it is not known whether
the correlation functions associated with the form
factors give rise to a Wightman field theory with
the usual axiomatic properties.
The Relation to Relativistic
Calogero–Moser Systems

The behavior of the special classical solutions
discussed earlier is very similar to that of classical
point particles. Furthermore, the picture of classical
solitons, antisolitons, and their bound states scatter-
ing independently in pairs is essentially preserved on
the quantum level, just as one would expect for the
quantization of an integrable particle system.

Next, we note that from the quantum viewpoint
there is no physical distinction between wave
functions and point particles, whereas a classical
wave is a physical entity that is clearly very different
from a point particle. Even so, it is a natural
question whether there exist classical Hamiltonian
systems of N point particles on the line whose
physical characteristics (charges, bound states, scat-
tering, etc.) are the same as those of the particle-like
sine-Gordon solutions. If so, a second question is
equally obvious: does the quantum version of the
N-particle systems still have the same features as
that of the quantum sine-Gordon excitations?

As we now sketch, the first question has been
answered in the affirmative, whereas the second one
has not been completely answered yet. However, all
of the information on the pertinent quantum
N-particle systems collected thus far points to an
affirmative answer. The systems at issue are relati-
vistic versions of the well-known nonrelativistic
Calogero–Moser N-particle systems.

To begin with the classical two-particle system, its
Hamiltonian is given by

H ¼ ðcosh p1 þ cosh p2Þ cothððx1 � x2Þ=2Þ ½47�

on the phase space

� ¼ fðx; pÞ 2 R4jx2 < x1g; ! ¼ dx ^ dp ½48�

Taking x2! x2 þ i� yields the particle–antiparticle
Hamiltonian

~H ¼ ðcosh p1 þ cosh p2Þj tanhððx1 � x2Þ=2Þj ½49�
on the phase space

~� ¼ fðx; pÞ 2 R4g; ! ¼ dx ^ dp ½50�

The two-antiparticle Hamiltonian is again given by
[47] and [48]. The interaction potential in [47] is
repulsive, whereas it is attractive in [49]. Hence, any
initial point in � gives rise to a scattering state,
whereas points in �̃ yield scattering states if and
only if the reduced Hamiltonian

~Hr ¼ cosh pj tanhðx=2Þj; p ¼ ðp1 � p2Þ=2
x ¼ x1 � x2 ½51�

satisfies ~Hr > 1. More specifically, in both cases the
distance jx1(t)� x2(t)j increases linearly as t!�1,
the scattering (position shift) being encoded by the
same function [32] as for the sine-Gordon solitons.
The phase-space points on the separatrix { ~Hr = 1}
have the same temporal asymptotics as the multipole
solution [24], whereas the bound-state oscillations
for ~Hr < 1 match those of the breathers [20].

More generally, the Hamiltonian for Nþ particles
and N� antiparticles is given by the function

XNþ
j¼1

coshðpþj Þ
YNþ
k¼1
k6¼j

j cothððxþj � xþk Þ=2Þj

�
YN�
l¼1

j tanhððxþj � x�l Þ=2Þj þ
XN�
l¼1

coshðp�l Þ

�
YN�
m¼1
m6¼l

j cothððx�l � x�mÞ=2Þj

�
YNþ
j¼1

j tanhððx�l � xþj Þ=2Þj ½52�

on the phase space

�Nþ;N�

¼
n
ðxþ; pþÞ 2 R2Nþ ; ðx�; p�Þ

2 R2N� jxþNþ < � � � < xþ1 ; x
�
N�

< � � � < x�1

o
½53�

!Nþ;N� ¼ dxþ ^ dpþ þ dx� ^ dp� ½54�

This defining Hamiltonian can be supplemented by
(Nþ þN� � 1) independent Hamiltonians that pair-
wise commute. The action-angle map of this integr-
able system can be used to relate the scattering and
bound-state behavior to that of the sine-Gordon
solutions from an earlier section, yielding an exact
correspondence. Indeed, the variables we used to
describe the particle-like sine-Gordon solutions
amount to the action-angle variables associated to
[52]. Moreover, the matrix L [26] with t = x = 0
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equals the Lax matrix for the N-particle system, which
is the manifestation of a remarkable self-duality
property of the equal-charge case. There is an equally
close relation between the general particle-like solu-
tions and the general systems encoded in [52].

As a matter of fact, the connection can be further
strengthened by introducing spacetime trajectories
for the solitons, antisolitons, and breathers, which
are defined in terms of the evolution of an initial
point in �Nþ,N� under the time translation generator
[52] and the space translation generator, obtained
from [52] by the replacement cosh ! sinh . These
point particle and antiparticle trajectories make it
possible to follow the motion of the solitons,
antisolitons, and breathers during the temporal
interval in which the nonlinear interaction takes
place, whereas for large times the trajectories are
located at the (then) clearly discernible positions of
the individual solitons, antisolitons, and breathers.

Before sketching the soliton-particle correspon-
dence at the quantum level, we add a remark on the
finite-gap solutions of the classical sine-Gordon
equation, already mentioned in the paragraph
containing [11]. These solutions may be viewed as
generalizations of the particle-like solutions dis-
cussed earlier, and they can also be obtained via
relativistic N-particle Calogero–Moser systems. The
pertinent systems are generalizations of the hyper-
bolic systems just described to the elliptic level.

Turning now to the quantum level, we begin by
mentioning that the Poisson-commuting Hamilto-
nians admit a quantization in terms of commuting
analytic difference operators. This involves a special
ordering choice of the p-dependent and x-dependent
factors in the classical Hamiltonians, which is
required to preserve commutativity. The resulting
quantum two-body problem can be explicitly solved
in terms of a generalization of the Gauss hypergeo-
metric function. For the case of equal charges, the
scattering is encoded in the sine-Gordon amplitudes
u��(�) (cf. [45] and [46]). For the unequal-charge
case, one should distinguish an even and odd
channel. The scattering on these channels is encoded
in the sine-Gordon amplitudes tþ�(�)� rþ�(�).
Moreover, the bound-state spectrum agrees with
the DHN formula [44] and the bound-state wave
functions are given by hyperbolic functions.

As a consequence of these results, the physics
encoded in the two-body subspace of the sine-
Gordon quantum field theory is indistinguishable
from that of the corresponding two-body relativistic
Calogero–Moser systems. To extend this equivalence
to the arbitrary-N case, one needs first of all
sufficiently explicit solutions to the N-body
Schrödinger equation. To date, this has only been
achieved for the case of N equal charges and the
special couplings for which the reflection amplitude
rþ� vanishes. The asymptotics of the pertinent
solutions is factorized in terms of u��(�), in agree-
ment with the sine-Gordon picture.

See also: Bäcklund Transformations; Boundary-Value
Problems for Integrable Equations; Calogero–
Moser–Sutherland Systems of Nonrelativistic and
Relativistic Type; Infinite-dimensional Hamiltonian
Systems; Integrability and Quantum Field Theory;
Integrable Systems and Discrete Geometry; Integrable
Systems and Inverse Scattering Method; Integrable
Systems: Overview; Ljusternik–Schnirelman Theory;
Solitons and Other Extended Field Configurations;
Solitons and Kac–Moody Lie Algebras; Symmetries and
Conservation Laws; Two-Dimensional Models;
Yang–Baxter Equations.
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Introduction

Fix a closed n-dimensional manifold M, and let M
be the space of Riemannian metrics on M. As in the
reasoning leading to the Einstein equations in
general relativity, there is basically a unique simple
and natural vector field on the space M. Namely, the
tangent space TgM consists of symmetric bilinear
forms; besides multiples of the metric itself, the Ricci
curvature Ricg of g is the only symmetric form that
depends on at most the second derivatives of the
metric, and is invariant under coordinate changes,
that is, a (0, 2)-tensor formed from the metric. Thus,
consider

Xg ¼ �Ricg þ �g

where �,� are scalars. Setting �=�2, the corre-
sponding equation for the flow of X is

d

dt
gðtÞ ¼ �2RicgðtÞ þ �gðtÞ ½1�

The Ricci flow, introduced by Hamilton (1982), is
obtained by setting �= 0:

d

dt
gðtÞ ¼ �2RicgðtÞ ½2�

Rescaling the metric and time variable t transforms
[2] into [1], with �=�(t). For example, rescaling the
Ricci flow [2] so that the volume of (M, g(t)) is
preserved leads to the flow equation [1] with
�= 2

H
R, twice the mean value of the scalar

curvature R.
The Ricci flow [2] bears some relation with the

metric part of the �-function or renormalization
group (RG) flow equation

d

dt
gðtÞ ¼ �ðgðtÞÞ

for the two-dimensional sigma model of maps
�2 !M. The �-function is a vector field on M,
invariant under diffeomorphisms, which has an
expansion of the form

��ðgÞ ¼ Ricg þ "Riem2 þ � � �

where Riem2 is quadratic in the Riemann curvature
tensor. The Ricci flow corresponds to the one-loop
term or semiclassical limit in the RG flow
(cf. D’Hoker (1999) and Friedan (1985)).

Recently, G Perelman (2002, 2003a, b) has deve-
loped new insights into the geometry of the Ricci flow
which has led to a solution of long-standing mathe-
matical conjectures on the structure of 3-manifolds,
namely the Thurston geometrization conjecture
(Thurston 1982), and hence the Poincaré conjecture.

Basic Properties of the Ricci Flow

In charts where the coordinate functions are locally
defined harmonic functions in the metric g(t), [2]
takes the form

d

dt
gij ¼ �gij þQijðg; @gÞ

where � is the Laplace operator on functions with
respect to the metric g = g(t) and Q is a lower-order
term quadratic in g and its first-order partial
derivatives. This is a nonlinear heat-type equation
for gij and leads to the existence and uniqueness of
solutions to the Ricci flow on some time interval
starting at any smooth initial metric. This is the
reason for the minus sign in [2]; a plus sign gives a
backwards heat-type equation, which has no solu-
tions in general.

The flow [2] gives a natural method to try to
construct canonical metrics on the manifold M.
Stationary points of the flow [2] are Ricci-flat
metrics, while stationary points of the flow [1] are
(Riemannian) Einstein metrics, where Ricg = (R=n)g,
with R the scalar curvature of g. One of Hamilton’s
motivations for studying the Ricci flow were results
on an analogous question for nonlinear sigma
models. Consider maps f between Riemannian
manifolds M, N with Lagrangian given by the
Dirichlet energy. Eells–Sampson studied the heat
equation for this action and proved that when the
target N has nonpositive curvature, the flow exists
for all time and converges to a stationary point of
the action, that is, a harmonic map f1 : M! N. The
idea is to see if an analogous program can be
developed on the space of metrics M.

There are a number of well-known obstructions to
the existence of Einstein metrics on manifolds, in
particular, in dimensions 3 and 4. Thus, the Ricci
flow will not exist for all time on a general
manifold. Hence, it must develop singularities. A
fundamental issue is to try to relate the structure of
the singularities of the flow with the topology of the
underlying manifold M.

A few simple qualitative features of the Ricci flow
[2] are as follows: if Ric(x, t) > 0, then the flow
contracts the metric g(t) near x, to the future, while
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if Ric(x, t) < 0, then the flow expands g(t) near x. At
a general point, there will be directions of positive
and negative Ricci curvature, along which the metric
locally contracts or expands. The flow preserves
product structures of metrics, and preserves the
isometry group of the initial metric.

The form of [2] shows that the Ricci flow
continues as long as Ricci curvature remains
bounded. On a bounded time interval where Ricg(t)

is bounded, the metrics g(t) are quasi-isometric, that
is, they have bounded distortion compared with the
initial metric g(0). Thus, one needs to consider
evolution equations for the curvature, induced by
the flow for the metric. The simplest of these is the
evolution equation for the scalar curvature R:

d

dt
R ¼ �Rþ 2jRicj2 ½3�

Evaluating [3] at a point realizing the minimum Rmin

of R on M shows that Rmin is monotone nondecreas-
ing along the flow. In particular, the Ricci flow
preserves positive scalar curvature. Moreover, if
Rmin(0) > 0, then

t � n

2Rminð0Þ
½4�

Thus, the Ricci flow exists only up to a maximal
time T � n=2Rmin(0) when Rmin(0) > 0. In contrast,
in regions where the Ricci curvature stays negative
definite, the flow exists for infinite time.

The evolution of the Ricci curvature has the same
general form as [3]:

d

dt
Rij ¼ �Rij þ eQij ½5�

The expression for eQ is much more complicated
than the Ricci curvature term in [3] but involves
only quadratic expressions in the curvature.
However, eQ involves the full Riemann curvature
tensor Riem of g, and not just the Ricci curvature (as
[3] involves Ricci and not just scalar curvature). An
important feature of dimension 3 is that the full
Riemann curvature Riem is determined algebraically
by the Ricci curvature. So the Ricci flow has a much
better chance of ‘‘working’’ in dimension 3. For
example, an analysis of eQ shows that the Ricci flow
preserves positive Ricci curvature in dimension 3; if
Ricg(0) > 0, then Ricg(t) > 0, for t > 0. This is not the
case in higher dimensions. On the other hand, in any
dimension >2, the Ricci flow does not preserve
negative Ricci curvature, or even a general lower
bound Ric � ��, for � > 0. For the remainder of the
article, we usually assume then that dim M = 3.

The first basic result on the Ricci flow is the
following, due to Hamilton (1982).

Space-form theorem. If g(0) is a metric of positive
Ricci curvature on a 3-manifold M, then the volume
normalized Ricci flow exists for all time, and
converges to the round metric on S3=�, where � is
a finite subgroup of SO(4), acting freely on S3.

Thus, the Ricci flow ‘‘geometrizes’’ 3-manifolds of
positive Ricci curvature. There are two further
important structural results on the Ricci flow.

Curvature pinching estimate (Hamilton 1982,
Ivey 1993). For g(t) a solution to the Ricci flow on
a closed 3-manifold M, there is a nonincreasing
function � : (�1,1)! R, tending to 0 at 1, and a
constant C, depending only on g(0), such that,

Riemðx; tÞ � �C� �ðRðx; tÞÞ � jRðx; tÞj ½6�

This estimate does not imply a lower bound on
Riem(x, t) uniform in time. However, when com-
bined with the fact that the scalar curvature R(x, t)
is uniformly bounded below (cf. [3]), it implies that
jRiemj(x, t)� 1 only where R(x, t)� 1. To control
the size of jRiemj, it thus suffices to obtain just an upper
bound on R. This is remarkable, since the scalar
curvature is a much weaker invariant of the metric
than the full curvature. Moreover, at points where the
curvature is sufficiently large, [6] shows that
Riem(x, t)=R(x, t)���, for � small. Thus, if one scales
the metric to make R(x, t)=1, then Riem(x, t)���. In
such a scale, the metric then has almost non-negative
curvature near (x, t).

Harnack estimate (Hamilton 1982). Let (N, g(t))
be a solution to the Ricci flow with bounded and
non-negative curvature Riem � 0, and suppose g(t)
is a complete Riemannian metric on N. Then for
0 < t1 � t2,

Rðx2; t2Þ �
t1

t2
exp �

d2
t1
ðx1; x2Þ

2ðt2 � t1Þ

 !
Rðx1; t1Þ ½7�

where dt1
is the distance function on (M, gt1

). This
allows one to control the geometry of the solution at
different spacetime points, given control at an initial
point.

Singularity Formation

The deeper analysis of the Ricci flow is concerned
with the singularities that arise in finite time.
Equation [3] shows that the Ricci flow will not
exist for arbitrarily long time in general. In the case
of initial metrics with positive Ricci curvature, this is
resolved by rescaling the Ricci flow to constant
volume. However, the general situation is necessarily
much more complicated. For example, any manifold
which is a connected sum of S3=� or S2 � S1 factors
has metrics of positive scalar curvature. For obvious
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topological reasons, the volume normalized Ricci
flow then cannot converge nicely to a round metric;
even the renormalized flow must develop
singularities.

The usual method to understand the structure of
singularities, particularly in geometric PDEs, is to
rescale or renormalize the solution on a sequence
converging to the singularity to make the solution
bounded, and try to pass to a limit of the
renormalization. Such a limit solution models the
singularity formation, and one hopes (or expects)
that the singularity models have special features
making them much simpler than an arbitrary
solution of the flow.

A singularity forms for the Ricci flow only where
the curvature becomes unbounded. Suppose then
that �2

i = jRiemj(xi, ti)!1, on a sequence of points
xi 2M, and times ti ! T <1. Consider the
rescaled or blow-up metrics and times

�gið�tiÞ ¼ �2
i �
	
i gðtÞ; �ti ¼ �2

i ðt � tiÞ ½8�

where �i are diffeomorphisms giving local dilations
of the manifold near xi by the factor �i.

The flow �gi is also a solution of the Ricci flow,
and has bounded curvature at (xi, 0). For suitable
choices of xi and ti, the curvature will be bounded
near xi, and for nearby times to the past, �ti � 0; for
example, one might choose points (xi, ti) where the
curvature is maximal on (M, g(t)), t � ti.

The rescaling [8] expands all distances by the
factor �i, and time by the factor �2

i . Thus, in
effect one is studying very small regions, of
spatial size on the order of ri =��1

i about (xi, ti),
and ‘‘using a microscope’’ to examine the small-
scale features in this region on a scale of size
about 1.

A limit solution of the Ricci flow, defined at least
locally in space and time, will exist provided that the
local volumes of the rescalings are bounded below
(Gromov compactness). In terms of the original
unscaled flow, this requires that the metric g(t)
should not be locally collapsed on the scale of its
curvature, that is,

vol Bxi
ðri; tiÞ � �rn

i ½9�

for some fixed but arbitrary � > 0. A maximal
connected limit (N, �g(�t), x) containing the base point
x = lim xi, is then called a ‘‘singularity model.’’
Observe that the topology of the limit N may well
be distinct from the original manifold M, most of
which may have been blown off to infinity in the
rescaling.

To see the potential usefulness of this process,
suppose one does have local noncollapse on the scale

of the curvature, and that base points of maximal
curvature in space and time t � ti have been chosen.
At least in a subsequence, one then obtains a limit
solution to the Ricci flow (N, �g(�t), x), based at x,
defined at least for times (�1, 0], with �g(�t) a
complete Riemannian metric on N. Such solutions
are called ancient solutions of the Ricci flow. The
estimate [6] shows that the limit has non-negative
curvature in dimension 3, and so [7] holds on N.
Thus, the limit is indeed quite special. The topology
of complete manifolds N of non-negative curvature
is completely understood in dimension 3. If N is
noncompact, then N is diffeomorphic to R3, S2 � R,
or a quotient of these spaces. If N is compact, then
a slightly stronger form of the space-form theo-
rem implies N is diffeomorphic to S3=�, S2 � S1, or
S2 �Z2

S1.
The study of the formation of singularities in

the Ricci flow was initiated by Hamilton (1995).
Recently, Perelman has obtained an essentially
complete understanding of the singularity behavior
of the Ricci flow, at least in dimension 3.

Perelman’s Work

Noncollapse

Consider the Einstein–Hilbert action

RðgÞ ¼
Z

M

RðgÞ dVg ½10�

as a functional on M. Critical points of R are Ricci-
flat metrics. It is natural and tempting to try to
relate the Ricci flow with the gradient flow of R
(with respect to a natural L2 metric on the space M).
However, it has long been recognized that this
cannot be done directly. In fact, the gradient flow of
R does not even exist, since it implies a backwards
heat-type equation for the scalar curvature R
(similar to [3] but with a minus sign before �).

Consider however the following functional
extending R:

Fðg; f Þ ¼
Z

M

ðRþ jrf j2Þe�f dVg ½11�

as a functional on the larger space M� C1(M, R), or
equivalently a family of functionals on M, parame-
trized by C1(M, R). The functional [11] also arises in
string theory as the low-energy effective action; the
scalar field f is called the dilaton. Fix any smooth
measure dm on M and define the Perelman coupling
by requiring that (g, f ) satisfy

e�f dVg ¼ dm ½12�
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The resulting functional

Fmðg; f Þ ¼
Z

M

ðRþ jrf j2Þ dm ½13�

becomes a functional on M. (This coupling does not
appear to have been considered in string theory.)
The L2 gradient flow of Fm is given simply by

deg
dt
¼�2ðRic~g þ eD2f Þ ½14�

where eD2f is the Hessian of f with respect to eg. The
evolution equation [14] for eg is just the Ricci flow [2]
modified by an infinitesimal diffeomorphism:eD2f = (d=dt)(�	teg), where (d=dt)�t = frf . Thus, the
gradient flow of F m is the Ricci flow, up to
diffeomorphisms. The evolution equation for the
scalar field f,

ft ¼ �e�f � eR ½15�

is a backward heat equation (balancing the forward
evolution of the volume form of eg(t)). Thus, this
flow will not exist for general f, going forward in t.
However, one of the basic points of view is to let the
(pure) Ricci flow [2] flow for a time t0 > 0. At t0,
one may then take an arbitrary f = f (t0) and flow
this f backward in time (� = t0 � t) to obtain an
initial value f (0) for f. The choice of f (t0) deter-
mines, together with the choice of volume form of
g(0)), (or g(t0)), the measure dm and so the choice
of F m. The process of passing from F to Fm

corresponds to a reduction of the symmetry group of
all diffeomorphisms D of F to the group D0 of
volume-preserving diffeomorphisms; the quotient
space D=D0 has been decoupled into a space
C1(M, R) of parameters.

The functionals F m are not scale invariant. To
achieve scale invariance, Perelman includes an
explicit insertion of the scale parameter, related to
time, by setting

Wðg; f ; �Þ ¼
Z

�ðjrf j2 þ RÞ þ f � n
� �
� ð4	�Þ�n=2 e�f dV ½16�

with coupling so that dm = (4	�)�n=2 e�f dV is fixed.
The entropy functional W is invariant under
simultaneous rescaling of � and g, and �t = �1.
Again, the gradient flow of W is the Ricci flow
modulo diffeomorphisms and rescalings and the
stationary points of the gradient flow are the
gradient Ricci solitons,

Ricg þD2f � 1

2�
g ¼ 0
for which the metrics evolve by diffeomorphisms
and rescalings. Gradient solitons arise naturally as
singularity models, due to the rescalings and
diffeomorphisms in the blow-up procedure [8]. An
important example is the cigar soliton on R2 � R,
(or R2 � S1),

g ¼ ð1þ r2Þ�1gEucl þ ds2 ½17�

Perelman then uses the scalar field f to probe the
geometry of g(t). For instance, the collapse or
noncollapse of the metric g(t) near a point x 2M
can be detected from the size of W(g(t)) by choosing
e�f to be an approximation to a delta function
centered at (x, t). The more collapsed g(t) is near x,
the more negative the value of W(g(t)). The collapse
of the metric g(t) on any scale in finite time is then
ruled out by combining this with the fact that the
entropy functional W is increasing along the Ricci
flow.

Much more detailed information can be obtained
by studying the path integral associated to the
evolution equation [15] for f, given by

Lð
Þ ¼
Z



ffiffiffi
�
p
½j _
ð�Þj2 þ Rð
ð�ÞÞ� d�

where R and j
̇(�)j are computed with respect to the
evolving metrics g(�). In particular, the study of the
geodesics and the associated variational theory of
the length functional L are important in under-
standing the geometry of the Ricci flow near the
singularities.
Singularity Models

A major accomplishment of Perelman is essentially a
classification of all complete singularity models
(N, g(t)) that arise in finite time. In the simple case
where N is compact, then as noted above, N is
diffeomorphic to S3=�, S2 � S1, or S2 �Z2

S1.
In the much more important case where N is

complete and noncompact, Perelman proves that the
geometry of N near infinity is that of a union of
"-necks. Thus, at time 0, and at points x with
r(x) = dist(x, x0)� 1, for a fixed base point x0, a
region of radius "�1 about x, in the scale where
R(x) = 1, is "-close to such a region in the standard
round product metric on S2 �R; " may be made
arbitrarily small by choosing r(x) sufficiently large.
For example, this shows that the cigar soliton [17]
cannot arise as a singularity model. Moreover, this
structure also holds on a time interval on the order
of "�1 to the past, so that on such regions the
solution is close to the (backwards) evolving Ricci
flow on S2 � R.
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Perelman shows that this structural result for the
singularity models themselves also holds for the
solution g(t) very near any singularity time T. Thus,
at any base point (x, t) where the curvature is
sufficiently large, the rescaling as in [8] of the
spacetime by the curvature is smoothly close, on
large compact domains, to corresponding large
domains in a complete singularity model. The
‘‘ideal’’ complete singularity models do actually
describe the geometry and topology near any
singularity. Consequently, one has a detailed under-
standing of the small-scale geometry and topology in
a neighborhood of every point where the curvature
is large on (M, g(t)), for t near T.

The main consequence of this analysis is the
existence of canonical, almost round 2-spheres S2 in
any region of (M, g(t)) where the curvature is
sufficiently large; the radius of the S2’s is on the
order of the curvature radius. One then disconnects
the manifold M into pieces, by cutting M along a
judicious choice of such 2-spheres, and gluing in
round 3-balls in a natural way. This surgery process
allows one to excise out the regions of (M, g(t))
where the Ricci flow is almost singular, and thus
leads to a naturally defined Ricci flow with surgery,
valid for all times t 2 [0,1).

The surgery process disconnects the original
connected 3-manifold M into a collection of disjoint
(connected) 3-manifolds Mi, with the Ricci flow
running on each. However, topologically, there is a
canonical relation between M and the components
Mi; M is the connected sum of {Mi}. An analysis of
the long-time behavior of the volume-normalized
Ricci flow confirms the expectation that the flow
approaches a fixed point, that is, an Einstein metric,
or collapses along 3-manifolds admitting an S1

fibration. This then leads to the proof of Thurston’s
geometrization conjecture for 3-manifolds and
consequently the proof of the Poincaré conjecture.
It gives a full classification of all closed 3-manifolds,
much like the classification of surfaces given by the
classical uniformization theorem.

See also: Einstein Manifolds; Evolution Equations: Linear
and Nonlinear; Minimal Submanifolds; Renormalization:
General Theory; Topological Sigma Models.
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Introduction

Dynamical systems first developed from the geometry
of Newton’s equations (see Goodstein and Goodstein
(1997)) and the question of the stability of the solar
system motivated further researches inspired by
celestial mechanics (cf. Siegel and Moser (1971)).
Then dynamical systems developed intensively from
stability theory (Lyapunov’s theory) to generic proper-
ties (based on functional analysis techniques,) hyper-
bolic structures (Anosov’s flows, Smale axiom A) and
to perturbation theory (Pugh’s closing lemma, KAM
theorem). There are many links with ergodic theory
dating back to Birkhoff’s ergodic theorem (motivated
by Boltzmann–Gibbs contributions to thermody-
namics). These aspects have been developed in several
articles of the encyclopedia (see Generic Properties of
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Dynamical Systems; Ergodic Theory; Hyperbolic
Dynamical Systems). This article develops another
aspect of dynamical systems, namely bifurcation
theory. In contrast, the mathematics involved relates
more to local analytic geometry in the broad sense and
provides local models like normal forms, uses blow-up
techniques and asymptotic developments. This con-
tains the singularity theory of functions (related to
singularities of gradient flows). A recent development
of the whole subject deals with bifurcation theory of
fast-slow systems.
Singularity Theory of Functions

A singular point of a gradient dynamics

dx

dt
¼ grad VðxÞ

is a critical point of the function V. Assume that the
function V: U!R is defined and infinitely differ-
entiable on an open set U. Let x0 2 U be a critical
point of V.

Definition 1 The critical point x0 is said to be of
Morse type if the Hessian of V at x0 : D2

xV(x0) is of
maximal rank n. The corank of a singular point x0 is
the corank of the matrix D2

xV(x0).

Denote by O the local ring of germs of C1

functions at point x0.

Definition 2 The Jacobian ideal of the function V
at x0, denoted as Jac(V), is the ideal generated in
the ring O by the partial derivatives of
V: @V=@xi, i = 1, . . . , n, considered as elements of
the local ring O.

The singularity (or the singular point) is isolated if

dimRO=JacðVÞ <1

In that case, the Milnor number is defined as the
dimension

� ¼ dimRO=JacðVÞ

Local models of singularities at a point are simple
expressions that germs of functions singular at this
point have in local coordinates.

R Thom proposed to focus more particularly on the
singularities whose Milnor number is less than or
equal to 4 and whose corank is less than or equal to 2.

The list of local models V�(x) of functions whose
singularities at 0 display a Milnor number less than
or equal to 4 and a corank less than or equal to 2 is
the following:

V�(x) = 1
3 x3 þ �1x, the fold,

V�(x) = 1
4 x4 þ 1

2 �1x2 þ �2x, the cusp,
V�(x) = 1
5 x5 þ 1

3�1x3 þ 1
2�2x2 þ �3x, the swallow tail,

V�(x) = 1
6 x6 þ 1

4 �1x4 þ 1
3 �2x3 þ 1

2 �3x2 þ �4x, the
butterfly,

V�(x) = x3 � 3xy2 þ �1(x2 þ y2)þ �2xþ �3y, the
elliptic umbilic,

V�(x) = x3 þ y3 þ �1xyþ �2xþ �3y, the hyperbolic
umbilic, and

V�(x) = y4 þ x2yþ �1x2 þ �2y2 þ �3xþ �4y, the
parabolic umbilic.

Consider more particularly the first four cases.
The ‘‘state equation’’ defines the critical points of V�:

@V�

@x
¼ 0

which contains the subset of the stable equilibrium
points of the associated gradient dynamics. The
nature of these equilibrium states changes at points
contained in the set defined by the equation

@2V�

@x2
¼ 0

The projection of this set on the space of parameters
contains the set of values of the parameters for which
the equilibrium position is susceptible to change of
topological type (in other terms to undergo a bifurca-
tion). This set is called the catastrophe set (see Figure 1).

Consider now the case of umbilics where there are
two state equations:

@V

@x
¼ @V

@y
¼ 0

The catastrophe set S is determined by one further
equation:

Hess V ¼ @
2V

@x2

@2V

@y2
� @2V

@x@y

� �2

¼ 0

In both cases of hyperbolic and elliptic umbilics, the set
S is a singular surface. For the last case of the parabolic
umbilic, the set S is of dimension 3 and again it is only
possible to represent it by a family of its sections by a
variable hyperplane (see Figure 2).

All possible deformations (in the space of func-
tions) of a function with an isolated singularity can
be induced by a single �-dimensional family of
deformations named the ‘‘universal deformation.’’ In
general, the ‘‘codimension’’ of a bifurcation is the
minimal number of parameters needed to display all
possible phase diagrams of all possible unfoldings.
Several deep mathematical techniques, like the
Malgrange division theorem and preparation theo-
rem, allowed J Mather to prove the theorem (local,
then global) of existence of the universal unfolding.
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The theory of unfoldings of singularities can be
used, for instance, to provide asymptotic expression
of stationary phase integrals when critical points of
the phase are not of Morse type. This relates to
monodromy, Bernstein polynomials, Milnor fibra-
tion near a singular point, and simultaneous local
models of forms and functions (cf. Malgrange
(1974)) and see Feynman Path Integrals).
Singularity Theory of Vector Fields

Transcritical Bifurcation

The transcritical bifurcation is the standard mechan-
ism for changes in stability. The local model is given by

_x ¼ rx� x2

For r < 0, there is an unstable fixed point at x�= r
and a stable fixed point at x�= 0. As r increases, the
unstable and the stable fixed points coalesce when
r = 0 and when r > 0, they exchange their stability.
A simplified model of the essential physics of a laser
is due to Haken (1983). It is given by

_n ¼ GnN � kn

were n is the number of photons in the laser field, N is
the number of excited atoms, and the gain term comes
from the process of stimulated emission which occurs
at a rate proportional to the product n.N. Further-
more, the number of excited atoms drops down by the
emission of photons N = N0 � �n. Then we obtain

_n ¼ ðGN0 � kÞn� �Gn2

This model displays a transcritical bifurcation, which
explains in elementary terms the laser threshold.
Pitchfork Bifurcation

The local model for supercritical pitchfork bifurca-
tion is

_x ¼ rx� x3
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When the parameter r < 0, it displays one stable
equilibrium position. As r increases, this equilibrium
bifurcates (for r > 0) into two stable equilibria and
an unstable equilibrium. Its drawing suggests ‘‘the
pitchfork.’’ In case of subcritical pitchfork
bifurcation

_x ¼ rxþ x3

there is a single stable state for r < 0 that bifurcates
into two stable states and one unstable as r > 0.

Normal Forms

Local analysis of vector fields proceeds with local
models called normal forms. A local vector field
near a singular point (zero) is seen as a derivation of
the local ring of functions which preserves the
unique maximal ideal (of the functions which vanish
at the singular point). It yields a linear operator of
the finite-dimensional vector spaces of truncated
Taylor expansions of functions. This leads to
decomposition of the vector fields into semisimple
and nilpotent parts (at the level of formal series). A
normal form is a formal coordinate system in which
the semisimple part is linear. If the vector field
preserves a structure (like volume form or symplec-
tic form) the change of coordinates which brings it
to its normal form is also (volume-preserving,
symplectic). The simplicity of the normal form
depends on the number of allowed resonances for
the eigenvalues of the first-order jet of the vector
field at the singular point. The best-known example
is the Birkhoff normal form of Hamiltonian vector
fields that we recall now, but we should also
mention the Sternberg normal form of volume-
preserving vector fields.

Local analysis of a Hamiltonian vector field under
symplectic changes of coordinates is the same as the
local analysis of functions (namely its associated
Hamiltonian). Birkhoff normal form deals with the
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case of a Hamiltonian that is a perturbation at the
origin:

H0ðpÞ ¼
Xm
j¼1

�j pj

pj ¼ x2
j þ y2

j ; j ¼ 1; . . . ;m

where the symplectic form is

! ¼
Xm
j¼1

dxj ^ dyj

If the eigenvalues �j are assumed to be independent
over the integers (no resonances), then there is
a formal system of symplectic coordinates p̂j, q̂j,
j = 1, . . . , m, called action-angle variables, in which
the Hamiltonian only depends of the action variables
p̂j. Such a coordinate system is generically divergent
because, under generic assumptions on the 3-jet of
the Hamiltonian, the system displays isolated periodic
orbits in any neighborhood of the origin (see Moser,
Vey, Francoise). Normal forms are normally used in
applications (e.g., Nekhoroshev theorem, Hopf bifur-
cation theorem) in their truncated versions. Birkhoff
normal form was conjectured (A Weinstein) to enter
in the asymptotic expansion of the fundamental
solution of the wave equation on a Riemannian
manifold near elliptic geodesics. This conjecture was
recently proved by V Guillemin.
Stability Theory of Hamiltonian Systems,
Nekhoroshev Theorem, Arnol’d Diffusion

The generic divergence of the Birkhoff normal form does
not allow one to conclude about the stability of the
elliptic singular point. In the case where it is convergent,
the motion is trapped inside invariant tori (conservation
of the actions). The KAM theorem (see Gallavotti
(1983)) provides the existence of many invariant tori
but, except in low dimensions, this does not exclude the
existence of trajectories that would escape to infinity.
Arnol’d indeed provided a mechanism and examples of
such situations (this is now called Arnol’d diffusion) (see
Introductory Articles: Classical Mechanics). This diffu-
sion process needs some time, which is estimated below
by a theorem of Nekhoroshev.

Consider the Hamiltonian

H�ðp; qÞ ¼ hðpÞ þ �f ðp; qÞ

where h(p) is strictly convex, analytic, anisochro-
nous on the closure U of an open bounded region U
of Rm and the perturbation f (p, q) is analytic on U �
Rm. Nekhoroshev’s theorem tells that there are
positive constants a, b, d, g, � such that for any initial
data p0, q0, the actions p do not change by more
than a�g before a time bounded below by �eb=�d (see
Gallavotti (1983)).

Bifurcations of Periodic Orbits

Consider a one-parameter family of vector fields X�

of class Ck, k � 3,

_x ¼ Fðx; �Þ

Assume that X�(0) = 0 and that the linear part of the
vector field at 0 has two complex-conjugated
eigenvalues �(�) and �(�) such that Re(�(�)) > 0
for � > 0, Re(�(0)) = 0 and (Re(�(�)))=d�j�= 0 6¼ 0.
Then, for � > 0 but small enough, the vector field
X� has a periodic orbit �� which tends to 0 as �
tends to 0.

This bifurcation of codimension 1 is named Hopf
bifurcation and it occurs in many models.

When several oscillators (conservative or dissipa-
tive) are weakly coupled, they may display fre-
quency locking (existence of an attractive periodic
orbit) phase locking, and synchronization. The fact
that we always see the same face of the Moon from
the Earth can be explained by a synchronization of
the rotation of the Moon onto itself with its rotation
around the Earth. Synchronization also plays a
fundamental role in living organisms (e.g., heart,
population dynamics: see D Attenborough’s movie
‘‘The Trials of Life’’). It is sometimes possible to be
convinced of synchronization via computer experi-
ments, but the main theoretical approach is due to
Malkin. See Bifurcations of Periodic Orbits, where a
full mathematical proof is included.

Homoclinic Bifurcation, Newhouse’s Phenomenon

Homoclinic bifurcation occurs in the family X� at
the bifurcation value of the parameter �= 0 if X0

displays a singular orbit which tends to 0 both for
t!þ1 and for t!�1. In dimension 2, if � is
slightly deformed around 0, one periodic orbit may
appear (or disappear). For planar systems, the
Bogdanov–Takens bifurcation is the codimension-2
bifurcation, which mixes the homoclinic and the
Hopf bifurcations. In dimension 3, more complicated
phase diagrams may occur (such as in the Shilnikov
bifurcation) with the appearance of infinitely many
periodic orbits or homoclinic loops (in a stable way:
Newhouse phenomenon). This eventually gives rise to
strange attractors (the Roessler attractor).

The Poincaré Center-Focus Problem, Local
Hilbert’s 16th Problem, Abel Equations, Algebraic
Moments

Hopf bifurcation theory for two-dimensional sys-
tems deals with the first case of a general situation
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often referred to as degeneracies of Hopf bifurca-
tions or alternatively Hopf–Takens bifurcations.
Consider more generally a planar vector field,
tangent at the origin to a linear focus:

_x ¼ yþ �xþ f ðx; yÞ
_y ¼ �xþ �yþ gðx; yÞ

The Poincaré center-focus problem asks for
necessary and sufficient conditions on the perturba-
tion terms so that all orbits are periodic in a
neighborhood of the origin. This problem is still
pending in the case, for instance, where f and g are
homogeneous of degrees 4 and 5. It was solved a
long time ago for degrees 2 and 3. Part (b) of
Hilbert’s 16th Problem asks for finding a bound in
terms of the degrees of polynomial perturbations for
the number of limit cycles (isolated periodic orbits)
in the neighborhood of the origin. In the case of
homogeneous perturbations, a Cherkas transforma-
tion allows the reduction of both problems to the
so-called one-dimensional periodic Abel equations:

dy=dx ¼ pðxÞy2 þ qðxÞy3

where p and q are trigonometric polynomials in x.
A perturbative approach was developed for several
years and yields a theory of algebraic moments
related to Livsic’s generalized problem of moments.
Fast–Slow Systems

Fast–slow systems

� _x ¼ f ðx; yÞ; _y ¼ gðx; yÞ

are characterized by the existence of two timescales.
Variables x are called fast variables and y are called
slow variables. Different approximation techniques
can be used (averaging method, multiscale approach
(see Multiscale Approaches)). The behavior of
solutions is approximated as follows (when the
scale � is small). The orbit jumps to an attractor of
the fast dynamics. This attractor may eventually lose
its stability and/or bifurcate as time evolves. Then
the orbit jumps to another attractor of the fast
dynamics. Once again, this attractor may evolve/
bifurcate/disappear, depending on the slow variables
y. This explains why bifurcation theory enters in the
process in a crucial way, and it has to be adapted to
this special context where some new phenomena may
occur (e.g., singular Hopf bifurcation theory,
Canards, etc.). Fundamental tools to be used in this
context are Takens theorem, Fenichel central mani-
fold theorem, blowing-up (Dumortier–Roussarie).
Excitability is also an important feature which occurs
in some fast–slow systems. Consider initial data in a
neighborhood of an excitable attractive point. For some
initial data, the orbit goes very quickly to the attractor.
For some others instead (usually below some threshold),
the orbit undergoes a long incursion in the phase
diagram before turning back to the attractive point.

Singular Hopf bifurcation, hysteresis, and excit-
ability can, for instance, occur in the electrodissolu-
tion and passivation of iron in sulfuric acid
(see Alligood et al. (1997)).

Sometimes, the orbit leaves the neighborhood of a
first attractor to jump to a second one and then this
second one disappears and the orbit jumps back to
the initial attractor as the slow variables have
undergone a cycle. This is called a hysteresis cycle.
In case one of the attractors is a point while the
other is an attractive periodic orbit, it may lead to
bursting oscillations. These oscillations are charac-
terized by the periodic succession of silent phases
(attractor of the fast dynamics) and active (pulsatile)
phases (periodic attractor of the fast dynamics).
They are ubiquitous in physiology, where they were
first discovered and can be also observed in physics
(laser beams) and in population dynamics.
Example

The Hindmarsh–Rose model displays bursting
oscillations:

� _x ¼ y� x3 þ 3x2 þ I � z

� _y ¼ 1� 5x2 � y

_z ¼ sðx� x1Þ � z

The fast dynamics is two dimensional. For some values
of the parameters, it displays an attractive node, a
saddle and a repulsive focus. Under the slow variation
of z, the fast dynamics displays a saddle–node
bifurcation, a Hopf bifurcation from which emerges
a stable limit cycle which disappears into a homoclinic
bifurcation. The fast–slow system undergoes a hyster-
esis loop which yields to bursting oscillations.
Conclusions

Over the past three decades, mathematical tech-
niques gathered under the names of singularity
theory and bifurcation theory of dynamical systems
have offered a powerful means to explore nonlinear
phenomena in diverse settings. These include
mechanical vibrations, lasers, superconducting cir-
cuits, and chemical oscillators. Many such instances
are further developed in this encyclopedia.
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Introduction

Solitons and Kac–Moody Lie algebras were born at
almost the same time in the 1960s, although they
did not have a connection at first. They both have
roots in the history of mathematics. From the 1970s
on, they became intersection points for many
(previously known and new) results.

The notion of solitons has many facets and it is
difficult to give a mathematically precise definition;
closely related to solitons is the notion of ‘‘com-
pletely integrable systems.’’ The latter is usually used
in a much broader sense.

The terminology ‘‘soliton’’ was originally used for
a particular phenomenon in shallow water waves.
Now, in its broadest sense, it is used to represent an
area of research relating to this particular phenom-
enon in direct or indirect ways. From the viewpoint
of solitons, particular solutions of differential
equations are of special interest. Although particular
solutions have been studied for a long time, interest
in them was overshadowed by the method of
functional analysis in the 1950s. In the late nine-
teenth century, in parallel with the theory
of algebraic functions, several studies undertook
the solution of mechanical problems by elliptic or
hyperelliptic integrals. Subsequently, however, there
was a drop in activity in this area of work.

Originally it was hoped that this kind of phenom-
enon could be used for practical applications. No
mention of practical application of solitons will be
made in this article.

First we list several topics which constitute the
main body of the notion of solitons in the early
stages; we will then explain relations with Kac–
Moody Lie algebras.



Birth of Solitons

The name ‘‘soliton’’ itself was coined by Martin D
Kruskal around 1965. It was originally employed for
the solitary wave solution Korteweg–de Vries (KdV)
equation

ut � 1
4 ð6uux þ uxxxÞ ¼ 0; u ¼ uðx; tÞ ½1�

The coefficients here are not important. We can
change them arbitrarily. The unknown function u,
or rather �u, represents the height of the wave.

The solitary wave solution in question is given by

uðx; tÞ ¼ �2c sech2 ffiffiffi
c
p
ðx� ct � dÞ

� �
½2�

This is a traveling-wave solution with the height of
the wave proportional to the speed. This is one
feature of the nonlinearity of this differential
equation.

A reason for this nomenclature comes from the
particle-like property of solitary wave observed via
numerical computations. That is, if we have two
solitons [2] with different speeds, with the faster one
on the left and the slower one on the right, then after
some time they collide and their shapes are distorted.
After a long enough time, they are separated and
recover their original shapes, the only difference
being in the change of the phase shift d in [2].

Solitary waves in shallow water (like a canal)
were first observed by Scott Russell in Scotland in
the middle of the nineteenth century. Differential
equations which possess solitary waves in shallow
water as solutions were sought after Scott Russell’s
report. Boussinesq derived one (now called the
Boussinesq equation, which contains second partial
derivatives with respect to time) from the Euler
equation of water wave; then in 1895 Korteweg and
his student de Vries derived the KdV equation. They
also showed that the KdV equation possesses
solutions expressible in terms of elliptic functions.

In the 1960s Kruskal and Zabusky carried out
numerical computations for the Fermi–Pasta–Ulam
problem; they also came across the KdV equation
and found the aforementioned phenomenon.

Inverse-Scattering Method

Kruskal and his co-workers further pursued the
origin of the particle-like property of solitons and
proposed the so-called inverse-scattering method.

The inverse problem of scattering theory of the
one-dimensional Schrödinger operator

L ¼ � d

dx

� �2

þ uðxÞ

was studied by Gelfand–Dikii, Marchenko, and
Krein in the 1950s, motivated by scattering theory
in quantum mechanics.

It gives a one-to-one correspondence between rapidly
decreasing potentials u(x) and scattering data which
consist of discrete eigenvalues ��2

j and normalization
cj, j = 1, . . . , n, of the eigenfunctions corresponding to
them and the reflection coefficient r(�). The reflection
coefficient represents the ratio of reflection of the unit
plane wave ei�x by the potential field. The scattering
data {r(�), �j, ci, j = 1, . . . , n} are a mathematical ideali-
zation of observable data in quantum scattering. The
procedure of reconstructing a potential from given
scattering data is called the inverse problem. The heart
of this procedure is solving an integral equation (the
Gelfand–Dikii–Marchenko equation). In the reflection-
less case (r(�) = 0), this integral equation reduces to a
system of linear algebraic equations.

Kruskal and co-workers found that the scattering
data of these operators with solutions of [1] as
potentials depend very simply on t:

�jðtÞ ¼ �jð0Þ; cjðtÞ ¼ cjð0Þ e2i�3t

rð�; tÞ ¼ rð�; 0Þ e2i�3t
½3�

It was realized at the same time that soliton solutions
correspond to a reflectionless potential (r(�) = 0) with
only one discrete eigenvalue, while reflectionless
potentials correspond to a nonlinear ‘‘superposition’’
of soliton solutions (called multisoliton solutions) and
describe the interaction of solitons.

As was pointed out by Zakharov and others, the
inverse-scattering method has an intimate relation
with the Riemann–Hilbert problem.

Lax Representation

Looking at this invariance of the spectrum, Lax
reformulated the KdV equation [1] as an evolution
equation for the one-dimensional Schrödinger operator:

dL

dt
¼ ½A;L�; L¼ d

dx

� �2

þ u

A¼ @

@x

� �3

þ 3

4
u
@

@x
þ @

@x
u

� � ½4�

Here we have changed the sign of the operator for
later convenience. This form of representation
together with the inverse-scattering method gave a
framework for finding nonlinear differential (differ-
ence) equations that have solutions with properties
similar to solitons (soliton equations).

Among such are the sine-Gordon equation

utt � uxx ¼ sin u
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the nonlinear Schrödinger equation

iut þ uxx þ juj2u ¼ 0

the modified KdV equation

ut � 1
6 6u2ux þ uxxx

� �
¼ 0

the Toda lattice equation

dQn

dt
¼ Pn

dPn

dt
¼ �exp Qn �Qnþ1ð Þ þ exp Qn�1 �Qnð Þ

½5�

and so on. The first three are obtained by replacing
L by a 2� 2 matrix differential operator of first
order. For eqn [5], the linear operator corresponding
to L in the case of the KdV equation is a difference
operator of order 2 and has a connection with the
theory of orthogonal polynomials in one variable as
well as with the theory of moment problems.

Later it was remarked that the differential
operator A in eqn [4] is nothing but the differential
operator part of the fractional power of
L: A = (L3=2)þ. By replacing A in [4] by (L(2nþ1)=2)þ
we obtain higher (nth) KdV equations.

Basic Representations of Affine
Lie Algebras

In the 1960s Kac and Moody introduced indepen-
dently a class of infinite-dimensional Lie algebras
which are in many respects close to finite-dimensional
semisimple Lie algebras. Each of them is constructed
for a given generalized Cartan matrix (GCM),

C ¼ aij

� �
; aii ¼ 2; aij � 0 for i 6¼ j

and if aij ¼ 0 then aji ¼ 0 ½6�

There is a special class of Kac–Moody Lie algebras
that are now called affine Lie algebras. They
correspond to positive-semidefinite GCM and are
realized as central extensions of loop algebras
(current algebras)

C½�; ��1� � g

of finite-dimensional semisimple Lie algebras g.
They have many applications in physics, in parti-
cular as current algebras. The Sugawara construc-
tion in current algebra plays an essential role in
conformal field theory. Note that finite-dimensional
semisimple Lie algebras correspond to positive-
definite GCMs.

In the late 1970s, there was interest in construct-
ing representations of these algebras after the
general theory of representations was constructed.

Among them was the work of Lepowsky–Wilson,
who constructed basic representations of the affine
Lie algebra A(1)

1 (= bsl2) using differential operators of
infinite order in infinitely many variables. These
operators were called vertex operators by Garland,
in view of the resemblance to objects in string
theory. Character formulas for these new Lie
algebras were intensively studied and many combi-
natorial identities were (re)derived.

Geometric Interpretation

How do Kac–Moody Lie algebras enter into this
picture?

In the early stages of the history of solitons
Kac–Moody Lie algebras appeared rather artifi-
cially. Some authors tried to understand solitons
from geometric viewpoints. A typical example is the
sine-Gordon equation. This equation appears as the
Gauß–Codazzi equation in the theory of embeddings
of two-dimensional surfaces of constant negative
curvature into three-dimensional Euclidean space,
while the Gauß–Weingarten equation is the linear
equation that appears in the Lax representation of
the sine-Gordon equation. Another approach of a
geometric nature, involving the prolongation struc-
ture, was the direction initiated by Wahlquist–
Estabrook. In this approach, the Lie algebra
appeared in a natural way, although the nature of
such Lie algebras was not so clear. This direction of
research is close in spirit to the method of Cartan for
treating partial differential equations.

Several authors considered generalizations of the
Toda lattice equation. Bogoyavlenskii and others
observed that the original Toda lattice equation [5]
is related to the Cartan matrix of the affine Lie
algebra of type A. Viewed in this way, it was
straightforward to generalize the Toda lattice
equation to Cartan matrices of another type of
affine Lie algebras and also to ordinary Cartan
matrices. These were typical appearances of Kac–
Moody Lie algebras in the theory of solitons; they
were used to produce soliton equations. The climax
of this is the work of Drinfel’d–Sokolov.

It needed some time to understand another role of
affine Lie algebras in the theory of solitons.

Bäcklund Transformation

In the theory of two-dimensional surfaces of
constant negative curvature, a method of obtaining
another surface of constant negative curvature from
the given one with some parameter was known by
the work of Bäcklund. If we apply this to the trivial
solutions u = 0 of the sine-Gordon equation, we
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obtain a one-soliton solution of the sine-Gordon
equation. From this fact, the transformation of
solutions of soliton equations to other solutions is
called a Bäcklund transformation. The original
Darboux transformation is a special case of a
Bäcklund transformation.

Hamiltonian Formalism

Another discovery of Gardner–Greene–Kruskal–
Miura was the Hamiltonian structure of the KdV
equation. In the process of showing the existence of
infinitely many conservation laws, they used the
so-called Miura transformation, which relates the
KdV and the modified KdV equation. Faddeev–
Zakharov showed that the transformation to
scattering data is a canonical transformation, and
conserved quantities are obtained from the expan-
sion of the reflection coefficients.

Gelfand–Dikii studied Hamiltonian structures of
the KdV equation using the formal variational
calculus they initiated.

M Adler was the first to try to study the KdV
equation by using the orbit method known for
finite-dimensional Lie algebras. It was known by the
works of Kostant and Kirillov or even earlier by Lie
that the co-adjoint orbits of Lie algebras admit
symplectic structures (the Kostant–Kirillov bracket).
Adler considered the algebra of pseudodifferential
operators in one variable. This acquires the structure
of Lie algebra by the commutation relation. This
algebra admits a natural triangular decomposition
by order. He showed that the KdV equation can be
viewed as a Hamiltonian system in the co-adjoint
orbit of the one-dimensional Schrödinger operator
with the Kostant–Kirillov bracket. By introducing
the notion of residue of pseudodifferential operators
he rederived conserved quantities. The work of
Drinfeld–Sokolov can be regarded as a thorough
generalization of this direction. Hamiltonian struc-
tures of the KdV equation and other soliton
equations are now understood in this way.

The method is also applicable to finite-dimensional
Lie algebras. Symes, Kostant, and others treated the
finite Toda lattice in this way.

The motion of tops, including that of Kovalevs-
kaya, was also studied in this way.

Hirota’s Method

There was another approach to soliton equations, quite
different from the above. This was the method initiated
by Hirota. He placed stress on the form of multisoliton
solutions of the KdV equation, the sine-Gordon

equation, and so on. He made a dependent-variable
transformation of the KdV equation [1],

u ¼ 2
d

dx

� �
log f

This form naturally arises when we reconstruct the
potential of the one-dimensional Schrödinger
operator from the scattering data by solving the
Gelfand–Dikii–Marchenko integral equation. In this
new dependent variable, eqn [1] takes the following
form:

D4
x � 4Dx Dt

� �
f ðx; tÞ � f ðx; tÞ ¼ 0

where the operator Dx is defined by

Dxðf � gÞ ¼
d

dx0
f ðxþ x0Þ gðx� x0Þj x0¼0 ½7�

This operator is called Hirota’s bilinear differential
operator. In such transformed form, he tried to solve
the resulting equation in a perturbative way,

f ¼ 1þ
Xn

j¼1

expð2pjxþ 2p3t þ qjÞ

þ
X

1�j<k�n

cij expð2ðpj þ pkÞx

þ 2ðp3
j þ p3

kÞt þ qj þ qkÞ þ � � � ½8�

It is rather miraculous that in the soliton equation
case we can truncate such a perturbative procedure
at a finite point. The number of steps corresponds to
the number of solitons.

Most of the soliton equations are rewritten in
bilinear form with such bilinear differentiation after
a suitable dependent-variable transformation. (Some
equations need several new dependent variables.)
Once we have a differential equation in Hirota’s
bilinear differential form, it always has two-soliton
solutions.

Up to 1980, keywords characterizing solitons
were; inverse-scattering method, Bäcklund trans-
formation, multisolitons, Hirota’s method, quasi-
periodic solutions, etc. No explicit mention was
made of representation theory.

Hierarchy of Soliton Equations

As was stated above, soliton equations viewed as
Hamiltonian systems have infinitely many conserva-
tion laws. This implies that we can introduce infinitely
many independent time variables consistently. From
this viewpoint, it is natural to consider the KdV
equation and its higher-order analogs simultaneously.
They have many properties in common. For example,
the t-dependence of the scattering data of the higher
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KdV equation is given by replacing �3 by �2nþ1 and �3
j

by �2nþ1
j in eqn [3]. The totality of soliton equations

organized in this way is called a hierarchy of soliton
equations; in the KdV case, it is called the KdV
hierarchy. This notion of hierarchy was introduced by
M Sato. He tried to understand the nature of the
bilinear method of Hirota. First, he counted the
number of Hirota bilinear operators of given degree
for hierarchies of soliton equations. For the number of
bilinear equations, M Sato and Y Sato made extensive
computations and made many conjectures that involve
eumeration of partitions.

Kadomtsev–Petviashvili Hierarchy

Although it was included in a family of soliton
equations slightly later, the Kadomtsev–Petviashvili
(KP) equation is a soliton equation in three
independent variables, which first appeared in
plasma physics:

3
4 uyy�

�
ut � 1

4 ð6uux þ uxxxÞ
�
¼ 0 ½9�

For this equation we have to replace the Lax
representation by	

@

@x

� �2

þ u� @

@y
;

@

@x

� �3

þ 3

2
u
@

@x
þ v� @

@t



¼0 ½10�

This form of representation was introduced by
Zakharov–Shabat. Sometimes it is referred to as
the zero-curvature representation or the Zakharov–
Shabat representation. The KP equation is universal
in the sense that it contains the KdV equation [1]
and the Boussinesq equation as special cases. If u
does not depend on y, resp. t, this gives the KdV,
resp. the Boussinesq equation.

Work of Sato

Sato stressed the importance of the study of the KP
equation. He first introduced the KP hierarchy.
Instead of the one-dimensional Schrödinger operator
in the KdV case consider a pseudo- (micro)
differential operator of first order,

L ¼ @ þ u2ðxÞ@�1 þ u3ðxÞ@�3 þ � � �

@ ¼ @

@x1
; x ¼ ðx1; x2; x3; . . .Þ

½11�

Setting Bn = (Ln)þ, the KP hierarchy is defined by
the Zakharov–Shabat representation

@

@xm
� Bm;

@

@xn
� Bn

	 

¼ 0; m; n ¼ 2; 3; . . .

If we assume that L2 is a differential operator, we
have the KdV hierarchy and the constraint that L3 is
a differential operator gives the Boussinesq
hierarchy. This process is called reduction.

Sato found that character polynomials (Schur
functions) solve the KP hierarchy and, based on
this observation, he created the theory of the
infinite-dimensional (universal) Grassmann manifold
and showed that the Hirota bilinear equations are
nothing but the Plücker relations for this Grassmann
manifold.

Sato also gave an (infinite-dimensional) determi-
nantal formula for Hirota’s dependent variable and
called the latter the �-function. Using this
�-function, the wave function (the eigenfunction
corresponding to the KP hierarchy) is expressed as

wðx; kÞ¼ exp
X1
n¼1

xnkn

 !
�ðx� �ðk�1ÞÞ

�ðxÞ

�ðkÞ¼ k;
k2

2
;
k3

3
; . . .

� �
Lw¼ kw

½12�

where L is given by eqn [11].

Affine Lie Algebras as Infinitesimal
Transformation Groups for Soliton
Equations

Date–Jimbo–Kashiwara–Miwa found another rela-
tion among soliton equations and affine Lie alge-
bras. After noticing some similarity between the
formula in the paper by Lepowsky–Wilson on the
Rogers–Ramanujan identity using the vertex opera-
tors for A(1)

1 and the formula in the computation of
numbers of bilinear operators in Sato’s paper, they
applied the vertex operator for A(1)

1 ,

XðpÞ¼ exp
X1
j¼1

2x2j�1p2j�1

 !

� exp �
X
j¼1

2

jp2j�1

@

@x2j�1

 !

to 1 (which is the simplest �-function for the KdV
hierarchy), where p is a parameter. They found that
the result is the �-function corresponding to the one-
soliton solution of the KP hierarchy. They also
found that successive application of X(p)’s to 1
produced all multisoliton �-functions. Therefore,
applications of vertex operators are precisely

598 Solitons and Kac–Moody Lie Algebras



Bäcklund transformations. This implies that the
affine Lie algebra A(1)

1 is the infinitesimal transfor-
mation group for solutions of the KdV hierarchy.

After this discovery, it was realized that the
totality of �-functions of the KdV hierarchy is
the group orbit of the highest weight vector (=1)
of the basic representation of A(1)

1 .
The vertex operators for the KP hierarchy were

also found:

Xðp; qÞ¼ exp
X1
j¼1

xjðpj þ qjÞ
 !

� exp �
X
j¼1

1

jpj
þ 1

jqj

� �
@

@xj

 !

If we put q =�p, the vertex operator for A(1)
1 ([12])

is recovered.
Viewed in this way the Lie algebra corresponding

to the KP hierarchy is gl1(=A1). And an embed-
ding of A(1)

1 into A1 was also found. Subsequently,
the method using free fermions (Clifford algebras)
was established. Frenkel–Kac had already used free
fermions to construct basic representations. In this
approach, the �-functions are defined as vacuum
expectation values. Based on this connection with
affine Lie algebras, many conjectures of Sato on the
number of bilinear equations are (re)proved by using
specialized characters of affine Lie algebras.

The use of free fermions was exploited by
Ishibashi–Matsuo–Ooguri to relate soliton equations
with conformal field theory on Riemann surfaces.
This aspect was further studied by Tsuchiya–Ueno–
Yamada using D-modules.

Once such a viewpoint was established, it was
easy to construct soliton equations corresponding to
other affine Lie algebras. Hierarchies similar to the
KP hierarchies (the simplest equation contains three
variables) were also found, which correspond to Lie
algebras like go1, sp1 (the BKP hierarchy, the CKP
hierarchy, and so on).

Summarizing these developments, we can say that
affine Lie algebras, or slightly larger ones like gl1,
appear naturally as infinitesimal transformation
groups for soliton equations and the solution spaces
are the (completed) group orbits of highest weight
vector �-functions of level-1 representations. The
Hirota bilinear equations are the equations describ-
ing these orbits (analogs of Plücker relations).

Soon afterwards, the notion of �-functions was
introduced in the study of Painlevé equations by
Okamoto, revealing Hamiltonian structures in
Painlevé equations.

The Method of Drinfeld–Sokolov

The KdV or the KP hierarchies are related to scalar
linear differential operators. A parallel treatment
using matrix differential operators is also possible.
In fact, the nonlinear Schrödinger equation, modi-
fied KdV equation, the sine-Gordon equation, etc.,
are treated in this way.

Drinfel’d and Sokolov gave a general framework
along these lines. The first step is to choose the starting
(matrix-valued) linear differential operator of order
one. For that they use the language of Lie algebras.

Let us start with a matrix realization of a Lie
algebra (for an affine Lie algebra, the elements are
Laurent polynomials in one variable). Consider a
linear differential operator of the following form:

L ¼ d

dx
þ qðxÞ þ �

where q(x) is an element of the Borel subalgebra and �
is a sum of positive Chevalley generators in the case of
affine Lie algebras. By using gauge transformations
(adjoint group), they consider several normal forms.
One normal form is obtained by choosing a node of
the corresponding Dynkin diagram. The resulting
matrix system is equivalent to the one obtained by
scalar Lax representation (or a slight generalization of
it). In this way, the generalized KdV equations for
affine Lie algebras are obtained. Another normal form
is to make q h-valued. Soliton equations obtained in
this way are called the modified KdV equations. This is
a generalization of the Miura transformation. They
also comment on the construction of partially mod-
ified soliton equations, which correspond to taking
various parabolic subalgebras. The Hamiltonian
formalism is also treated from their viewpoint.

In summary, in their approach affine algebras are
used to construct soliton equations, or one can say
that they consider the space of initial values of
soliton equations.

They also discuss two-dimensional Toda lattices
in their setting and show that modified equations in
their sense are symmetries of the two-dimensional
Toda lattices.

Common Features of the Roles of Affine
Lie Algebras in Solitons

In �-function approach as well as in the method
of Drinfeld–Sokolov, the existence of triangular
decomposition of Lie algebras was essential. In the
former case, it was basic when considering highest-
weight representations and, for the latter, it was
used for the setup.
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Special Solutions of Soliton Equations
(Multisoliton and Rational Solutions)

One of the characteristic features of soliton equa-
tions is that they allow rich special solutions.
Multisoliton solutions were the starting point of
the whole story. They directly relate to vertex
operators of affine Lie algebras.

Rational solutions (in terms of �-function poly-
nomial solutions) can be viewed as degenerations of
multisoliton solutions. Motions of poles (or zeros) of
the solutions are interesting. Airault–McKean–Moser
studied the motion of poles of rational solutions of
the KdV equation and found that they are identical to
the motion of particles on a line (Calogero–Moser–
Sutherland system). This viewpoint has now been
generalized by Veselov and others.

Another discovery of Sato was that polynomial
�-functions of the KP hierarchy are precisely Schur
functions (character polynomials).

In accordance with the process of reduction,
polynomial �-functions of the KdV hierarchy are
Schur functions of special type.

Quasiperiodic Solutions of
Soliton Equations

As mentioned above, the KdV equation admits
solutions expressible in terms of elliptic functions.
Dubrovin–Novikov and Its–Matveev, almost at the
same time, studied solutions of the KdV equation
with periodic initial condition.

To the Sturm–Liouville (i.e., one-dimensional
Schrödinger) operator with periodic potential

L ¼ @

@x

� �2

þ uðxÞ; uðxþ lÞ¼ uðxÞ

there corresponds the discriminant, which is an
entire function of the spectral parameter. Its zeros
represent the periodic and antiperiodic spectrum �j

of the operator:

LfjðxÞ¼�jfjðxÞ; fjðxþ lÞ¼ � fjðxÞ

It turns out that, except for a finite number of zeros,
other zeros are double. Such a potential is called a
finite-zone potential. These zones correspond to the
spectrum of the operator in the L2-sense. To a finite-
zone potential u(x) there corresponds a hyperelliptic
curve

�2 ¼
Y2n

j¼0

�� �j

� �

with simple zeros �j of the discriminant as zeros of
polynomials defining the curve. If we consider the
Dirichlet boundary value problem for the operator L,

Lf ¼ �; f
f ðs; �Þ ¼ 0 ¼ f ðsþ l; �Þ

the eigenvalues are discrete and each eigenvalue �j is
located in a zone:

�2j�1 � �jðsÞ � �2j

So, for the double zeros (�2j�1 =�2j), the corre-
sponding Dirichlet eigenvalue �j(s) does not depend
on s.

Dubrovin–Novikov also showed that a finite-zone
potential is a stationary solution of the higher-order
KdV equation (the order being equal to the number
of nontrivial zones) and the n-zonal potentials form
a finite-dimensional integrable system. In other
words, the linear operators L, An defining the nth
order KdV equations commute,

L;An½ � ¼ 0

In passing, it was later found that such a pair of
commuting linear differential operators was first
studied by Burchnall–Chaundy in the 1920s.
H F Baker remarked on the corresponding simulta-
neous eigenfunctions by relating them to multi-
plicative functions on algebraic curves.

The Work of Krichever

Krichever reversed the above argument, utilizing the
properties of corresponding eigenfunctions as a
function of the spectral parameter. In this approach,
we start with a compact Riemann surface C
(= nonsingular algebraic curve) of genus g. Here
we apply his method to the KP hierarchy. Take a
point P0 on C together with the inverse of a local
parameter k�1. Also take a general divisor � on C of
degree g. Consider a function  (x, P), x = (x1, x2, . . .),
with the following properties:

1.  is meromorphic on CnP0 with the pole divisor
�, and

2. near P0, behaves like

 ðx;PÞ¼ exp
X1
j¼1

xjk
j

 !
1þOðk�1Þ
� �

Such a  exists uniquely and can be constructed
using the theory of abelian integrals and the Jacobi
problems on algebraic curves. Such a function was
called the Baker–Akhiezer function, since Akhiezer
constructed it by using abelian integrals and Jacobi’s
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problem in his study of moment problems (ortho-
gonal polynomials).

It was later realized that Schur had much earlier
considered such functions in the study of ordinary
differential equations.

It is easy to show that such a function satisfies the
following linear differential equations:

@

@xn
 ¼ @

@x1

� �n

þ
Xn�1

j¼0

ujðxÞ
@

@x1

� �j
 !

 ; n¼ 2;3; . . .

In this way, we obtain a solution of the KP
hierarchy.

If there exists a rational function f (P) on C with
poles only at P0 with singular part kn, can be
factorized as

 ðx;PÞ¼ exp f ðPÞ 0ðx0;PÞ

where x0 indicates the set of variables other than xn.
Consequently, we have

@

@xn
 ðx;PÞ¼ f ðPÞ ðx;PÞ

In this way, for a hyperelliptic curve C and a
branch point of it, viewed as the double cover of
CP1, we recover the case of the KdV hierarchy.

Multisolitons correspond to rational algebraic
curves with ordinary double points, while rational
solutions correspond to further degeneration.

The study of quasiperiodic solutions of soliton
equations revealed an intimate relationship with
the theory of algebraic curves. One particular out-
come was the characterization of Jacobian varieties
among abelian varieties. This was originally posed
by Schottky and subsequently reformulated by
S P Novikov using soliton equations (Schottky
problem, Novikov conjecture). This problem was
solved through studies by Shiota, Mulase, and
Arbarello–De Concini.

Another aspect was finding commutative subalge-
bras in the ring of linear differential operators. This
problem is related to the theory of stable vector
bundles on algebraic curves.

Similarity Solutions of Soliton Equations

Ablowitz and Segur have shown that the Painlevé
transcendent of the second kind solves the KdV
equation as a similarity solution. This was the
starting point of the study of similarity solutions of
soliton equations.

Flaschka and Newell tried to construct the theory of
multisimilarity solutions. As a by-product, they

discussed modulation of the KdV equation by using
the averaging method of Whitham. This opens the
way to study the quasiclassical limit of soliton
equations. This aspect was further studied by Dubro-
vin and others in connection with topological field
theory.

Quite recently, Noumi and Yamada gave a general-
ization of the Painlevé equation in many variables by
using the idea of similarity solutions of soliton
equations. In the work of Noumi–Yamada, the affine
Weyl group and �-functions play an essential role in
constructing generalizations of the Painlevé equation.
The shift or the unit of difference corresponds to
imaginary null roots of affine Lie algebras. The idea is
further applied to elliptic Painlevé equations.

Integrable Many-Body Problems

As mentioned in relation with the rational solutions
of soliton equations, the theory of integrable many-
body problems has an intimate relationship with
the theory of solitons. Recently, Veselov and his
co-workers introduced the notion of Baker–Akhiezer
functions of many variables. This concerns a
commutative subring of differential operators in
many variables. The structure of vector bundles on
algebraic varieties of higher dimensions is quite
different from that of algebraic curves. For this
reason, a naı̈ve generalization of soliton equations to
higher dimensions is not possible. Veselov and
others have set up a class of functions which they
call multidimensional Baker–Akhiezer functions.
They are defined by giving a finite set of vectors in
a Euclidean space. The first problem is the existence.
For the existence of the multidimensional Baker–
Akhiezer function the set must satisfy several
constraints. This is quite different from the case of
solitons. Root systems satisfy these constraints and
the corresponding Baker–Akhiezer function becomes
the common eigenfunction of linear differential
operators appearing in the Calogero–Sutherland–
Moser model corresponding to root systems.

Ball–Box Systems

Satsuma–Takahashi found a soliton-like phenom-
enon in cellular automata. It took much time for a
mathematical explanation of this. Now it is under-
stand that these systems are obtained by a limiting
procedure from soliton equations. Sometimes this is
called ultra-discretization. The system thus obtained
can also be obtained from the theory of crystal bases
of affine Lie algebras. They are now called ball–box
systems.
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602 Solitons and Other Extended Field Configurations
Other Topics

A quantized version of the inverse-scattering method
was initiated by Faddeev and his co-workers, which
makes a connection with two-dimensional solvable
lattice models and produced the notion of quantum
groups. Through the Bethe ansatz, another relation
of two-dimensional lattice models and ball–box
systems has been discussed.

See also: Affine Quantum Groups; Bäcklund
Transformations; Bi-Hamiltonian Methods in Soliton
Theory; Coherent States; Current Algebra; Integrable
Systems and Algebraic Geometry; Integrable Systems:
Overview; Multi-Hamiltonian Systems; Painlevé
Equations; Partial Differential Equations: Some Examples;
q-Special Functions; Recursion Operators in Classical
Mechanics; Sine-Gordon Equation; Toda Lattices.
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Introduction

A soliton is a localized lump (or string or wall, etc.)
of energy, which can move without distortion,
dispersion, or dissipation, and which is stable under
perturbations (and collisions with other solitons). The
word was coined by Zabusky and Kruskal in 1965 to
describe a solitary wave with particle-like properties
(as in electron, proton, etc.). Solitons are relevant to
numerous areas of physics – condensed matter,
cosmology, fluids/plasmas, biophysics (e.g., DNA),
nuclear physics, high-energy physics, etc. Mathema-
tically, they are modeled as solutions of appropriate
partial differential equations.

Systems which admit solitons may be classified
according to the mechanism by which stability is
ensured. Such mechanisms include complete integr-
ability, nontrivial topology plus dynamical balan-
cing, and Q-balls/breathers.
Sometimes the term ‘‘soliton’’ is used in a
restricted sense, to refer to stable localized lumps
which have purely elastic interactions: solitons
which collide without any radiation being emitted.
This is possible only in very special systems, namely,
those that are completely integrable. For these
systems, soliton stability (and the elasticity of
collisions) arises from a number of characteristic
properties, including a precise balance between
dispersion and nonlinearity, solvability by the
inverse scattering transform from linear data, infi-
nitely many conserved quantities, a Lax formulation
(associated linear problem), and Bäcklund transfor-
mations. Examples of such integrable soliton sys-
tems are the sine-Gordon, Korteweg–deVries, and
nonlinear Schrödinger equations.

The category of topological solitons is the most
varied, and includes such examples as kinks,
vortices, monopoles, skyrmions, and instantons.
The requirement of dynamical balancing for these
can be understood in terms of Derrick’s theorem,
which provides necessary conditions for a classical
field theory to admit static localized solutions. The



Derrick argument involves studying what
happens to the energy of a field when one changes
the scale of space. If one has a scalar field (or
multiplet of scalar fields) �, and/or a gauge field F��,
then the static energy E is the sum of terms such as

E0 ¼
Z

Vð�Þ dnx; Ed ¼
Z

TdðDj�Þ dnx;

EF ¼
Z

FjkFjk dnx

where each integral is over (n-dimensional) space
Rn, Dj� denotes the covariant spatial derivative of �,
and Td(�j) is a real-valued polynomial of degree d.
In particular, for example, we could have T2(Dj�) =
(Dj�)(Dj�), the standard gradient term. Under the
dilation xj 7! �xj, these functionals transform as

E0 7!��nE0; Ed 7! �d�nEd; EF 7!�4�nEF

In order to have a static solution (critical point of
the static energy functional), one needs to have a zero
exponent on �, and/or a balance between positive and
negative exponents. A negative exponent indicates a
compressing force (tending to implode a localized
lump), whereas a positive exponent indicates an
expanding force; so to have a static lump solution,
these two forces have to balance each other. For
n = 1, a system involving only a scalar field, with
terms of the form E0 and E2, can admit static solitons
(e.g., kinks); the scaling argument implies a virial
theorem, which in this case says that E0 = E2. For
n = 2, one can have a scalar system with only E2,
since in this case the relevant exponent is zero (e.g.,
the two-dimensional sigma model). Another n = 2
example is that of vortices in the abelian Higgs model,
where the energy contains terms E0, E2, and EF. For
n = 3, interesting systems have E2 together with either
E4 (e.g., skyrmions) or EF (e.g., monopoles). An E0

term is optional in these cases; its presence affects, in
particular, the long-range properties of the solitons.
For n = 4, one can have instantons in a pure gauge
theory (term EF only).

It should be noted that if there are no restrictions on
the fields � and Aj (such as those arising, e.g., from
nontrivial topology), then there is a more obvious mode
of instability, which will inevitably be present: � 7!��
and/or Aj 7!�Aj, where 0 � � � 1. In other words, the
fields can simply be scaled away altogether, so that the
height of the soliton (and its energy) go smoothly to
zero. This can be prevented by nontrivial topology.

Another way of preventing solitons from shrink-
ing is to allow the field to have some ‘‘internal’’ time
dependence, so that it is stationary rather than
static. For example, one could allow the complex
scalar field � to have the form �= exp (i!t), where

 is independent of time t. This leads to something
like a centrifugal force, which can have a stabilizing
effect in the absence of Skyrme or magnetic terms.
The corresponding solitons are Q-balls.

Kinks and Breathers

The simplest topological solitons are kinks, in
systems involving a real-valued scalar field �(x) in
one spatial dimension. The dynamics is governed by
the Lagrangian density

L ¼ 1
2

�
ð�tÞ2 � ð�xÞ2 �Wð�Þ2

�
where W(�) is a (fixed) smooth function. The system
can admit kinks if W(�) has at least two zeros, for
example, W(A) = W(B) = 0 with W(�) > 0 for A <
� < B. Two well-known systems are: sine-Gordon
(where W(�) = 2 sin (�=2), A = 0, and B = 2�) and �4

(where W(�) = 1� �2, A =�1, and B = 1). The corre-
sponding field equations are the Euler–Lagrange equa-
tions for L; for example, the sine-Gordon equation is

�tt � �xx þ sin � ¼ 0 ½1�

Configurations satisfying the boundary condi-
tions �! A as x! �1 and �! B as x!1 are
called kinks (and the corresponding ones with
x =1 and x =�1 interchanged are antikinks).
For kink (or antikink) configurations, there is a
lower bound, called the Bogomol’nyi bound, on the
static energy E[�]; for kink boundary conditions,
we have

E½�� ¼ 1

2

Z 1
�1
ð�xÞ2 þWð�Þ2
h i

dx

¼ 1

2

Z 1
�1

�x �Wð�Þ½ �2 dxþ
Z 1
�1

Wð�Þ�x dx

�
Z B

A

Wð�Þ d�

with equality if and only if the Bogomol’nyi equation

d�

dx
¼Wð�Þ ½2�

is satisfied. A static solution of the Bogomol’nyi
equation is a kink solution – it is a static minimum
of the energy functional in the kink sector. For
example, for the sine-Gordon system, we get E[�] �
8, with equality for the sine-Gordon kink

�ðxÞ ¼ 4 tan�1 expðx� x0Þ

while for the �4 system, we get E[�] � 4=3, with
equality for the phi-four kink

�ðxÞ ¼ tanhðx� x0Þ
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These kinks are stable topological solitons; the
nontrivial topology corresponds to the fact that the
boundary value of �(t, x) at x =1 is different from
that at x =�1. With trivial boundary conditions
(say �! A as x! �1), stable static solitons are
unlikely to exist, but solitons with periodic time
dependence (which in this context are called breath-
ers) may exist. For example, the sine-Gordon
equation and the nonlinear Schrödinger equation,
both, admit breathers – but these owe their existence
to complete integrability. By contrast, the �4 system
(which is not integrable) does not admit breathers; a
collision between a �4 kink and an antikink (with
suitable impact speed) produces a long-lived state
which looks like a breather, but eventually decays
into radiation.

In lattice systems, however, breathers are more
generic. In a one-dimensional lattice system, the
continuous space R is replaced by the lattice Z, so
�(t, x) is replaced by �n(t), where n 2 Z. The
Lagrangian is

L ¼ 1

2

X
n

ð _�nÞ2 � h�2ð�nþ1 � �nÞ2 �Wð�nÞ
h i

where h is a positive parameter, corresponding to the
dimensionless ratio between the lattice spacing and the
size of a kink. The continuum limit is h ! 0. This
system admits kink solutions as in the continuum case;
and for h large enough, it admits breathers as well, but
these disappear as h becomes small.

Interpreted in three dimensions, the kink becomes
a domain wall separating two regions in which the
order parameter � takes distinct values; this has
applications in such diverse areas as cosmology and
condensed matter physics.

Sigma Models and Skyrmions

In a sigma model or Skyrme system, the field is a
map � from spacetime to a Riemannian manifold M;
generally, M is taken to be a Lie group or a
symmetric space. The energy density of a static
field can be constructed as follows (the Lorentz-
invariant extension of this gives a relativistic
Lagrangian for fields on spacetime). Let �a be local
coordinates on the m-dimensional manifold M, let
hab denote the metric of M, and let xj denote the
spatial coordinates on space Rn. An m�m matrix D
is defined by

Da
b ¼ ð@j�

cÞhacð@j�
bÞ

where @j denotes derivatives with respect to the xj.
Then the invariants E2 = tr(D) = j@j�

aj2 and
E4 = (1=2)[(tr D)2 � tr(D2)] can be terms in the

energy density, as well as a zeroth-order term
E0 = V(�a) not involving derivatives of �. A term
of the form E4 is called a Skyrme term.

The boundary condition on field configurations
is that � tends to some constant value �0 2M as
jxj ! 1 in Rn. From the topological point of view,
this compactifies Rn to Sn. In other words, � extends
to a map from Sn to M; and such maps are classified
topologically by the homotopy group �n(M). For
topological solitons to exist, this group has to be
nontrivial.

In one spatial dimension (n = 1) with M = S1 (say),
the expression E4 is identically zero, and we just have
kink-type systems such as sine-Gordon. The simplest
two-dimensional example (n = 2) is the O(3) sigma
model, which has M = S2 with its standard metric. In
this system, the field is often expressed as a unit
3-vector field f = (�1,�2,�3), with E2 = (@jf) � (@jf).
Here the configurations are classified topologically by
their degree (or winding number, or topological
charge) N 2 �2(S2) ffi Z, which equals

N ¼ 1

4�

Z
f � @1f � @2f dx1 dx2

Instead of f, it is often convenient to use a single
complex-valued function W related to f by the
stereographic projection W = (�1 þ i�2)=(1� �3). In
terms of W, the formula for the degree N is

N ¼ i

2�

Z
W1W2 �W2W1

ð1þ jWj2Þ2
dx1 dx2

and the static energy is (with z = x1 þ ix2)

E ¼
Z
E2 d2x

¼ 8

Z jWzj2 þ jWzj2

ð1þ jWj2Þ2
d2x

¼ 16

Z jWzj2

ð1þ jWj2Þ2
d2xþ 8

Z jWzj2 � jWzj2

ð1þ jWj2Þ2
d2x

¼ 16

Z jWzj2

ð1þ jWj2Þ2
d2xþ 8�N

From this, one sees that E satisfies the Bogomol’nyi
bound E � 8�N, and that minimal-energy solutions
correspond to solutions of the Cauchy–Riemann
equations Wz = 0. To have finite energy, W(z) has to
be a rational function, and so solutions with wind-
ing number N correspond to rational meromorphic
functions W(z), of degree jNj. (If N < 0, then W is a
rational function of z.) The energy is scale invariant
(conformally invariant), and consequently these
solutions are not solitons – they are not quite stable,
since their size is not fixed. Adding terms E4 and E0
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to the energy density fixes the soliton size, and the
resulting two-dimensional Skyrme systems admit
true topological solitons.

The three-dimensional case (n = 3), with M being
a simple Lie group, is the original Skyrme model of
nuclear physics. If M = SU(2), then the integer N 2
�3(SU(2)) ffi Z is interpreted as the baryon number.
The (quantum) excitations of the �-field correspond
to the pions, whereas the (semiclassical) solitons
correspond to the nucleons. This model emerges as
an effective theory of quantum chromodynamics
(QCD), in the limit where the number of colors is
large. If we express the field as a function U(xj)
taking values in a Lie group, then Lj = U�1@jU takes
values in the corresponding Lie algebra, and E2 and
E4 take the form

E2 ¼ �1
2 trðLjLjÞ

E4 ¼ � 1
16 tr ½Lj;Lk�½Lj;Lk�

� �
The static energy density in the basic Skyrme system
is the sum of these two terms. The static energy
satisfies a Bogomol’nyi bound E � 12�2jNj, and it is
believed that stable solitons (skyrmions) exist for
each value of N. Classical skyrmions have been
investigated numerically; for values of N up to 
25,
they turn out to resemble polyhedral shells. Com-
parison with nucleon phenomenology requires semi-
classical quantization, and this leads to results which
are at least qualitatively correct.

A variant of the Skyrme model is the Skyrme–
Faddeev system, which has n = 3 and M = S2; the
solitons in this case resemble loops which can be
linked or knotted, and which are classified by their
Hopf number N 2 �3(S2). In this case, the energy
satisfies a lower bound of the form E � cN3=4.
Numerical experiments indicate that for each N,
there is a minimal-energy solution with Hopf
number N, and with energy close to this topological
lower bound.

Abelian Higgs Vortices

Vortices live in two spatial dimensions; viewed in
three dimensions, they are string-like. Two of their
applications are as cosmic strings and as magnetic
flux tubes in superconductors. They occur as static
topological solitons in the the abelian Higgs model
(or Ginzburg–Landau model), and involve a mag-
netic field B = @1A2 � @2A1, coupled to a complex
scalar field �, on the plane R2. The energy density is

E ¼ 1
2 ðDj�ÞðDj�Þ þ 1

2 B2 þ 1
8�ð1� j�j

2Þ2 ½3�

where Dj� := @j�� iAj�, and where � is a positive
constant. The boundary conditions are

Dj� ¼ 0; B ¼ 0; j�j ¼ 1 ½4�

as r!1. If we consider a very large circle C on R2,
so that [4] holds on C, then �jC is a map from the
circle C to the circle of unit radius in the complex
plane, and therefore it has an integer winding
number N. Thus configurations are labeled by this
vortex number N.

Note that if E vanishes, then B = 0 and j�j= 1: the
gauge symmetry is spontaneously broken, and the
photon ‘‘acquires a mass’’: this is a standard
example of spontaneous symmetry breaking.

The total magnetic flux
R

B d2x equals 2�N; a
proof of this is as follows. Let � be the usual polar
coordinate around C. Because j�j= 1 on C, we can
write �= exp [if (�)] for some function f; this f need
not be single-valued, but must satisfy f (2�)�
f (0) = 2�N with N being an integer (in order that
� be single-valued). In fact, this defines the winding
number. Now since Dj�= @j�� iAj�= 0 on C,
we have

Aj ¼ �i��1@j� ¼ @jf

on C. So, using Stokes’ theorem, we getZ
R2

B d2x ¼
Z

C

Aj dxj

¼
Z 2�

0

df

d�
d�

¼ 2�N

If �= 1, then the total energy E =
R
E d2x

satisfies the Bogomol’nyi bound E � �N; E = �N
if and only if a set of partial differential equations
(the Bogomol’nyi equations) are satisfied. Since
like charges repel, the magnetic force between
vortices is repulsive. However, there is also a
force from the Higgs field, and this is attractive.
The balance between the two forces is determined
by �: if � > 1, the vortices repel each other;
whereas if � < 1, the vortices attract. In the
critical case �= 1, the force between vortices is
exactly balanced, and there exist static multi-
vortex solutions. In fact, one has the following:
given N points in the plane, there exists an
N-vortex solution of the Bogomol’nyi equations
(and hence of the full field equations) with �
vanishing at the chosen points (and nowhere
else). All static solutions are of this form. These
solutions cannot, however, be written down
explicitly in terms of elementary functions (except
of course for N = 0).
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Monopoles

The abelian Higgs model does not admit three-
dimensional solitons, but a nonabelian generaliza-
tion does – such nonabelian Higgs solitons are called
magnetic monopoles. The field content, in the
simplest version, is as follows. First, there is a
gauge (Yang–Mills) field F�� , with gauge potential
A�, and with the gauge group being a simple Lie
group G. Second, there is a Higgs scalar field �,
transforming under the adjoint representation of G
(thus � takes values in the Lie algebra of G). For
simplicity, G is taken to be SU(2) in what follows.
So we may write A� = iAa

�	a, F�� = iFa
��	a, and

�= i�a	a, where 	a are the Pauli matrices. The
energy of static (@0�= 0 = @0Aj), purely magnetic
(A0 = 0) configurations is

E¼
Z �

1
2Ba

j B
a
j þ 1

2ðDj�ÞaðDj�Þaþ 1
4�ð1��

a�aÞ2
�
d3x

where Ba
j = (1=2)
jklFkl is the magnetic field. The

boundary conditions are Ba
j ! 0 and �a�a ! 1 as

r!1; so � restricted to a large spatial 2-sphere
becomes a map from S2 to the unit 2-sphere in the
Lie algebra su(2), and as such it has a degree N 2Z.
An analytic expression for N isZ

Ba
j ðDj�Þa d3x ¼ 2�N ½5�

At long range, the field resembles an isolated
magnetic pole (a Dirac magnetic monopole), with
magnetic charge 2�N. Asymptotically, the SU(2)
gauge symmetry is spontaneously broken to U(1),
which is interpreted as the electromagnetic gauge
group.

In 1974, it was observed that this system admits a
smooth, finite-energy, stable, spherically symmetric
N = 1 solution – this is the ’t Hooft–Polyakov
monopole. There is a Bogomol’nyi lower bound on
the energy E: from 0 � (BþD�)2 = B2 þ (D�)2 þ
2B �D�, we get

E � 2�N þ
Z

1
4�ð1� �

a�aÞ2 d3x ½6�

where [5] has been used. The inequality [6] is
saturated if and only if the Prasad–Sommerfield
limit �= 0 is used, and the Bogomol’nyi equations

ðDj�Þa ¼ �Ba
j ½7�

hold. The corresponding solitons are called
Bogomol’nyi–Prasad–Sommerfield (BPS) monopoles.

The Bogomol’nyi equations [7], together with the
boundary conditions described above, form a com-
pletely integrable elliptic system of partial differen-
tial equations. For any positive integer N, the space

of BPS monopoles of charge N, with gauge freedom
factored out, is parametrized by a (4N � 1)-dimen-
sional manifold MN. This is the moduli space of N
monopoles. Roughly speaking, each monopole has a
position in space (three parameters) plus a phase
(one parameter), making a total of 4jNj parameters;
an overall phase can be removed by a gauge
transformation, leaving (4jNj � 1) parameters. In
fact, it is often useful to retain the overall phase, and
to work with the corresponding 4jNj-dimensional
manifold fMN. This manifold has a natural metric,
which corresponds to the expression for the kinetic
energy of the system. A point in fMN represents an
N-monopole configuration, and the slow-motion
dynamics of N monopoles corresponds to geodesics
on fMN; this is the geodesic approximation of
monopole dynamics.

The N = 1 monopole is spherically symmetric, and
the corresponding fields take a simple form; for
example, the Higgs field of a 1-monopole located at
r = 0 is

�a ¼ cothð2rÞ
r

� 1

2r2

� �
xa

For N > 1, the expressions tend to be less explicit;
but monopole solutions can nevertheless be char-
acterized in a fairly complete way. The Bogomol’nyi
equations [7] are a dimensional reduction of the self-
dual Yang–Mills equations in R4, and BPS mono-
poles correspond to holomorphic vector bundles
over a certain two-dimensional complex manifold
(‘‘mini-twistor space’’). This leads to various other
characterizations of monopole solutions, for exam-
ple, in terms of certain curves (‘‘spectral curves’’) on
mini-twistor space, and in terms of solutions of a set
of ordinary differential equations called the Nahm
equations. Having all these descriptions enables one
to deduce much about the monopole moduli space,
and to characterize many monopole solutions. In
particular, there are explicit solutions of the Nahm
equations involving elliptic functions, which corre-
spond to monopoles with certain discrete symme-
tries, such as a 3-monopole with tetrahedral
symmetry, and a 4-monopole with the appearance
and symmetries of a cube.

Yang–Mills Instantons

Consider gauge fields in four-dimensional Euclidean
space R4, with gauge group G. For simplicity, in
what follows, G is taken to be SU(2); one can extend
much of the structure to more general groups, for
example, the simple Lie groups. Let A� and F��

606 Solitons and Other Extended Field Configurations



denote the gauge potential and gauge field. The
Yang–Mills action is

S ¼ � 1

4

Z
tr F��F��
� �

d4x ½8�

where we assume a boundary condition, at infinity
in R4, such that this integral converges. The Euler–
Lagrange equations which describe critical points of
the functional S are the Yang–Mills equations

D�F�� ¼ 0 ½9�

Finite-action Yang–Mills fields are called instantons.
The Euclidean action [8] is used in the path-integral
approach to quantum gauge field theory; therefore,
instantons are crucial in understanding the path
integral.

The dual of the field tensor F�� is

�F�� ¼ 1
2 "����F��

The gauge field is self-dual if �F�� = F��, and anti-
self-dual if �F�� =�F�� . In view of the Bianchi
identity D� � F�� = 0, any self-dual or anti-self-dual
gauge field is automatically a solution of the Yang–
Mills equations [9]. This fact also follows from the
discussion below, where we see that self-dual
instantons give local minima of the action.

The Yang–Mills action (and Yang–Mills equa-
tions) are conformally invariant; any finite-action
solution of the Yang–Mills equations on R4 extends
smoothly to the conformal compactification S4.
Gauge fields on S4, with gauge group SU(2), are
classified topologically by an integer N, namely, the
second Chern number

N ¼ c2 ¼ �
1

8�2

Z
tr F�� � F��
� �

d4x ½10�

From [8] and [10] a topological lower bound on the
action is given as follows:

0 � �
Z

tr F�� � �F��
� �

F�� � �F��
� �

d4x

¼ 8S� 16�2N

and so S � 2�2N, with equality if and only if the
field is self-dual. If N < 0, we get S � 2�2jNj, with
equality if and only if F is anti-self-dual. So the self-
dual (or anti-self-dual) fields minimize the action in
each topological class.

For the remainder of this section, we restrict to self-
dual instantons with instanton number N > 0. The
space (moduli space) of such instantons, with gauge
equivalence factored out, is an (8N � 3)-dimensional
real manifold. In principle, all these gauge fields can
be constructed using algebraic-geometry (twistor)
methods: instantons correspond to holomorphic vector

bundles over complex projective 3-space (twistor
space). One large class of solutions which can be
written out explicitly is as follows: for N = 1 and
N = 2 it gives all instantons, while for N � 3 it gives a
(5N þ 4)-dimensional subfamily of the full (8N � 3)-
dimensional solution space. The gauge potentials in
this class have the form

A� ¼ i	��@� log � ½11�

where the 	�� are constant matrices (antisymmetric
in ��) defined in terms of the Pauli matrices 	a by

	10 ¼ 	23 ¼ 1
2	1

	20 ¼ 	31 ¼ 1
2	2

	30 ¼ 	12 ¼ 1
2	3

The real-valued function �=�(x�) is a solution of
the four-dimensional Laplace equation given by

�ðx�Þ ¼
XN
k¼0

�k

ðx� � x�kÞðx� � x�kÞ

where the x�k are N þ 1 distinct points in R4, and the
�k are N þ 1 positive constants: a total of 5N þ 5
parameters. It is clear from [11] that the overall
scale of � is irrelevant, leaving a (5N þ 4)-parameter
family. For N = 1 and N = 2, symmetries reduce the
parameter count further, to 5 and 13, respectively.
Although � has poles at the points x = xk, the gauge
potentials are smooth (possibly after a gauge
transformation).

Finally, it is worth noting that (as one might
expect) there is a gravitational analog of the gauge-
theoretic structures described here. In other words,
one has self-dual gravitational instantons – these are
four-dimensional Riemannian spaces for which the
conformal-curvature tensor (the Weyl tensor) is
self-dual, and the Ricci tensor satisfies Einstein’s
equations R�� = �g�� . As before, such spaces
can be constructed using a twistor-geometrical
correspondence.

Q-Balls

A Q-ball (or nontopological soliton) is a soliton
which has a periodic time dependence in a degree of
freedom which corresponds to a global symmetry.
The simplest class of Q-ball systems involves a
complex scalar field �, with an invariance under the
constant phase transformation � 7! ei��; the Q-balls
are soliton solutions of the form

�ðt; xÞ ¼ ei!t ðxÞ ½12�

Solitons and Other Extended Field Configurations 607



where  (x) is a complex scalar field depending only
on the spatial variables x. The best-known case is
the 1-soliton solution

�ðt; xÞ ¼ a
ffiffiffi
2
p

expðia2tÞsechðaxÞ

of the nonlinear Schrödinger equation i�t þ �xxþ
�j�j2 = 0.

More generally, consider a system (in n spatial
dimensions) with Lagrangian

L ¼ 1
2 ð@��Þð@

��Þ �Uðj�jÞ

where �(x�) is a complex-valued field. Associated
with the global phase symmetry is the conserved
Noether charge Q =

R
Im( ���t) dnx. Minimizing the

energy of a configuration subject to Q being fixed
implies that � has the form [12]. Without loss of
generality, we may take ! � 0. Note that Q =!I,
where I =

R
j j2 dnx. The energy of a configuration

of the form [12] is E = Eq þ Ek þ Ep, where

Eq ¼
1

2

Z
j@j j2 dnx

Ek ¼ 1
2 I!2 ¼ 1

2 Q2=I

Ep ¼
Z

Uðj jÞdnx

Let us take U(0) = 0 = U0(0), with the field satisfying
the boundary condition  ! 0 as r ! 1.

A stationary Q-lump is a critical point of the
energy functional E[ ], subject to Q having some
fixed value. The usual (Derrick) scaling argument
shows that any stationary Q-lump must satisfy

ð2� nÞEq � nEp þ nEk ¼ 0 ½13�

For simplicity, in what follows, let us take n � 3.
Define m > 0 by U00(0) = m2; then, near spatial
infinity, the Euler–Lagrange equations give r2 �
(m2 � !2) = 0. So, in order to satisfy the boundary
condition  ! 0 as r ! 1, we need ! < m.

It is clear from [13] that if U � (1=2)m2j j2
everywhere, then there can be no solution. So
K = min[2U(j j)=j j2] has to satisfy K < m2. Also,
we have

Ep ¼
Z

U � 1
2 KI ¼ ðK=!2ÞEk > ðK=!2ÞEp ½14�

where the final inequality comes from [13]. As a
consequence, we see that !2 is restricted to the range

K < !2 < m2 ½15�

An example which has been studied in some detail is
U(f ) = f 2[1þ (1� f 2)2]; here m2 = 4 and K = 2, so
the range of frequency for Q-balls in this system isffiffiffi

2
p

< ! < 2. The dynamics of Q-balls in systems
such as these turns out to be quite complicated.

See also: Abelian Higgs Vortices; Homoclinic
Phenomena; Integrable Systems: Overview; Instantons:
Topological Aspects; Noncommutative Geometry from
Strings; Sine-Gordon Equation; Topological Defects and
Their Homotopy Classification.
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Introduction

Two key issues of classical and quantum informa-
tion theory are storage and transmission of informa-
tion. An information source produces some outputs
(or signals) more frequently than others. Due to this
redundancy, one can reduce the amount of space
needed for its storage without compromising on its
content. This data compression is done by a suitable
encoding of the output of the source. In contrast, in
the transmission of information through a channel,
it is often advantageous to add redundancy to a
message, in order to combat the effects of noise.
This is done in the form of error-correcting codes.
The amount of redundancy which needs to be added
to the original message depends on how much noise
is present in the channel (see, e.g., Nielson and
Chuang (2000)). Hence, redundancy plays comple-
mentary roles in data compression and transmission
of data through a noisy channel. In this review we
focus only on data compression in quantum infor-
mation theory.

In classical information theory, Shannon showed
that there is a natural limit to the amount of
compression that can be achieved. It is given by
the Shannon entropy. The analogous concept in
quantum information theory is the von Neumann
entropy. Here, we review some of the main results
of quantum data compression and the significance of
the von Neumann entropy in this context.

The review is structured as follows. We first give
a brief introduction to the Shannon entropy and
classical data compression. This is followed by a
discussion of quantum entropy and the idea behind
quantum source coding. We elaborate on data
compression schemes for three different classes of
quantum sources, namely memoryless sources,
ergodic sources, and sources modeled by Gibbs
states of quantum spin systems. In the bulk of the
review, we concentrate on source-dependent, fixed-
length coding schemes. We conclude with a brief
discussion of universal and variable-length coding.
We would like to point out that this review article
is by no means complete. Due to a restriction on its
length, we had to leave out various important
aspects and developments of quantum source
coding.

Classical Data Compression

Entropy and Source Coding

A simple model of a classical information source
consists of a sequence of discrete random variables
X1, X2, . . . , Xn, whose values represent the output of
the source. Each random variable Xi, 1 � i � n,
takes values xi from a finite set, the source alphabet
X . Hence, X(n):= (X1, . . . , Xn) takes values x(n):=
(x1, . . . , xn) 2 Xn. We recall the definition of entropy
(or information content) of a source.

If the discrete random variables X1, . . . , Xn which
take values from a finite alphabet X have joint
probabilities

PðX1 ¼ x1; . . . ;Xn ¼ xnÞ ¼ pnðx1; . . . ; xnÞ

then the Shannon entropy of this source is defined by

HðX1; . . . ;XnÞ
¼ �

X
x12X
� � �
X
xn2X

pnðx1; . . . ; xnÞ

� log pnðx1; . . . ; xnÞ ½1�

Here and in the following, the logarithm is taken to
the base 2. This is because the fundamental unit of
classical information is a ‘‘bit,’’ which takes two
values 0 and 1. Notice that H(X1, . . . , Xn) in fact
only depends on the (joint) probability mass func-
tion (p.m.f.) pn and can also be denoted as H(pn).

There are several other concepts of entropy, for
example, relative entropy, conditional entropy, and
mutual information. See, for example, Cover and
Thomas (1991) and Nielson and Chuang (2000). It
is easy to see that

1. 0 � H(X1, . . . , Xn) � n log jXj, where jXj denotes
the number of letters in the alphabet X . Two
other important properties are as follows:

2. H(X1, . . . , Xn) is jointly concave in X1, . . . , Xn

and
3. H(X1, . . . ,Xn)�H(X1, . . . ,Xm)þH(Xmþ1, . . . ,Xn)

for m< n.

The latter property is called subadditivity.
In the next section, analogous quantities are

introduced for quantum information and the corre-
sponding properties are stated.

Suppose that the random variables X1, X2, . . . , Xn

are independent and identically distributed (i.i.d.).
Then the entropy of each random variable modeling
the source is the same and can be denoted by H(X).
From the point of view of classical information
theory, the Shannon entropy has an important
operational definition. It quantifies the minimal
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physical resources needed to store data from a
classical information source and provides a limit to
which data can be compressed reliably (i.e., in a
manner in which the original data can be recovered
later with a low probability of error). Shannon
showed that the original data can be reliably
obtained from the compressed version only if the
rate of compression is greater than the Shannon
entropy. This result is formulated in Shannon’s
noiseless channel coding theorem (Shannon 1918,
Cover and Thomas 1991, Nielson and Chuang
2000) given later.

The Asymptotic Equipartition Property

The main idea behind Shannon’s noiseless channel
coding theorem is to divide the possible values
x1, x2, . . . , xn of random variables X1, . . . , Xn into
two classes – one consisting of sequences which have
a high probability of occurrence, known as ‘‘typical
sequences,’’ and the other consisting of sequences
which occur rarely, known as ‘‘atypical sequences.’’
The idea is that there are far fewer typical sequences
than the total number of possible sequences, but
they occur with high probability. The existence
of typical sequences follows from the so-called
‘‘asymptotic equipartition property’’:

Theorem 1 (AEP). If X1, X2, X3, . . . are i.i.d.
random variables with p.m.f. p(x), then

� 1

n
log pnðX1; . . . ;XnÞ�!

P
HðXÞ ½2�

where H(X) is the Shannon entropy for a single
variable, and pn(X1, . . . , Xn) denotes the random
variable taking values pn(x1, . . . , xn) =

Qn
i = 1 p(xi)

with probabilities pn(x1, . . . , xn).

This theorem has been generalized to the case of
sequences of dependent variables (Xn)n2Z which are
ergodic for the shift transformation defined below.
It is easiest to formulate this for an information
stream which extends from �1 to þ1:

Definition A sequence (Xn)n2Z is called ‘‘stationary’’
if for any n1 < n2 and any xn1

, . . . , xn2
2 X ,

PðXn1
¼ xn1

; . . . ;Xn2
¼ xn2

Þ
¼ PðXn1þ1¼ xn1

; . . . ;Xn2þ1 ¼ xn2
Þ

We define the shift transformation � by

� ðxnÞn2Z

� �
¼ðx0nÞn2Z; x0n ¼ xn�1 ½3�

Then (Xn)n2Z is called ‘‘ergodic’’ if it is stationary
and if every subset A � XZ such that �(A) = A has
probability 0 or 1, that is, P((Xn)n2Z 2 A) = 0 or 1.

It is known that (Xn)n2Z is ergodic if and only if
its probability distribution is extremal in the set of
invariant probability measures. The generalization
of Theorem 1 (McMillan 1953, Breiman 1957) now
reads:

Theorem 2 (Shannon–McMillan–Breiman theo-
rem). Suppose that the sequence (Xn)n2Z is
ergodic. Then

lim
n!1

� 1

n
log pnðX1; . . . ;XnÞ

� �
¼ hKS

with probability 1

½4�

where hKS is the Kolmogorov–Sinai entropy defined by

hKS¼ lim
n!1

1

n
HðX1; . . . ;XnÞ¼ inf

n

1

n
HðX1; . . . ;XnÞ ½5�

Remark. It follows from the subadditivity property
(3) above that the sequence (1=n)H(pn) is decreas-
ing, and it is obviously bounded below by 0.

We now define the set of typical sequences (or more
precisely, �-typical sequences) as follows:

Definition Let X1, . . . , Xn be i.i.d. random vari-
ables with p.m.f. p(x). Given � > 0, �-typical set T(n)

�

is the set of sequences (x1 . . . xn) for which

2�nðHðXÞþ�Þ � pðx1 . . . xnÞ� 2�nðHðXÞ��Þ ½6�

In the case of an ergodic sequence, H(X) is replaced
by hKS in [6].

Let jT(n)
� j denote the total number of typical

sequences and P{T(n)
� } denote the probability of the

typical set. Then the following is an easy conse-
quence of Theorem 1.

Theorem 3 (Theorem of typical sequences). For
any � > 0 9n0(�)>0 such that 8n � n0(�) the follow-
ing hold:

(i) P{T(n)
� } > 1� � and

(ii) (1� �)2n(H(X)��) � jT(n)
� j � 2n(H(X)þ�)

Shannon’s Noiseless Channel Coding Theorem

Shannon’s noiseless channel coding theorem is a
simple application of the theorem of typical
sequences and says that the optimal rate at which
one can reliably compress data from an i.i.d.
classical information source is given by the Shannon
entropy H(X) of the source.

A ‘‘compression scheme’’ Cn of rate R maps
possible sequences x = (x1, . . . , xn) to a binary string
of length dnRe: Cn : x 7! y = (y1, . . . , ydnRe), where
xi 2 X ; jXj= d and yi 2 {0, 1} 81 � i � dnRe. The
corresponding decompression scheme takes the dnRe
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compressed bits and maps them back to a string of n
letters from the alphabet X : Dn : y 2 {0, 1}dnRe 7! x0=
(x01, . . . , x0n). A compression–decompression scheme
is said to be ‘‘reliable’’ if the probability that x0 6¼ x
tends to 0 as n!1. Shannon’s noiseless channel
coding theorem (Shannon 1918, Cover and Thomas
1991) now states

Theorem 4 (Shannon). Suppose that {Xi} is an i.i.d.
information source, with Xi 	 p(x) and Shannon
entropy H(X). If R > H(X) then there exists a
reliable compression scheme of rate R for the
source. Conversely, any compression scheme with
rate R < H(X) is not reliable.

Proof (sketch). Suppose R > H(X). Choose � > 0
such that H(X)þ � < R. Consider the set T(n)

� of
typical sequences. The method of compression is
then to examine the output of the source, to see if it
belongs to T(n)

� . If the output is a typical sequence,
then we compress the data by simply storing an
index for the particular sequence using dnRe bits in
the obvious way. If the input string is not typical,
then we compress the string to some fixed dnRe bit
string, for example, (00 . . . 000). In this case, data
compression effectively fails, but, in spite of this, the
compression–decompression scheme succeeds with
probability tending to 1 as n!1, since by Theorem 3
the probability of atypical sequences can be made
small by choosing n large enough.

If R < H(X), then any compression scheme of rate
R is not reliable. This also follows from Theorem 3
by the following argument. Let S(n) be a collection
of sequences x(n) of size jS(n)j � 2dnRe. Then the
subset of atypical sequences in S(n) is highly
improbable, whereas the corresponding subset of
typical sequences has probability bounded by
2nR2�nH(X)! 0 as n!1. &

Quantum Data Compression

Quantum Sources and Entropy

In quantum information processing systems, infor-
mation is stored in quantum states of physical
systems. The most general description of a quantum
state is provided by a density matrix.

A ‘‘density matrix’’ � is a positive semidefinite
operator on a Hilbert space H, with tr�= 1, and the
expected value of an operator A on H is given by

�ðAÞ ¼ tr ð�AÞ ½7�

The functional � onM=B(H), the algebra of linear
operators on H, is positive (i.e., �(A) � 0, if A � 0)
and maps the identity I 2 M to 1. Such a functional
is also called a state. Conversely, given such a state

on a finite-dimensional algebra M, there exists a
unique density matrix �� such that [7] holds, so the
concepts can be used interchangeably. (This is not
true in the infinite-dimensional case.)

The quantum analog of the Shannon entropy is
called the von Neumann entropy. For any quantum
state � (or equivalently ��), it is defined by

Sð�Þ 
 Sð��Þ :¼ �tr �� log ��
� �

½8�

Here we use log to denote log2 and define 0 log
0 
 0, as for the Shannon entropy. Let the density
matrix �� have a spectral decomposition

�� ¼
Xd

i¼1

�ij iih ij ½9�

Here {j ii} is the set of eigenvectors of ��. They
form an orthonormal basis of the Hilbert space H.
By the fact that �� is positive definite and has trace 1,
the eigenvalues �i of �� determine a probability
distribution. When expressed in terms of the �i, the
von Neumann entropy of � reduces to the Shannon
entropy corresponding to this probability distribu-
tion (henceforth, the subscript � of �� will be
omitted): S(�) = H(�), where �= {�1, . . . ,�d}.

The von Neumann entropy has properties analo-
gous to H(X1, . . . , Xn), in particular (Ohya and Petz
1993, Nielson and Chuang 2000)

1. 0 � S(�) � log(dim (H));
2. S(�) is concave in �; and
3. if � is a state on H=H1 �H2 then S(�)� S(�1)þ

S(�2) if �1 and �2 are the restrictions of � to
H1 � I and I �H2 respectively.

A ‘‘quantum information source’’ in general is
defined by a sequence of density matrices �(n) on
Hilbert spaces Hn of increasing dimensions Nn given
by a decomposition

�ðnÞ ¼
X

k

p
ðnÞ
k j�

ðnÞ
k ih�

ðnÞ
k j ½10�

where the states j�(n)
k i are interpreted as the signal

states, and the numbers p(n)
k � 0 with

P
k p(n)

k = 1, as
their probabilities of occurrence. The vectors j�(n)

k i2
Hn need not be mutually orthogonal.

Compression–Decompression
Scheme and Fidelity

To compress data from such a source one encodes
each signal state j�(n)

k i by a state e� (n)
k 2 B( eHn) where

dim eHn = dc(n) < Nn. Thus, a compression scheme
is a map C(n) : j�(n)

k ih�
(n)
k j 7! e� (n)

k 2 B( eHn). The statee� (n)
k is referred to as the compressed state. A

corresponding decompression scheme is a map
D(n):B( eHn) 7!B(Hn). Both C(n) and D(n) must be
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completely positive maps. In particular, this implies
that D(n) must be of the form

DðnÞð�Þ ¼
X

i

Di�D
�
i ½11�

for linear operators Di : eHn 7!Hn such thatP
i D�i Di = I (see Nielson and Chuang 2000).

Obviously, in order to achieve the maximum
possible compression of Hilbert space dimensions
per signal state, the goal must be to make the
dimension dc(n) as small as possible, subject to the
condition that the information carried in the signal
states can be retrieved with high accuracy upon
decompression.

The ‘‘rate of compression’’ is defined as

Rn :¼ logðdim eHnÞ
logðdim HnÞ

¼ log dcðnÞ
log Nn

It is natural to consider the original Hilbert space
Hn to be the n-qubit space. In this case Nn = 2n and
hence log Nn = n. As in the case of classical data
compression, we are interested in finding the
optimal limiting rate of data compression, which in
this case is given by

R1 :¼ lim
n!1

log dcðnÞ
n

½12�

Unlike classical signals, quantum signal states are
not completely distinguishable. This is because they
are, in general, not mutually orthogonal. As a result,
perfectly reconstructing a quantum signal state from
its compressed version is often an impossible task
and therefore too stringent a requirement for the
reliability of a compression–decompression scheme.
Instead, a reasonable requirement is that a state can
be reconstructed from the compressed version which
is nearly indistinguishable from the original signal
state. A measure of indistinguishability useful for
this purpose is the average fidelity defined as
follows:

Fn :¼
X

k

p
ðnÞ
k h�

ðnÞ
k jD

ðnÞðe� ðnÞk Þj�
ðnÞ
k i ½13�

This fidelity satisfies 0 � Fn � 1 and Fn = 1 if
and only if D(n)(e� (n)

k ) = j�(n)
k ih�

(n)
k j for all k. A

compression–decompression scheme is said to be
reliable if Fn! 1 as n!1.

The key idea behind data compression is the fact
that some signal states have a higher probability of
occurrence than others (these states playing a role
analogous to the typical sequences of classical
information theory). These signal states span a
subspace of the original Hilbert space of the source
and is referred to as the typical subspace.
Schumacher’s Theorem for Memoryless
Quantum Sources

The notion of a typical subspace was first
introduced in the context of quantum information
theory by Schumacher (1995) in his seminal paper.
He considered the simplest class of quantum
information sources, namely quantum memoryless
or i.i.d sources. For such a source the density matrix
�(n), defined through [10], acts on a tensor product
Hilbert space Hn =H�n and is itself given by a
tensor product

�ðnÞ ¼ ��n ½14�

Here H is a fixed Hilbert space (representing an
elementary quantum subsystem) and � is a density
matrix acting on H; for example, H can be a single
qubit Hilbert space, in which case dim H= 2,Hn is
the Hilbert space of n qubits and � is the density
matrix of a single qubit. If the spectral decomposi-
tion of � is given by

� ¼
XdimH

i¼1

qij�iih�ij ½15�

then the eigenvalues and eigenvectors of �(n) are
given by

�
ðnÞ
k ¼ qk1

qk2
. . . qkn

½16�

and

j ðnÞk i ¼ j�k1
i � j�k2

i � � � � � j�kn
i ½17�

Thus, we can write the spectral decomposition of
the density matrix �(n) of an i.i.d. source as

�ðnÞ ¼
X

k

�
ðnÞ
k j 

ðnÞ
k ih 

ðnÞ
k j ½18�

where the sum is over all possible sequences
k = (k1 . . . kn), with each ki taking (dim H) values.
Hence, we see that the eigenvalues �(n) are labeled
by a classical sequence of indices k = k1 . . . kn.

The von Neumann entropy of such a source is
given by

Sð�ðnÞÞ 
 Sð��nÞ ¼ nSð�Þ¼ nHðXÞ ½19�

where X is the classical random variable with
probability distribution {qi}.

Let T�
(n) be the classical typical subset of indices

(k1 . . . kn) for which

� 1

n
log qk1

. . . qkn

� �
� Sð�Þ

���� ���� � � ½20�

as in the theorem of typical sequences. Defining
T �(n) as the space spanned by the eigenvectors j (n)

k i
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with k 2 T�
(n) then immediately yields the quantum

analog of the theorem of typical sequences – Theorem
4 given below. We refer to T (n)

� as the typical subspace
(or more precisely, the �–typical subspace).

Theorem 4 (Typical subspace theorem). Fix � > 0.
Then for any � > 0 9 n0(�) > 0 such that 8n � n0(�)
and �(n) = ��n, the following are true:

(i) Tr(P(n)
� �

(n)) > 1� � and
(ii) (1� �)2n(S(�)��) � dim (T (n)

� )� 2n(S(�)þ�), where
P(n)
� is the orthogonal projection onto the

subspace T (n)
� .

Note that tr (P(n)
� �

(n)) gives the probability of the
typical subspace. As tr(P(n)

� �
(n)) approaches unity for

n sufficiently large, T (n)
� carries almost all the weight

of �(n). Let T (n)?
� denote the orthocomplement of the

typical subspace, that is, for any pair of vectors
j i2 T (n)

� and j�i2 T (n)?
� , h�j i= 0. It follows from

the above theorem that the probability of a signal
state belonging to T (n)?

� can be made arbitrarily
small for n sufficiently large.

Let P(n)
� denote the orthogonal projection onto the

typical subspace T (n)
� . The encoding (compression)

of the signal states j�(n)
k i of [10], is done in the

following manner. C(n) : j�(n)
k i h�

(n)
k j 7! e� (n)

k , where

~�
ðnÞ
k :¼ 	2

kj~�
ðnÞ
k ih~�

ðnÞ
k j þ 
2

kj�0ih�0j ½21�

Here

j~�ðnÞk i :¼
P
ðnÞ
� j�ðnÞk i

kPðnÞ� j�ðnÞk ik

	k :¼ kPðnÞ� j�
ðnÞ
k ik; 
k ¼ kðI � PðnÞ� Þj�

ðnÞ
k ik

½22�

and j�0i is any fixed state in T (n)
� .

Obviously ~�(n)
k 2 B(T (n)

� ), and hence the typical
subspace T (n)

� plays the role of the compressed space.
The decompression D(n)(e� (n)

k ) is defined as the
extension of e� (n)

k on T (n)
� to Hn:

DðnÞ e� ðnÞk

� �
¼ e� ðnÞk 
 0

The fidelity of this compression–decompression
scheme satisfies

Fn ¼
X

k

p
ðnÞ
k

	
�
ðnÞ
k j~�

ðnÞ
k j�

ðnÞ
k



¼
X

k

p
ðnÞ
k 	2

kjh�
ðnÞ
k j~�

ðnÞ
k ij

2 þ 
2
kjh�

ðnÞ
k j�0ij2

h i
�
X

k

p
ðnÞ
k 	2

kjh�
ðnÞ
k j~�

ðnÞ
k ij

2 ¼
X

k

p
ðnÞ
k 	4

k

�
X

k

p
ðnÞ
k ð2	

2
k � 1Þ ¼ 2An � 1 ½23�

where An = tr(P(n)
� �n).
Using the typical subspace theorem, Schumacher
(1995) proved the following analog of Shannon’s
noiseless channel coding theorem for memoryless
quantum information sources:

Theorem 5 (Schumacher’s quantum coding theo-
rem). Let {�n,Hn} be an i.i.d. quantum source:
�n = ��n and Hn =H�n. If R > S(�), then there exists
a reliable compression scheme of rate R. If R < S(�),
then any compression scheme of rate R is not reliable.

Proof

(i) R > S(�). Choose � > 0 such that R > S(�)þ �.
For a given � > 0, choose the typical subspace as
above and choose n large enough so that (i) and (ii)
in the typical subspace theorem hold. In particular,
An = tr(P(n)

� �n)>1� �. Thus, the fidelity tends to 1
as n!1.

(ii) Suppose R < S(�). Let the compression map
be C(n). We may assume that eHn is a subspace of Hn

with dim eHn = 2nR. We denote the projection ontoeHn as ePn and let ~�(n)
k = C(n)(j�(n)

k i h�
(n)
k j). Since

~�(n)
k is concentrated on eHn, we have ~�(n)

k � ePn

and hence D(n)(~�(n)
k ) � D(n)(ePn), for any decompres-

sion map D(n). Inserting into the definition of the
fidelity, we then have

F �
X

k

p
ðnÞ
k h�

ðnÞ
k jD

ðnÞðePnÞj�ðnÞk i¼ tr �ðnÞDðnÞðePnÞ
� �

�
X

k2T
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�

�
ðnÞ
k h 

ðnÞ
k jD

ðnÞðePnÞj ðnÞk i þ
X

k =2T
ðnÞ
�

�
ðnÞ
k ½24�

By the typical subspace theorem, the latter sum
tends to 0 as n!1, and in the sum over k 2 T(n)

�

we have �(n)
k � 2�n(S(�)��). The first sum can therefore

be bounded as follows:X
k2T

ðnÞ
�

�
ðnÞ
k h 

ðnÞ
k jD

ðnÞðePnÞj ðnÞk i

� 2�nðSð�Þ��Þ
X

k

h ðnÞk jD
ðnÞðePnÞj ðnÞk i

¼ 2�nðSð�Þ��Þtr DðnÞðePnÞ
� �

¼ 2�nðSð�Þ��Þtr
X

i

Di
ePnD�i

 !
¼ 2�nðSð�Þ��Þ2nR ½25�

by the cyclic property of the trace and the fact thatP
i D�i Di = I and dim eHn = 2nR. h

Even for a quantum source with memory, reliable
data compression is achieved by looking for a
typical subspace T (n)

� of the Hilbert space Hn for a
given � > 0. In the following subsections, we discuss
two different classes of such sources for which one
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can find typical subspaces T (n)
� such that the fidelity

Fn tends to 1 as n!1.
Ergodic Quantum Sources

A quantum generalization of classical ergodic
sources is defined as follows. First consider the
analog of an infinite sequence of random variables
which is a state on the infinite tensor product of a
finite-dimensional �-algebra M. The latter is given
by the norm closure of the increasing sequence of
finite tensor products

M1 ¼
[
n

�n
k¼�nM ½26�

A translation-invariant state �1 onM1 is said to be
ergodic if it cannot be decomposed as a (nontrivial)
convex combination of other translation-invariant
states. The analog of the Kolmogorov–Sinai entropy
[5] for an ergodic state �1 is called the mean
entropy and is given by

SMð�1Þ ¼ lim
n!1

1

n
Sð�nÞ ¼ inf

n2N

1

n
Sð�nÞ ½27�

where �n is the restriction of �1 to Mn :=M�n.
Following Hiai and Petz (1991), we define the
following quantity for any state � on an arbitrary
finite-dimensional �-algebra M and a given � > 0:


�ð�Þ ¼ infflog trðqÞ : q 2M; q� ¼ q;

q2 ¼ q; �ðqÞ�1� �g ½28�

We also define a state �1 on M1 to be completely
ergodic if it is ergodic under transformations onM1,
induced by l-fold shifts on Z, for arbitrary l 2 N. The
following theorem is due to Hiai and Petz (1991),
who proved it in a slightly more general setting:

Theorem 6 (Hiai and Petz). Suppose that �1 is a
completely ergodic state onM1 and d := dimM <1,
and set �n =�1

(

Mn
. Then, for any � > 0, the following

hold:

(i) lim sup
1

�ð�nÞ� SMð�1Þ ½29�
n!1 n

(ii) lim inf
n!1

1

�ð�nÞ� SMð�1Þ � � log d ½30�
n

Proof of (i) Choose r > SM(�1) and let � < r�
SM(�1) and h = r� �. By the definition of SM(�1),
there exists l 2 N such that S(�l) < l h. Let {jeii}l d

i = 1

be an orthonormal set of eigenvectors of ��l
, with

corresponding eigenvalues �i, that is, let

��l
¼
Xl d

i¼1

�ipi ½31�
where pi = jeiiheij is the projection onto jeii, be the
spectral decomposition for ��l

. Denote the spectrum
X = {�i}

l d
i = 1. For n 2 N, introduce the probability

measures �n on Xn by

�nðAÞ ¼ �nlðqAÞ ½32�

where, for any A � Xn, the projection qA is defined by

qA ¼
X

ð�i1
;...;�in Þ2A

pi1� . . .� pin ½33�

Similarly, we define �1 on XZ. The sequence of
random variables (Xn)n2Z with distribution �1 is
then ergodic since �1 is completely ergodic (and
hence l-ergodic).

By the Shannon–McMillan–Breiman theorem
(Theorem 2),

� 1

n
log �nðfðx1; . . . ; xnÞgÞ ! hKS ½34�

almost surely w.r.t. �1, where hKS is the Kolmogorov–
Sinai entropy. The latter is given by hKS = limn!1
(1=n)Hn = infn2N ð1/nÞHn, where

Hn ¼�
X

ðx1;...;xnÞ2Xn

�nðfðx1; . . . ; xnÞgÞ

� log �nðfðx1; . . . ; xnÞgÞ ½35�

Notice in particular that

hKS � H1 ¼ Sð�lÞ< lh ½36�

If let T(n)
� be the (typical) subset of Xn such that

� 1

n
log �nðfðx1; . . . ; xnÞgÞ2ðhKS � �; hKS þ �Þ ½37�

for (x1, . . . , xn)2 T(n)
� then we have �1(T(n)

� ) � 1� �
for n large enough. Moreover, since �n({(x1, . . . , xn)}) �
e�n(hKSþ�) for all (x1, . . . , xn)2 T(n)

� , and the total
measure is 1,

jTðnÞ� j � enðhKSþ�Þ � enðl hþ�Þ ½38�

It follows that tr(qT(n)
�

) � en(l hþ�) whereas �nl(qT(n)
�

) =
�n(T(n)

� ) � 1� � and we conclude that

1

nl

�ð�nlÞ�

nðl hþ �Þ
nl

< r ½39�

from which [29] follows upon taking n!1, since
r > SM(�1) was arbitrary. (Notice that 
�(�n) is
decreasing in n since Mn �Mnþ1.) &

Proof of (ii) Given �, � > 0 and n 2 N, choose a
projection qn with �n(qn) � 1� � and log tr(qn) <

�(�n)þ �. Since SM(�1) = inf (1=n)S(�n) we have
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SM(�1) � (1=n)S(�n). We now use the following
lemma:

Lemma 7 If � is a state on a finite-dimensional
�-algebra M, and q 2 M is a projection, then

Sð�Þ � HðpÞ þ �ðqÞ log trðqÞ
þ ð1� �ðqÞÞ log trð1� qÞ ½40�

where H(p) =�p log p� (1� p) log (1� p) (the bin-
ary entropy) with p =�(q).

Proof First notice that if [��, q] = 0 then the result
[40] follows from the simple inequality:

�
Xm
i¼1

~�i log ~�i � log m if
Xm
i¼1

~�i ¼ 1 ½41�

Indeed, diagonalizing ��, the eigenvalues �i divide into
two subsets with corresponding eigenvectors belong-
ing to the range of q, respectively, its complement.
Considering the first set, we have, if m = dim (Ran(q)),
and taking ~�i =�i=(

Pm
i = 1 �i) in [41],

�
Xm
i¼1

�i log �i � �
Xm
i¼1

�i

 !
log

1

m

Xm
i¼1

�i

 !
¼ �trðq��Þ log trðq��Þ � log trðqÞ

� �
Adding the analogous inequality for the part of the
spectrum corresponding to 1� q, we obtain [40].

In the general case, that is, if [��, q] 6¼ 0, define
the unitary u = 2q� 1 and the state

�0ðxÞ ¼ 1
2 ½�ðxÞ þ �ðuxuÞ� ½42�

Then [��0 , q] = 0 and by concavity of S(�) and the
result for the previous case

HðXÞ þ �ðqÞ log trðqÞ
þ ð1� �ðqÞÞ log trð1� qÞ � Sð�0Þ � Sð�Þ ½43�

since �0(q) =�(q). &

Continuing with the proof of (ii), we conclude that

Sð�nÞ � HðpÞ þ �nðqnÞ log trðqnÞ
þ ð1� �ðqnÞÞ log trð1� qnÞ
� 1þ 
�ð�nÞ þ �þ �n log d

Dividing by n and taking the limit we obtain (30).
&

It follows from this theorem that we can define a
typical subspace in the same way as in Schumacher’s
theorem. Indeed, given � > 0 and � > 0, we have
that for n large enough, there exists a subspace T (n)

�

equal to the range of a projection qn such that
�n(qn) > 1� � and en(SM(�1)�� log d��)< dim (T (n)

� ) =
tr(qn)< en(SM(�1)þ�). The proof of the quantum
analog of the Shannon–McMillan theorem is then
similar to that of Schumacher’s theorem (Petz and
Mosonyi 2001, Bjelaković et al. 2004):

Theorem 8 Let �1 be a completely ergodic
stationary state on the infinite tensor product
algebra M1. If R > SM(�1), then for any decom-
position of the form

�ðnÞ ¼
X

p
ðnÞ
k j�

ðnÞ
k i h�

ðnÞ
k j ½44�

there exists a reliable quantum code of rate R.
Conversely, if R < SM(�1) then any quantum
compression–decompression scheme of rate R is
not reliable.

Remarks Theorem 6 also holds for higher-
dimensional information streams, with essentially
the same proof. (The existence of the mean entropy
is more complicated in that case.) The condition of
complete ergodicity in this theorem is unnecessary.
Indeed, Bjelaković et al. (2004) showed that the
result remains valid (also in more than one dimen-
sions) if the state �1 of the source is simply ergodic.
They achieved this by decomposing a general
ergodic state into a finite number of l-ergodic states,
and then applying the above strategy to each. It
should also be mentioned that a weaker version of
Theorem 6 was proved by King and Lesniewski
(1998). They considered the entropy of an asso-
ciated classical source, but did not show that this
classical entropy can be optimized to approximate
the von Neumann entropy. This had in fact already
been proved by Hiai and Petz (1991). The relevance
of the latter work for quantum information theory
was finally pointed out by Mosonyi and Petz (2001).
Source Coding for Quantum
Spin Systems

In this section we consider a class of quantum
sources modeled by Gibbs states of a finite strongly
interacting quantum spin system in � � Zd with
d � 2. Due to the interaction between spins, the
density matrix of the source is not given by a tensor
product of the density matrices of the individual
spins and hence the quantum information source is
non-i.i.d. We consider the density matrix to be
written in the standard Gibbsian form:

�!;� ¼ e�
H!
�

�!;�
½45�

where 
 > 0 is the inverse temperature. Here !
denotes the boundary condition, that is, the config-
uration of the spins in �c = Zdn�, and H!

� is the
Hamiltonian acting on the spin system in � under
this boundary condition. (see Datta and Suhov (2002)
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for precise definitions of these quantities). The
denominator on the right-hand side of [45] is the
partition function.

Note that any faithful density matrix can be
written in the form [45] for some self-adjoint
operator H!

� with discrete spectrum, such that
e�
H!

� is trace class. However, we consider H!
� to

be a small quantum perturbation of a classical
Hamiltonian and require it to satisfy certain
hypotheses (see Datta and Suhov (2002)). In
particular, we assume that H� = H0� þ �V�, where
(1) H0� is a classical, finite-range, translation-
invariant Hamiltonian with a finite number of
periodic ground states, and the excitations of these
ground states have an energy proportional to the
size of their boundaries (Peierls condition); (2) �V�

is a translation-invariant, exponentially decaying,
quantum perturbation, � being the perturbation
parameter. These hypotheses ensure that the quan-
tum Pirogov–Sinai theory of phase transitions in
lattice systems (see, e.g., Datta et al. (1996)) applies.

The power of quantum Pirogov–Sinai theory is
such that, in proving reliable data compression for
such sources, we do not need to invoke the concept
of ergodicity.

Using the concavity of the von Neumann entropy
S(�!, �), one can prove that the von Neumann
entropy rate (or mean entropy) of the source

h :¼ lim
�%Zd

Sð�!;�Þ
j�j

exists. For a general van Hove sequence, this follows
from the strong subadditivity of the von Neumann
entropy (see, e.g., Ohya and Petz (1993)).

Let �!, � have a spectral decomposition

�!;� ¼
X

j

�jj jih jj

where the eigenvalues �j, 1 � j � 2j�j, and the
corresponding eigenstates j ji, depend on ! and �.
Let P!, � denote the probability distribution {�j} and
consider a random variable K!, � which takes a value
�j with probability �j:

K!;�ð jÞ ¼ �j; P!;�ðK!;�¼�jÞ ¼ �j

The data compression limit is related to asympto-
tical properties of the random variables K!, � as
�% Zd. As in the case of i.i.d. sources, we prove
the reliability of data compression by first proving
the existence of a typical subspace. The latter
follows from Theorem 9 below. The proof of this
crucial theorem relies on results of quantum
Pirogov–Sinai theory (Datta et al. 1996).
Theorem 9 Under the above assumptions, for 

large and � small enough, for all � > 0

lim
�%Zd

P !;�
����1

j�j log K!;� � h
��� � �
 �

¼ lim
�%Zd

X
j

�j�fj�j�j�1 log�j�hj��g ¼ 1 ½46�

where �{...} denotes an indicator function.

Theorem 9 is essentially a law of large numbers
for random variables (�log K!, �). The statement of
the theorem can be alternatively expressed as
follows. For any � > 0,

lim
�%Zd

P !;� 2�j�jðhþ�Þ � K!;� � 2�j�jðh��Þ
� �

¼ 1 ½47�

Thus, we can define a typical subspace T !,�
� by

T !;�� :¼ span fj ji :2�j�jðhþ�Þ � �j � 2�j�jðh��Þg ½48�

It clearly satisfies the analogs of (i) and (ii) of the
typical subspace theorem, which implies as before
that a compression scheme of rate R is reliable if and
only if R > h.

Universal and Variable Length Data Compression

Thus far we discussed source-dependent data com-
pression for various classes of quantum sources. In
each case data compression relied on the identifica-
tion of the typical subspace of the source, which in
turn required a knowledge of its density matrix. In
classical information theory, there exists a general-
ization of the theorem of typical sequences due to
Csiszár and Körner (1981) where the typical set is
universal, in that it is typical for every possible
probability distribution with a given entropy. This
result was used by Jozsa et al. (1998) to construct a
universal compression scheme for quantum i.i.d
sources with a given von Neumann entropy S using
a counting argument for symmetric subspaces. This
was generalized to ergodic sources by Kaltchenko
and Yang (2003) along the lines of Theorem 6.
Hayashi and Matsumoto (2002) supplemented the
work of Jozsa et al. (1998) with an estimation of the
eigenvalues of the source (using the measurement
smearing technique) to show that a reliable compres-
sion scheme exists for any quantum i.i.d source,
independent of the value of its von Neumann entropy
S, the limiting rate of compression being given by S. If
one admits variable length coding, the Lempel–Ziv
algorithm gives a completely universal compression
scheme, independent of the value of the entropy, in
the classical case (Cover and Thomas 1991). This
algorithm was generalized to the quantum case for
i.i.d sources by Jozsa and Presnell (2003), and to
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sources modeled by Gibbs states of free bosons or
fermions on a lattice by Johnson and Suhov (2002).

Another important question is the efficiency of the
various coding schemes. The above-mentioned
schemes for quantum i.i.d. sources are not efficient,
in the sense that they have no polynomial time
implementation. Recently, it was shown by Bennett
et al. (2004) that an efficient, universal compression
scheme for i.i.d sources can be constructed by
employing quantum state tomography.
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The Value of Topological Reasoning
in General Relativity

Solving the equations of Einstein’s general relativity
(see General Relativity: Overview) can be an exceed-
ingly complicated business; it is commonly found
necessary to resort to numerical solutions involving
very complex computer codes (see Computational
Methods in General Relativity: The Theory). The
essential content of the basic equations of the theory
itself is, however, something that can be phrased in
simple geometrical terms, using only basic concepts
of differential geometry (see General Relativity:
Overview). By virtue of this, it is sometimes the
case, in general relativity, that geometrical arguments
of various kinds – including purely topological ones
(i.e., arguments depending only upon the properties
of continuity or smoothness) – can be used to great
effect to obtain results that are not readily accessible
by standard procedures of differential equation
theory or by direct numerical calculation.

One particularly significant family of situations
where this kind of argument has a key role to play is
in the important issue of the singularities that arise
in many solutions of the Einstein equations, in
which spacetime curvatures may be expected to
diverge to infinity. These are exemplified, particu-
larly, by two important classes of solutions of the



Einstein field equations in which singularities arise.
In the first instance, we have cosmological models,
which tend to exhibit the presence of an initial
singularity referred to as the ‘‘Big Bang,’’ as was first
noted in the standard Friedmann models (which are
solutions of the Einstein equations with simple
matter sources; see Cosmology: Mathematical
Aspects). Secondly, we find a final singularity (for
local observers) at the endpoint of gravitational
collapse to a black hole (where in the relevant
region, outside the collapsing matter, Einstein’s
vacuum equations are normally taken to hold). In
either case, there are canonical exact models, in
which considerable symmetry is assumed, and where
the models indeed become singular at places where
the spacetime curvature diverges to infinity. For
many years (prior to 1965), there had been much
debate as to whether these singularities were an
inevitable feature of the general physical situation
under consideration, or whether the presence of
singularities might be an artifact of the assumed
high symmetry. The use of topological-type argu-
ments has established that, in general terms, the
occurrence of a singularity is not merely an artifact
of symmetry, and cannot generally be removed by
the introduction of small (finite) perturbations.

Let us first consider the standard picture, put
forward in 1939 by Oppenheimer and Snyder (OS),
of the gravitational collapse of an over-massive star
to a black hole; see Figure 1 (and see Stationary
Black Holes). This assumes exact spherical symme-
try. The region external to the matter is described by
the well-known Schwarzschild solution of the
Einstein vacuum equations, appropriately extended
to inside the ‘‘Schwarzschild radius’’ r = 2mG=c2

(G being Newton’s gravitational constant and c, the
speed of light, and where m is the total mass of
the collapsing material; from now, for convenience,
we choose units so that G = c = 1). In Figure 1,
this internal extension is conveniently expressed
using Eddington–Finkelstein coordinates (r, v, �,�)
(see Eddington (1924) and Finkelstein (1958)),
where v = t þ rþ 2m log (r� 2m), the metric form
being

ds2 ¼ð1� 2m=rÞdv2 � 2dvdr

� r2ðd�2 þ sin2 �d�2Þ

(The signature convention þ��� is being adopted
here; see General Relativity: Overview.) We find
that, in this model, there is a singularity (at r = 0) at
the future endpoint of each world line of collapsing
matter. Moreover, no future-timelike line starting
inside the horizon can avoid reaching the singularity
when we try to extend it, as a timelike curve,

indefinitely into the future, where the ‘‘horizon’’ is
the three-dimensional region obtained by rotating,
over the (�,�) 2-sphere, the null (lightlike) line
which is r = 2m outside the matter region and which
is the extension of this line, as a null line, into the
past until it meets the axis. It is easy to see that any
observer’s world line within this horizon is indeed
trapped in this sense.

The question naturally arises: how representative
is this model? Here, the singularity occurs at the
center (r = 0), the place where all the matter is
directed, and where it all reaches without rebound-
ing. So it may be regarded as unsurprising that the
density becomes infinite there. Now, let us suppose
that the collapsing material is not exactly spherically
symmetrical. Even if it is only slightly (though
finitely) perturbed away from this symmetrical
situation, having slight (but finite) transverse
motions, the collapsing matter is now not all
directed exactly towards the center, as it is in the
OS model. One might imagine that the singularity
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Figure 1 Spacetime diagram of collapse to a black hole.

(One spatial dimension is suppressed.) Matter collapses inwards,

through the 3-surface that becomes the (absolute) event horizon.

No matter or information can escape the hole once it has been

formed. The null cones are tangent to the horizon and allow

matter or signals to pass inwards but not outwards. An external

observer cannot see inside the hole, but only the matter – vastly

dimmed and redshifted – just before it enters the hole.

(Reproduced with permission from Penrose R. (2004) The Road

to Reality : a Complete Guide to the Laws of the Universe.

London: Jonathan Cape.)
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could now be avoided, the different portions of
matter just ‘‘missing’’ each other and then being
finally flung out again, after some complicated
motions, where the density and spacetime curvatures
might well become large but presumably still finite.
To follow such an irregular collapse in full detail
would present a very difficult task, and one would
have to carry it out by numerical means. As yet,
despite enormous advances in computational tech-
nique, a fully effective simulation of such a
‘‘generic’’ collapse is still not in hand. In any case,
it is hard to make a convincing case as to whether or
not a singularity arises, because as soon as metric or
curvature quantities begin to diverge, the computa-
tion becomes fundamentally unreliable and simply
‘‘gives up.’’ So we cannot really tell whether the
failure is due to some genuine divergence or whether
it is an artifact. It is thus fortunate that other
mathematical techniques are available. Indeed, by
use of a differential–topological–causal argument,
we find that such perturbations do not help, at least
so long as they are small enough not to alter the
general character of the collapse, which we find has
an ‘‘unstoppable’’ character, so long as a certain
criterion is satisfied its early stages.

Trapped Surfaces

But how are we to characterize the collapse as
‘‘unstoppable,’’ where no symmetries are to be
assumed, and the simple picture illustrated in
Figure 1 cannot be appealed to? A convenient
characterization is the presence of what is called a
‘‘trapped surface.’’ This notion generalizes a key
feature of the 0 < r < 2m region inside the horizon
of the vacuum (Eddington–Finkelstein) picture of
Figure 1. To understand what this feature is,
consider fixing a point s in the vacuum region of
the (v, r)-plane of Figure 1. We must, of course, bear
in mind that, because this plane is to be ‘‘rotated’’
about the central vertical axis (r = 0) by letting � and
� vary as coordinates on a 2-sphere S2, the point s
actually describes a closed 2-surface S (coordina-
tized by � and �) with topology S2 (so S is
intrinsically an ordinary 2-sphere). We shall be
concerned with the region Iþ(S), which is the
(chronological) ‘‘future’’ of S, that is, the locus of
points q for which a timelike curve exists having a
future endpoint at q and a past endpoint on S. We
shall also be interested, particularly, in the boundary
@Iþ(S) of Iþ(S). This boundary is described, in
Figure 1, by the pair of null curves v = const. and
2rþ 4m log (r� 2m) = const., proceeding into the
future from s (and rotated in � and �). The region

Iþ(S) itself is represented by that part of Figure 1
which lies between these null curves.

We observe that, in this symmetrical case (s being
chosen in the vacuum region), a characterization of s
as being ‘‘trapped,’’ in the sense that it lies in a
region that is within the horizon, is that the future
tangents to these null curves both point ‘‘inwards,’’
in the sense of decreasing r. Since r is the metric
radius of the S2 of rotation, so that the element of
surface area of this sphere is proportional to r2, it
follows that the surface area of the boundary @Iþ(S)
reduces, on both branches, as we move away from S

into the future. The three-dimensional region @Iþ(S)
consists of two null surfaces joined along S, in
the sense that their Lorentzian normals are null
4-vectors. For each fixed value of � and �, this
normal is a tangent to one or other of the two null
curves of Figure 1, starting at s. For a trapped s,
these normals point in the direction of decreasing r,
and it follows that the divergence of these normals is
negative (so � > 0 in what follows below).

In the general case, it is this property of negativity
of the divergence, at S, of both sets of Lorentzian
normals (i.e., of null tangents to @Iþ(S)), that
characterizes S as a trapped surface, where in the
general case we must also prescribe S to be compact
and spacelike. But now there are to be no assump-
tions of symmetry whatever. Such a characterization
is stable against small, but finite, perturbations of
the location of S, within the spacetime manifold M,
and also against small, but finite, perturbations of M
itself.

We can think of a trapped surface in more direct
physical/geometrical terms. Imagine a flash of light
emitted all over some spacelike compact spherical
surface such as S, but now in ordinary flat space-
time, where for simplicity we suppose that S is
situated in some spacelike (flat) 3-hypersurface H, of
constant time t = 0. There will be one component to
the flash proceeding outwards and another proceed-
ing inwards. Provided that S is convex, the outgoing
flash will represent an initial increase of the surface
area at every point of S and the ingoing flash, an
initial decrease. In four-dimensional spacetime
terms, we express this as positivity of the divergence
of the outward null normal and the negativity of the
divergence of the inward one. The characteristic
feature of a trapped surface is that whereas the
ingoing flash will still have an initially reducing
surface area, the ‘‘outgoing’’ flash now has the
curious property that its surface area is also initially
decreasing, this holding at every point of S.

Locally, this is not particularly strange. For a
surface wiggling in and out, we are quite likely to
find portions of ingoing flash with increasing area,
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and portions of outgoing flash with decreasing area.
An extreme case in Minkowski spacetime has S as the
intersection of two past light cones. All the null
normals to S point along the generators of these past
cones, and therefore all converge into the future. Such
a surface S (indeed spacelike) looks ‘‘trapped’’ every-
where locally, but fails to count as trapped, not being
compact. Since there is nothing causally extreme about
Minkowski space, it is appropriate not to count such
surfaces as ‘‘trapped.’’ What is the peculiar about a
trapped surface is that both ingoing and outgoing
flashes are initially decreasing in area, over the entire
compact S. (N. B. Hawking and Ellis (1973) adopt a
slightly different terminology; the term ‘‘trapped,’’
used here, refers to their ‘‘closed trapped.’’)

The Null Raychaudhuri Equation

What do we deduce from the existence of a trapped
surface? A glance at Figure 1 gives us some
indication of the trouble. As we trace @Iþ(S) into
the future, we find that its cross-sectional area
continues to decrease, until becoming zero at the
central singularity. This last feature need not reflect
closely what happens in more general cases, with no
spherical symmetry. But the reduction in surface
area is a general property. This is the first point to
appreciate in a theorem (Penrose 1965, 1968,
Hawking and Ellis 1973) which indicates the
profoundly disturbing physical implications of the
existence of a trapped surface in physically realistic
gravitational collapse, according to Einstein’s gen-
eral relativity. The surface-area reduction arises
from a result known as ‘‘Raychaudhuri’s equation,’’
in the case of null rays – where we refer to this as
the ‘‘Sachs’’ equations. We come to this next.

Although many different notations are used to
express the needed quantities, we can here conve-
niently employ the spin-coefficient formalism, as
described elsewhere in this Encyclopedia (see Spi-
nors and Spin Coefficients).

Suppose that we have a congruence (smooth three-
parameter family) of rays (null geodesics) in four-
dimensional spacetime. Let ‘a be a real future-null
vector, tangent to a null geodesic � of the congruence,
and let mb be complex-null, also defined along �,
where its real and imginary parts are unit vectors
spanning a 2-surface element orthogonal to ‘a at each
point of �, so we have

‘a‘
a ¼ 0; ‘ama ¼ 0;

mam
a ¼ 0; �mama ¼ �1;

‘a ¼ �‘a

where it is assumed that each of ‘a, ma is parallel-
propagated along �:

‘ara ‘
b ¼ 0; ‘ara mb ¼ 0

(ra denoting covariant derivative). The spin-coefficient
quantities

� ¼ ma �mbra ‘b and � ¼ mambra ‘b

are of importance. Here, the real part of �measures the
convergence of the congruence and the imaginary part
defines its rotation; � measures its shear, where the
argument of � defines the direction (perpendicular
to �) of the axis of shear, and whose strength is defined
by j�j (see Penrose and Rindler (1986) for a graphic
description of these quantities). Defining propagation
derivative along � by

D ¼ ‘ara

we can write the Sachs equations as

D� ¼ �2 þ ���þ �

D� ¼ 2��þ�

where � =�(1=2)Rab‘
a‘b and � = Cabcd‘

amb‘cmd,
conventions for the Ricci tensor Rab and the Weyl
tensor Cabcd being those of General Relativity:
Overview (and of Penrose and Rindler (1984)). We
note that it is the real Ricci component � which
governs the propagation of the divergence and the
complex Weyl component � which governs the
propagation of shear, though there are some non-
linear terms. The quantity � is normally taken non-
negative, since it measures the energy flux across �
(with, in fact � = 4�GTab‘

a‘b, where Tab is the
energy tensor). The condition that � � 0 at all points
of spacetime and for all null directions ‘a, is called
the ‘‘weak energy condition.’’ (Again there is a minor
discrepancy with Hawking and Ellis (1973) who
adopt a somewhat stronger ‘‘weak energy condition,’’
which is the above but where ‘a is also allowed to be
future-timelike. Unfortunately, with this terminology,
their ‘‘weak energy condition’’ is not strictly weaker
than their ‘‘strong energy condition.’’)

It will now be assumed that � is real:

� ¼ ��

which is always the case for propagation along the
generators of a null hypersurface. The weak energy
condition then has an important implication for us.
We find that if A is an element of 2-surface area
within the plane spanned by the real and imaginary
parts of ma, then (this area element being propa-
gated by D along the lines �)

DA1=2 ¼ ��A1=2
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As a consequence, assuming � � 0,

D2A1=2 ¼ �ð���þ �ÞA1=2 � 0

This tells us that once the divergence (��) becomes
negative, then the area element must reduce to zero
sometime in the future along �, assuming that � is
future-null-complete in the sense that it extends to
indefinitely large values of an affine parameter u
defined along it, where an affine parameter asso-
ciated with the parallel-propagated ‘a satisfies

‘arau ¼ 1

Such a place where the cross-sectional area pinches
down to zero is a singularity of the congruence or null
hypersurface, referred to as a ‘‘caustic.’’ (There are
also terminological confusions arising from different
authors defining the term ‘‘caustic’’ in slightly
different ways. The terminology used here is slightly
discrepant from that of Arnol’d (1992) (Chapter 3).)

From this property, it follows that if we have a
trapped surface S, then every generator of @Iþ(S), if
extended indefinitely into the future, must eventually
encounter a caustic. This, so far, tells us nothing about
actual singularities in the spacetime M; even Minkowski
space contains many null hypersurfaces with multitudes
of caustic points. However, caustics do tell us some-
thing significant about sets like @Iþ(S), which are the
boundaries of future sets, and we come to this shortly.

Causality Properties

First, consider the basic causal relations. If a an b
are two points of M, then if there is a nontrivial
future-timelike curve in M from a to b we say that a
‘‘chronologically’’ precedes b and write

a� b

(so it would be possible for some observer’s world line
to encounter first a and then b). If there is a future-null
curve in M from a to b (trivial or otherwise), we say that
a ‘‘causally’’ precedes b and write

a � b

(so it would be possible for a signal to get from a to
b). We have the following elementary properties (see
Penrose (1972)):

a � a

if a� b then a � b

if a� b and b� c then a� c

if a� b and b � c then a� c

if a � b and b� c then a� c

if a � b and b � c then a � c

We generalize the definition of Iþ(S), above, to an

arbitrary subset Q in M, obtaining the chronological
future Iþ(Q) and past I�(Q) of Q in M by

IþðQÞ ¼ fqjp� q for some p 2 Qg
I�ðQÞ ¼ fqjq� p for some p 2 Qg

The notation {qj some property of q} denotes the set
of q’s with the stated property and the causal future
Jþ(Q) and past J�(Q) of Q in M by

JþðQÞ ¼ fqjp � q for some p 2 Qg
J�ðQÞ ¼ fqjq � p for some p 2 Qg

The I�(Q) are always open sets, but the J�(Q) are not
always closed (though they are for any closed set Q in
Minkowski space). Thus, the sets I�(Q) have a more
uniform character than the J�(Q), and it is simpler to
concentrate, here, on the I�(Q) sets.

The boundary @Iþ(Q) of Iþ(Q) has an elegant
characterization:

@IþðQÞ ¼ fqjIþðqÞ 	 @IþðQÞ; but q =2 IþðQÞg

and the corresponding statement holds for @I�(Q).
Boundaries of futures also have a relatively simple
structure, as is exhibited in the following result (for
which there is also a version with past and future
interchanged):

Lemma Let Q 	 M be closed, and p 2 @Iþ(Q)� Q,
then there exists a null geodesic on @Iþ(Q) with
future endpoint at p and which either extends along
@Iþ(Q) indefinitely into the past, or until it reaches a
point of Q. It can only extend into the future along
@Iþ(Q) if p is not a caustic point of @Iþ(Q).

Beyond a caustic point, the null geodesic would
enter into the interior of Iþ(Q), but this also happens
(more commonly) when crossing another region of
null hypersurface on @Iþ(Q).

We wish to apply this to @Iþ(S), for a trapped
surface S, but we first need a further assumption that S
lies in the interior of the (future) domain of dependence
Dþ(H) of some spacelike hypersurface H. This region is
defined as the totality of points q for which every
timelike curve with future endpoint q can be extended
into the past until it meets H. One can consider domains
of dependence for regions H other than smooth space-
like surfaces, but it is usual to assume, more generally,
that H is a closed achronal set, where ‘‘achronal’’ means
that H contains no pair of points a, b for which a� b.
We find that every point q in the interior intDþ(H) of
Dþ(H) has the further property that all null curves into
the past from q will also eventually meet H if extended
sufficiently. The physical significance of Dþ(H) is that,
for fields with locally Lorentz-invariant and determi-
nistic evolution equations, the (appropriate) initial data
on H will fix the fields throughout Dþ(H) (and also
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throughout the similarly defined past domain of
dependence D�(H)). We find that points in the future
Cauchy horizon Hþ(H), which is the future boundary
of Dþ(H) defined by

HþðHÞ ¼ DþðHÞ � I�ðDþðHÞÞ;

has properties similar to the boundary of a past set, in
accordance with the above lemma, and also for the
past Cauchy horizon H�(H), defined correspondingly.

Singularity Theorems
and Related Questions

Now, applying our lemma to @Iþ(S), for a trapped
surface S 	 intDþ(H), we find that every one of its
points lies on a null-geodesic segment � on @Iþ(S),
with past endpoint on S (for if � did not terminate at S
it would have to reach H, which is impossible).
Assuming future-null completeness and weak energy
(� � 0), we conclude that if extended far enough into
the future, the family of such null geodesics � must
encounter a caustic, and therefore they must leave
@Iþ(S) and enter Iþ(S). We finally conclude that
@Iþ(S) must be a compact topological 3-manifold.
Using basic theorems, we construct an everywhere
timelike vector field in intDþ(H) which provides a
(1–1) continuous map from the compact @Iþ(S) to H,
yielding a contradiction if H is noncompact, thereby
establishing the following (Penrose 1965, 1968):

Theorem The requirement that there be a trapped
surface which, together with its closed future, lies in the
interior of the domain of dependence of a noncompact
spacelike hypersurface, is incompatible with future null
completeness and the weak energy condition.

We notice that this ‘‘singularity theorem’’ gives no
indication of the nature of the failure of future null
completeness in a spatially open spacetime subject to
weak positivity of energy and containing a trapped
surface. The natural assumption is that in an actual
physical situation of such gravitational collapse, the
failure of completeness would arise at places where
curvatures mount to such extreme values that
classical general relativity breaks down, and must be
replaced by the appropriate ‘‘quantum geometry’’ (see
Quantum Geometry and its Applications, etc.).
Hawking (1965) showed how this theorem (in time-
reversed form) could also be applied on a cosmolo-
gical scale to provide a strong argument that the
Big-Bang singularity of the standard cosmologies is
correspondingly stable. He subsequently introduced
techniques from ‘‘Morse theory’’ which could be
applied to timelike rather than just null geodesics
and, using arguments applied to Cauchy horizons,

was able to remove assumptions concerning domains
of dependence (e.g., Hawking (1967)). A later
theorem (Hawking and Penrose 1970) encompassed
most of the earlier ones and had, as one of its
implications, that virtually all spatially closed uni-
verse models, satisfying a reasonable energy condition
and without closed timelike curves, would have to be
singular, in this sense of ‘‘incompleteness,’’ but again
the topological-type arguments used give little indica-
tion of the nature or location of the singularities.

Another issue that is not addressed by these
arguments is whether the singularities arising from
gravitational collapse are inevitably ‘‘hidden,’’ as in
Figure 1, by the presence of a horizon – a conjecture
referred to as ‘‘cosmic censorship’’ (see Penrose
(1969, 1998)). Without this assumption, one cannot
deduce that gravitational collapse, in which a trapped
surface forms, will lead to a black hole, or to the
alternative which would be a ‘‘naked singularity.’’
There are many results in the literature having a
bearing on this issue, but it still remains open.

A related issue is that of strong cosmic censorship
which has to do with the question of whether
singularities might be observable to local observers.
Roughly speaking, a naked singularity would be one
which is ‘‘timelike,’’ whereas the singularities in black
holes might in general be expected to be spacelike
(or future-null), and in the Big Bang, spacelike (or past-
null). There are ways of characterizing these distinctions
purely causally, in terms of past sets or future sets (sets Q
for which Q= I�(Q) or Q= Iþ(Q)); see Penrose (1998).
If (strong) cosmic censorship is valid, so there are no
timelike singularities, the remaining singularities would
be cleanly divided into past-type and future-type. In the
observed universe, there appears to be a vast difference
between the structure of the two, which is intimately
connected with the second law of thermodynamics,
there appearing to be an enormous constraint on
the Weyl curvature (see General Relativity: Overview)
in the initial singularities but not in the final ones.

Despite the likelihood of singularities arising in their
time evolution, it is possible to set up initial data for the
Einstein vacuum equations for a wide variety of
complicated spatial topologies (see Einstein Equations:
Initial Value Formulation). On the observational side,
however, there seems to be little evidence for anything
other than Euclidean spatial topology in our actual
universe (which includes black holes). Speculation on
the nature of spacetime at the tiniest scales, however,
where quantum gravity might be relevant, often
involves non-Euclidean topology, however. It may be
noted that an early theorem of Geroch established that
the constraints of classical Lorentzian geometry do not
permit the spatial topology to change without viola-
tions of causality (closed timelike curves).
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See also: Asymptotic Structure and Conformal Infinity;
Boundaries for Spacetimes; Computational Methods in
General Relativity: The Theory; Cosmology:
Mathematical Aspects; Critical Phenomena in
Gravitational Collapse; Einstein Equations: Exact
Solutions; Einstein Equations: Initial Value Formulation;
General Relativity: Overview; Geometric Analysis and
General Relativity; Lorentzian Geometry; Quantum
Cosmology; Quantum Geometry and its Applications;
Spinors and Spin Coefficients; Stationary Black Holes.

Further Reading

Arno’ld, Beem JK, and Ehrlich PE (1996) Global Lorentzian
Geometry, (2nd edn). New York: Marcel Dekker.

Eddington AS (1924) A comparison of Whitehead’s and Einstein’s

formulas. Nature 113: 192.

Finkelstein D (1958) Past–future asymmetry of the gravitational

field of a point particle. Physical Review 110: 965–967.
Hawking SW (1965) Physical Review Letters 15: 689.

Hawking SW (1967) The occurrence of singularities in cosmology

III. Causality and singularities. Proceedings of the Royal
Society (London) A 300: 187–.

Hawking SW and Ellis GFR (1973) The Large-Scale Structure of
Space-Time: Cambridge: Cambridge University Press.

Hawking SW and Penrose R (1970) The singularities of

gravitational collapse and cosmology. Proceedings of the
Royal Society (London) A 314: 529–548.

Oppenheimer JR and Snyder H (1939) On continued gravitational

contraction. Physical Review 56: 455–459.

Penrose R (1965) Gravitational collapse and space-time singula-
rities. Physics Review Letters 14: 57–59.

Penrose R (1972) Techniques of Differential Topology in
Relativity. CBMS Regional Conference Series in Applied
Mathematics, no.7. Philadelphia: SIAM.

Penrose R and Rindler W (1984) Spinors and Space-Time, Vol. 1:
Two-Spinor Calculus and Relativistic Fields. Cambridge:

Cambridge University Press.
Penrose R and Rindler W (1984) Spinors and Space-Time, Vol. 2:

Spinor and Twistor Methods in Space-Time Geometry. Cam-

bridge: Cambridge University Press.

Penrose R (1968) Structure of space-time. In: DeWitt CM and
Wheeler JA (eds.) Battelle Rencontres, 1967 Lectures in
Mathematics and Physics. New York: Benjamin.

Penrose R (1969) Gravitational collapse: the role of general

relativity. Rivista del Nuovo Cimento Serie I, Numero
Speciale 1: 252–276.

Penrose R (1998) The question of cosmic censorship. In: Wald

RM (ed.) Black Holes and Relativistic Stars, (reprinted in
(1999) Journal of Astrophysics and Astronomy 20, 233–248.)

Chicago, IL: University of Chicago Press.

Special Lagrangian Submanifolds see Calibrated Geometry and Special Lagrangian Submanifolds

Spectral Sequences
P Selick, University of Toronto, Toronto, ON, Canada

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Spectral sequences are a tool for collecting and
distilling the information contained in an infinite
number of long exact sequences. Their most
common use is the calculation of homology by
filtering the object under study and using a spectral
sequence to pass from knowledge of the homology
of the filtration quotients to that of the object itself.
This article will discuss the construction of spectral
sequences and the notion of convergence including
conditions sufficient to guarantee convergence.
Some sample applications of spectral sequences are
given.

A differential on an abelian group G is a self-map
d : G!G such that d2 = 0. A morphism of differ-
ential groups is a map f : G!G0 such that d0f = fd.
The condition d2 = 0 guarantees that Im d 
 Ker d,

so to the differential group (G, d) we can associate
its homology, H(G, d) := Ker d=Im d. Often G has
extra structure and we require d to satisfy some
compatibility condition in order that H(G, d) should
also have this structure. For example, a differential
graded Lie algebra (L, d) requires a differential d
which satisfies the condition d[x, y] = [dx, y]þ
(�1)jxj[x, dy]. While, for simplicity, throughout this
article we will always assume that G is an abelian
group, the concepts are readily extended to the case
where G is an object of some abelian category and
generalizations to nonabelian situations have also
been studied.

An important example of extra structure is the
case where G =

L1
n =�1Gn is a graded abelian

group. The appropriate compatibility condition for
a differential graded group is that d should be
homogeneous of degree �1. That is, d(Gn) 
 Gn�1.
In many contexts it is more natural to use super-
scripts and regard d as having degree þ1; the two
concepts are equivalent via the reindexing conven-
tion Gn := G�n. Another important example is that
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where G forms a graded algebra, meaning that it has
a multiplication Gn �Gk!Gnþk. To form a
differential graded algebra, in addition to having
degree �1, d is required to satisfy the Leibniz rule
d(xy) = d(x)yþ�(1)jxjxd(y) (where jxj denotes the
degree of x) familiar from the differentiation of
differential forms.

In many cases, G itself is not the main object of
interest, but is a relatively large and complicated
object, G = G(X), formed by applying some functor
G to the object X being studied. For example, X
might be some manifold and G could be the set of
all differential forms on X with the exterior
derivative as d. The presumption is that H(G(X))
carries the information we want about X in a much
simpler form than the whole of G(X).

A spectral sequence (Leray 1946) is defined
simply as a sequence ((Er, dr))r = n0, n0þ1,..., of differ-
ential abelian groups such that Erþ1 = H(Er, dr). By
reindexing, we could always arrange that n0 = 1, but
sometimes it is more natural to begin with some
other integer. If all terms (Er, dr) of the spectral
sequence have the appropriate additional structure,
we might refer, for example, to a spectral sequence
of Lie algebras. If there exists N such that Er = EN

for all r � N (equivalently dr= 0 for all r�N), the
spectral sequence is said to ‘‘collapse’’ at EN.

The definition of spectral sequence is so broad
that we can say almost nothing of interest about
them without putting on some additional condi-
tions. We will begin by considering the most
common type of spectral sequence, historically the
one that formed the motivating example: the
spectral sequence of a filtered chain complex.

Filtered Objects

To study a complicated object X, it often helps to
filter X and study it one filtration at a time. A
filtration FX of a group X is a nested collection of
subgroups

FX :¼ . . . FnX � Fnþ1X � � � � � X �1<n<1

A morphism f :FX!FY of filtered groups is a
homomorphism f : X!Y such that f (Fn(X)) � Fn(Y).
The groups FnX=Fn�1X are called the ‘‘filtration
quotients’’ and their direct sum Gr(FX) :=

L
n FnX=

Fn�1X is called the associated graded group of the
filtered group FX. In cases where X has additional
structure, we might define special types of filtra-
tions satisfying some compatibility conditions so
that Gr(FX) inherits the additional structure. For
example, an algebra filtration of an algebra X is
defined as one for which (FnX)(FkX) � Fnþ kX.

Since our plan is to study X by computing
Gr(FX), the first question we need to consider is
what conditions we need to place on our filtration
so that Gr(FX) retains enough information to
recover X. Our experience from the ‘‘5-lemma’’
suggests that the appropriate way to phrase the
requirement is to ask for conditions on the filtra-
tions which are sufficient to conclude that f : X!Y
is an isomorphism whenever f :FX!FY is a
morphism of filtered groups for which the induced
Gr(f ) : Gr(X)!Gr(Y) is an isomorphism.

It is clear that GrFX can tell us nothing about
X� ([Xn) so we require that X =[Xn. Similarly
we need that \Xn = 0. However, the latter condition
is insufficient as can be seen from the following
example.

Example 1 Let X :=
L1

k = 1Z and Y :=
Q1

k = 1 Z. Set

FnX :¼ X if n � 0L1
k¼�n Z if n < 0

�
FnY :¼ Y if n � 0Q1

k¼�n Z if n < 0

�
and let f : X!Y be the inclusion. Then Gr(f ) is an
isomorphism but f is not.

To phrase the appropriate condition we need the
concept of algebraic limits. Given a sequence of
objects {Xn}n2Z and morphisms fn : Xn!Xnþ1 in
some category, the ‘‘direct limit’’ or ‘‘colimit’’ of the
sequence, written lim�!n

FnX, is an object X together
with morphisms gn : Xn!X satisfying gnþ1 � fn = gn,
having the universal property that given any object
X0 together with maps g 0n : Xn!X0 satisfying g 0nþ1 �
fn = g 0n, there exists a unique morphism h : X!X0

such that g 0n = h � gn for all n. By the usual
categorical argument the object X, if it exists, is
unique up to isomorphism. The dual concept,
‘‘inverse limit’’ or simply ‘‘limit’’ of the sequence,
written lim �n

FnX, is obtained by reversing the
directions of the morphisms. For intuition, we note
that these notions share, with the notion of limits of
sequences in calculus, the properties that changing
the terms Xn only for n<N does not affect
lim�!n

FnX, and if the sequence stabilizes at N (i.e.,
the morphisms fn are isomorphisms for all n � N),
then lim�!n

FnX ffi XN. Similarly lim �n
FnX depends

only upon behavior of the sequence as n!�1.
Limits over partially ordered sets other than Z can
also be taken but we shall not need them in this
article. Although limits need not exist in general, in
the category of abelian groups, both the direct and
inverse limit exist for any sequence and are given
explicitly by the following constructions. lim�!n
FnX=

L
Xn=	 where, letting ik :Xk!

L
Xn be the
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canonical inclusion, the equivalence relation is gener-
ated by in(x)	 inþ1f (x) for x2Xn. lim �n

FnX=
{(xn)2�Xn j fn(xn)=xnþ1 8n}.

The condition needed is that our filtrations should
be bicomplete, defined as follows. FX is called
‘‘cocomplete’’ if the canonical map X! lim�!n

FnX
is an isomorphism and FX is called ‘‘complete’’ if
X! lim �n

X=FnX is an isomorphism. FX is called
bicomplete if it is both complete and cocomplete.
Note that FX cocomplete is equivalent to [FnX = X
but FX complete is stronger than \FnX = 0.

Theorem 1 (Comparison theorem). Let FX be
bicomplete and let FY be cocomplete with
\FnY = 0. Suppose that f :FX!FY is a morphism
such that Gr(f ) : Gr(X)!Gr(Y) is an isomorphism.
Then f : X!Y is an isomorphism.

Filtered Chain Complexes

A chain complex (C, d) of abelian groups consists of
abelian groups Cn for n 2 Z together with homo-
morphisms dn : Cn!Cn�1 such that dn � dnþ1 = 0 for
all n. To the chain complex (C, d) we can associate
the differential (abelian) group (C
, d) :=

L1
n =�1 Cn

with djCn
induced by dn. We often write simply C if

the differential is understood. The dual notion in
which d has degree þ1 is called a cochain complex
and the concepts are equivalent through our
convention Cn := C�n.

Theorem 2 (Homology commutes with direct
limits). H(lim�!n

Cn) = lim�!n
H(Cn).

As we shall see later, failure of homology to
commute with inverse limits is a source of great
complication in working with spectral sequences.

Let FC be a filtered chain complex. In many
applications, our goal is to compute H
(C) from a
knowledge of H
(FnC=Fn�1C) for all n. The overall
plan, which is not guaranteed to be successful in
general, would be:

1. use the given filtration on C to define a filtration
on H
(C),

2. use our knowledge of H
(Gr C) to compute
Gr H
(C),

3. reconstruct H
(C) from Gr H
(C).

To begin, set Fn(H
C) := Im(sn)
, where sn :
Fn(C)!C is the inclusion (chain) map from the
filtration. The spectral sequence which we will
define for this situation can be regarded as a method
of keeping track of the information contained in
the infinite collection of long exact homology
sequences coming from the short exact sequences
0! Fn�1C! FnC! FnC=Fn�1C! 0. When working

with a long exact sequence, knowledge of two of
every three terms gives a handle on computing the
remaining terms but does not, in general, completely
determine those terms, which explains intuitively
why we have some reason to hope that a spectral
sequence might be useful and also why it is not
guaranteed to solve our problem.

Before proceeding with our motivating example,
we digress to discuss spectral sequences formed from
exact couples.

Exact Couples

In this section, we will define exact couples, show
how to associate a spectral sequence to an exact
couple, and discuss some properties of spectral
sequences coming from exact couples. As we shall
see, a filtered chain complex gives rise to an exact
couple and we will examine this spectral sequence in
greater detail.

Exact couples were invented by Massey and many
books use them as a convenient method of con-
structing spectral sequences. Other books bypass
discussion of exact couples and define the spectral
sequence coming from a filtered chain complex
directly.

Definition 1 An ‘‘exact couple’’ consists of a
triangle

D�!i D#

k

E
# j

containing abelian groups D, E, and together with
homomorphisms i, j, k such that the diagram is
exact at each vertex.

In the following, to avoid conflicting notation
considering the many superscripts and subscripts
which will be needed, we use the convention that an
n-fold composition will be written f �n rather than
the usual f n.

Given an exact couple, set d := jk : E! E. By
exactness, kj = 0, so d�2 = jkjk = 0 and therefore
(E, d) forms a differential group. To the exact
couple we can associate another exact couple, called
its derived couple, as follows. Set D0:= Im i � D and
E0:= H(E, d). Define i0 := ijD and let j0: D0 !E0 be
given by j0(iy) := j(y), where x denotes the equiva-
lence class of x. The map k0 : E0 !D0 is defined by
k0(�z) := kz. One checks that the maps j0 and k0 are
well defined and that (D0, E0, i0, j0, k0) forms an exact
couple. Therefore, from our original exact couple,
we can inductively form a sequence of exact couples
(Dr,Er, ir, jr,kr)1r=1 with D1:=D,E1:=E,Dr:= (Dr�1)0
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and Er:= (Er�1)0. This gives a spectral sequence
(Er, dr)1r = 1 with dr = jrkr.

To the filtered chain complex FC, we can
associate an exact couple as follows. Set D :=

L
p, q

Dp, q where Dp, q = Hpþq(FpC) and E :=
L

p, q Ep, q

where Ep, q = Hpþq(FpC=Fp�1C). The long exact
homology sequences coming from the sequences
0! Fp�1C�!a FpC�!b FpC=Fp�1C! 0 give rise, for
each p and q, to maps a
 : Dp�1, qþ1 ! Dp, q, b
 :
Dp, q ! Ep, q, and @ : Ep, q ! Dp�1, q. Define i : D! D
to be the map whose restriction to Dp�1, qþ1 is the
composition of a
 with the canonical inclusion
Dp, q ! D. Similarly, define j : D! E and k : E! D
to be the maps whose restrictions to each
summand are the compositions of b
 and @ with
the inclusions. The indexing scheme for the bigrada-
tions is motivated by the fact that in many
applications it causes all of the nonzero terms to
appear in the first quadrant, so it is the most
common choice, although one sometimes sees other
conventions.

There is actually a second exact couple we could
associate to FC, which yields the same spectral
sequence: use the same E as above but replace D byL

Dp, q with Dp, q = Hpþqþ1(C=FpC), and define i, j,
and k in a manner similar to that above.

When dealing with cohomology rather than
homology, the usual starting point would be a
system of inclusions of cochain complexes � � � Fnþ1C
� FnC � Fn�1 � � � � � C. This can be reduced to the
previous case by replacing the cochain complex C by
a chain complex C
 using the convention Cp := C�p

and filtering the result by FnC
 := F�nC. The usual
practice, equivalent to the above followed by a
rotation of 180�, is to leave the original indices and
instead reverse the arrows in the exact couple. In
this case, it is customary to write Dp, q

r and Ep, q
r for

the terms in the exact couple and spectral sequence.
In applications, it is often the case that E1 is

known and that our goal includes computing D1.
The example of the filtered chain complex with the
assumption that we know H
(FpC=Fp�1C) for all p
is fairly typical.

Since each Dr is contained in Dr�1 and each Er is
a subquotient of Er�1, the terms of these exact
couples get smaller as we progress. To get properties
of the spectral sequence, we need to examine this
process and, in particular, analyze that which
remains in the spectral sequence as we let r go to
infinity.

For x 2 E, if dx = 0 then �x belongs to E2 and so
d2(�x) is defined. In the following, we shall usually
simplify the notation by writing simply x in place of
�x and writing drx = 0 to mean ‘‘drx is defined and
equals 0.’’

If dx = 0, . . . , dr�1x = 0, then x represents an
element of Er and drx is defined. Set Zr := {x 2
E j dmx = 0 8m � r}. Then Erþ1 ffi Zr=	 where x 	 y
if there exists z 2 E such that for some t � r we
have dmz = 0 for m < t (thus dtz is defined) and
dtz = x � y. With this as motivation, we set Z1 :=
\rZ

r = {x 2 E j dmx = 0 8m} (known as the ‘‘infinite
cycles’’) and define E1 := Z1=	 where x 	 y if
there exists z 2 E such that for some t we have
dmz = 0 for m < t and dtz = x � y.

Notice that Drþ1 = Imi�r ffi D=Ker i�r. There is no
analog of this statement for r =1. Instead we have
separate concepts so we set D1 := D= [r Ker i�r

and 1D := \r Imi�r. The analog of the rth-derived
exact couple when r =1 is the following exact
sequence.

Theorem 3 There are maps induced by i, j, and k
producing an exact sequence

0! D1�!i
1

D1�!j
1

E1�!
1k 1D�!

1i 1D

The fact that we were able to add the 0 term to
the left of this sequence but not the right can be
traced to the fact that lim�! preserves exactness but
lim � does not.

In our motivating example, the terms of the initial
exact couple came with a bigrading D =

L
Dp, q and

E =
L

Ep, q and writing jf j for the bidegree of a
morphism f we had: jij= (1, �1); jjj= (0, 0); jkj=
(�1, 0); d = (�1, 0). It follows that jirj= (1,�1); jjrj=
(�rþ 1, r� 1); jkrj= (�1, 0); jdrj= (�r, r� 1) which
is considered the standard bigrading for a bigraded
exact couple. Similarly, the standard bigrading for a
bigraded spectral sequence is one such that
jdrj= (�r, r� 1).

We observed earlier that terms of an exact couple
and its corresponding spectral sequence get smaller
as r!1 as each is a subquotient of its predecessor.
Note that the bigrading is such that this applies to
each pair of coordinates individually (e.g., Erþ1

p, q is
a subquotient of Er

p, q) and so in particular if the
p, q-position ever becomes 0 that position remains 0
forevermore.

Convergence of Graded Spectral
Sequences

As noted earlier, the definition of spectral sequence
is so broad that we need to put some conditions on
our spectral sequences to make them useful as a
computational tool. From now on, we will restrict
attention to spectral sequences arising from exact
couples in which D =

L
Dp and E =

L
Ep are

graded with ijDp
�Dpþ1, jjDp

�Ep, and kjEp
�Dp�1.

All the spectral sequences which have been studied
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to date satisfy this condition and in fact most also
have a second gradation as in the case of our
motivating example. To see how to proceed, we
examine that case more closely.

For a filtered chain complex FC with structure
maps sp : FpC! C we defined Fp(H
(C)) = Im sp
. If
x = i�(r�1)y belongs to

Dr
p; q = Im i�ðr�1Þ : HpþqðFp�rþ1CÞ ! HpþqðFpCÞ

then (sp)
x = (sp)
i
�(r�1)y = (spþ1)
i

�ry = (spþ1)
ix.
Therefore, we have a commutative diagram

Dr
p;q �! FpðHpþqðCÞÞ

#i #
Drþ1

pþ1;q�1 �! Fpþ1ðHpþqðCÞÞ

yielding a map

Drþ1
pþ1; q�1=D

r
p; q ! Fpþ1 HpþqðCÞ

� �
=Fp HpþqðCÞ
� �

= Grpþ1ðHpþqÞC

Letting r go to infinity, we get an induced map
� : D1=i1(D1)!Gr(H(C)).

Theorem 4 If FH(C) is cocomplete then

(i) D1= Fn(H(C));
(ii) � : D1=i1(D1)!Gr(H(C)) is an isomorphism;
(iii) There is an exact sequence 0!Gr(H(C))

j1

�! E1
1k�!1

D
1i�!1

D:

We say that the spectral sequence (Er) ‘‘abuts’’ to
FL if there is an isomorphism GrL! E1. Here we
mean an isomorphism of graded abelian groups,
which makes sense since under our assumptions Er

inherits a grading from E1 for each r. If in addition
the filtration on L is cocomplete, we say that (Er)
‘‘weakly converges’’ to FL and if it is bicomplete we
say that (Er) ‘‘converges’’ (or strongly converges) to
FL. The notation (Er)) FL (or simply (Er)) L
when the filtration on L is either understood or
unimportant) is often used in connection with
convergence but there is no universal agreement as
to which of the three concepts (abuts, weakly
converges, or converges) it refers to! In this article,
we will also use the expression (Er) ‘‘quasicon-
verges’’ to FL to mean that the spectral sequence
weakly converges to FL with \nFnL = 0. (Note: the
terminology quasiconverges is nonstandard although
the concept has appeared in the literature, some-
times under the name converges.)

While it would be overstating things to claim that
convergence of the spectral sequence shows that E1

determines H(C), it is clear that convergence is what
we need in order to expect that E1 contains enough
information to possibly reconstruct H(C). The sense

in which this is true is stated more precisely in the
following theorem.

Theorem 5 (Spectral sequence comparison
theorem). Let f = (f r) : (Er)! ~Er be a morphism
of spectral sequences.

(i) If f : EN ! ~EN is an isomorphism for some N,
then f r is an isomorphism for all r � N (includ-
ing r =1).

(ii) Suppose in addition that (Er) converges to FX

and (~Er) quasiconverges to F ~X. Let � :FX ! F ~X

be a morphism of filtered abelian groups which
is compatible with f. (i.e., there exist isomorph-
isms � : Gr X ffi E1 and �̃ : Gr ~X ffi ~E1 such that
f1 � �= �̃ �Gr(f )). Then f : X! ~X is an
isomorphism.

Within the constraints provided by Theorem 5, a
spectral sequence might have many limits. A typical
calculation of some group Y by means of spectral
sequences might proceed as an application of
Theorem 5 along the lines of the following plan.

1. Subgroups FnY forming a filtration of Y are
defined, although usually not computable at this
point. The subgroups are chosen in a manner that
seems natural bearing in mind that to be useful it
will be necessary to show convergence properties.

2. Directly or by means of an exact couple, a
spectral sequence is defined in a manner that
seems to be related to the filtration.

3. Some early term of the spectral sequence (usually
E1 or E2) is calculated explicitly and the
differentials dr are calculated successively result-
ing in a computation of E1.

4. With the aid of the knowledge of E1, a
conjecture Y = G is formulated for some G.

5. A suitable filtration on G and a map of filtrations
FG ! FY or FY ! FG are defined.

6. The spectral sequence arising from FG is demon-
strated to converge to G.

7. The original spectral sequence is demonstrated to
converge to Y and Theorem 5 is applied.

The hardest steps are usually (3) and (7). For step
(3), in most cases the calculations require knowledge
which cannot be obtained from the spectral sequence
itself, although the spectral sequence machinery plays
its role in distilling the information and pointing the
way to exactly what needs to be calculated. Steps
(4)–(6) are frequently very easy, and often not stated
explicitly, with ‘‘by construction of G’’ being the
most common justification of (6). We now discuss
the types of considerations involved in step (7).

Convergence of a spectral sequence to a desired L
can be difficult to verify in general partly because
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the conditions are stated in terms of some filtration
(usually understood only in a theoretical sense) on
an initially unknown L rather than in terms of
properties of the spectral sequence itself or an exact
couple from which it arose. Theorems 2 and 4(ii)
give us the following extremely important special
case in which we can conclude convergence to H(C)
of the spectral sequence for FC based on conditions
that are often easily checked.

Theorem 6 If FC is a filtered chain complex such
that FC is cocomplete and there exists M such that
H(FnC) = 0 for n < M, then the spectral sequence
for FC converges to H(C).

Although the second hypothesis, which implies
that 1D = 0, is very strong it handles the large
numbers of commonly used filtrations which are 0
in negative degrees.

Under the conditions of Theorem 6, inserting the
bigradings into Theorem 4 gives a short exact
sequence 0! D1p�1, qþ1 ! D1p, q ! E1p, q ! 0 with
D1p, q ffi Fp(Hpþq(X)); equivalently

Fk HnðCÞð Þ=Fk�1 HnðCÞð Þ ffi E1k; n�k

Thus, the only E1-terms relevant to the computa-
tion to Hn(C) are those on the diagonal pþ q = n. In
the important case of a first quadrant spectral
sequence (Er

p, q = 0 if p < 0 or q < 0), the number
of nonzero terms on any diagonal is finite so the
E1-terms on the diagonal pþ q = n give a finite
composition series for each Hn(C).

Here is an elementary example of an application
of a spectral sequence.

Example 2 Let S
( ) denote the singular chain
complex, let H
( ) := H
(S
( )) denote singular
homology, and let Hcell


 ( ) denote cellular homology.
Let X be a CW-complex with n-skeleton X(n). The
inclusions S
(X

(n))! S
(X) yield a filtration on
S
(X). In the associated spectral sequence,

E1
p;q ¼Hpþq XðpÞ=Xðp�1Þ

� �
ffi

free abelian group on the p-cells of X if q¼ 0

0 if q 6¼ 0

�

The differential

d1
p; 0 : Hp XðpÞ=Xðp�1Þ

� �
! Hp�1 Xðp�1Þ=Xðp�2Þ

� �
is the definition of the differential in cellular
homology. Therefore,

E2
p;q¼

HcellðXÞ if q ¼ 0
0 if q 6¼ 0

�

Looking at the bidegrees, the domain or range of d2
p, q

is zero for each p and q so d2 = 0, and similarly
dr = 0 for all r > 2. Therefore, the spectral sequence
collapses with E2 = E1. The spectral sequence con-
verges to H
(X) so the terms on the diagonal
pþ q = n form a composition series for Hn(X).
Since the (n, 0) term is the only nonzero term on
this diagonal, Hn(X) ffi Hcell

n (X). That is, ‘‘cellular
homology equals singular homology.’’

Returning to the general situation, set L1 :=
lim�!n

Dn and L�1:= lim �n
Dn. Filter L1 by FnL1 :=

Im(Dn ! L1) and filter L�1 by FnL�1 := Ker
(L�1 ! Dn). It follows from the definitions that
FnL1= D1n and so D1n =i

1(D1n�1) = GrnL1. At the
other end, the canonical map L�1 ! Dn lifts to 1Dn

yielding an injection L�1=FnL�1 ! 1Dn. Therefore,
for each n there is an injection GrnL�1 ! Kn where
Kn = Ker(1Dn�1 ! 1Dn). In general, the map
L�1 ! 1Dn need not be surjective (an element
could be in the image of i�r for each finite r without
being part of a consistent infinite sequence), although
it is surjective in the special case when 1Ds ! 1Dsþ1

is surjective for each s. In the latter case we get
Gr L�1 ffi K. As we will see in the next section, the
exact sequence of Theorem 3 extends to the right
(Theorem 8) giving lim �

1

r
Zr = 0 as a sufficient condition

that 1Ds ! 1Dsþ1 be surjective for each s, where lim �
1

is described in that section and (Zr) refers to the system
of inclusions � � � � Zrþ1 � Zr � Zr�1 � � � � . Thus,
lim �

1

r
Zr = 0 is a sufficient condition for Gr L�1 ffi K.

Taking into account the short exact sequence
0! D1=i1(D1)! E1 ! K! 0 coming from
Theorem 3, the preceding discussion yields two
obvious candidates for a suitable FL: FL1 or FL�1 .
In theory there are other possibilities, but in
practice one of these two cases usually occurs. We
examine them individually and see what additional
conditions are required for convergence.

Case I: Conditions for convergence to FL1 It is
easily checked from the definitions that lim�!n

D1n =
lim�!n

Dn so FL1 is always cocomplete. Therefore,

besides Gr L1 ffi E1 (equivalently, K = 0), it is
required to verify that FL1 is complete. As we will
see in the next section, the completeness condition can
be restated as \Dn = 0 and lim �

1

n
Dn = 0. According to

the preceding discussion, under the assumption that
L�1= \Dn = 0, which we need anyway as part of the
requirement that FL1 be complete, lim �

1

r
ZrX = 0 is

sufficient to show K = 0.

Case II: Conditions for convergence to FL�1 Any
inverse limit is complete in its canonical filtration, so
FL�1 is always complete and the issues are whether
GrL�1 ffi E1 and whether FL�1 is cocomplete.
FL�1 is cocomplete if and only if every element of
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L�1 lies in Ker(L�1 ! Dn) for some n, for which a
sufficient condition is that L1= 0 or equivalently
E1 ffi K. Therefore, if the reason for the isomorph-
ism Gr L�1 ffi E1 is that the maps E1�� K and
Gr L�1 � K are isomorphisms, then the rest of the
convergence conditions are automatic. In particular,
to deduce convergence to FL�1 it suffices to know
that L1= 0 and lim �

1

r
Zr = 0.

Derived Functors

The left and right derived functors LnT, RnT of a
functor T provide a measure of the amount by which
the functor deviates from preserving exactness.

The category Inv of inverse systems indexed over Z
(i.e., the category whose objects are diagrams
of abelian groups � � � ! An�1 ! An ! Anþ1 ! � � �)
forms an abelian category in which a sequence of
morphisms A0 ! A! A00 is exact if and only if the
sequence An

0 ! An ! An
00 of abelian groups is exact

for each n. The functor of interest to us is lim � : Inv!
AB where AB denotes the category of abelian groups.

Let T : A¼ ! B¼ be an additive functor between
abelian categories. Suppose that X in Obj A¼ has an
injective resolution IX. The definition of additive
functor implies that T takes zero morphisms to zero
morphisms, so TIX forms a cochain complex in B¼ .
The right derived functors of T are defined by
(RnT)(X) := Hn(TIX). The result is independent of
the choice of injective resolution (assuming one
exists) and satisfies:

1. If T is ‘‘left exact’’ (meaning that T preserves
monomorphisms), then R0T(X) = T(X);

2. If T preserves exactness, then (RnT)(X) = 0 for
n > 0.

Theorem 7 Let 0! X0 ! X! X00 ! 0 be a short
exact sequence in A¼. Suppose T is left exact and that
all the objects have injective resolutions. Then there
is a (long) exact sequence

0! TðX0Þ ! TðXÞ ! TðX00Þ ! ðR1TÞðX0Þ ! � � �

! ðRn�1TÞðX00Þ ! ðRnTÞðX0Þ ! ðRnTÞðXÞ !

ðRnTÞðX00Þ ! � � �

Similarly, the left derived functors of T are defined
by using projective resolutions and have similar
properties with respect to the obvious duality.

The functor lim �n
is left exact and in the category

Inv every object has an injective resolution. There-

fore lim �
q

n
is defined and lim �

0

n
Xn = lim �n

Xn, where

lim �
q

n
denotes the derived functor Rq(lim �n

). It turns

out that lim �
q

n
is 0 for q > 1, but we are particularly

interested in lim �
1

n
.

Let (Xn) be an inverse system with structure maps
in�1 : Xn�1 ! Xn. An explicit construction for lim �

1

n
Xn is as follows. Define � :

Q
n Xn !

Q
n Xn by

letting �(xn) be the sequence whose nth component
is (xn � in�1xn�1). Then lim �

1

n
Xn ffi Coker�. Observe

that Ker� ffi lim �n
Xn according to the explicit for-

mula for lim �n
Xn given earlier.

Recall that we defined 1D = \r Im i�r ffi lim �r
Dr.

The exact sequence of Theorem 3 can be extended
to give:

Theorem 8 There is an exact sequence

0! D1�!i D1 �!j E1 �!k 1D�!i 1D

�!j lim
 �

1

r
Zr�!k lim

 �
1

r
Dr�!i lim

 �
1

r
Dr ! 0

It is clear from the explicit construction that if the
system (Xn) stabilizes with Xn = G for all sufficiently
small n, then lim �n

X = G and lim �
1

n
X = 0. If the

spectral sequence collapses at any stage then the
system (Zr) stabilizes at that point, and so for a
spectral sequence which collapses, the condition
lim �

1

r
Zr = 0, which arose in the discussion of

convergence in the previous section, is automatic.
Let FX be a filtered abelian group. Applying

Theorem 7 to the short exact sequence 0! FnX!
X! X=FnX! 0 of inverse systems gives an exact
sequence

0! lim
 � n

FnX! lim
 � n

X! lim
 � n

X=Fn

! lim
 �

1

n
FnX! lim

 �
1

n
X

Since lim �n
X = X and lim �

1

n
X = 0, we get

Theorem 9 FX is complete if and only if
lim �n

FnX = 0 and lim �
1

n
FnX = 0.

When working with lim �
1

n
the following sufficient

condition for its vanishing, known as the Mittag–
Leffler condition, is often useful.

Theorem 10 Suppose A is an inverse system in
which for each n there exists k(n) � n such that
Im(Ai ! An) equals Im(Ak(n) ! An) for all i � k(n).
Then lim �

1

n
A = 0.

Of course, this will not be (directly) useful in
establishing lim �

1

n
FnX = 0 since the structure maps in

that system are all monomorphisms.

Some Examples of Standard Spectral
Sequences and Their Use

To this point we have considered the general theory
of spectral sequences. The properties of the spectral
sequences arising in many specific situations have
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been well studied. Usually the spectral sequence
would be defined either directly, through an exact
couple, or by giving some filtration on a chain
complex. This defines the E1-term. Typically, a
theorem would then be proved giving some formula
for the resulting E2-term. In many cases, conditions
under which the spectral sequence converges may
also be well known.

In this section, we shall take a brief look at the
Serre spectral sequence, Atiyah–Hirzebruch spectral
sequence, spectral sequence of a double complex,
Grothendieck spectral sequence, change of ring
spectral sequence, and Eilenberg–Moore spectral
sequence, and carry out a few sample calculations.

Serre Spectral Sequence

Let F! X�!� B be a fiber bundle (or more generally
a fibration) in which the base B is a CW-complex.
Define a filtration on the total space by
FnX := ��1B(n). This yields a filtration on H
(X) by
setting FnH
(X) := Im(H
(FnX)! H
(X)). The spec-
tral sequence coming from the exact couple in which
D1

p, q := Hpþq(FpX) and E1
p, q := Hpþq(FpX, Fp�1X) is

called the ‘‘Serre spectral sequence’’ of the fibration.
Theorems from topology guarantee that this filtra-
tion is cocomplete and that E1

p, q = 0 if either p < 0
or q < 0. Therefore, the Serre spectral sequence is
always a first quadrant spectral sequence converging
to H
(X).

Theorem 11 (Serre). In the Serre spectral sequence
of the fibration F ! E! B there is an isomorphism
E2

p, q ffi Hp(B; tHq(F)).

Here tH
(F) denotes a ‘‘twisted’’ or ‘‘local’’
coefficient system in which the differential is
modified to take into account the action, coming
from the fibration, of the fundamental groupoid of
the base B on the fiber F. In the special case where B
is simply connected and Tor(H
(B), H
(F)) = 0, the
‘‘universal coefficient theorem’’ says that the
E2-term reduces to E2

p, q ffi Hp(B)�Hq(F).
The Serre spectral sequence for cohomology,

Ep, q
2 ffi Hp(B; tHq(F))) Hpþq(X), has the advantage

that it is a spectral sequence of algebras which
greatly simplifies calculation of the differentials dr

which are restricted by the requirement that they
satisfy the Leibniz rule with respect to the cup
product on H
(B) and H
(F), and which also allows
the computation of the cup product on H
(X). Since
it is a first quadrant spectral sequence, convergence
is not an issue.

Frequently in applications of the Serre spectral
sequence, instead of using the spectral sequence to
calculate H
(X) from knowledge of H
(F) and H
(B)

it is instead H
(X) and one of the other two
homologies which is known, and one is working
backwards from the spectral sequence to find the
homology of the third space.

Example 3 The universal S1-bundle is the bundle
S1 ! S1 ! CP1 where S1 is contractible. We will
calculate H
(CP1) from the Serre spectral sequence
of this bundle, taking H
(S1) and H
(S1) as known.
We also take as known that CP1 is path connected,
so H0(CP1) ffi Z.

Ep;q
2 ffi HpðCP1Þ �HqðS1Þ

ffi HpðCP1Þ if q ¼ 0 or 1

0 otherwise

�
E1-terms on the diagonal pþ q = n form a compo-
sition series for Hn(S1) which is zero for n 6¼ 0.
Therefore Ep, q

1 = 0 unless p = 0 and q = 0, with
E0, 0
1 ffi Z. Because all nonzero terms lie in the first

quadrant, the bidegrees of the differentials show
that dr(E

1,0
2 ) = 0 for all r � 2, so 0 = E1,0

1 =
E1,0

2 = H1(CP1). Since E1,q
2 ffi E1,0

2 � E0,q
2 , it follows

that E1,q
2 = 0 for all q. Taking into the account the

known zero terms, the bidegrees of the differentials
show that E0,1

3 ffi Ker(d2 : E0,1
2 !E2,0

2 ) and E0,1
1 =

E0,1
3 . Similarly, E2,0

1 = E2,0
3 ffi Coker(d2 : E0,1

2 !E2,0
2 ).

Therefore, the vanishing of these E1-terms shows
that d2 : E0,1

2 ffiE2,0
2 and in particular H2(CP1) ffi

E0,1
2 = H1(S1) ffi Z. It follows that E2,q

2 ffi Z� E0,q
2 ffi

E0, q
2 for all q. With the aid of the fact that we

showed E1,1
2 = 0, we can repeat the argument used to

show E1,q
2 = 0 for all q to conclude that E3,q

2 = 0 for
all q. Repeating the procedure, we inductively find
that Ep,q

2 ffi Ep�2,q
2 for all p > 0 and all q and in

particular

HnðCP1Þ ffi Z if n is even
0 if n is odd

�
The cup products in H
(CP1) can also be

determined by taking advantage of the fact that the
spectral sequence is a spectral sequence of algebras.

Let a 2 E2,0
2 ffi Z be a generator and set x := d2a. By

the preceding calculation, d2 is an isomorphism so x
is a generator of H2(CP1). Therefore, x� a is a
generator of E2, 2

2 and the isomorphism d2 gives
that d2(x� a) is a generator of H4(CP1). However,
d2(x� a) = d2(x� 1)(1� a) = 0� 1 þ (�1)2(x� 1)d2

a = x2 � 1 and thus, x2 is a generator of H4(CP1).
Inductively, it follows that xn is a generator of
H2n(CP1) for all n and so H
(CP1) ffi Z[x].

When working backwards from the Serre or
other first quadrant spectral sequences in which
E2

p, q ffi E2
p, 0 � E2

0, q the following analog of the
comparison theorem (Theorem 5) is often useful.
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Theorem 12 (Zeeman comparison theorem). Let
E and E0 be first quadrant spectral sequences such
that E2

p, q = E2
p, 0 � E2

0, q and E0
2

p, q = E0
2

p, 0 � E0
2

0, q. Let
f : E! E0 be a homomorphism of spectral sequences
such that f 2

p, q = f 2
p, 0 � f 2

0, q. Suppose that f1p, q : E1p, q !
E0
1

p, q is an isomorphism for all p and q. Then the

following are equivalent:

(i) f 2
p,0 :E2

p,0!E0
2

p,0 is an isomorphism for p� n�1;

(ii) f 2
0, q : E2

0, q ! E0
2

0, q is an isomorphism for q � n.

There is a version of the Serre spectral sequence
for generalized homology theories coming from
the exact couple obtained by applying the
generalized homology theory to the Serre filtra-
tion of X.

Theorem 13 (Serre spectral sequence for generalized
homology). Let F! X! B be a fibration and let
Y be an (unreduced) homology theory satisfying the
Milnor wedge axiom. Then there is a (right half-
plane) spectral sequence with E2

p, q ffi Hp(B; tYq(F))
converging to Ypþq(X).

Cocompleteness of the filtration follows from the
properties of generalized homology theories satisfy-
ing the wedge axiom (Milnor 1962), and the rest of
the convergence conditions are trivial since the
filtration is 0 in negative degrees. Here, unlike
the Serre spectral sequence for ordinary homology,
the existence of terms in the fourth quadrant opens the
possibility for composition series of infinite length,
although in the case where B is a finite-dimensional
complex all the nonzero terms of the spectral
sequence will live in the strip between p = 0 and
p = dim B and so the filtrations will be finite.

The special case of the fibration 
 ! X! X
yields what is known as the ‘‘Atiyah–Hirzebruch
spectral sequence’’.

Theorem 14 (Atiyah–Hirzebruch spectral sequence).
Let X be a CW-complex and let Y be an (unreduced)
homology theory satisfying the Milnor wedge
axiom. Then there is a (right half-plane) spectral
sequence with E2

p, q ffi Hp(X; Yq(
)) converging to
Ypþq(X).

In the cohomology Serre spectral sequence for
generalized cohomology (including the cohomology
Atiyah–Hirzebruch spectral sequence), convergence
of the spectral sequence to Y
(X) is not guaranteed.
Convergence to lim �n

Y
(FnX), should that occur,
would be of the type discussed in case II in the
section ‘‘Con vergence of g raded spect ral sequenc es’’.
Since Xn = ; for n < 0, the system defining L1
stabilizes to 0. Therefore, L1= 0 and, by the
discussion in that section, lim �

1

r
ZrX = 0 becomes a

sufficient condition for convergence to lim �n
Y
(FnX).

However since the real object of study is usually
Y
(X), the spectral sequence is most useful when one
is also able to show lim �

1

n
Y
(FnX) = 0 in which case

the Milnor exact sequence (Milnor 1962)

0! lim �
1

n
Y
ðFnXÞ ! Y
ðXÞ

! lim �n
Y
ðFnXÞ ! 0

gives Y
(X) ffi lim �n
Y
(FnX).

If Y
( ) has cup products then the spectral
sequence has the extra structure of a spectral
sequence of Y
(
)-algebras. In the case where B is
finite dimensional, all convergence problems disap-
pear since the spectral sequence lives in a strip and
the filtrations are finite.

Example 4 Let K
( ) be complex K-theory. Since
K
(
) ffi Z[z, z�1] with jzj= 2, in the Atiyah–
Hirzebruch spectral sequence for K
(CPn) we have

Ep;q
2 ¼

Z if q is even and p is even with 0� p� 2n
0 otherwise

�
Because CPn is a finite complex, the spectral
sequence converges to K
(CPn). Since all the non-
zero terms have even total degree and all the
differentials have total degree þ1, the spectral
sequence collapses at E2 and we conclude that
Kq(CPn)=0 if q is odd and that it has a composition
series consisting of (nþ1) copies of Z when q is
even. Since Z is a free abelian group, this uniquely
identifies the group structure of Keven(CPn) as Znþ1.
To find the ring structure we can make use of the
fact that this is a spectral sequence of K
(
)-
algebras. The result is K
(CPn)ffiK
(
)[x]=(xnþ1),
where jxj=2.

In the Atiyah–Hirzebruch spectral sequence for
K
(CP1) again all the terms have even total degree
so the spectral sequence collapses at E2. We noted
earlier that collapse of the spectral sequence implies
that lim �

1

r
ZrX = 0 and so the spectral sequence

convergences to lim �n
K
(CPn), where we used

F2nCP1= CPn. Since our preceding calculation
shows that K
(CPn)! K
(CPn�1) is onto, Mittag–
Leffler (Theorem 10) implies that lim �

1

n
K
(CPn) = 0.

Therefore, the spectral sequence converges to
K
(CP1) and we find that K
(CP1) ffi lim �n
K
(CPn), which is isomorphic to the power series
ring K
(
)[[x]], where jxj= 2.

In topology one might be interested in the Atiyah–
Hirzebruch spectral sequence in the case where X is
a spectrum rather than a space (a spectrum being a
generalization in which cells in negative degrees are
allowed including the possibility that the dimensions
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of the cells are not bounded below). In such cases,
the spectral sequence is no longer constrained to lie
in the right half-plane and convergence criteria are
not well understood for either the homology or
cohomology version.

Spectral Sequence of a Double Complex

A double complex is a chain complex of chain
complexes. That is, it is a bigraded abelian group Cp, q

together with two differentials d0 : Cp, q!Cp�1, q and
d00 : Cp, q!Cp, q�1 satisfying d0 � d0= 0, d00 � d00= 0,
and d0d00= d00d0. Given a double complex C its total
complex Tot C is defined by (Tot C)n :=

L
pþq = n Cp, q

with differential defined by djCp, q
:= d0 þ (�1)pd00 :

Cp,q! Cp�1,q�Cp,q�1 � Totn�1C.
There are two natural filtrations, F0TotC and

F00Tot C, on Tot C given by

F0pðTotCÞ
� �

n
¼
M

sþt¼n
s�p

Cs;t

F00pðTotCÞ
� �

n
¼
M

sþt¼n
t�p

Cs;t

yielding two spectral sequences abutting to
H
(TotC). In the first E02p, q = Hp(Hq(C
, 
)) and in
the other E00

2

p, q = Hq(Hp(C
, 
)). Convergence of these
spectral sequences is not guaranteed, although the
first will always converge if there exists N such that
Cp, q = 0 for p < N and the second will converge if
there exists N such that Cp, q = 0 for q < N. From
the double complex C one could instead form the
product total complex (Tot�C)n :=

Q
pþq = n Cp, q and

proceed in a similar manner to construct the same
spectral sequences with different convergence pro-
blems. In the important special case of a first
quadrant double complex both spectral sequences
converge and information is often obtained by
playing one off against the other.

Example 5 Let M and N be R-modules. Let
Tor0R
 (M, N) and Tor00R
 (M, N) be the derived func-
tors of (�)�N and M� (�), respectively. Let P
 and
Q
 be projective resolutions of M and N respec-
tively. Define a first quadrant double complex by
Cp, q := Pp �Qq. Since Pp is projective,

HqðCp;
Þ ¼ Pp �HqðCp;
Þ ¼
0 if q 6¼ 0
N if q ¼ 0

�
and so in the first spectral sequence of the double
complex,

E0
2

p;q ¼
0 if q 6¼ 0
Tor0Rp ðM;NÞ if q ¼ 0

�

Therefore, the spectral sequence collapses to give
Hn(Tot C) ffi Tor0Rn (M, N). Similarly, the second
spectral sequence shows that Hn(Tot C) ffi Tor00Rn

(M, N). Thus, TorR

 (M, N) can be computed equally

well from a projective resolution of either variable.

The technique of using a double complex in which
one spectral sequence yields the homology the total
complex to which both converge can be used to prove.

Theorem 15 (Grothendieck spectral sequence). Let
C¼!

F
B¼!

G
A¼ be a composition of additive functors,

where C¼ , B¼ , and A¼ are abelian categories. Assume
that all objects in C¼ and B¼ have projective
resolutions. Suppose that F takes projectives to
projectives. Then for all objects C of C¼ there exists
a (first quadrant) spectral sequence with E2

p, q =
(LpG)((LqF)(C)) converging to (Lpþq(GF))(C).

Naturally, there is a corresponding version for
right derived functors.

An application of the Grothendieck spectral
sequence is the following ‘‘change of rings spectral
sequence.’’ Let f : R! S be a ring homomorphism,
let M be a right S-module and let N be a left
R-module. Let F(A) = S�R A and G(B) = M�S B,
and note that GF(A) = M�R A. Applying the
Grothendieck spectral sequence to the composition
(left R-modules !F left S-modules !G abelian groups)
yields a convergent spectral sequence E2

p, q ffi TorS
p

(M, TorR
q (S, N)) ) TorR

pþq(M, N).

Eilenberg–Moore Spectral Sequence

For a topological group G, Milnor showed how to
construct a universal G-bundle G! EG! BG in
which EG is the infinite join G
1 with diagonal
G-action. There is a natural filtration FnBG :=
G
(nþ1)=G on BG and therefore an induced filtration
on the base of any principal G-bundle. This
filtration yields a spectral sequence including as a
special case a tool for calculating H
(BG) from
knowledge of H
(G).

Theorem 16 Let G! X! B be a principal
G-bundle and let H
( ) denote homology with
coefficients in a field. Then there is a first quadrant
spectral sequence with E2

p, q = TorH
(G)
pq (H
(X), H
(
))

converging to Hpþq(BG).

Here the group structure makes H
(G) into an
algebra and TorA

pq(M, N) denotes degree q of the
graded object formed as the pth-derived functor of
the tensor product of the graded modules M and N
over the graded ring A.

There is also a version (Eilenberg and Moore
1962) which, like the Serre spectral sequence, is
suitable for computing H
(G) from H
(BG).
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Theorem 17 Let

W �! Y

# #�
X �!f B

be a pullback square in which � is a fibration and X
and B are simply connected. Suppose that
H
(X), H
(Y), and H
(B) are flat R-modules of
finite type, where H
( ) denotes cohomology with
coefficients in the Noetherian ring R. Then there is a
(second quadrant) spectral sequence with Ep, q

2 ffi
TorH
(B)

pq (H
(X), H
(Y)) converging to Hpþq(W).

The cohomological version of the Eilenberg–Moore
spectral sequence, stated above, contains the more
familiar Tor for modules over an algebra. For the
homological version, one must dualize these notions
appropriately to define the cotensor product of como-
dules over a coalgebra, and its derived functors Cotor.

Provided the action of the fundamental group of B
is sufficiently nice there are extensions of the
Eilenberg–Moore spectral sequence to the case
where B is not simply connected, although they do
not always converge, and extensions to generalized
(co)homology theories have also been studied.

See also: Cohomology Theories; Derived Categories;
K-Theory; Spectral Theory for Linear Operators.
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Introduction

We begin with the study of linear operators
on normed vector spaces (for definitions, see, e.g.,
Schechter (2002) or the appendix at the end of this
article). If the scalars are complex numbers, we shall

call the space complex. If the scalars are real, we
shall call it real.

Let X, Y be normed vector spaces. A mapping A
which assigns to each element x of a set D(A) � X a
unique element y 2 Y is called an operator (or
transformation). The set D(A) on which A acts is called
the domain of A. The operator A is called linear if

1. D(A) is a subspace of X, and
2. A(�1x1 þ �2x2) =�1Ax1 þ �2Ax2

for all scalars �1,�2 and all elements x1, x2 2 D(A).

Spectral Theory of Linear Operators 633



To begin, we shall only consider operators A with
D(A) = X.

An operator A is called bounded if there is a
constant M such that

kAxk �Mkxk; x 2 X ½1�

The norm of such an operator is defined by

kAk ¼ sup
x 6¼0

kAxk
kxk ½2�

It is the smallest M which works in [1]. An operator
A is called continuous at a point x 2 X if xn ! x in
X implies Axn ! Ax in Y. A bounded linear
operator is continuous at each point. For if xn ! x
in X, then

kAxn � Axk � kAk � kxn � xk ! 0

We also have

Theorem 1 If a linear operator A is continuous at
one point x0 2 X, then it is bounded, and hence
continuous at every point.

We let B(X, Y) be the set of bounded linear
operators from X to Y. Under the norm [2], one
easily checks that B(X, Y) is a normed vector space.

The Adjoint Operator

An assignment F of a number to each element x of a
vector space is called a functional and denoted by
F(x). If it satisfies

Fð�1x1 þ �2x2Þ ¼ �1Fðx1Þ þ �2Fðx2Þ ½3�

for �1,�2 scalars, it is called linear. It is called
bounded if

jFðxÞj �Mkxk; x 2 X ½4�

If F is a bounded linear functional on a normed
vector space X, the norm of F is defined by

kFk ¼ sup
x2X; x 6¼0

jFðxÞj
kxk ½5�

It is equal to the smallest number M satisfying [4].
For any normed vector space X, let X0 denote the

set of bounded linear functionals on X. If f , g 2 X0,
we say that f = g if

f ðxÞ ¼ gðxÞ for all x 2 X

The ‘‘zero’’ functional is the one assigning zero to all
x 2 X. We define h = f þ g by

hðxÞ ¼ f ðxÞ þ gðxÞ; x 2 X

and g =�f by

gðxÞ ¼ �f ðxÞ; x 2 X

Under these definitions, X0 becomes a vector space.
The expression

kfk ¼ sup
x 6¼0

jf ðxÞj
kxk ; f 2 X0 ½6�

is easily seen to be a norm. Thus, X0 is a normed vector
space. It is therefore natural to ask when X0 will be
complete. A rather surprising answer is given by

Theorem 2 X0 is a Banach space whether or not
X is.

(For the definition of a Banach space, see, e.g.,
Schechter (2002) or the appendix at the end of this
article.)

Suppose X, Y are normed vector spaces and
A2B(X, Y). For each y0 2 Y 0, the expression y0(Ax)
assigns a scalar to each x 2 X. Thus, it is a functional
F(x). Clearly F is linear. It is also bounded since

jFðxÞj ¼ jy0ðAxÞj � ky0k � kAxk � ky0k � kAk � kxk

Thus, there is an x0 2 X0 such that

y0ðAxÞ ¼ x0ðxÞ; x 2 X ½7�

This functional x0 is unique. Thus, to each y0 2 Y 0

we have assigned a unique x0 2 X0. We designate this
assignment by A0 and note that it is a linear operator
from Y 0 to X0. Thus, [7] can be written in the form

y0ðAxÞ ¼ A0y0ðxÞ ½8�

The operator A0 is called the adjoint (or conjugate)
of A. We note

Theorem 3 A0 2 B(Y 0, X0), and kA0k= kAk.

The adjoint has the following easily verified
properties:

ðAþ BÞ0 ¼ A0 þ B0 ½9�

ð�AÞ0 ¼ �A0 ½10�

ðABÞ0 ¼ B0A0 ½11�

Why should we consider adjoints? One reason is
as follows. Many problems in mathematics and its
applications can be put in the form: given normed
vector spaces X, Y and an operator A 2 B(X, Y), one
wishes to solve

Ax ¼ y ½12�

The set of all y for which one can solve [12] is called
the ‘‘range’’ of A and is denoted by R(A). The set of
all x for which Ax = 0 is called the ‘‘null space’’ of A
and is denoted by N(A). Since A is linear, it is easily
checked that N(A) and R(A) are subspaces of X and Y,
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respectively (for definitions, see, e.g., Schechter
(2002) or the appendix at the end of this article).
The dimension of N(A) is denoted by �(A).

If y 2 R(A), there is an x 2 X satisfying [12]. For
any y0 2 Y 0 we have

y0ðAxÞ ¼ y0ðyÞ

Taking adjoints we get

A0y0ðxÞ ¼ y0ðyÞ

If y0 2 N(A0), this gives y0(y) = 0. Thus, a necessary
condition that y 2 R(A) is that y0(y) = 0 for all
y0 2N(A0). Obviously, it would be of great interest
to know when this condition is also sufficient.

The Spectrum and Resolvent Sets

From this point henceforth we shall assume that
X = Y. We can then speak of the identity operator I
defined by

Ix ¼ x; x 2 X

For a scalar �, the operator �I is given by

�Ix ¼ �x; x 2 X

We shall denote the operator �I by �.
We shall denote the space B(X, X) by B(X).

For any operator A 2 B(X), a scalar � for which
�(A� �) 6¼ 0 is called an eigenvalue of A. Any
element x 6¼ 0 of X such that (A� �)x = 0 is called
an eigenvector (or eigenelement). The points � for
which (A� �) has a bounded inverse in B(X)
comprise the resolvent set �(A) of A (for defini-
tions, see, e.g., Schechter (2002) or the appendix
at the end of this article). If X is a Banach space,
it is the set of those � such that �(A� �) = 0 and
R(A� �) = X. The spectrum �(A) of A consists of
all scalars not in �(A). The set of eigenvalues of A
is sometimes called the point spectrum of A and
is denoted by P�(A).

We note that

Theorem 4 For A in B(X), �(A0) = �(A).

We are now going to examine the sets �(A) and
�(A) for arbitrary A 2 B(X).

Theorem 5 �(A) is an open set and hence �(A) is a
closed set.

Does every operator A 2 B(X) have points in its
resolvent set? Yes. In fact, we have

Theorem 6 For A in B(X), set

r�ðAÞ ¼ inf
n
kAnk1=n ½13�

Then �(A) contains all scalars � such that j�j > r�(A).

Let p(t) be a polynomial of the form

pðtÞ ¼
Xn

0

akt k

Then for any operator A 2 B(X), we define the
operator

pðAÞ ¼
Xn

0

akAk

where we take A0 = I. We have

Theorem 7 If � 2 �(A), then p(�) 2 �(p(A)) for any
polynomial p(t).

Proof Since � is a root of p(t)� p(�), we have

pðtÞ � pð�Þ ¼ ðt � �ÞqðtÞ

where q(t) is a polynomial with real coefficients.
Hence,

pðAÞ � pð�Þ ¼ ðA� �ÞqðAÞ ¼ qðAÞðA� �Þ ½14�

Now, if p(�) is in �(p(A)), then [14] shows that
�(A� �) = 0 and R(A� �) = X. This means that
� 2 �(A), and the theorem is proved. &

A symbolic way of writing Theorem 7 is

pð�ðAÞÞ � �ðpðAÞÞ ½15�

Note that, in general, there may be points in
�(p(A)) which may not be of the form p(�) for
some � 2 �(A). As an example, consider the
operator on R2 given by

Að�1; �2Þ ¼ ð��2; �1Þ

A has no spectrum; A� � is invertible for all real �.
However, A2 has �1 as an eigenvalue. What is the
reason for this? It is simply that our scalars are real.
Consequently, imaginary numbers cannot be con-
sidered as eigenvalues. We shall see later that in
order to obtain a more complete theory, we shall
have to consider complex Banach spaces. Another
question is whether every operator A 2 B(X) has
points in its spectrum. For complex Banach spaces,
the answer is yes.

The Spectral Mapping Theorem

Suppose we want to solve an equation of the form

pðAÞx ¼ y; x; y 2 X ½16�

where p(t) is a polynomial and A 2 B(X). If 0 is not in
the spectrum of p(A), then p(A) has an inverse in B(X)
and, hence, [16] can be solved for all y 2 X. So a
natural question to ask is: what is the spectrum of
p(A)? By Theorem 7 we see that it contains p(�(A)),
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but by the remark at the end of the preceding section
it can contain other points. If it were true that

pð�ðAÞÞ ¼ �ðpðAÞÞ ½17�

then we could say that [16] can be solved uniquely
for all y 2 X if and only if p(�) 6¼ 0 for all � 2 �(A).

For a complex Banach space we have

Theorem 8 If X is a complex Banach space, then
� 2 �(p(A)) if and only if �= p(�) for some � 2 �(A),
that is, if [17] holds.

Proof We have proved it in one direction already
(Theorem 7). To prove it in the other, let �1, . . . , �n

be the (complex) roots of p(t)� �. For a complex
Banach space they are all scalars. Thus,

pðAÞ � � ¼ cðA� �1Þ � � � ðA� �nÞ; c 6¼ 0

Now suppose that all of the �j are in �(A). Then
each A� �j has an inverse in B(X). Hence, the same
is true for p(A)� �. In other words, � 2 �(p(A)).
Thus, if � 2 �(p(A)), then at least one of the �j must
be in �(A), say �k. Hence, �= p(�k), where �k 2 �(A).
This completes the proof. &

Theorem 8 is called the ‘‘spectral mapping
theorem’’ for polynomials. As mentioned before, it
has the useful consequence:

Corollary 1 If X is a complex Banach space, then
eqn [16] has a unique solution for every y in X if
and only if p(�) 6¼ 0 for all � 2 �(A).

Operational Calculus

Other things can be done in a complex Banach space
that cannot be done in a real Banach space. For
instance, we can get a formula for p(A)�1 when it
exists. To obtain this formula, we first note

Theorem 9 If X is a complex Banach space, then
(z� A)�1 is a complex analytic function of z for
z 2 �(A).

By this, we mean that in a neighborhood of each
z0 2 �(A), the operator (z� A)�1 can be expanded in a
‘‘Taylor series,’’ which converges in norm to (z� A)�1,
just like analytic functions of a complex variable.

Now, by Theorem 6, �(A) contains the set jzj > kAk.
We can expand (z� A)�1 in powers of z�1 on this set.
In fact, we have

Lemma 1 If jzj > lim sup kAnk1=n, then

ðz� AÞ�1 ¼
X1

1

z�nAn�1 ½18�

where the convergence is in the norm of B(X).

Let C be any circle with center at the origin and
radius greater than, say, kAk. Then, by Lemma 1,I

C

znðz� AÞ�1dz ¼
X1
k¼1

Ak�1

I
C

zn�kdz

¼ 2�iAn ½19�

or

An ¼ 1

2�i

I
C

znðz� AÞ�1dz ½20�

where the line integral is taken in the right direction.
Note that the line integrals are defined in the same

way as is done in the theory of functions of a
complex variable. The existence of the integrals and
their independence of path (so long as the integrands
remain analytic) are proved in the same way. Since
(z� A)�1 is analytic on �(A), we have

Theorem 10 Let C be any closed curve containing
�(A) in its interior. Then [20] holds.

As a direct consequence of this, we have

Theorem 11 r�(A) = max�2�(A) j�j and kAnk1=n!
r�(A) as n!1.

We can now put Lemma 1 in the following form:

Theorem 12 If jzj > r�(A), then [18] holds with
convergence in B(X).

Now let b be any number greater than r�(A), and
let f (z) be a complex-valued function that is analytic
in jzj < b. Thus,

f ðzÞ ¼
X1

0

akzk; jzj < b ½21�

We can define f (A) as follows: the operators

Xn

0

akAk

converge in norm, since

X1
0

jakj � kAkk <1

This last statement follows from the fact that if c is
any number satisfying r�(A) < c < b, then

kAkk1=k � c

for k sufficiently large, and the series

X1
0

jakjck
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is convergent. We define f (A) to be

X1
0

akAk ½22�

By Theorem 10, this gives

f ðAÞ ¼ 1

2�i

X1
0

ak

I
C

zkðz� AÞ�1 dz

¼ 1

2�i

I
C

X1
0

akzkðz� AÞ�1 dz

¼ 1

2�i

I
C

f ðzÞðz� AÞ�1 dz ½23�

where C is any circle about the origin with radius
greater than r�(A) and less than b.

We can now give the formula that we promised.
Suppose f (z) does not vanish for jzj < b. Set
g(z) = 1=f (z). Then g(z) is analytic in jzj < b, and
hence g(A) is defined. Moreover,

f ðAÞgðAÞ ¼ 1

2�i

I
C

f ðzÞgðzÞðz� AÞ�1 dz

¼ 1

2�i

I
C

ðz� AÞ�1 dz ¼ I

Since f (A) and g(A) clearly commute, we see that
f (A)�1 exists and equals g(A). Hence,

f ðAÞ�1 ¼ 1

2�i

I
C

1

f ðzÞ ðz� AÞ�1 dz ½24�

In particular, if

gðzÞ ¼ 1=f ðzÞ ¼
X1

0

ckzk; jzj < b

then

f ðAÞ�1 ¼
X1

0

ckAk ½25�

Now, suppose f (z) is analytic in an open set �
containing �(A), but not analytic in a disk of radius
greater than r�(A). In this case, we cannot say that
the series [22] converges in norm to an operator in
B(X). However, we can still define f (A) in the
following way: there exists an open set ! whose
closure �! � � and whose boundary @! consists of a
finite number of simple closed curves that do not
intersect, and such that �(A) � !. (That such a
set always exists is left as an exercise; see, e.g.,
Schechter (2002).) We now define f (A) by

f ðAÞ ¼ 1

2�i

I
@!

f ðzÞðz� AÞ�1 dz ½26�

where the line integrals are to be taken in the
proper directions. It is easily checked that f (A) 2
B(X) and is independent of the choice of the set !.
By [23], this definition agrees with the one given
above for the case when � contains a disk of radius
greater than r�(A). Note that if � is not connected,
f (z) need not be the same function on different
components of �.

Now suppose f (z) does not vanish on �(A). Then
we can choose ! so that f (z) does not vanish on �!
(this is also an exercise). Thus, g(z) = 1=f (z) is
analytic on an open set containing �! so that g(A) is
defined. Since f (z)g(z) = 1, one would expect that
f (A)g(A) = g(A)f (A) = I, in which case, it would
follow that f (A)�1 exists and is equal to g(A). This
follows from

Lemma 2 If f (z) and g(z) are analytic in an open
set � containing �(A) and

hðzÞ ¼ f ðzÞgðzÞ

then h(A) = f (A)g(A).

Therefore, it follows that we have

Theorem 13 If A is in B(X) and f (z) is a function
analytic in an open set � containing �(A) such that
f (z) 6¼ 0 on �(A), then f (A)�1 exists and is given by

f ðAÞ�1 ¼ 1

2�i

I
@!

1

f ðzÞ ðz� AÞ�1 dz

where ! is any open set such that

(i) �(A) � !, �! � �,
(ii) @! consists of a finite number of simple closed

curves, and
(iii) f (z) 6¼ 0 on �!.

Now that we have defined f (A) for functions
analytic in a neighborhood of �(A), we can show
that the spectral mapping theorem holds for such
functions as well (see Theorem 8). We have

Theorem 14 If f (z) is analytic in a neighborhood
of �(A), then

�ð f ðAÞÞ ¼ f ð�ðAÞÞ ½27�

that is, � 2 �(f (A)) if and only if �= f (�) for some
� 2 �(A).

Complexification

What we have just done is valid for complex Banach
spaces. Suppose, however, we are dealing with a real
Banach space. What can be said then?

Spectral Theory of Linear Operators 637



Let X be a real Banach space. Consider the set Z
of all ordered pairs hx, yi of elements of X. We set

hx1; y1i þ hx2; y2i ¼ hx1 þ x2; y1 þ y2i
ð�þ i	Þhx; yi ¼ hð�x� 	yÞ; ð	xþ �yÞi
�; 	 2 R

With these definitions, one checks easily that Z is a
complex vector space. The set of elements of Z of
the form hx, 0i can be identified with X. We would
like to introduce a norm on Z that would make Z
into a Banach space and satisfy

khx; 0ik ¼ kxk; x 2 X

An obvious suggestion is

ðkxk2 þ kyk2Þ1=2

However, it is soon discovered that this is not a norm
on Z (why?). We have to be more careful. One that
works is given by

khx; yik ¼ max
�2þ	2¼1

ðk�x� 	yk2 þ k	xþ �yk2Þ1=2

With this norm, Z becomes a complex Banach space
having the desired properties.

Now let A be an operator in B(X). We define an
operator Â in B(Z) by

Âhx; yi ¼ hAx;Ayi

Then

kÂhx; yik
¼ max

�2þ	2¼1
ðk�Ax� 	Ayk2 þ k	Axþ �Ayk2Þ1=2

¼ max
�2þ	2¼1

ðkAð�x� 	yÞk2 þ kAð	xþ �yÞk2Þ1=2

� kAk � khx; yik

Thus,

kÂk � kAk

But,

kÂk 	 sup
x 6¼0

khAx; 0ik
khx; 0ik ¼ kAk

Hence,

kÂk ¼ kAk

If � is real, then

ðÂ� �Þhx; yi ¼ hðA� �Þx; ðA� �Þyi

This shows that � 2 �(Â) if and only if � 2 �(A).
Similarly, if p(t) is a polynomial with real coeffi-
cients, then

pðÂÞhx; yi ¼ hpðAÞx; pðAÞyi

showing that p(Â) has an inverse in B(Z) if and only
if p(A) has an inverse in B(X). Hence, we have

Theorem 15 Equation [16] has a unique solution
for each y in X if and only if p(�) 6¼ 0 for all
� 2 �(Â).

In the example given earlier, the operator Â
has eigenvalues i and �i. Hence, �1 is in the
spectrum of Â2 and also in that of A2. Thus, the
equation

ðA2 þ 1Þx ¼ y

cannot be solved uniquely for all y.

Compact Operators

Let X, Y be normed vector spaces. A linear operator
K from X to Y is called compact (or completely
continuous) if D(K) = X and for every sequence
{xn} � X such that kxnk � C, the sequence {Kxn} has
a subsequence which converges in Y. The set of all
compact operators from X to Y is denoted by
K(X, Y).

A compact operator is bounded. Otherwise, there
would be a sequence {xn} such that kxnk � C, while
kKxnk ! 1. Then {Kxn} could not have a conver-
gent subsequence. The sum of two compact opera-
tors is compact, and the same is true of the product
of a scalar and a compact operator. Hence, K(X, Y)
is a subspace of B(X, Y).

If A 2 B(X, Y) and K 2 K(Y, Z), then KA 2 K
(X, Z). Similarly, if L 2 K(X, Y) and B 2 B(Y, Z),
then BL 2 K(X, Z).

Suppose K 2 B(X, Y), and there is a sequence {Fn}
of compact operators such that

kK� Fnk�! 0 as n�!1 ½28�

We claim that if Y is a Banach space, then K is
compact.

Theorem 16 Let X be a normed vector space and
Y a Banach space. If L is in B(X, Y) and there is a
sequence {Kn} � K(X, Y) such that

kL� Knk�! 0 as n�! 0

then L is in K(X, Y).

Theorem 17 Let X be a Banach space and let K be
an operator in K(X). Set A = I � K. Then, R(A) is
closed in X and dim N(A) = dim N(A0) is finite.
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In particular, either R(A) = X and N(A) = {0}, or
R(A) 6¼ X and N(A) 6¼ {0}.

The last statement of Theorem 17 is known as the

‘‘Fredholm alternative.’’
Let X, Y be Banach spaces. An operator A 2

B(X, Y) is said to be a Fredholm operator from X to
Y if

1. �(A) = dim N(A) is finite,
2. R(A) is closed in Y, and
3. 	(A) = dim N(A0) is finite.

The set of Fredholm operators from X to Y is
denoted by �(X, Y). If X = Y and K 2 K(X), then,
clearly, I � K is a Fredholm operator. The index of a
Fredholm operator is defined as

iðAÞ ¼ �ðAÞ � 	ðAÞ ½29�

For K 2 K(X), we have shown that i(I � K) = 0
(Theorem 17).

Theorem 18 Let X, Y be normed vector spaces,
and assume that K is in K(X, Y). Then K0 is in
K(Y 0, X0).

Let X be a Banach space, and suppose K 2 K(X).
If � is a nonzero scalar, then

�I � K ¼ �ðI � ��1KÞ 2 �ðXÞ ½30�

For an arbitrary operator A 2 B(X), the set of all
scalars � for which �I � A 2 �(X) is called the �-set
of A and is denoted by �A. Thus, [30] gives

Theorem 19 If X is a Banach space and K is in
K(X), then �K contains all scalars � 6¼ 0.

Theorem 20 Under the hypothesis of Theorem 19,
�(K� �) = 0 except for, at most, a denumerable set
S of values of �. The set S depends on K and has 0 as
its only possible limit point. Moreover, if � 6¼ 0 and
� 62 S, then �(K� �) = 0, R(K� �) = X and K� �
has an inverse in B(X).

Unbounded Operators

In many applications, one runs into unbounded
operators instead of bounded ones. This is particu-
larly true in the case of differential equations. For
instance, consider the operator d/dt on C[0, 1] with
domain consisting of continuously differentiable
functions. It is clearly unbounded. In fact, the
sequence xn(t) = tn satisfies kxnk= 1, kdxn=dtk=
n!1 as n!1. It would, therefore, be useful if
some of the results that we have stated for bounded
operators would also hold for unbounded ones. We
shall see that, indeed, many of them do. Unless

otherwise specified, X, Y, Z, and W will denote
Banach spaces in this article.

Let X, Y be normed vector spaces, and let A be
a linear operator from X to Y. We now officially
lift our restriction that D(A) = X. However, if
A 2 B(X, Y), it is still to be assumed that D(A) = X.

The operator A is called closed if whenever {xn} �
D(A) is a sequence satisfying

xn�! x in X; Axn�! y in Y ½31�

then x 2 D(A) and Ax = y. Clearly, all operators in
B(X, Y) are closed.

To define A0 for an unbounded operator, we
follow the definition for bounded operators, and
exercise a bit of care. We want

A0y0ðxÞ ¼ y0ðAxÞ; x 2 DðAÞ ½32�

Thus, we say that y0 2 D(A0) if there is an x0 2 X0

such that

x0ðxÞ ¼ y0ðAxÞ; x 2 DðAÞ ½33�

Then we define A0y0 to be x0. In order that this
definition make sense, we need x0 to be unique, that
is, that x0(x) = 0 for all x 2 D(A) should imply that
x0= 0. This is true if and only if D(A) is dense in X.
To summarize, we can define A0 for any linear
operator from X to Y provided D(A) is dense in X.
We take D(A0) to be the set of those y0 2 Y 0 for
which there is an x0 2 X0 satisfying [33]. This x0 is
unique, and we set A0y0= x0. Note that if

jy0ðAxÞj � Ckxk; x 2 DðAÞ

then a simple application of the Hahn–Banach
theorem (see e.g., Schechter (2002) or the appendix)
shows that y0 2 D(A0).

We define unbounded Fredholm operators in the
following way: let X, Y be Banach spaces. Then the
set �(X, Y) of Fredholm operators from X to Y
consists of linear operators from X to Y such that

1. D(A) is dense in X,
2. A is closed,
3. �(A) = dim N(A) <1,
4. R(A) is closed in Y, and
5. 	(A) = dim N(A0) <1.

The Essential Spectrum

Let A be a linear operator on a normed vector space
X. We say that � 2 �(A) if R(A� �) is dense in X
and there is a T 2 B(X) such that

TðA� �Þ ¼ I on DðAÞ
ðA� �ÞT ¼ I on RðA� �Þ

½34�
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Otherwise, � 2 �(A). As before, �(A) and �(A) are
called the resolvent set and spectrum of A, respec-
tively. To show the relationship of this definition to
the one given before, we note the following.

Lemma 3 If X is a Banach space and A is closed,
then � 2 �(A) if and only if

�ðA� �Þ ¼ 0; RðA� �Þ ¼ X ½35�

Throughout the remainder of this section, we shall
assume that X is a Banach space, and that A is a
densely defined, closed linear operator on X. We ask
the following question: what points of �(A) can be
removed from the spectrum by the addition of a
compact operator to A? The answer to this question is
closely related to the set �A. We define this to be the
set of all scalars � such that A� � 2 �(X). We have

Theorem 21 The set �A is open, and i(A� �) is
constant on each of its components.

We also have

Theorem 22 �AþK = �A for all K which are
A-compact, and i(Aþ K� �) = i(A� �) for all
� 2 �A.

Set

�eðAÞ ¼
\

K2KðXÞ
�ðAþ KÞ

We call �e(A) the essential spectrum of A (there are
other definitions). It consists of those points of �(A)
which cannot be removed from the spectrum by the
addition of a compact operator to A. We now
characterize �e(A).

Theorem 23 � =2 �e(A) if and only if � 2 �A and
i(A� �) = 0.

Normal Operators

A sequence of elements {’n} in a Hilbert space is
called orthonormal if

ð’m; ’nÞ ¼
0; m 6¼ n

1; m ¼ n

(
½36�

(for definitions, see, e.g., Schechter (2002) or the
appendix at the end of this article).

Let {’n} be an orthonormal sequence (finite or
infinite) in a Hilbert space H. Let {�k} be a sequence
(of the same length) of scalars satisfying

j�kj � C

Then for each element f 2 H, the seriesX
�kðf ; ’kÞ’k

converges in H. Define the operator A on H by

Af ¼
X

�kðf ; ’kÞ’k ½37�

Clearly, A is a linear operator. It is also bounded,
since

kAfk2 ¼
X
j�kj2jðf ; ’kÞj2 � C2kfk2 ½38�

by Bessel’s inequalityX1
1

ðf ; ’kÞ2 � kfk2 ½39�

For convenience, let us assume that each �k 6¼ 0 (just
remove those ’k corresponding to the �k that vanish).
In this case, N(A) consists of precisely those f 2 H
which are orthogonal to all of the ’k. Clearly, such f
are in N(A). Conversely, if f 2 N(A), then

0 ¼ ðAf ; ’kÞ ¼ �kðf ; ’kÞ

Hence, (f ,’k) = 0 for each k. Moreover, each �k is
an eigenvalue of A with ’k the corresponding
eigenvector. This follows immediately from [37].
Since �(A) is closed, it also contains the limit points
of the �k.

Next, we shall see that if � 6¼ 0 is not a limit point
of the �k, then � 2 �(A). To show this, we solve

ð�� AÞu ¼ f ½40�

for any f 2 H. Any solution of [40] satisfies

�u ¼ f þ Au ¼ f þ
X

�kðu; ’kÞ’k ½41�

Hence,

�ðu; ’kÞ ¼ ðf ; ’kÞ þ �kðu; ’kÞ

or

ðu; ’kÞ ¼
ðf ; ’kÞ
�� �k

½42�

Substituting back in [41], we obtain

�u ¼ f þ
X�kðf ; ’kÞ’k

�� �k
½43�

Since � is not a limit point of the �k, there is a 
 > 0
such that

j�� �kj 	 
; k ¼ 1; 2; . . .

Hence, the series in [43] converges for each f 2 H. It
is an easy exercise to verify that [43] is indeed a
solution of [40]. To see that (�� A)�1 is bounded,
note that

j�j � kuk � kfk þ Ckfk=
 ½44�

(cf. [38]). Thus, we have proved
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Lemma 4 If the operator A is given by [37], then
�(A) consists of the points �k, their limit points and
possibly 0. N(A) consists of those u which are
orthogonal to all of the ’k. For � 2 �(A), the
solution of [40] is given by [43].

We see from all this that the operator [37] has
many useful properties. Therefore, it would be
desirable to determine conditions under which
operators are guaranteed to be of that form. For
this purpose, we note another property of A. It is
expressed in terms of the Hilbert space adjoint of A.

Let H1 and H2 be Hilbert spaces, and let A be an
operator in B(H1, H2). For fixed y 2 H2, the expres-
sion Fx = (Ax, y) is a bounded linear functional on
H1. By the Riesz representation theorem (see, e.g.,
Schechter (2002) or the appendix at the end of this
article), there is a z 2 H1 such that Fx = (x, z) for all
x 2 H1. Set z = A�y. Then A� is a linear operator
from H2 to H1 satisfying

ðAx; yÞ ¼ ðx;A�yÞ ½45�

A� is called the Hilbert space adjoint of A. Note the
difference between A� and the operator A0 defined
for a Banach space. As in the case of the operator A0,
we note that A� is bounded and

kA�k ¼ kAk ½46�

Returning to the operator A, we remove the
assumption that each �k 6¼ 0 and note that

ðAu; vÞ ¼
X

�kðu; ’kÞð’k; vÞ

¼ u;
X

��kðv; ’kÞ’k

� �
showing that

A�v ¼
X

��kðv; ’kÞ’k ½47�

(If H is a complex Hilbert space, then the complex
conjugates ��k of the �k are required. If H is a real
Hilbert space, then the �k are real, and it does not
matter.) Now, by Lemma 4, we see that each ��k

is an eigenvalue of A� with ’k a corresponding
eigenvector. Note also that

kA�fk2 ¼
X
j�kj2jðf ; ’kÞj2 ½48�

showing that

kA�fk ¼ kAfk; f 2 H ½49�

An operator satisfying [49] is called normal. An
important characterization is given by

Theorem 24 An operator is normal and compact
if and only if it is of the form [37] with {’k} an
orthonormal set and �k ! 0 as k!1.

We also have

Lemma 5 If A is normal, then

kðA� � ��Þuk ¼ kðA� �Þuk; u 2 H ½50�

Corollary 2 If A is normal and A’=�’, then
A�’= ��’.

Lemma 6 If A is normal and compact, then it has
an eigenvalue � such that j�j= kAk.

We also have

Corollary 3 If A is a normal compact operator,
then there is an orthonormal sequence {’k} of
eigenvectors of A such that every element u in H
can be written in the form

u ¼ hþ
X
ðu; ’kÞ’k ½51�

where h 2 N(A).

Hyponormal Operators

An operator A in B(H) is called hyponormal if

kA�uk � kAuk; u 2 H ½52�

or, equivalently, if

ð½AA� � A�A�u; uÞ � 0; u 2 H ½53�

Of course, a normal operator is hyponormal. An
operator A 2 B(H) is called seminormal if either A
or A� is hyponormal. We have

Theorem 25 If A is seminormal, then

r�ðAÞ ¼ kAk ½54�

We have earlier defined the essential spectrum of
an operator A to be

�eðAÞ ¼
\

K2KðHÞ
�ðAþ KÞ ½55�

It was shown that � 62 �e(A) if and only if � 2 �A

and i(A� �) = 0 (Theorem 23). Let us show that we
can be more specific in the case of seminormal
operators.

Theorem 26 If A is a seminormal operator, then
� 2 �(A)n�e(A) if and only if � is an isolated
eigenvalue with r(A� �) = limn!1 �[(A� �)n] <1.

Lemma 7 If A is hyponormal, then so is B = A� �
for any complex �.

Lemma 8 If B is hyponormal with 0 an isolated
point of �(B) and either �(B) or 	(B) is finite, then
B 2 �(H) and i(B) = 0.
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There is a simple consequence of Lemma 8.

Corollary 4 If A is seminormal and � is an isolated
point of �(A), then � is an eigenvalue of A.

We also have the following:

Theorem 27 Let A be a seminormal operator such
that �(A) has no nonzero limit points. Then A is
compact and normal. Thus, it is of the form [37]
with the {’k} orthonormal and �k ! 0.

Corollary 5 If A is seminormal and compact, then
it is normal.

Spectral Resolution

We saw in the sect ion ‘‘Operat ional calculus ’’ that,
in a Banach space X, we can define f (A) for any
A 2 B(X) provided f (z) is a function analytic in a
neighborhood of �(A). In this section, we shall show
that we can do better in the case of self-adjoint
operators.

A linear operator A on a Hilbert space X is called
self-adjoint if it has the property that x 2 D(A) and
Ax = f if and only if

ðx;AyÞ ¼ ðf ; yÞ; y 2 DðAÞ

In particular, it satisfies

ðAx; yÞ ¼ ðx;AyÞ; x; y 2 DðAÞ

A bounded self-adjoint operator is normal.
To get an idea, let A be a compact, self-adjoint

operator on H. Then by Theorem 24,

Au ¼
X

�kðu; ’kÞ’k ½56�

where {’k} is an orthonormal sequence of eigenvec-
tors and the �k are the corresponding eigenvalues of
A. Now let p(t) be a polynomial with real
coefficients having no constant term

pðtÞ ¼
Xm

1

aktk ½57�

Then p(A) is compact and self-adjoint. Let � 6¼ 0 be
a point in �(p(A)). Then �= p(�) for some � 2 �(A)
(Theorem 8). Now � 6¼ 0 (otherwise we would have
�= p(0) = 0). Hence, it is an eigenvalue of A (see the
section ‘‘Th e spect rum and resolven t sets ’’). If ’ is a
corresponding eigenvector, then

½pðAÞ � ��’ ¼
X

akAk’� �’
¼
X

ak�
k’� �’

¼ ½pð�Þ � ��’ ¼ 0

Thus � is an eigenvalue of p(A) and ’ is a
corresponding eigenvector. This shows that

pðAÞu ¼
X

pð�kÞðu; ’kÞ’k ½58�

Now, the right-hand side of [58] makes sense if p(t)
is any function bounded on �(A) (see the section
‘‘No rmal operat ors’’). Therefo re it seems plausib le
to define p(A) by means of [58]. Of course, for such
a definition to be useful, one would need certain
relationships to hold. In particular, one would want
f (t)g(t) = h(t) to imply f (A)g(A) = h(A). We shall
discuss this a bit later.

If A is not compact, we cannot, in general, obtain
an expansion in the form [56]. However, we can
obtain something similar. In fact, we have

Theorem 28 Let A be a self-adjoint operator in
B(H). Set

m ¼ inf
kuk¼1

ðAu; uÞ; M ¼ sup
kuk¼1

ðAu; uÞ

Then there is a family {E(�)} of orthogonal projection
operators on H depending on a real parameter � and
such that:

(i) E(�1) � E(�2) for �1 � �2;
(ii) E(�)u!E(�0)u as �0 < �! �0, u 2 H;

(iii) E(�) = 0 for � < m, E(�) = I for � 	M;
(iv) AE(�) = E(�)A; and
(v) if a < m, b 	M and p(t) is any polynomial,

then

pðAÞ ¼
Z b

a

pð�Þ dEð�Þ ½59�

This means the following. Let a =�0 < �1 < � � � <
�n = b be any partition of [a, b], and let �0k be any
number satisfying �k�1 � �0k � �k. ThenXn

1

p �0k
� �
½Eð�kÞ � Eð�k�1Þ� ! pðAÞ ½60�

in B(H) as �= max (�k � �k�1)! 0.

Theorem 29 Let A be a self-adjoint operator on H.
Then there is a family {E(�)} of orthogonal projec-
tion operators on H satisfying (i) and (ii) of
Theorem 28 and

(i) Eð�Þ ! 0 as �! �1
I as �! þ1

�
(ii) Eð�ÞA � AEð�Þ

(iii) pðAÞ=
Z 1
�1

pð�Þ dEð�Þ

for any polynomial p(t).
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These theorems are known as the spectral
theorems for self-adjoint operators.

Appendix

Here we include some background material related
to the text.

Consider a collection C of elements or ‘‘vectors’’
with the following properties:

1. They can be added. If f and g are in C, so is f þ g.
2. f þ (gþ h) = (f þ g)þ h, f , g, h 2 C.
3. There is an element 0 2 C such that hþ 0 = h

for all h 2 C.
4. For each h 2 C there is an element �h 2 C such

that hþ (�h) = 0.
5. gþ h = hþ g, g, h 2 C.
6. For each real number �,�h 2 C.
7. �(gþ h) =�gþ �h.
8. (�þ 	)h =�hþ 	h.
9. �(	h) = (�	)h.

10. To each h 2 C there corresponds a real number
khk with the following properties:

11. k�hk= j�jkhk.
12. khk= 0 if, and only if, h = 0.
13. kgþ hk � kgk þ khk.
14. If {hn} is a sequence of elements of C such

that khn � hmk ! 0 as m, n!1, then there is
an element h 2 C such that khn � hk ! 0 as
n!1.

A collection of objects which satisfies statements
(1)–(9) and the additional statement
15. 1h = h

is called a vector space or linear space.
A set of objects satisfying statements (1)–(13) is

called a normed vector space, and the number khk
is called the norm of h. Although statement (15) is
not implied by statements (1)–(9), it is implied by
statements (1)–(13). A sequence satisfying

khn � hmk ! 0 as m; n!1

is called a Cauchy sequence. Property (14) states
that every Cauchy sequence converges in norm to
a limit (i.e., satisfies khn � hk ! 0 as n!1).
Property (14) is called completeness, and a normed
vector space satisfying it is called a complete normed
vector space or a Banach space.

We shall write

hn ! h as n!1

when we mean

khn � hk ! 0 as n!1

A subset U of a vector space V is called a subspace
of V if �1x1 þ �2x2 is in U whenever x1, x2 are in U
and �1,�2 are scalars.

A subset U of a normed vector space X is called
closed if for every sequence {xn} of elements in U
having a limit in X, the limit is actually in U.

Consider a vector space X having a mapping (f , g)
from pairs of its elements to the reals such that

1. (�f , g) =�(f , g)
2. (f þ g, h) = (f , h)þ (g, h)
3. (f , g) = (g, f )
4. (f , f ) > 0 unless f = 0.

Then

ðf ; gÞ2 � ðf ; f Þðg; gÞ; f ; g 2 X ½61�

An expression (f , g) that assigns a real number to
each pair of elements of a vector space and satisfies
the aforementioned properties is called a scalar
(or inner) product.

If a vector space X has a scalar product (f , g), then
it is a normed vector space with norm kfk= (f , f )1=2.
A vector space which has a scalar product and is
complete with respect to the induced norm is called
a Hilbert space. Every Hilbert space is a Banach
space, but the converse is not true. Inequality [61] is
known as the Cauchy–Schwarz inequality. Rn is a
Hilbert space.

Let H be a Hilbert space and let (x, y) denote its
scalar product. If we fix y, then the expression
(x, y) assigns to each x 2 H a number. An assign-
ment F of a number to each element x of a vector
space is called a functional and denoted by F(x).
The scalar product is not the first functional we
have encountered. In any normed vector space, the
norm is also a functional. The functional
F(x) = (x, y) satisfies

Fð�1x1 þ �2x2Þ ¼ �1Fðx1Þ þ �2Fðx2Þ ½62�

for �1,�2 scalars. A functional satisfying [62] is
called linear. Another property is

jFðxÞj �Mkxk; x 2 H ½63�

which follows immediately from Schwarz’s inequal-
ity (cf. [61]). A functional satisfying [63] is called
bounded. The norm of such a functional is defined
to be

kFk ¼ sup
x2H;x 6¼0

jFðxÞj
kxk

Thus for y fixed, F(x) = (x, y) is a bounded linear
functional in the Hilbert space H. We have
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Theorem 30 For every bounded linear functional F
on a Hilbert space H there is a unique element
y 2 H such that

FðxÞ ¼ ðx; yÞ for all x 2 H ½64�

Moreover,

kyk ¼ sup
x2H; x 6¼0

jFðxÞj
kxk ¼ kFk ½65�

Theorem 30 is known as the ‘‘Riesz representation
theorem.’’

For any normed vector space X, let X0 denote the
set of bounded linear functionals on X. If f , g 2 X0,
we say that f = g if

f ðxÞ ¼ gðxÞ for all x 2 X

The ‘‘zero’’ functional is the one assigning zero to all
x 2 X. We define h = f þ g by

hðxÞ ¼ f ðxÞ þ gðxÞ; x 2 X

and g =�f by

gðxÞ ¼ �f ðxÞ; x 2 X

Under these definitions, X0 becomes a vector space.
We have been employing the expression

kfk ¼ sup
x 6¼0

jf ðxÞj
kxk ; f 2 X0 ½66�

This is easily seen to be a norm. Thus X0 is a normed
vector space.

We also have

Theorem 31 Let M be a subspace of a normed vector
space X, and suppose that f (x) is a bounded linear
functional on M. Set

kfk ¼ sup
x2M;x 6¼0

jf ðxÞj
kxk

Then there is a bounded linear functional F(x) on
the whole of X such that

FðxÞ ¼ f ðxÞ; x 2M ½67�

and

kFk ¼ sup
x2X;x 6¼0

jFðxÞj
kxk ¼ kfk ¼ sup

x2M;x 6¼0

jf ðxÞj
kxk ½68�

Theorem 31 is known as the ‘‘Hahn–Banach theorem.’’
If A is a linear operator from X to Y, with

R(A) = Y and N(A) = {0} (i.e., consists only of the

vector 0), we can assign to each y 2 Y the unique
solution of

Ax ¼ y

This assignment is an operator from Y to X and is
usually denoted by A�1 and called the inverse
operator of A. It is linear because of the linearity
of A. One can ask: ‘‘when is A�1 continuous?’’ or,
equivalent by, ‘‘when is it bounded?’’ A very
important answer to this question is given by

Theorem 32 If X, Y are Banach spaces and A is a
closed linear operator from X to Y with
R(A) = Y, N(A) = {0}, then A�1 2 B(Y, X).

This theorem is sometimes referred to as the
‘‘bounded inverse theorem.’’

If A is self-adjoint and

ðA� �Þx ¼ 0; ðA� �Þy ¼ 0

with � 6¼ �, then

ðx; yÞ ¼ 0

If A has a compact inverse, its eigenvalues cannot
have limit points. If A�1 is compact, then the
eigenelements corresponding to the same eigenvalue
form a finite-dimensional subspace.

See also: Ljusternik–Schnirelman Theory; Quantum
Mechanical Scattering Theory; Regularization for
Dynamical Zeta Functions; Spectral Sequences;
Stochastic Resonance.
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Reed M and Simon B (1972) Methods of Modern Mathematical
Physics, I. Academic Press.

Riesz F and St.-Nagy B (1955) Functional Analysis. NewYork: Ungar.

Schechter M (2002) Principles of Functional Analysis. Providence:
American Mathematical Society.

Stone MH (1932) Linear Transformations in Hilbert Space.
Providence: American Mathematical Society.

Taylor AE (1958) Introduction to Functional Analysis. New York:

Wiley.

Weidmann J (1980) Linear Operators in Hilbert Space. New York:

Springer.
Yosida K (1965, 1971) Functional Analysis. Berlin: Springer.

Spin Foams
A Perez, Penn State University, University Park,
PA, USA

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

In loop quantum gravity (LQG) (see Loop Quantum
Gravity) – a background independent formulation of
quantum gravity – the full quantum dynamics is
governed by the following (constraint) operator
equations or quantum Einstein equations:

Gauss LawbGiðA;EÞj� >:¼ dDaEa
i j� >¼ 0

Vector constraint

bVaðA;EÞj� >:¼ dEa
i F

i
abðAÞj� >¼ 0

Scalar constraint

bSðA;EÞ � >:¼
dffiffiffiffiffiffiffiffiffiffi

detE
p �1

Ea
i E

b
j Fij

abðAÞ þ � � �
� 	



 





� >¼ 0

½1�

where Ai
a is an SU(2) connection (i = 1, 2, 3,

a = 1, 2, 3), Ea
i is its conjugate momentum (the triad

field), F ij
ab(A) is the curvature of Ai

a, and Da is the
covariant derivative (see Canonical General Relativ-
ity). The hat means that the classical phase-space
functions are promoted to operators in a kinematical
Hilbert space Hkin; the solutions are in the so-called
physical Hilbert spaceHphys. The goal of the spin foam
approach is to construct a mathematically well-defined
notion of path integral for LQG as a device for
computing the solutions of the previous equations.

The space of solution of the Gauss and vector
constraints [1] is well understood in LQG (see Loop
Quantum Gravity), and often also called kinematical
Hilbert space Hkin. The solutions of the scalar
constraint can be characterized by the definition of
the generalized projection operator P from the
kinematical Hilbert space Hkin into the kernel of

the scalar constraint Hphys. Formally, one can write
P as

P¼ “
Y
x2

ðbSðxÞÞ”

¼
Z

D½N� exp i

Z
�

NðxÞ dSðxÞ� 	
½2�

A formal argument shows that P can also be defined
in a manifestly covariant manner as a regularization
of the formal path integral of general relativity. In
first-order variables, it becomes

P ¼
Z

D½e� D½A� �½A; e� exp iSGRðe;AÞ½ � ½3�

where e is the tetrad field, A is the spacetime connection,
and �[A, e] denotes the appropriate measure.

In both cases, P characterizes the space of
solutions of quantum Einstein equations as for
any arbitrary state j�>2 Hkin then Pj�> is a
(formal) solution of [1]. Moreover, the matrix
elements of P define the physical inner product
(< ,>p ) providing the vector space of solutions of
[1] with the Hilbert space structure that defines
Hphys. Explicitly,

<s; s0>p :¼ <Ps; s0>

for s, s0 2 Hkin.
When these matrix elements are computed in

the spin network basis (see Figure 1) (see Loop
Quantum Gravity), they can be expressed as a
sum over amplitudes of ‘‘spin network histories’’:
spin foams (Figure 2). The latter are naturally
given by foam-like combinatorial structures
whose basic elements carry quantum numbers of
geometry (see Loop Quantum Gravity). A spin
foam history, from the state js> to the state js0> ,
is denoted by a pair (Fs! s0 , {j}), where Fs! s0 is the
2-complex with boundary given by the graphs of
the spin network states js0> and js>, respectively,
and {j} is the set of spin quantum numbers
labeling its edges (denoted e 2 Fs! s0) and faces
(denoted f 2 Fs! s0 ). Vertices are denoted
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v 2 Fs! s0 . The physical inner product can be
expressed as a sum over spin foam amplitudes

<s0; s>p¼<Ps0; s>

¼
X
Fs!s0

NðFs!s0 Þ
X
fjg

Y
f2Fs!s0

Af ðjf Þ

�
Y

e2Fs!s0

AeðjeÞ
Y

v2Fs!s0

AvðjvÞ ½4�

where N(Fs! s0 ) is a (possible) normalization
factor, and Af (jf ), Ae(je), and Av(jv) are the 2-cell
or face amplitude, the edge or 1-cell amplitude,
and the 0-cell or vertex amplitude, respectively.
These local amplitudes depend on the spin quan-
tum numbers labeling neighboring cells in Fs! s0

(e.g., the vertex amplitude of the vertex magnified
in Figure 2 is Av(j, k, l, m, n, s)).

The underlying discreteness discovered in LQG
is crucial: in the spin foam representation, the
functional integral for gravity is replaced by a sum
over amplitudes of combinatorial objects given by
foam-like configurations (spin foams) as in [4]. A
spin foam represents a possible history of the

gravitational field and can be interpreted as a set
of transitions through different quantum states of
space. Boundary data in the path integral are given
by the polymer-like excitations (spin network
states, Figure 1) representing 3-geometry states in
LQG.

Spin Foams in 3D Quantum Gravity

Now we introduce the concept of spin foams in a
more explicit way in the context of the quantization
of three-dimensional (3D) Riemannian gravity. Later
in this section we will present the definition of P
from the canonical and covariant viewpoint for-
mally stated in the introduction by eqns [2] and [3],
respectively.

The Classical Theory

Riemannian gravity in 3D is a theory with no local
degrees of freedom, that is, a topological theory (see
Topological Quantum Field Theory: Overview). Its
action (in the first-order formalism) is given by

Sðe; !Þ ¼
Z

M

trðe ^ Fð!ÞÞ ½5�

where M = �� R (for � an arbitrary Riemann
surface), ! is an SU(2) connection, and the triad e
is an su(2)-valued 1-form. The gauge symmetries of
the action are the local SU(2) gauge transformations

�e ¼ ½e; ��; �! ¼ d!� ½6�

where � is an su(2)-valued 0-form, and the
‘‘topological’’ gauge transformation

�e ¼ d!�; �! ¼ 0 ½7�

where d! denotes the covariant exterior derivative
and � is an su(2)-valued 0-form. The first invariance
is manifest from the form of the action, while the
second is a consequence of the Bianchi identity,
d!F(!) = 0. The gauge symmetries are so large that
all the solutions to the equations of motion are
locally pure gauge. The theory has only global or
topological degrees of freedom.

Upon the standard 2þ 1 decomposition (see Cano-
nical General Relativity), the phase space in these
variables is parametrized by the pullback to � of ! and
e. In local coordinates, one can express them in terms of
the two 2D connection Ai

a and the triad field
Eb

j = �bcek
c�jk, where a = 1, 2 are space coordinate

indices and i, j = 1, 2, 3 are su(2) indices. The symplec-
tic structure is defined by

fAi
aðxÞ;E b

j ðyÞg ¼ � b
a�

i
j�
ð2Þðx; yÞ ½8�
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Figure 1 A spin network state is given by a graph embedded

in space whose links and nodes are labeled by unitary

irreducible representations of SU(2). These states form a

complete basis of the kinematical Hilbert space of LQG where

the operator equations [1] are defined.
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Figure 2 A spin foam as the ‘‘colored’’ 2-complex representing

the transition between three different spin network states. A

transition vertex is magnified on the right.
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Local symmetries of the theory are generated by the
first-class constraints

DbE b
j ¼ 0; F i

abðAÞ ¼ 0 ½9�

which are referred to as the Gauss law and the
curvature constraint, respectively – the quantization
of these is the analog of [1] in 4D. This simple
theory has been quantized in various ways in the
literature; here we will use it to introduce the spin
foam quantization.

Kinematical Hilbert Space

In analogy with the 4D case, one follows Dirac’s
procedure finding first a representation of the basic
variables in an auxiliary or kinematical Hilbert
space Hkin. The basic states are functionals of the
connection depending on the parallel transport
along paths � � �: the so-called holonomy. Given
a connection Ai

a(x) and a path �, one defines the
holonomy h�[A] as the path-ordered exponential

h� ½A� ¼ P exp

Z
�

A ½10�

The kinematical Hilbert space, Hkin, corresponds
to the Ashtekar–Lewandowski (AL) representation
of the algebra of functions of holonomies or
generalized connections. This algebra is in fact a
C�-algebra and is denoted Cyl (see Loop Quantum
Gravity). Functionals of the connection act in the
AL representation simply by multiplication. For
example, the holonomy operator acts as follows:dh�½A��½A� ¼ h� ½A��½A� ½11�

As in 4D, an orthonormal basis of Hkin is defined
by the spin network states. Each spin network is
labeled by a graph � � �, a set of spins {j‘} labeling
links ‘ 2 �, and a set of intertwiners {	n} labeling
nodes n 2 � (Figure 3), namely:

s�;fj‘g;f	ng½A� ¼
O
n2�

	n
O
‘2�

Yj‘
ðh‘½A�Þ ½12�

where �
j

is the unitary irreducible representation matrix
of spin j (for a precise definition, see Loop Quantum
Gravity). For simplicity, we will often denote spin
network states js > omitting the graph and spin labels.

Spin Foams from the Hamiltonian Formulation

The physical Hilbert space, Hphys, is defined by
those ‘‘states’’ that are annihilated by the con-
straints. By construction, spin-network states solve
the Gauss constraint – dDaEa

i js >= 0 – as they
are manifestly SU(2) gauge invariant (see Loop
Quantum Gravity). To complete the quantization,
one needs to characterize the space of solutions of
the quantum curvature constraints (bFi

ab), and to
provide it with the physical inner product. The
existence of Hphys is granted by the following:

Theorem 1 There exists a normalized positive
linear form P over Cyl, that is, P( � ) � 0 for  2
Cyl and P(1) = 1, yielding (through the GNS
construction (see Algebraic Approach to Quantum
Field Theory)) the physical Hilbert space Hphys and
the physical representation 
p of Cyl.

The state P contains a very large Gelfand ideal (set
of zero norm states) J := {� 2 Cyl s.t. P(���) = 0}. In
fact, the physical Hilbert space Hphys := Cyl=J corre-
sponds to the quantization of finitely many degrees of
freedom. This is expected in 3D gravity as the theory
does not have local excitations (no ‘‘gravitons’’) (see
Topological Quantum Field Theory: Overview). The
representation 
p of Cyl solves the curvature con-
straint in the sense that for any functional f�[A] 2 Cyl
defined on the subalgebra of functionals defined on
contractible graphs � 2 �, one has that


p½f� �� ¼ f� ½0�� ½13�

This equation expresses the fact that ‘‘bF = 0’’ in Hphys

(for flat connections, parallel transport is trivial
around a contractible region). For s, s0 2 Hkin, the
physical inner product is given by

<s; s0>p :¼ Pðs�sÞ ½14�

where the �-operation and the product are defined
in Cyl.

The previous equation admits a ‘‘sum over
histories’’ representation. We shall introduce the
concept of the spin foam representation as an
explicit construction of the positive linear form P
which, as in [2], is formally given by

P ¼
Z

D½N� exp i

Z
�

tr½NbFðAÞ�� �
¼
Y
x2�

�½ dFðAÞ� ½15�
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Figure 3 A spin network state in 2þ 1 LQG. The decomposi-

tion of a 4-valent node in terms of basic 3-valent intertwiners is

shown.
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where N(x) 2 su(2). One can make the previous
formal expression a rigorous definition if one intro-
duces a regularization. Given a partition of � in terms
of 2D plaquettes of coordinate area �2, one has thatZ

�

tr½NFðAÞ� ¼ lim
�!0

X
pi

�2tr½NpiFpi � ½16�

where Npi and Fpi are values of Ni and �abFi
ab[A]

at some interior point of the plaquette pi and �ab is
the Levi-Civita tensor. Similarly, the holonomy
Wpi[A] around the boundary of the plaquette pi

(see Figure 4) is given by

Wpi ½A� ¼ 1þ �2FpiðAÞ þ Oð�2Þ ½17�

where Fpi = �j�
abFj

ab(xpi) (�j are the generators of
su(2) in the fundamental representation). The pre-
vious two equations lead to the following definition:
given s 2 Cyl (think of spin network state based on a
graph �), the linear form P(s) is defined as

PðsÞ :¼ lim
�!0

�
Y
pi

Z
dNpi expði tr½NpiWpi �Þ; s

* +
½18�

where < , > is the inner product in the AL
representation and j� > is the ‘‘vacuum’’ (1 2 Cyl)
in the AL representation. The partition is chosen so
that the links of the underlying graph � border the
plaquettes. One can easily perform the integration

over the Npi using the identity (Peter–Weyl
theorem) Z

dN expði tr½NW�Þ

¼
X

j

ð2jþ 1Þtr
h
�
j
ðWÞ

i
½19�

Using the previous equation

PðsÞ :¼ lim
�!0

Y
pi

X
jðpiÞ
ð2jðpiÞ þ 1Þ

<� tr
h

�
jðpiÞ
ðWpiÞ

i
; s> ½20�

where j(pi) is the spin labeling element of the sum
[19] associated to the ith plaquette. Since the
tr[�j(W)] commute, the ordering of plaquette opera-
tors in the previous product does not matter. It can be
shown that the limit �! 0 exists and one can give a
closed expression of P(s).

Now in the AL representation (see eqn [11]), each
tr½�jðpiÞðWpiÞ� acts by creating a closed loop in the jpi

representation at the boundary of the corresponding
plaquette (Figures 5 and 6).

One can introduce a (nonphysical) time parameter
that works simply as a coordinate providing the means
of organizing the series of actions of plaquette loop
operators in [20]; that is, one assumes that each of the
loop actions occurs at different ‘‘times.’’ We have
introduced an auxiliary time slicing (arbitrary para-
metrization). If one inserts the AL partition of unity

1 ¼
X
�2�

X
fjg�

j�; fjg >< �; fjgj ½21�

where the sum is over the complete basis of spin
network states {j�, {j} > } – based on all graphs � 2 �
and with all possible spin labeling – between each time

Wp

εΣ

Figure 4 Cellular decomposition of the space manifold

� (a square lattice in this example), and the infinitesimal

plaquette holonomy Wp [A].
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Figure 5 Graphical notation representing the action of one plaquette holonomy on a spin network state. On the right is the result

written in terms of the spin network basis. The amplitude Nj ,m,k can be expressed in terms of Clebsch–Gordan coefficients.
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Figure 6 Graphical notation representing the action of one plaquette holonomy on a spin network vertex. The object in brackets (fg)
is a 6j-symbol and �j := 2j þ 1.
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slice, one arrives at a sum over spin network histories
representation of P(s). More precisely, P(s) can be
expressed as a sum over amplitudes corresponding to a
series of transitions that can be viewed as the ‘‘time
evolution’’ between the ‘‘initial’’ spin network s and
the ‘‘final’’ ‘‘vacuum state’’ �. The physical inner
product between spin networks s and s0 is defined as
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Figure 8 A set of discrete transitions representing one of the contri

continuous spin foam representation when the regulator is removed.
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Figure 7 A set of discrete transitions in the loop-to-loop physical in

the right, the continuous spin foam representation in the limit � ! 0
<s; s0>p :¼ Pðs�s0Þ

and can be expressed as a sum over amplitudes
corresponding to transitions interpolating between
the ‘‘initial’’ spin network s0 and the ‘‘final’’ spin
network s (e.g., Figures 7 and 8).
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Figure 9 The cellular decomposition of M = �� I (� = T 2 in

this example). The illustration shows part of the induced graph

on the boundary and the detail of a tetrahedron in � and a face

f 2 �� in the bulk.
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Figure 10 A (2-cell) face f 2 �� in a cellular decomposition of

the spacetime manifold M and the corresponding dual 1-cell. The

connection field is discretized by the assignment of the parallel

transport group elements gi
e 2 SU(2) to edges e 2 ��

(i = 1, . . . , 5 in the face shown here).
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Spin network nodes evolve into edges while spin
network links evolve into 2D faces. Edges inherit the
intertwiners associated to the nodes and faces inherit
the spins associated to links. Therefore, the series of
transitions can be represented by a 2-complex whose
1-cells are labeled by intertwiners and whose 2-cells
are labeled by spins. The places where the action of
the plaquette loop operators create new links
(Figures 6 and 8) define 0-cells or vertices. These
foam-like structures are the so-called spin foams.
The spin foam amplitudes are purely combinatorial
and can be explicitly computed from the simple
action of the loop operator in the AL representation
(see Loop Quantum Gravity). A particularly simple
case arises when the spin network states s and s0

have only 3-valent nodes. Explicitly,

<s; s0>p :¼ Pðs�s0Þ

¼
X
fjg

Y
f2Fs!s0

ð2jf þ 1Þ
�f
2

Y
v2Fs!s0

j4

j3

j1 j2

j6

j5

½22�

where the notation is that of [4], and �f = 0 if
f \ s 6¼ 0 ^ f \ s0 6¼ 0, �f = 1 if f \ s 6¼ 0 _ f \ s0 6¼ 0,
and �f = 2 if f \ s = 0 ^ f \ s0= 0. The tetrahedral
diagram denotes a 6j-symbol: the amplitude obtained
by means of the natural contraction of the four
intertwiners corresponding to the 1-cells converging
at a vertex. More generally, for arbitrary spin
networks, the vertex amplitude corresponds to 3nj-
symbols, and <s, s0>p takes the general form [4].

Spin Foams from the Covariant Path Integral

In this section we re-derive the spin foam represen-
tation of the physical scalar product of 2þ 1
(Riemannian) quantum gravity directly as a regular-
ization of the covariant path integral. The formal
path integral for 3D gravity can be written as

P ¼
Z

D½e�D½A� exp i

Z
M

tr½e ^ FðAÞ�
� �

½23�

Assume M = �� I, where I � R is a closed (time)
interval (for simplicity, we ignore boundary
terms).

In order to give a meaning to the formal
expression above, one replaces the 3D manifold
(with boundary) M with an arbitrary cellular
decomposition �. One also needs the notion of the
associated dual 2-complex of � denoted by ��. The
dual 2-complex �� is a combinatorial object defined
by a set of vertices v 2 �� (dual to 3-cells in �),
edges e 2 �� (dual to 2-cells in �), and faces f 2 ��
(dual to 1-cells in �). The intersection of the dual
2-complex �� with the boundaries defines two
graphs �1, �2 2 � (see Figure 9). For simplicity, we
ignore the boundaries until the end of this section.
The fields e and A are discretized as follows. The
su(2)-valued 1-form field e is represented by the
assignment of ef 2 su(2) to each 1-cell in �. We
use the fact that faces in �� are in one-to-one
correspondence with 1-cells in � and label ef with a
face subindex (Figure 9). The connection field A is
represented by the assignment of group elements
ge 2 SU(2) to each edge in e 2 �� (see Figure 10).

With all this, [23] becomes the regularized version
P� defined as

P� ¼
Z Y

f2��
def

Y
e2��

dge exp i tr ef Wf

� 	� 	
½24�

where def is the regular Lebesgue measure on R3,
dge is the Haar measure on SU(2), and Wf denotes
the holonomy around (spacetime) faces, that is,
Wf = g1

e � � � gN
e for N being the number of edges

bounding the corresponding face (see Figure 10).
The discretization procedure is reminiscent of the
one used in standard lattice gauge theory (see Lattice
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Gauge Theory). The previous definition can be
motivated by an analysis equivalent to the one
presented in [16].

Integrating over ef , and using [19], one obtains

P� ¼
X
fjg

Z Y
e2��

dge

Y
f2��
ð2jf þ 1Þ

� tr �
jf

ðg1
e . . . gN

e Þ
" #

½25�

Now it remains to integrate over the lattice con-
nection {ge}. If an edge e 2 �� bounds n faces f 2 ��

there will be n traces of the form tr[�jf ( � � � ge � � � )] in
[25] containing ge in the argument. In order to
integrate over ge we can use the following identity:

In
inv :¼

Z
dg �

j1
ðgÞ 	 �

j2
ðgÞ 	 � � � 	�

jn
ðgÞ

¼
X
	

C	
j1j2���jn C�	j1j2���jn ½26�

where In
inv is the projector from the tensor product of

irreducible representations Hj1���jn = j1 	 j2 	 � � � 	 jn
onto the invariant component H0

j1���jn = Inv[j1 	 j2 	
� � � 	 jn]. On the right-hand side, we have chosen an
orthonormal basis of invariant vectors (intertwiners)
in Hj1���jn to express the projector. Notice that the
assignment of intertwiners to edges is a consequence
of the integration over the connection. Using [26]
one can write P� in the general spin foam
representation form [4]

P� ¼
X
ffg

Y
f2��
ð2jf þ 1Þ

Y
v2��

AvðjvÞ ½27�

where Av(	v, jv) is given by the appropriate trace of
the intertwiners corresponding to the edges bounded
by the vertex. As in the previous section, this
amplitude is given in general by an SU(2) 3Nj-
symbol. When � is a simplicial complex, all the
edges in �� are 3-valent and vertices are 4-valent.
Consequently, the vertex amplitude is given by the
contraction of the corresponding four 3-valent
intertwiners, that is, a 6j symbol. In that case, the
path integral takes the (Ponzano–Regge) form

P� ¼
X
fjg

Y
f2��
ð2jf þ 1Þ

Y
v2��

j4

j3

j1 j2

j6

j5

½28�

The labeling of faces that intersect the boundary
naturally induces a labeling of the edges of the
graphs �1 and �2 induced by the discretization.
Thus, the boundary states are given by spin network
states on �1 and �2, respectively. A careful analysis
of the boundary contribution shows that only the
face amplitude is modified to (�j‘ )

�f =2, and that the
spin foam amplitudes are as in eqn [22].

A crucial property of the path integral in 3D
gravity (and of the transition amplitudes in general)
is that it does not depend on the discretization � –
this is due to the absence of local degrees of freedom
in 3D gravity and not expected to hold in 4D. Given
two different cellular decompositions � and �0,
one has

��n0P� ¼ ��n0
0P�0 ½29�

where n0 is the number of 0-simplexes in �, and
� =

P
j (2jþ 1)2. As � is given by a divergent sum,

the discretization independence statement is formal.
Moreover, the sum over spins in [28] is typically
divergent. Divergences occur due to infinite gauge-
volume factors in the path integral corresponding to
the topological gauge freedom [7]. Freidel and
Louapre have shown how these divergences can be
avoided by gauge-fixing unphysical degrees of free-
dom in [24]. In the case of 3D gravity with positive
cosmological constant, the state sum generalizes to
the Turaev–Viro invariant (see Topological Quan-
tum Field Theory: Overview) defined in terms of the
quantum group SUq(2) with qn = 1 where the
representations are finitely many and thus � <1.
Equation [29] is a rigorous statement in that case.
No such infrared divergences appear in the canoni-
cal treatment of the previous section.
Spin Foams in 4D

Spin Foam from the Canonical Formulation

There is no rigorous construction of the physical
inner product of LQG in 4D. The spin foam
representation as a device for its definition has
been introduced formally by Rovelli. In 4D LQG,
difficulties in understanding dynamics are centered
around the quantum scalar constraintbS =

dffiffiffiffiffiffiffiffiffiffi
detE
p �1

Ea
i E

b
j Fij

ab(A)þ � � � (see [1]) – the vector
constraint bVa(A, E) is solved in a simple manner
(see Loop Quantum Gravity). The physical inner
product formally becomes

hPs; s0idiff ¼
Y

x

�½bSðxÞ�
¼
Z

D½N� < exp i

Z
�

NðxÞbSðxÞ� �
s; s0 >diff

¼
Z

D½N�
X1
n¼0

in

n!
<

Z
�

NðxÞbSðxÞ� �n

s; s0 >diff ½30�
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Figure 11 The action of the scalar constraint and its spin foam representation. N(xn) is the value of N at the node and Snop are the

matrix elements of bS.
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where < , >diff denotes the inner product in the
Hilbert space of solutions of the vector constraint,
and the exponential has been expanded in powers in
the last expression on the right-hand side.

From early on, it was realized that smooth loop
states are naturally annihilated by bS (indepen-
dently of any quantization ambiguity). Conse-
quently, bS acts only on spin network nodes.
Generically, it does so by creating new links and
nodes modifying the underlying graph of the spin
network states (Figure 11).

Therefore, each term in the sum [30] represents a
series of transitions – given by the local action of bS
at spin network nodes – through different spin
network states interpolating the boundary states s
and s0, respectively. The action of bS can be
visualized as an ‘‘interaction vertex’’ in the ‘‘time’’
evolution of the node (Figure 11). As in the explicit
3D case, eqn [30] can be expressed as sum over
‘‘histories’’ of spin networks pictured as a system of
branching surfaces described by a 2-complex whose
elements inherit the representation labels on the
intermediate states. The value of the ‘‘transition’’
amplitudes is controlled by the matrix elements ofbS. Therefore, although the qualitative picture is
independent of quantization ambiguities, transition
amplitudes are sensitive to them.

Before even considering the issue of convergence
of [30], the problem with this definition is evident:
every single term in the sum is a divergent integral!
Therefore, this way of presenting spin foams has to
be considered as formal until a well-defined regular-
ization of [2] is provided. That is the goal of the spin
foam approach.

Instead of dealing with an infinite number of
constraints Thiemann recently proposed to impose
one single master constraint defined as

M ¼
Z

�

dx3 S2ðxÞ � qabVaðxÞVbðxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det qðxÞ

p ½31�

Using techniques developed by Thiemann, this
constraint can indeed be promoted to a quantum
operator acting on Hkin. The physical inner product
is given by

<s; s0>p :¼ lim
T!1

<s;

Z T

�T

dt eitbMs0> ½32�

A spin foam representation of the previous expres-
sion could now be achieved by the standard
skeletonization that leads to the path-integral repre-
sentation in quantum mechanics. In this context,
one splits the t-parameter in discrete steps and
writes

eitbM ¼ lim
N!1

½eitbM=N�N ¼ lim
N!1

½1þ it bM=N�N ½33�

The spin foam representation follows from the fact
that the action of the basic operator 1þ it bM=N on a
spin network can be written as a linear combination
of new spin networks whose graphs and labels have
been modified by the creation of new nodes (in a
way qualitatively analogous to the local action
shown in Figure 11). An explicit derivation of the
physical inner product of 4D LQG along these lines
is under current investigation.

Spin Foams from the Covariant Formulation

In 4D, the spin foam representation of the dynamics
of LQG has been investigated more intensively in
the covariant formulation. This has led to a series of
constructions which are referred to as spin foam
models. These treatments are related more closely to
the construction based on the covariant path-
integral approach of the last section. Here we
illustrate the formulation which has captured much
interest in the literature: the Barrett–Crane (BC)
model.

Spin foam models for gravity as constrained quan-
tum BF theory The BC model is one of the most
extensively studied spin foam models for quantum
gravity. To introduce the main ideas involved, we
concentrate on the definition of the model in the
Riemannian sector. The BC model can be formally
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viewed as a spin foam quantization of SO(4)
Plebanski’s formulation of general relativity. Ple-
banski’s Riemannian action depends on an SO(4)
connection A, a Lie-algebra-valued 2-form B, and
Lagrange multiplier fields 
 and �. Writing explicitly
the Lie algebra indices, the action is given by

S½B;A; 
; ��

¼
Z �

BIJ ^ FIJðAÞ þ 
IJKL BIJ ^ BKL

þ ��IJKL
IJKL

	
½34�

where � is a 4-form and 
IJKL =�
JIKL =
�
IJLK =
KLIJ is a tensor in the internal space.
Variation with respect to � imposes the constraint
�IJKL
IJKL = 0 on 
IJKL. The Lagrange multiplier
tensor 
IJKL has then 20 independent components.
Variation with respect to 
 imposes 20 algebraic
equations on the 36 components of B. The (non-
degenerate) solutions to the equations obtained by
varying the multipliers 
 and � are

BIJ ¼ 
�IJKLeK ^ eL

and

BIJ ¼ 
eI ^ eJ ½35�

in terms of the 16 remaining degrees of freedom of
the tetrad field eI

a. If one substitutes the first solution
into the original action, one obtains Palatini’s
formulation of general relativity; therefore, on shell
(and on the right sector), the action is that of
classical gravity.

The key idea in the definition of the model is that
the path integral for the theory corresponding to the
action S[B, A, 0, 0], namely

Ptopo ¼
Z

D½B�D½A� exp i

Z
BIJ ^ FIJðAÞ
� 	� �

½36�

can be given a meaning as a spin foam sum, [4], in
terms of a simple generalization of the construction
of the previous section. In fact, S[B, A, 0, 0] corre-
sponds to a simple theory known as BF theory that
is formally very similar to 3D gravity (see BF
Theories). The result is independent of the chosen
discretization because BF theory does not have local
degrees of freedom (just as 3D gravity).

The BC model aims at providing a definition of
the path integral of gravity pursuing a well-posed
definition of the formal expression

PGR ¼
Z

D½B�D½A�� B! �IJKLeK ^ eL

� 	
� exp i

Z
BIJ ^ FIJðAÞ
� 	� �

½37�
where D[B]D[A]�(B! �IJKLeK ^ eL) means that one
must restrict the sum in [36] to those configurations
of the topological theory satisfying the constraints
B = � (e ^ e) for some tetrad e. The remarkable fact
is that this restriction can be implemented in a
systematic way directly on the spin foam configura-
tions that define Ptopo.

In Ptopo spin foams are labeled with spins corre-
sponding to the unitary irreducible representations of
SO(4) (given by two spin quantum numbers (jR, jL)).
Essentially, the factor ‘‘�(B ! �IJKLeK ^ eL)’’ restricts
the set of spin foam quantum numbers to the so-
called simple representations (for which jR = jL = j).
This is the ‘‘quantum’’ version of the solution to the
constraints [35]. There are various versions of this
model. The simplest definition of the transition
amplitudes in the BC model is given by

Pðs�sÞ ¼
X
fjg

Y
f2Fs!s0

ð2jf þ 1Þ�f
Y

v2Fs!s0

X
	1���	5

ι2

ι1 ι3

ι5 ι4

j12

j15 j14

j45

j35

j24j25

j13

j23

j34

ι1* ι3*

ι2*

j15*

j12* j23*

ι5* j45*

j14* j35*

j25* j24*

j13*

j34*

ι4*

½38�

where we use the notation of [22], the graphs denote
15j-symbols, and 	i are half-integers labeling SU(2)
normalized 4-intertwiners. No rigorous connection
with the Hilbert space picture of LQG has yet been
established. The self-dual version of Plebanski’s
action leads, through a similar construction, to
Reisenberger’s model.

The simplest amplitude in the BC model corre-
sponds to a single 4-simplex, which can be viewed
as the simplest triangulation of the 4D spacetime
given by the interior of a 3-sphere (the correspond-
ing 2-complex is shown in Figure 12). States of the
4-simplex are labeled by ten spins j (labeling the ten
edges of the boundary spin network, see Figure 12)
which can be shown to be related to the area in
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Planck units of the ten triangular faces that form the
4-simplex. A first indication of the connection of the
model with gravity was that the large-j asymptotics
appeared to be dominated by the exponential of the
Regge action (the action derived by Regge as a
discretization of general relativity). This estimate
was done using the stationary-phase approximation
to the integral that gives the amplitude of a
4-simplex in the BC model. However, more detailed
calculations showed that the amplitude is dominated
by configurations corresponding to degenerate
4-simplexes. This seems to invalidate a simple
connection to general relativity and is one of the
main puzzles in the model.
Spin Foams as Feynman Diagrams

The main problem with the models of the previous
section is that they are defined on a discretization �
of M and that – contrary to what happens with a
topological theory, for example, 3D gravity
(eqn [29]) – the amplitudes depend on the discretiza-
tion �. Various possibilities to eliminate this reg-
ulator have been discussed in the literature but no
explicit results are yet known in 4D. An interesting
proposal is a discretization-independent definition of
spin foam models achieved by the introduction of an
auxiliary field theory living on an abstract group
manifold – Spin(4)4 and SL(2, C)4 for Riemannian
and Lorentzian gravity, respectively. The action of
the auxiliary group field theory (GFT) takes the form

S½�� ¼
Z

G4

�2 þ 


5!

Z
G10

Mð5Þ½�� ½39�

where M(5)[�] is a fifth-order monomial, and
G is the corresponding group. In the simp-
lest model, M(5)[�] =�(g1, g2, g3, g4)�(g4, g5, g6, g7)�
�(g7, g3, g8, g9)�(g9, g6, g2, g10)�(g10, g8, g5, g1). The
field � is required to be invariant under the
(simultaneous) right action of the group on its
four arguments in addition to other symmetries
(not described here for simplicity). The perturba-
tive expansion in 
 of the GFT Euclidean path
integral is given by

P ¼
Z

D½��e�S½�� ¼
X
FN


N

sym½FN�
A½FN� ½40�

where A[FN] corresponds to a sum of Feynman-
diagram amplitudes for diagrams with N interaction
vertices, and sym[FN] denotes the standard symme-
try factor. A remarkable property of this expansion
is that A[FN] can be expressed as a sum over spin
foam amplitudes, that is, 2-complexes labeled by
unitary irreducible representations of G. Moreover,
for very simple interaction M(5)[�], the spin foam
amplitudes are in one-to-one correspondence to
those found in the models of the previous section
(e.g., the BC model). This duality is regarded as a
way of providing a fully combinatorial definition of
quantum gravity where no reference to any dis-
cretization or even a manifold structure is made.
Transition amplitudes between spin network states
correspond to n-point functions of the field theory.
These models have been inspired by generalizations
of matrix models applied to BF theory.

Divergent transition amplitudes can arise by the
contribution of ‘‘loop’’ diagrams as in standard
quantum field theory. In spin foams, diagrams
corresponding to 2D bubbles are potentially divergent
because spin labels can be arbitrarily high leading to
unbounded sums in [4]. Such divergences do not occur
in certain field theories dual (in the sense above) to the
BC model. However, little is known about the
convergence of the series in 
 and the physical meaning
of this constant. Nevertheless, Freidel and Louapre
have shown that the series can be re-summed in certain
models dual to lower-dimensional theories.
Causal Spin Foams

Let us conclude by presenting a fundamentally
different construction leading to spin foams. Using
the kinematical setting of LQG with the assumption
of the existence of a microlocal (in the sense of
Planck scale) causal structure, Markopoulou and
Smolin define a general class of (causal) spin foam
models for gravity. The elementary transition ampli-
tude AsI! sIþ1

from an initial spin network sI to
another spin network sIþ1 is defined by a set of
simple combinatorial rules based on a definition of
causal propagation of the information at nodes. The
rules and amplitudes have to satisfy certain causal
restrictions (motivated by the standard concepts
in classical Lorentzian physics). These rules gene-
rate surface-like excitations of the same kind one
encounters in the previous formulations. Spin foams
FN

si! sf
are labeled by the number of times, N, these

elementary transitions take place. Transition
amplitudes are defined as

hsi; sf i ¼
X

N

AðFN
si!sf
Þ ½41�

which is of the generic form [4]. The models are not
related to any continuum action. The only guiding
principles in the construction are the restrictions
imposed by causality, and the requirement of the
existence of a nontrivial critical behavior that
reproduces general relativity at large scales. Some
indirect evidence of a possible nontrivial continuum
limit has been obtained in certain versions of these
models in 1þ 1 dimensions.
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Introduction

From a physical point of view, spin glasses, as dilute
magnetic alloys, are very interesting systems. They
are characterized by such features as exhibiting a new
magnetic phase, where magnetic moments are frozen
into disordered equilibrium orientations, without any
long-range order. See, for example, Young (1987) for
general reviews, and also Stein (1989) for a very
readable account about the physical properties of
spin glasses. The experimental laboratory study of
spin glasses is a very difficult subject, because of their
peculiar properties. In particular, the existence of
very slowly relaxing modes, with consequent memory
effects, makes it difficult to realize the very basic
physical concept of a system at thermodynamical
equilibrium, at a given temperature.

From a theoretical point of view some models
have been proposed, which try to capture the
essential physical features of spin glasses, in the
frame of very simple assumptions.

The basic model has been proposed by Edwards
and Anderson (1975) many years ago. It is a simple
extension of the well-known nearest-neighbor Ising
model. On a large region � of the unit lattice in d
dimensions, we associate an Ising spin �(n) to each
lattice site n, and then we introduce a lattice
Hamiltonian

H�ð�; JÞ ¼ �
X
ðn;n0Þ

Jðn; n0Þ�ðnÞ�ðn0Þ ½1�

Here, the sum runs over all couples of nearest-
neighbor sites in �, and J are quenched random
couplings, assumed for simplicity to be independent
identically distributed random variables, with cen-
tered unit Gaussian distribution. The quenched
character of the J means that they do not contribute
to thermodynamic equilibrium, but act as a kind of
random external noise on the coupling of the �
variables. In the expression of the Hamiltonian, we
have indicated with � the set of all �(n), and with J
the set of all J(n, n0). The region � must be taken
very large, by letting it invade all lattice in the limit.
The physical motivation for this choice is that for
real spin glasses the interaction between the spins
dissolved in the matrix of the alloy oscillates in sign
according to distance. This effect is taken into
account in the model through the random character
of the couplings between spins.

Even though very drastic simplifications have
been introduced in the formulation of this model,
as compared to the extremely complicated nature
of physical spin glasses, nevertheless a rigorous
study of all properties emerging from the static
and dynamic behavior of a thermodynamic system
of this kind is far from being complete. In particular,
with reference to static equilibrium properties, it
is not yet possible to reach a completely substan-
tiated description of the phases emerging in the
low-temperature region. Even physical intuition
gives completely different guesses for different
people.

In the same way as a mean-field version can be
associated to the ordinary Ising model, so it is possible
for the disordered model described by [1]. Now we
consider a number of sites i = 1, 2, . . . , N, and let each
spin �(i) at site i interact with all other spins, with the
intervention of a quenched noise Jij. The precise form
of the Hamiltonian will be given in the following.

This is the mean-field model for spin glasses,
introduced by Sherrington and Kirkpatrick (1975).



It is a celebrated model. Numerous articles have
been devoted to its study during the years, appearing
in the theoretical physics literature.

The relevance of the model stems surely from the
fact that it is intended to represent some important
features of the physical spin glass systems, of great
interest for their peculiar properties, at least at the
level of the mean-field approximation.

But another important source of interest is
connected with the fact that disordered systems, of
the Sherrington–Kirkpatrick type, and their general-
izations, seem to play a very important role for
theoretical and practical assessments about hard
optimization problems, as it is shown, for example,
by Mézard et al. (2002).

It is interesting to remark that the original paper
was entitled ‘‘Solvable model of a spin-glass,’’ while
a previous draft, as told by David Sherrington,
contained the even stronger designation ‘‘Exactly
solvable.’’ However, it turned out that the very
natural solution devised by the authors is valid only
at high temperatures, or for large external magnetic
fields. At low temperatures, the proposed solution
exhibits a nonphysical drawback given by a negative
entropy, as properly recognized by the authors in
their very first paper.

It took some years to find an acceptable solution.
This was done by Giorgio Parisi in a series of
papers, marking a radical departure from the
previous methods. In fact, a very intense method of
‘‘spontaneous replica symmetry breaking’’ was
developed. As a consequence, the physical content
of the theory was encoded in a functional order
parameter of new type, and a remarkable structure
emerged for the pure states of the theory, a kind of
hierarchical, ultrametric organization. These very
interesting developments, due to Parisi, and his
coworkers, are explained in a brilliant way in the
classical book by Mézard et al. (1987). Part of this
structure will be recalled in the following.

It is important to remark that the Parisi solution is
presented in the form of an ingenious and clever
‘‘ansatz.’’ Until few years ago, it was not known
whether this ansatz would give the true solution for
the model, in the so-called thermodynamic limit,
when the size of the system becomes infinite, or it
would be only a very good approximation for the
true solution.

The general structures offered by the Parisi solu-
tion, and their possible generalizations for similar
models, exhibit an extremely rich and interesting
mathematical content. Very appropriately, Talagrand
(2003) has used a strongly suggestive sentence in the
title to his recent book: ‘‘Spin glasses: a challenge for
mathematicians.’’

As a matter of fact, how to face this challenge is a
very difficult problem. Here we would like to recall
the main features of a very powerful method, yet
extremely simple in its very essence, based on a
comparison and interpolation argument on sets of
Gaussian random variables.

The method found its first simple application in
Guerra (2001), where it was shown that the
Sherrington–Kirkpatrick replica symmetric approxi-
mate solution was a rigorous lower bound for the
quenched free energy of the system, uniformly in
the size. Then, it was possible to reach a long-
awaited result (Guerra and Toninelli 2002): the
convergence of the free energy density in the
thermodynamic limit, by an intermediate step
where the quenched free energy was shown to be
subadditive in the size of the system.

Moreover, still by interpolation on families of
Gaussian random variables, the first mentioned result
was extended to give a rigorous proof that the
expression given by the Parisi ansatz is also a lower
bound for the quenched free energy of the system,
uniformly in the size (Guerra 2003). The method gives
not only the bound, but also the explicit form of the
correction in a complex form. As a recent and very
important result, along the task of facing the challenge,
Michel Talagrand has been able to dominate these
correction terms, showing that they vanish in the
thermodynamic limit. This milestone achievement was
first announced in a short note, containing only a
synthetic sketch of the proof, and then presented with
all details in a long paper (Talagrand 2006).

The interpolation method is also at the basis of
the far-reaching generalized variational principle
proved by Aizenman et al. (2003).

In our presentation, we will try to be as self-
contained as possible. We will give all definitions,
explain the basic structure of the interpolation
method, and show how some of the results are
obtained. We will concentrate mostly on questions
connected with the free energy, its properties of
subadditivity, the existence of the infinite-volume
limit, and the replica bounds.

For the sake of comparison, and in order to
provide a kind of warm-up, we will recall also some
features of the standard elementary mean-field
model of ferromagnetism, the so-called Curie–
Weiss model. We will concentrate also here on the
free energy, and systematically exploit elementary
comparison and interpolation arguments. This will
show the strict analogy between the treatment of the
ferromagnetic model and the developments in the
mean-field spin glass case. Basic roles will be played
in the two cases, but with different expressions, by
positivity and convexity properties.
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Then, we will consider the problem of connecting
results for the mean-field case to the short-range case.
An intermediate position is occupied by the so-called
diluted models. They can be studied through a
generalization of the methods exploited in the mean-
field case, as shown, for example, in De Sanctis (2005).

The organization of the paper is as follows. We
first introduce the ferromagnetic model and discuss
behavior and properties of the free energy in the
thermodynamic limit, by emphasizing, in this very
elementary case, the comparison and interpolation
methods that will be also exploited, in a different
context, in the spin glass case.

The basic features of the mean-field spin glass
models are discussed next, by introducing all
necessary definitions. This is followed by the
introduction, for generic Gaussian interactions, of
some important formulas, concerning the derivation
with respect to the strength of the interaction, and
the Gaussian comparison and interpolation method.

We then give simple applications to the mean-field
spin glass model, in particular to the existence of the
infinite-volume limit of the quenched free energy
(Guerra and Toninelli 2002), and to the proof of
general variational bounds, by following the useful
strategy developed in Aizenman et al. (2003).

The main features of the Parisi representation are
recalled briefly, and the main theorem concerning
the free energy is stated. This is followed by a brief
mention of results for diluted models.

We also attack the problem of connecting the
results for the mean-field case to the more realistic
short-range models.

Finally we provide conclusions and outlook for
future foreseen developments.

Our treatment will be as simple as possible, by
relying on the basic structural properties, and by
describing methods of presumably very long lasting
power. The emphasis given to the mean-field case
reflects the status of research. After some years from
now this review would perhaps be written according
to completely different patterns.

A Warm-up. The Mean-field
Ferromagnetic Model: Structure
and Results

The mean-field ferromagnetic model is among the
simplest models of statistical mechanics. However, it
contains very interesting features, in particular a
phase transition, characterized by spontaneous
magnetization, at low temperatures. We refer to
standard textbooks for a full treatment and a
complete appreciation of the model in the frame of

the theory of ferromagnetism. Here we first consider
some properties of the free energy, easily obtained
through comparison methods.

The generic configuration of the mean-field
ferromagnetic model is defined through Ising spin
variables �i =�1, attached to each site i = 1,
2, . . . , N.

The Hamiltonian of the model, in some external
field of strength h, is given by the mean-field expression

HNð�; hÞ ¼ �
1

N

X
ði;jÞ

�i�j � h
X

i

�i ½2�

Here, the first sum extends to all N(N � 1)=2 site
couples, and the second to all sites.

For a given inverse temperature �, let us now
introduce the partition function ZN(�, h) and the
free energy per site fN(�, h), according to the well-
known definitions

ZNð�; hÞ ¼
X
�1...�N

expð��HNð�; hÞÞ ½3�

��fNð�; hÞ ¼ N�1E log ZNð�; hÞ ½4�

It is also convenient to define the average spin
magnetization

m ¼ 1

N

X
i

�i ½5�

Then, it is immediately seen that the Hamiltonian
in [2] can be equivalently written as

HNð�; hÞ ¼ �
1

2
Nm2 � h

X
i

�i ½6�

where an unessential constant term has been
neglected. In fact, we haveX

ði;jÞ
�i�j ¼

1

2

X
i;j;i 6¼j

�i�j ¼
1

2
N2m2 � 1

2
N ½7�

where the sum over all couples has been equivalently
written as one half the sum over all i, j with i 6¼ j,
and the diagonal terms with i = j have been added
and subtracted out. Notice that they give a constant
because �2

i = 1.
Therefore, the partition function in [3] can be

equivalently substituted by the expression

ZNð�;hÞ ¼
X
�1...�N

exp
1

2
�Nm2

� �
exp �h

X
i

�i

 !
½8�

which will be our starting point.
Our interest will be in the limN!1N�1 log ZN(�, h).

To this purpose, let us establish the important
subadditivity property, holding for the splitting of the
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large-N system in two smaller systems with N1 and N2

sites, respectively, with N = N1 þN2,

log ZNð�; hÞ � log ZN1
ð�; hÞ þ log ZN2

ð�; hÞ ½9�

The proof is very simple. Let us denote, in the most
natural way, by �1, . . . ,�N1

the spin variables for the
first subsystem, and by �N1þ1, . . . ,�N the N2 spin
variables of the second subsystem. Introduce also the
subsystem magnetizations m1 and m2, by adapting
the definition [5] to the smaller systems, in such a
way that

Nm ¼ N1m1 þN2m2 ½10�

Therefore, we see that the large system magnetiza-
tion m is the linear convex combination of the
smaller system ones, according to the obvious

m ¼ N1

N
m1 þ

N2

N
m2 ½11�

Since the mapping m! m2 is convex, we also have
the general bound, holding for all values of the �
variables

m2 � N1

N
m2

1 þ
N2

N
m2

2 ½12�

Then, it is enough to substitute the inequality in the
definition [8] of ZN(�, h), and recognize that we
achieve factorization with respect to the two sub-
systems, and therefore the inequality ZN � ZN1

ZN2
.

So we have established [9]. From subadditivity, the
existence of the limit follows by standard arguments.
In fact, we have

lim
N!1

N�1 log ZNð�; hÞ ¼ inf
N

N�1 log ZNð�; hÞ ½13�

Now we will calculate explicitly this limit, by
introducing an order parameter M, a trial function,
and an appropriate variational scheme. In order to
get a lower bound, we start from the elementary
inequality m2 � 2mM�M2, holding for any value
of m and M. By inserting the inequality in the
definition [8] we arrive at a factorization of the sum
over �’s. The sum can be explicitly calculated, and
we arrive immediately to the lower bound, uniform
in the size of the system,

N�1 log ZNð�; hÞ
� log 2þ log cosh �ðhþMÞ � 1

2�M2 ½14�

holding for any value of the trial order parameter M.
Clearly, it is convenient to take the supremum over M.
Then, we establish the optimal uniform lower bound

N�1 log ZNð�; hÞ
� sup

M
log 2þ log cosh �ðhþMÞ � 1

2�M2
� �

½15�

It is simple to realize that the supremum coincides
with the limit as N !1. To this purpose we follow
the following simple procedure. Let us consider all
possible values of the variable m. There are N þ 1 of
them, corresponding to any number K of possible
spin flips, starting from a given � configuration,
K = 0, 1, . . . , N. Let us consider the trivial decom-
position of the identity, holding for any m,

1 ¼
X
M

�mM ½16�

where M in the sum runs over the N þ 1 possible
values of m, and � is Kroneker delta, being equal to 1
if M = N, and zero otherwise. Let us now insert [16]
in the definition [8] of the partition function inside
the sum over �’s, and invert the two sums. Because of
the forcing m = M given by the �, we can write
m2 = 2mM�M2 inside the sum. Then if we neglect
the �, by using the trivial � � 1, we have an upper
bound, where the sum over �’s can be explicitly
performed as before. Then it is enough to take the
upper bound with respect to M, and consider that
there are N þ 1 terms in the now trivial sum over M,
in order to arrive at the upper bound

N�1 log ZNð�; hÞ
� sup

M

�
log 2þ log cosh �ðhþMÞ

�1
2�M2

�
þN�1 logðN þ 1Þ ½17�

Therefore, by going to the limit as N !1, we can
collect all our results in the form of the following
theorem giving the full characterization of the
thermodynamic limit of the free energy.

Theorem 1 For the mean-field ferromagnetic
model we have

lim
N!1

N�1 log ZNð�; hÞ ¼ inf
N

N�1 log ZNð�; hÞ ½18�

¼ sup
M

log 2þ log cosh �ðhþMÞ � 1
2�M2

� �
½19�

This ends our discussion about the free energy in
the ferromagnetic model.

Other properties of the model can be easily
established. Introduce the Boltzmann–Gibbs state

!NðAÞ

¼ Z�1
N

X
�1...�N

A exp
1

2
�Nm2

� �
exp

�
�h
X

i

�i

�
½20�

where A is any function of �1 . . .�N.
The observable m(�) becomes self-averaging under

!N, in the infinite-volume limit, in the sense that

lim
N!1

!Nððm�Mð�; hÞÞ2Þ ¼ 0 ½21�
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This property of m is the deep reason for the success
of the strategy exploited earlier for the convergence
of the free energy. Easy consequences are the
following. In the infinite-volume limit, for h 6¼ 0,
the Boltzmann–Gibbs state becomes a factor state

lim
N!1

!Nð�1 . . .�sÞ ¼Mð�; hÞs ½22�

A phase transition appears in the form of sponta-
neous magnetization. In fact, while for h = 0 and
� � 1 we have M(�, h) = 0, on the other hand, for
� > 1, we have the discontinuity

lim
h!0þ

Mð�; hÞ ¼ � lim
h!0�

Mð�; hÞ �Mð�Þ > 0 ½23�

Fluctuations can also be easily controlled. In fact,
one proves that the rescaled random variableffiffiffiffiffi

N
p

(m�M(�, h)) tends in distribution, under !N,
to a centered Gaussian with variance given by the
susceptibility

�ð�; hÞ � @

@h
Mð�; hÞ � �ð1�M2Þ

1� �ð1�M2Þ ½24�

Notice that the variance becomes infinite only at the
critical point h = 0, �= 1, where M = 0.

Now we are ready to attack the much more
difficult spin glass model. But it will be surprising to
see that, by following a simple extension of the
methods described here, we will arrive at similar
results.

Basic Definitions for the Mean-Field Spin
Glass Model

As in the ferromagnetic case, the generic configura-
tion of the mean-field spin glass model is defined
through Ising spin variables �i =�1, attached to
each site i = 1, 2, . . . , N.

But now there is an external quenched disorder
given by the N(N � 1)=2 independent and identical
distributed random variables Jij, defined for each
pair of sites. For the sake of simplicity, we assume
each Jij to be a centered unit Gaussian with averages
E(Jij) = 0, E(J2

ij) = 1. By quenched disorder we mean
that the J have a kind of stochastic external
influence on the system, without contributing to
the thermal equilibrium.

Now the Hamiltonian of the model, in some
external field of strength h, is given by the mean-
field expression

HNð�; h; JÞ ¼ �
1ffiffiffiffiffi
N
p

X
ði;jÞ

Jij�i�j � h
X

i

�i ½25�

Here, the first sum extends to all site pairs, and the
second to all sites. Notice the

ffiffiffiffiffi
N
p

, necessary to

ensure a good thermodynamic behavior to the free
energy.

For a given inverse temperature �, let us now
introduce the disorder-dependent partition func-
tion ZN(�, h, J) and the quenched average of the
free energy per site fN(�, h), according to the
definitions

ZNð�;h; JÞ ¼
X
�1...�N

expð��HNð�; h; JÞÞ ½26�

� �fNð�; hÞ ¼ N�1E log ZNð�; h; JÞ ½27�

Notice that in [27] the average E with respect to the
external noise is made ‘‘after’’ the log is taken. This
procedure is called quenched averaging. It represents
the physical idea that the external noise does not
contribute to the thermal equilibrium. Only the �’s
are thermalized.

For the sake of simplicity, it is also convenient to
write the partition function in the following equiva-
lent form. First of all let us introduce a family of
centered Gaussian random variables K(�), indexed
by the configurations �, and characterized by the
covariances

EðKð�ÞKð�0ÞÞ ¼ q2ð�; �0Þ ½28�

where q(�, �0) are the overlaps between two generic
configurations, defined by

qð�; �0Þ ¼ N�1
X

i

�i�
0
i ½29�

with the obvious bounds �1 � q(�,�0) � 1, and
the normalization q(�,�) = 1. Then, starting from
the definition [25], it is immediately seen that the
partition function in [26] can also be written, by
neglecting unessential constant terms, in the form

ZNð�; h; JÞ

¼
X
�1...�N

exp �

ffiffiffiffiffi
N

2

r
Kð�Þ

 !
exp �h

X
i

�i

 !
½30�

which will be the starting point of our treatment.

Basic Formulas of Derivation
and Interpolation

We work in the following general setting. Let Ui

be a family of centered Gaussian random variables,
i = 1, . . . , K, with covariance matrix given by
E(UiUj) � Sij. We treat the index i now as configura-
tion space for some statistical mechanics system, with
partition function Z and quenched free energy given by

E log
X

i

wi expð
ffiffi
t
p

UiÞ � E log Z ½31�
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where wi � 0 are generic weights, and t is a
parameter ruling the strength of the interaction.

It would be hard to underestimate the relevance of
the following derivation formula

d

dt
E log

X
i

wi expð
ffiffi
t
p

UiÞ

¼ 1

2
E

�
Z�1

X
i

wi expð
ffiffi
t
p

Ui

�
Sii

� 1

2
E

�
Z�2

X
i

X
j

wiwj expð
ffiffi
t
p

UiÞ:

� expð
ffiffi
t
p

UjÞSij

�
½32�

The proof is straightforward. First we perform
directly the t-derivative. Then, we notice that the
random variables appear in expressions of the form
E(UiF), where F are functions of the U’s. These can
be easily handled through the following integration
by parts formula for generic Gaussian random
variables, strongly reminiscent of the Wick theorem
in quantum field theory,

EðUiFÞ ¼
X

j

SijE
@

@Uj
F

� �
½33�

Therefore, we see that always two derivatives are
involved. The two terms in [32] come from the
action of the Uj derivatives, the first acting on the
Boltzmann factor, and giving rise to a Kronecker �ij,
the second acting on Z�1, and giving rise to the
minus sign and the duplication of variables.

The derivation formula can be expressed in a
more compact form by introducing replicas and
suitable averages. In fact, let us introduce the state !
acting on functions F of i as follows

!ðFðiÞÞ ¼ Z�1
X

i

wi expð
ffiffi
t
p

UiÞFðiÞ ½34�

together with the associated product state � acting
on replicated configuration spaces i1, i2, . . . , is. By
performing also a global E average, finally we define
the averages

hFit � E�ðFÞ ½35�

where the subscript is introduced in order to recall
the t dependence of these averages.

Then, eqn [32] can be written in a more compact
form

d

dt
E log

X
i

wi expð
ffiffi
t
p

UiÞ¼ 1
2hSi1i1i � 1

2hSi1i2i ½36�

Our basic comparison argument will be based on
the following very simple theorem.

Theorem 2 Let Ui and Ûi, for i = 1, . . . , K, be
independent families of centered Gaussian random
variables, whose covariances satisfy the inequalities
for generic configurations

EðUiUjÞ� Sij � EðÛiÛjÞ� Ŝij ½37�

and the equalities along the diagonal

EðUiUiÞ � Sii ¼ EðÛiÛiÞ � Ŝii ½38�

then for the quenched averages we have the inequal-
ity in the opposite sense

E log
X

i

wi expðUiÞ � E log
X

i

wi expðÛiÞ ½39�

where the wi � 0 are the same in the two
expressions.

Considerations of this kind are present in the
mathematical literature, as mentioned, for example,
in Talagrand (2003).

The proof is extremely simple and amounts to a
straightforward calculation. In fact, let us consider
the interpolating expression

E log
X

i

wi expð
ffiffi
t
p

Ui þ
ffiffiffiffiffiffiffiffiffiffiffi
1� t
p

ÛiÞ ½40�

where 0 � t � 1. Clearly, the two expressions under
comparison correspond to the values t = 0 and t = 1,
respectively. By taking the derivative with respect to
t, with the help of the previous derivation formula,
we arrive at the evaluation of the t derivative in
the form

d

dt
E log

X
i

wi expð
ffiffi
t
p

Ui þ
ffiffiffiffiffiffiffiffiffiffiffi
1� t
p

ÛiÞ

¼ 1

2
E Z�1

X
i

wi expð
ffiffi
t
p

UiÞðSii � Ŝii

 !

� 1

2
E Z�2

X
i

X
j

wiwj expð
ffiffi
t
p

UiÞ
 

� expð
ffiffi
t
p

UjÞðSij � Ŝij

!
½41�

From the conditions assumed for the covariances,
we immediately see that the interpolating function is
nonincreasing in t, and the theorem follows.

The derivation formula and the comparison
theorem are not restricted to the Gaussian case.
Generalizations in many directions are possible. For
the diluted spin glass models and optimization
problems we refer, for example, to Franz and
Leone (2003), and to De Sanctis (2005), and
references therein.
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Thermodynamic Limit and the
Variational Bounds

We give here some striking applications of the basic
comparison theorem. Guerra and Toninelli (2002)
have given a very simple proof of a long-awaited
result, about the convergence of the free energy per
site in the thermodynamic limit. Let us show the
argument. Let us consider a system of size N and
two smaller systems of sizes N1 and N2 respectively,
with N = N1 þN2, as before in the ferromagnetic
case. Let us now compare
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where �(1) stands for �i, i = 1, . . . , N1, and �(2) for
�i, i = N1 þ 1, . . . , N. Covariances for K(1) and K(2)

are expressed as in [28], but now the overlaps are
substituted with the partial overlaps of the first and
second block, q1 and q2, respectively. It is very
simple to apply the comparison theorem. All one has
to do is to observe that the obvious

Nq ¼ N1q1 þN2q2 ½44�

analogous to [10], implies, as in [12],
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Therefore, the comparison gives the superaddivity
property, to be compared with [9],
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From the superaddivity property the existence of the
limit follows in the form

lim
N!1

N�1E log ZNð�; h; JÞ
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N
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to be compared with [13].

The second application is in the form of the
Aizenman–Sims–Starr generalized variational princi-
ple. Here, we will need to introduce some auxiliary
system. The denumerable configuration space is
given by the values of �= 1, 2, . . . . We introduce
also weights w� � 0 for the � system, and suitably
defined overlaps between two generic configurations
p(�,�0), with p(�,�) = 1.

A family of centered Gaussian random variables
K̂(�), now indexed by the configurations �, will be
defined by the covariances

EðK̂ð�ÞK̂ð�0ÞÞ ¼ p2ð�; �0Þ ½48�

We will also need a family of centered Gaussian
random variables �i(�), indexed by the sites i of our
original system and the configurations � of the
auxiliary system, so that

Eð�ið�Þ�i0 ð�0ÞÞ ¼ �ii0pð�; �0Þ ½49�

Both the probability measure w�, and the overlaps
p(�,�0) could depend on some additional external
quenched noise, which does not appear explicitly in
our notation.

In the following, we will denote by E averages
with respect to all random variables involved.

In order to start the comparison argument, we
will consider first the case where the two � and �
systems are not coupled, so as to appear factorized
in the form
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In the second case, the K fields are suppressed and
the coupling between the two systems will be taken
in a very simple form, by allowing the � field to act
as an external field on the � system. In this way
the �’s appear as factorized, and the sums can
be explicitly performed. The chosen form for the
second term in the comparison is
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where we have defined

ci ¼ cosh �ðhþ �ið�ÞÞ ½52�

as arising from the sums over �’s.
Now we apply the comparison theorem. In the

first case, the covariances involve the sums of
squares of overlaps
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In the second case, a very simple calculation shows
that the covariances involve the overlap products

qð�; �0Þpð�; �00Þ ½54�

Therefore, the comparison is very easy and, by
collecting all expressions, we end up with the useful
estimate, as in Aizenman et al. (2003), holding for
any auxiliary system as defined before,
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The Parisi Representation
for the Free Energy

We refer to the original papers, reprinted in the
extensive review given in Mézard et al. (2002), for
the general motivations, and the derivation of the
broken replica ansatz, in the frame of the ingenious
replica trick. Here, we limit ourselves to a synthetic
description of its general structure, independently
from the replica trick.

First of all, let us introduce the convex space X of
the functional order parameters x, as nondecreasing
functions of the auxiliary variable q, both x and q
taking values on the interval [0, 1], that is,

X 3 x : ½0; 1� 3 q! xðqÞ 2 ½0; 1� ½56�

Notice that we call x the function, and x(q) its
values. We introduce a metric on X through the
L1([0, 1], dq)-norm, where dq is the Lebesgue
measure.

For our purposes, we will consider the case of
piecewise constant functional order parameters,
characterized by an integer K, and two sequences
q0, q1, . . . , qK, m1, m2, . . . , mK of numbers satisfying

0 ¼ q0 � q1 � 	 	 	 � qK�1 � qK ¼ 1

0 � m1 � m2 � 	 	 	 � mK � 1 ½57�

such that

xðqÞ ¼ m1 for 0 ¼ q0 � q < q1

xðqÞ ¼ m2 for q1 � q < q2

..

.

xðqÞ ¼ mK for qK�1 � q � qK

½58�

In the following, we will find it convenient to
define also m0 � 0, and mKþ1 � 1. The replica
symmetric case of Sherrington and Kirkpatrick
corresponds to

K ¼ 2; q1 ¼ �q; m1 ¼ 0; m2 ¼ 1 ½59�

Let us now introduce the function f, with values
f (q, y; x, �), of the variables q 2 [0, 1], y 2 R,
depending also on the functional order parameter
x, and on the inverse temperature �, defined
as the solution of the nonlinear antiparabolic
equation

ð@qf Þðq; yÞ þ 1
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þ 1
2 xðqÞð@yf Þ2ðq; yÞ ¼ 0 ½60�

with final condition

f ð1; yÞ ¼ log coshð�yÞ ½61�

Here, we have stressed only the dependence of f on q
and y.

It is very simple to integrate eqn [60] when x is
piecewise constant. In fact, consider x(q) = ma, for
qa�1 � q � qa, firstly with ma > 0. Then, it is
immediately seen that the correct solution of eqn
[60] in this interval, with the right final boundary
condition at q = qa, is given by
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where d�(z) is the centered unit Gaussian measure
on the real line. On the other hand, if ma =0, then
[60] loses the nonlinear part and the solution is
given by

f ðq; yÞ ¼
Z

f ðqa; yþ z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qa � q
p Þ d�ðzÞ ½63�

which can be seen also as deriving from [62] in the
limit ma ! 0. Starting from the last interval K, and
using [62] iteratively on each interval, we easily get
the solution of [60], [61], in the case of piecewise
order parameter x, as in [58], through a chain of
interconnected Gaussian integrations.

Now, we introduce the following important
definitions. The trial auxiliary function, associated
to a given mean-field spin glass system, as described

662 Spin Glasses



earlier, depending on the functional order parameter
x, is defined as
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Notice that in this expression the function f appears
evaluated at q = 0, and y = h, where h is the value of
the external magnetic field. This trial expression
shoul be considered as the analog of that appearing
in [14] for the ferromagnetic case.

The Parisi spontaneously broken replica symmetry
expression for the free energy is given by the definition
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where the infimum is taken with respect to all
functional order parameters x. Notice that the
infimum appears here, as compared to the supre-
mum in the ferromagnetic case.

By exploiting a kind of generalized comparison
argument, involving a suitably defined interpolation
function, Guerra (2003) has established the follow-
ing important result.

Theorem 3 For all values of the inverse tempera-
ture �, and the external magnetic field h, and for
any functional order parameter x, the following
bound holds:
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uniformly in N. Consequently, we have also
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uniformly in N.

However, this result can also be understood in the
framework of the generalized variational principle
established by Aizenman–Sims–Starr as described
earlier.

In fact, one can easily show that there exist �
systems such that
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uniformly in N. This result stems from earlier work
of Derrida, Ruelle, Neveu, Bolthausen, Sznitman,
Aizenman, Contucci, Talagrand, Bovier, and others,
and in a sense is implicit in the treatment given in
Mézard et al. (1987). It can be reached in a very
simple way. Let us sketch the argument.

First of all, let us consider the Poisson point
process y1 � y2 � y3 . . . , uniquely characterized by
the following conditions. For any interval A,
introduce the occupation numbers N(A), defined by

NðAÞ ¼
X
�

�ðy� 2 AÞ ½68�

where �( ) = 1, if the random variable y� belongs to
the interval A, and �( ) = 0, otherwise. We assume
that N(A) and N(B) are independent if the intervals
A and B are disjoint, and moreover that for each A,
the random variable N(A) has a Poisson distribution
with parameter

�ðAÞ ¼
Z b

a

expð�yÞ dy ½69�

if A is the interval (a, b), that is,

PðNðAÞ ¼ kÞ ¼ expð��ðAÞÞ�ðAÞk=k! ½70�

We will exploit �y� as energy levels for a statistical
mechanics system with configurations indexed by �.
For a parameter 0 < m < 1, playing the role of inverse
temperature, we can introduce the partition function

v ¼
X
�

exp
y�
m

� �
½71�

For m in the given interval it turns out that v is a
very well defined random variable, with the sum
over � extending to infinity. In fact, there is a strong
inbuilt smooth cutoff in the very definition of the
stochastic energy levels.

From the general properties of Poisson point
processes, it is very well known that the following
basic invariance property holds. Introduce a random
variable b, independent of y, subject to the condition
E( exp b) = 1, and let b� be independent copies.
Then, the randomly biased point process y0�=y�þb�,
�=1,2, . . . , is equivalent to the original one in
distribution. An immediate consequence is the follow-
ing. Let f be a random variable, independent of y, such
that E(exp f )<1, and let f� be independent copies.
Then, the two random variablesX

�

exp
y�
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� �
expðf�Þ ½72�

X
�

exp
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m

� �
E expðmf Þð Þ1=m ½73�
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have the same distribution. In particular, they can be
freely substituted under averages.

The auxiliary system which gives rise to the Parisi
representation according to [66] and [67], for a
piecewise constant order parameter, is expressed in
the following way. Now � will be a multi-index
�= (�1,�2, . . . ,�K), where each �a runs on
1, 2, 3, . . . . Define the Poisson point process y�1

, then,
independently, for each value of �1 processes y�1�2

,
and so on up to y�1�2...�K

. Notice that in the cascade of
independent processes y�1

, y�1�2
, . . . , y�1�2...�K

, the last
index refers to the numbering of the various points of
the process, while the first indices denote independent
copies labeled by the corresponding �’s.

The weights w� have to be chosen according to
the definition

w�¼ exp
y�1

m1
exp

y�1�2

m2
. . . exp

y�1�2...�K

mK
½74�

The cavity fields � and K have the following
expression in terms of independent unit Gaussian
random variables Ji
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It is immediate to verify that E(�i(�)�i0(�
0) is zero if

i 6¼ i0, while

Eð�ið�Þ�ið�0ÞÞ ¼

0 if �1 6¼ �01
q1 if �1¼ �01; �2 6¼ �02
q2 if �1¼ �01; �2 ¼ �02; �3 6¼ �03;
..
.

1 if �1¼ �01; �2 ¼ �02; . . . ;
�K¼ �0K

8>>>>>>><>>>>>>>:
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Similarly, we have

EðKð�ÞKð�0ÞÞ ¼

0 if �1 6¼ �01
q2

1 if �1¼ �01; �2 6¼ �02
q2
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..

.
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This ends the definition of the � system, associated
to a given piecewise constant order parameter.

Now, it is simple to verify that [66] and [67]
hold. Let us consider, for example, [66]. With the
� system chosen as before, the repeated applica-
tion of the stochastic equivalence of [72] and [73]
will give rise to a sequence of interchained
Gaussian integrations exactly equivalent to those
arising from the expression for f, as solution of
the eqn [60]. For [73], there are equivalent
considerations.

Therefore, we see that the estimate in Theorem 3
is also a consequence of the generalized variational
principle.

Up to this point we have seen how to obtain
upper bounds. The problem arises whether, as in the
ferromagnetic case, we can also get lower bounds,
so as to shrink the thermodynamic limit to the value
given by the infx in Theorem 3. After a short
announcement, Talagrand (2005) has firmly estab-
lished the complete proof of the control of the lower
bound. We refer to the original paper for the
complete details of this remarkable achievement.
About the methods, here we only recall that in
Guerra (2003) we have given also the corrections to
the bounds appearing in Theorem 3, albeit in a quite
complicated form. Talagrand has been able to
establish that these corrections do in fact vanish in
the thermodynamic limit.

In conclusion, we can establish the following
extension of Theorem 1 to spin glasses.

Theorem 4 For the mean-field spin glass model we
have

lim
N!1

N�1E log ZNð�; h; JÞ

¼ sup
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Diluted Models

Diluted models, in a sense, play a role intermediate
between the mean-field case and the short-range
case. In fact, while in the mean-field model each site
is interacting with all other sites, on the other hand,
in the diluted model, each site is interacting with
only a fixed number of other sites. However, while
for the short-range models there is a definition of
distance among sites, relevant for the interaction, no
such definition appears in the diluted models, where
all sites are in any case equivalent. From this point
of view, the diluted models are structurally similar
to the mean-field models, and most of the

664 Spin Glasses



techniques and results explained before can be
extended to them.

Let us define a typical diluted model. The
quenched noise is described as follows. Let K be a
Poisson random variable with parameter �N, where
N is the number of sites, and � is a parameter
entering the theory, together with the temperature.
We consider also a sequence of independent cen-
tered random variables J1, J2, . . . , and a sequence of
discrete independent random variables i1, j1,
i2, j2, . . . , uniformly distributed over the set of sites
1, 2, . . . , N. Then we assume as Hamiltonian

HNð�Þ ¼ �
XK

k¼0

Jk�ik�jk ½81�

Only the variables � contribute to thermodynamic
equilibrium. All noise coming from K, Jk, ik, jk is
considered quenched, and it is not explicitly indi-
cated in our notation for H.

The role played by Gaussian integration by
parts in the Sherrington–Kirckpatrick model, here
is assumed by the following elementary derivation
formula, holding for Poisson distributions,

d

dt
PðK ¼ k; t�NÞ � d

dt
expð�t�NÞðt�NÞk=k!

¼ �NðPðK ¼ k� 1; t�NÞ
� PðK ¼ k; t�NÞÞ ½82�

Then, all machinery of interpolation can be easily
extended to the diluted models, as firstly recognized
by Franz and Leone in (2003).

In this way, the superaddivity property, the
thermodynamic limit, and the generalized varia-
tional principle can be easily established. We refer to
Franz and Leone (2003), and De Sanctis (2005), for
a complete treatment.

There is an important open problem here. While
in the fully connected case, the Poisson probability
cascades provide the right auxiliary � systems to be
exploited in the variational principle, on the other
hand in the diluted case more complicated prob-
ability cascades have been proposed, as shown, for
example, in Franz and Leone (2003), and in
Panchenko and Talagrand (2004). On the other
hand, in De Sanctis (2005), the very interesting
proposal has been made that also in the case of
diluted models the Poisson probability cascades play
a very important role. Of course, here the auxiliary
system interacts with the original system differently,
and involves a multi-overlap structure as explained
in De Sanctis (2005). In this way a kind of very deep
universality is emerging. Poisson probability cas-
cades are a kind of universal class of auxiliary

systems. The different models require different
cavity fields ruling the interaction between the
original system and the auxiliary system. But further
work will be necessary in order to clarify this very
important issue. For results about diluted models in
the high-temperature region, we refer to Guerra and
Toninelli (2004).

Short-Range Model and Its Connections
with the Mean-Field Version

The investigations of the connections between the
short-range version of the model and its mean-field
version are at the beginning. Here, we limit ourselves
to a synthetic description of what should be done, and
to a short presentation of the results obtained so far.

First of all, according to the conventional wisdom,
the mean-field version should be a kind of limit of the
short-range model on a lattice in dimension d, when
d!1, with a proper rescaling of the strength of the
Hamiltonian, of the form d�1=2. Results of this kind
are very well known in the ferromagnetic case, but
the present technology of interpolation does not seem
sufficient to assure a proof in the spin glass case. So,
this very basic result is still missing. In analogy with
the ferromagnetic case, it would be necessary to
arrive at the notion of a critical dimension, beyond
which the features of the mean-field case still hold,
for example, in the expression of the critical
exponents and in the ultrametric hierarchical struc-
ture of the pure phases, or at least for the overlap
distributions. For physical dimensions less than the
critical one, the short-range model would need
corrections with respect to its mean-field version.
Therefore, this is a completely open problem.

Moreover, always according to the conventional
wisdom, the mean-field version should be a kind of
limit of the short-range models, in finite fixed
dimensions, as the range of the interaction goes to
infinity, with proper rescaling. Important work of
Franz and Toninelli shows that this is effectively the
case, if a properly defined Kac limit is performed.
Here, interpolation methods are effective, and we
refer to Franz and Toninelli (2004), and references
quoted there, for full details.

Due to the lack of efficient analytical methods, it is
clear that numerical simulations play a very important
role in the study of the physical properties emerging
from short-range spin glass models. In particular, we
refer to Marinari et al. (2000) for a detailed account of
the evidence, coming from theoretical considerations
and extensive computer simulations, that some of the
more relevant features of the spontaneous replica
breaking scheme of the mean field are also present in
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short-range models in three dimensions. Different
views are expressed, for example, in Newman and
Stein (1998), where it is argued that the phase-space
structure of short-range spin glass models is much
simpler than that foreseen by the Parisi spontaneous
replica symmetry mechanism.

Such very different views, both apparently
strongly supported by reasonable theoretical con-
siderations and powerful numerical simulations, are
a natural consequence of the extraordinary difficulty
of the problem.

It is clear that extensive additional work will be
necessary before the clarification of the physical
features exhibited by the realistic short-range spin
glass models.

Conclusion and Outlook for Future
Developments

As we have seen, in these last few years, there has
been an impressive progress in the understanding of
the mathematical structure of spin glass models,
mainly due to the systematic exploration of com-
parison and interpolation methods. However, many
important problems are still open. The most
important one is to establish rigorously the full
hierarchical ultrametric organization of the overlap
distributions, as appears in Parisi theory, and to
fully understand the decomposition in pure states of
the glassy phase, at low temperatures.

Moreover, it would be important to extend these
methods to other important disordered models as,
for example, neural networks. Here the difficulty is
that the positivity arguments, so essential in com-
parison methods, do not seem to emerge naturally
inside the structure of the theory.

Finally, the problem of connecting properties of
the short-range model, with those arising in the
mean-field case, is still almost completely open.
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Introduction

Spinors were invented by the mathematician
E Cartan (see, e.g., Cartan (1981)) in the early
years of the last century in the course of his study of
rotation groups. The physicist Pauli reinvented what
Cartan would have called the spinors of SU(2),
which is the double cover of the rotation group
SO(3), in order to explain the spectroscopy of alkali
atoms and the anomalous Zeeman effect. For this,
he needed an essential two-valuedness of the
electron, an internal quantum number to contribute
to the angular momentum, which is now called spin.
Now the wave function becomes a two-component
column vector. It is worth noting that, despite the
name, Pauli resisted the picture of an electron as a
spinning ‘‘thing’’ on the grounds that, as a repre-
sentation of SU(2) which was not a representation of
SO(3), it should have no classical kinematic model,
which a spinning object would have.

According to the review article of van der Waerden
(1960), the term ‘‘spinor’’ is due to Ehrenfest in
1929, and was introduced in the flurry of interest
after the next important step in the evolution of
spinors in the physics literature, which was the
introduction of a relativistic equation for the
electron by Dirac (1928).

Dirac sought a linear, first-order but Lorentz-
invariant equation for the electron which was to be
the square root of the linear, Lorentz-invariant but
second-order Klein–Gordon equation. He assumed
the equation for the wave function  would take
the form

L :¼ ði�apa þmcIÞ ¼ 0 ½1�

where pa =� i�h@=@xa for a = 0, 1, 2, 3, but where �a

are complex square matrices, of a size to be
determined, and I is the corresponding identity
matrix. Differentiating [1] again, one obtains the
Klein–Gordon equation for  provided these
matrices satisfy the equation

�a�b þ �b�a ¼ 2�abI ½2�

where �ab is the Minkowski metric, diag(1, �1,
�1, �1).

Assuming the �a have been found, the usual
substitution p! p� ieA, for a particle in a mag-
netic field with vector potential A, leads to the

correct magnetic moment for the electron, so that
this equation does describe an electron with spin in
the form made familiar by Pauli.

To decide on the size of the matrices �a and
therefore the dimension of the space of  ’s, one
notices, with the aid of [2], that the following are a
basis for the algebra generated by the �a:

1; �a; �½a�b�; �½a�b�c�; �½a�b�c�d� ½3�

There are 16 elements in this basis, assuming that
there are no extra identities among them, so that we
might hope to find a representation as 4� 4
matrices. This can be done, and Dirac gave explicit
formulas in terms of Pauli matrices. The space of
Dirac spinors is now a complex four-dimensional
vector space, which turns out to split as the sum of a
complex two-dimensional vector space S, which is
referred to as a spin space, and its complex
conjugate S̄ (the relationship between a complex
vector space and its complex conjugate is described
in the text below and eqn [9]). Under proper,
orthochronous Lorentz transformations, S trans-
forms into itself by SL(2, C) transformation, but
space and time reflections relate S to S̄. The fact that
there are two spin spaces S and S̄ in dimension 4 is
the basis of chirality: an electron is represented by a
Dirac spinor, which is a pair of spinors, one in each
of S and S̄, which are related under space reflection;
a particle represented just by a spinor in S cannot be
invariant under space reflection.

The Clifford algebra (see Clifford Algebras and
their Representations) associated with a vector space
V with metric g is defined as the algebra generated
by elements v, w of V with the multiplication [
satisfying

v [wþw [ v ¼ 2gðv;wÞ ½4�

The matrices �a define a representation of the
Clifford algebra by associating a covector va with a
matrix v = va�

a, since [2] is then equivalent to [4].
This part of the process works in any dimension n

and signature s. For odd n, as, for example, with Pauli
spinors, the �a are square matrices of size 2N � 2N,
where N = (n� 1)=2, and there is a single spin space
of dimension 2N. For even n, as with the original Dirac
spinors, the �a are square matrices of size 2N � 2N,
where N = n=2, but there are two spin spaces each of
dimension 2N�1. Reality properties of the spin spaces
and the existence of other structures on them depend
in an intricate way on n and s (Penrose and Rindler
1984, 1986, Benn and Tucker 1987).
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The dimension of the space of spinors rises rapidly
with n, which is one reason why historically spinors
have been most useful in spaces of dimensions 3 and 4,
where the spin space has dimension 2. In a space of
dimension 11, a case considered in supergravity, the
spin space already has dimension 32.

Spinors in General Relativity: Spinor
Algebra

In this section, we start again with a different
emphasis. Conventions follow Penrose and Rindler
(1984, 1986). To introduce spinors as a calculus in a
four-dimensional, Lorentzian spacetime M, one can
begin by choosing an orthonormal tetrad of vectors
(e0, e1, e2, e3) at a point p. The following conven-
tions are used:

gðea; ebÞ ¼ �ab ¼ diagð1;�1;�1;�1Þ

Any vector v in the tangent space V = TpM at p has
components va in this basis, which we arrange as a
matrix and label in two ways:

�ðvÞ ¼ 1ffiffiffi
2
p v0 þ v3 v1 þ iv2

v1� iv2 v0� v3

� �
¼ v000 v010

v100 v110

� �
½5�

The reason for the factor 1=
ffiffiffi
2
p

will be seen below,
as will the rationale for the second form of the
matrix. Note that �(v) is Hermitian and that

2 det �ðvÞ ¼ gðv; vÞ ¼ �abvavb ½6�

Clearly, there is a one-to-one correspondence
between elements of V and Hermitian 2� 2
matrices. Further, if t is any matrix in SL(2, C),then
the transformation

�ðvÞ ! t�ðvÞty ½7�

where ty is the Hermitian conjugate of t, is linear in v,
and preserves both Hermiticity and the norm of v.
Thus, it must represent a Lorentz transformation. It is
straightforward to check that it is a proper, ortho-
chronous Lorentz transformation and that all such
transformations arise in this way (recall that ‘‘proper’’
means transformations of determinant 1 so that
orientation is preserved, and ‘‘orthochronous’’ means
that future-pointing timelike or null vectors are taken
to future-pointing timelike or null vectors, so that time
orientation is preserved; the proper, orthochronous
Lorentz group is equivalently the identity-connected
component of the Lorentz group). Since both t and �t
give the same Lorentz transformation, this provides an
explicit demonstration of the (2 – 1)-homomorphism
of SL(2,C) with the proper, orthochronous Lorentz
group O"þ(1,3).

If the vector v in [5] is null, then the matrix has
vanishing determinant, or, equivalently, it has rank
1, and so it can be written as the outer product of a
two-component column vector �= (�0,�1)T and its
Hermitian conjugate:

�ðvÞ ¼ ��y ½8�

Furthermore, under [7], � transforms as

�! t� ½9�

The two-complex-dimensional space to which �
belongs is the spin space S at p, already met in the
previous section, and it follows from [8], since null
vectors span V, that the tensor product S� S̄ of S with
its complex conjugate vector space S̄ is the complex-
ification of V. Complex conjugation gives an antilinear
map from S to S̄. (One associates the complex-
conjugate vector space V̄ to any given complex vector
space V as follows: scalar multiplication for V can be
considered as a function � : C� V ! V given by
�(z, v) = zv, while vector addition is a map  : V �
V ! V given by  (u, v) = uþ v. Define another
complex vector space by taking the same vectors and
the same  but with scalar multiplication ��, where
��(z, v) =�(z̄, v). This is the complex-conjugate vector
space V̄. Given a choice of basis, we think of V as, say,
n-component column vectors of complex numbers,
and then V̄ is the corresponding complex-conjugate
columns.)

Conventionally, S is the space of unprimed spinors
and S̄ the space of primed spinors, and one also has
the two duals S0 and S̄

0
which are associated in the

corresponding way to the dual V 0 of V. Analogously
to the situation with vectors and covectors, index
conventions for spinors are as follows:

�A 2 S; �A0 2 �S; �A 2 S0; �A0 2 �S0

where A = 0, 1, A0= 00, 10.
Spinor algebra mirrors tensor algebra: a spinor

�A1...ApA0
1
...A0q

B1...BrB01...B0s
is an element of the tensor

product of p copies of S, q copies of S̄, r copies of S0,
and s copies of S̄

0
. The second way of writing the

matrix in [5] enables the identification of a vector
with a matrix to be conventionally written as

va ¼ vAA0 ½10�

and then extended to any tensor Ta...b
c...d by replacing

each vector index, say b, with a pair BB0 of spinor
indices. In particular, from [8], it follows that any
real null vector na can be written in the form

na ¼ �A ��A0

for some spinor �A.
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One must pay attention to the order of spinor
indices of a given type, primed or unprimed, but by
convention may permute primed and unprimed
indices. A spinor with an equal number n of primed
and unprimed indices corresponds to a tensor of
valence n, and the tensor is real if the spinor satisfies
a suitable Hermiticity relation.

Spinors may have various symmetries among their
indices, much as tensors have. However, since S is two
dimensional, there is only a one-dimensional space of
2-forms on S. This has two consequences: no spinor
can be antisymmetric over more than two indices; and
if we make a choice of canonical 2-form, all spinors
can be written in terms of symmetric spinors and the
canonical 2-form. This is a decomposition of spinors
into irreducibles for SL(2, C).

One makes a choice of 2-form 	AB according to

	AB ¼ �	BA; 	01 ¼ 1

There is an inverse 	AB defined by

	AC	BC ¼ �A
B ½11�

where �A
B is the Kronecker delta. The complex

conjugate of 	AB is conventionally written without
an overbar as 	A0B0 , and analogously 	A

0B0 is the
complex conjugate of 	AB.

Because of the antisymmetry of 	AB, order of
indices is crucial in equations such as [11]. The
2-form 	AB has a role akin to that of a metric as it
provides an identification of S and its dual,
according to

�A ! �B ¼ �A	AB

�B ! �A ¼ 	AB�B

with corresponding formulas for primed spinors.
Note that, because of the antisymmetry of 	AB,
necessarily �A�

A = 0 for any �A.
With conventions made so far, it can be checked

that

gabvavb ¼ 	AB	A0B0v
AA0vBB0 ½12�

for any vector va, where gab is the spacetime metric
at p, so that

gab ¼ 	AB	A0B0

It is the desire to have this formula without
constants that necessitates the choice of the factor
1=

ffiffiffi
2
p

in [5].
One final piece of spinor algebra that we note is

the following: given a symmetric spinor �A1...An
there

is a factorization

�A1...An
¼ �ð1ÞðA1

� � ��ðnÞAnÞ ½13�

where the round brackets indicate symmetrization
over the indices A1, . . . , An, and the n spinors
�(1)

A1
, . . . ,�(n)

An
, which are determined only up to

reordering and rescaling, are known as the principal
spinors of �. To prove this, note that the principal
spinors can be identified with the solutions 
A of the
equation

�A1...An

A1 � � � 
An ¼ 0

and there are n of these, counting multiplicities, by
the ‘‘fundamental theorem of algebra.’’

Spinors in General Relativity: Spinor
Calculus

We now want to define spinor fields on the
spacetime M as sections of a spinor bundle S
whose fiber at each point is S and such that the
tensor product S � �S is the complexified tangent
bundle. The existence of such an S imposes global
restrictions on M: M must be orientable and time
orientable, and a certain characteristic class, the
second Stiefel–Whitney class, must vanish (for an
explanation of these terms see, e.g., Penrose and
Rindler (1984, 1986)). Assuming that M satisfies
these conditions, spinor fields can be defined. It is
convenient to retain the algebraic formulas from the
previous section (e.g., [10] or [12]) but with indices
now regarded as abstract (a note on the abstract
index convention appears in Twistors).

By an argument analogous to that for the
fundamental theorem of Riemannian geometry,
there is a unique covariant derivative that satisfies
the Leibniz condition, coincides with the Levi-
Civita derivative on tensors and the gradient on
scalars, and annihilates 	AB and 	A0B0 . Following the
conventions of the previous section, the spinor
covariant derivative will be denoted as rAA0 . The
commutator of derivatives can be written in terms
of irreducible parts (for SL(2, C)) according to the
formula

rAA0rBB0 � rBB0rAA0 ¼ 	A0B0�AB þ 	AB�A0B0

where �AB =rC0(ArC0

B). The definition of the
Riemann curvature tensor is in terms of the Ricci
identity

ðrarb �rbraÞvc ¼ Rabd
cvd

and then this translates into two Ricci identities for
a spinor field:

�AB�C ¼ �ABCD�
D

�A0B0�C ¼ �A0B0CD�
D
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The curvature spinors �ABCD and �A0B0CD are related
to the curvature tensor. The Ricci spinor �A0B0AB is
Hermitian and symmetric on both index pairs and is
a multiple of the trace-free part of the Ricci tensor:

�A0B0AB ¼ �1
2 Rab � 1

4Rgab

� �
The spinor �ABCD is symmetric on the first and last
pairs of indices and decomposes into irreducibles
according to

�ABCD ¼ �ABCD � 2�	DðA	BÞC

where � = R=24 in terms of the Ricci scalar or scalar
curvature R, while �ABCD, which is totally sym-
metric and is known as the Weyl spinor, is related to
the Weyl tensor Cabcd by the equation

Cabcd ¼ �ABCD	A0B0	C0D0 þ ��A0B0C0D0	AB	CD

Thus, the ten real components of the Weyl tensor
are coded into the five complex components of the
Weyl spinor.

Following the last remark in the previous section,
the Weyl spinor has four principal spinors, each of
which defines a null direction, the principal null
directions of the Weyl tensor. There is a classifica-
tion of Weyl tensors, the Petrov–Pirani–Penrose
classification, based on coincidences among the
principal null directions (Penrose and Rindler
1984, 1986).

As a final exercise in spinor calculus, we recall the
zero-rest-mass equations (see Twistors). In flat
spacetime, these are the equations

rA0A�AB...C ¼ 0

on a totally symmetric spinor field �AB...C. The field
is said to have spin s if it has 2s indices, and the
cases s = 1=2, 1, or 2, respectively, are the Weyl
neutrino equation, the Maxwell equation, and the
linearized Einstein equation. In flat spacetime, these
hyperbolic equations are well understood and
solvable in a variety of ways. In curved spacetime,
however, if s � 3=2, then there are curvature
obstructions to the existence of solutions, known
as Buchdahl conditions. This can be seen at once by
differentiating again, say by rB

A0 , and using the
spinor Ricci identity. After a little algebra, one finds

�ABC
ðD�E...FÞABC ¼ 0

so that, whenever the field has three or more indices,
there are algebraic constraints on its components in
terms of the Weyl spinor.

The Spin-Coefficient Formalism

The spin-coefficient formalism of Newman and
Penrose is a formalism for spinor calculus in space-
times (see, e.g., Penrose and Rindler (1984, 1986)
and Stewart (1990)). It finds application in
any calculation dealing with curvature tensors,
including solving the Einstein equations. The form-
alism exploits the compression of terminology which
the introduction of complex quantities permits.

The formalism starts with a choice of spinor dyad,
a basis of spinor fields (oA, �A) normalized so that
oA�

A = 1. From the dyad, one constructs a null
tetrad, which is a basis of vector fields, according to
the scheme

‘a ¼ oA�oA0; na ¼ �A��A
0
; ma ¼ oA��A

0
; �ma ¼ �A�oA0

Given the normalization of the spinor dyad, each of
the vectors in the null tetrad is null (hence the name)
and all inner products are zero, except for

‘ana ¼ 1 ¼ �ma �ma

It follows that the metric can be written in the
basis as

gab ¼ 2‘ðanbÞ � 2mða �mbÞ

The components of the covariant derivative in the
null tetrad are given separate names according to the
following scheme:

‘ara ¼ D; nara ¼ �; mara ¼ �; �mara ¼ ��

and the spin coefficients are the 12 components of
the covariant derivative of the basis. Each is labeled
with a Greek letter according to the following
scheme:

DoA ¼ 	oA � 
�A; �oA ¼ �oA � ��A

�oA ¼ �oA � ��A; ��oA ¼ �oA � ��A

D�A ¼ �oA � 	�A; ��A ¼ �oA � ��A

��A ¼ �oA � ��A; ���A ¼ �oA � ��A

½14�

The spin coefficients code the 24 real Ricci rotation
coefficients into 12 complex quantities. Some of the
spin coefficients have direct geometrical interpreta-
tion. For example, the vanishing of 
 is the
condition for the integral curves of ‘a to be geodesic,
while, if � is also zero, this congruence of geodesics
is shear free. The same role is played by � and � for
the na-congruence. The real and imaginary parts of �
are, respectively (minus), the expansion and the
twist of the congruence of integral curves of ‘a.
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In practice, it is often simpler to calculate the spin
coefficients from the commutators of the basis
vectors, now regarded as directional derivatives, as
follows:

�D�D�¼ð�þ ��ÞDþð	þ�	Þ��ð��þ�Þ��ð�þ ��Þ��
�D�D�¼ð��þ�� ��ÞDþ
��ð��þ	��	Þ�����

�����¼���Dþð�� ����Þ�þð���þ ��Þ�þ ����
�������¼ð����ÞDþð����Þ�þð�� ��Þ��ð����Þ��

½15�

The commutator of second derivatives applied to
the spinor dyad expresses the components of the
curvature tensor in terms of the derivatives of
the spin coefficients. Before presenting these, we
adopt a convention for labeling the components of
curvature. The components of the Weyl spinor are
given as follows:

�0 ¼ �ABCDoAoBoCoD

�1 ¼ �ABCDoAoBoC�D

�2 ¼ �ABCDoAoB�C�D

�3 ¼ �ABCDoA�B�C�D

�4 ¼ �ABCD�
A�B�C�D

½16�

so that these five complex scalars encode the ten real
components of the Weyl tensor. For the Ricci spinor, set

�00 ¼�ABA0B0o
AoB�oA0�oB0 ; �01 ¼�ABA0B0o

AoB�oA0��B
0

�02 ¼�ABA0B0o
AoB��A

0
��B
0
; �11 ¼�ABA0B0o

A�B�oA0��B
0

�12 ¼�ABA0B0o
A�B��A

0
��B
0
; �22 ¼�ABA0B0 �

A�B��A
0
��B
0

together with �10 =�01,�20 =�02, and �21 =�12.
The nine components of the trace-free Ricci tensor
are encoded in these scalars of which three are real
and three complex. The Ricci scalar, as before, is
replaced by the real scalar �=R=24.

Now the commutators of covariant derivatives on
the spinor dyad lead to the following system:

D�� ��
 ¼ �2 þ ���þ ð	þ �	Þ�� �
�

� ð3�þ �� � �Þ
þ �00

D�� �
 ¼ð�þ ��þ 3	� �	Þ�
� ð� � ��þ ��þ 3�Þ
þ�0

D� ��
 ¼ð� þ ��Þ�þ ð�� þ �Þ�þ ð	� �	Þ�
� ð3� þ ��Þ
þ�1 þ �01

D�� ��	 ¼ð�þ �	� 2	Þ�þ ���� ��	� 
�� �
�

þ ð	þ �Þ�þ �10

D� � �	 ¼ð�þ �Þ�þ ð��� �	Þ� � ð�þ �Þ

� ð��� ��Þ	þ�1
D���	¼ ð�þ ��Þ�þð��þ�Þ��ð	þ�	Þ��ð�þ ��Þ	
þ �
��
þ�2��þ�11

D�� ���¼ ð��3	þ�	Þ�þ ���þð�þ�� ��Þ�
���
þ�20

D�� ��¼ ð��� 	��	Þ�þ��þð��� ��þ�Þ�
��
þ�2þ2�

D����¼ ð�þ ��Þ�þð��þ �Þ�þð�� ��Þ�
�ð3	þ�	Þ�þ�3þ�21

��� ���¼ �ð�þ ��þ3�� ��Þ�
þð3�þ ��þ�� ��Þ���4

��� ���¼ ð��þ�Þ��ð3�� ��Þ�þð�� ��Þ�
þð�� ��Þ
��1þ�01

��� ���¼ �����þ���þ� ���2��þð�� ��Þ�
þð�� ��Þ	��2þ�þ�11

��� ���¼ ð�� ��Þ�þð�� ��Þ�þð�þ ��Þ�
þð���3�Þ���3þ�21

��� ��¼ �ð�þ�þ ��Þ��� ��þ ���

þð��þ3�� �Þ���22

��� ��¼ ð��þ�� �Þ����þ��þ 	��
þð�� ����Þ�������12

��� �� ¼ �ð��3�þ ��Þ�� ����ð�þ�� ��Þ�
þ
����02

��� ��� ¼ ð�þ ��� ��Þ����þð ����� ��Þ�
þ�
��2�2�

��� ���¼ ð�þ 	Þ��ð�þ�Þ�þð��� ��Þ�
þð ��� ��Þ���3 ½17�

Finally, it is possible to write out the Bianchi
identities in this formalism. For simplicity, and
with a view to an application, we do this below
only for vacuum, so that the Ricci tensor is zero:

D�1 � ���0 ¼ ð�� 4�Þ�0 þ 2ð2�þ 	Þ�1 � 3
�2

��0 � ��1 ¼ ð4� � �Þ�0 � 2ð2� þ �Þ�1 þ 3��2

D�2 � ���1 ¼ ���0 þ 2ð�� �Þ�1 þ 3��2 � 2
�3

��1 � ��2 ¼ ��0 þ 2ð� � �Þ�1 � 3��2 þ 2��3

D�3 � ���2 ¼ �2��1 þ 3��2 þ 2ð�� 	Þ�3 � 
�4

��2 � ��3 ¼ 2��1 � 3��2 þ 2ð� � �Þ�3 þ ��4

D�4 � ���3 ¼ �3��2 þ 2ð�þ 2�Þ�3 þ ð�� 4	Þ�4

��3 � ��4 ¼ 3��2 � 2ð� þ 2�Þ�3 þ ð4� � �Þ�4

½18�

The whole system is then loosely described as the
spin-coefficient equations.

As a simple application, we shall prove the
Goldberg–Sachs theorem: for vacuum spacetimes, a
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spinor field oA is geodesic and shear free iff it is a
repeated principal spinor of the Weyl spinor.

In the spin-coefficient formalism, oA is geodesic
and shear-free iff 
 and � vanish, and, from [16], is a
repeated principal spinor of the Weyl spinor
provided �0 = �1 = 0. It will be repeated three
times if also �2 = 0 and four times if �3 = 0, but
one must have �k 6¼ 0 for some k if the spacetime is
not to be flat.

Suppose that oA is a (twice) repeated principal
spinor of the Weyl spinor, then at once from the first
two expressions in [18] both 
 and � vanish. If it is
repeated three times, one gets the same result from
the third and fourth expressions in [18], while if oA

is repeated four times then the fifth and sixth
expressions of [18] should be used.

For the converse, suppose that 
= �= 0. Then, by
the first equation in [14], oA can be rescaled to ensure
that 	= 0 and a spinor field �A can be chosen which is
normalized against oA and parallelly propagated along
‘a, so that, by the fifth equation in [14], �= 0. From
the second expression in [17], one can see at once that
�0 = 0, so that the first two equations in [18] simplify
to give expressions for D�1 and ��1. By commuting D
and � on �1 and using the second expression of [15]
with the relevant parts of [17], it can be concluded that
�1 = 0, as required.

Another application which is easy to describe is
the solution of the type-D vacuum equations. A
type-D solution is one for which the Weyl spinor has
two (linearly independent) repeated principal spi-
nors. If these are taken as the normalized dyad, then
from [16] only �2 is nonzero among the �k. By the
Goldberg–Sachs theorem, both spinors are geodesic
and shear free, so that the spin coefficients �,
,�,
and � all vanish. With these conditions, the spin-
coefficient equations simplify to the point that
careful choices of coordinates and the remaining
freedom in the dyad enable the equations to be
solved explicitly. One obtains metrics that depend
only on a few parameters. Analogous methods
reduce the Einstein equations to simpler systems
for the other vacuum algebraically special metrics,
that is, the other vacuum metrics for which the Weyl
spinor does not have four distinct principal null
directions (Mason 1998).

The spin-coefficient formalism has also been
extensively used in the study of asymptotically flat
spacetimes and gravitational radiation (Penrose and
Rindler 1984, 1986, Stewart 1990).
The Positive-Mass Theorem

A very important application of spinor calculus in
recent years was the proof by Witten (1981) of the
positive-mass (or positive-energy) theorem. The
proof was motivated by ideas from supergravity
and gave rise to an increased interest in spinors in
general relativity.

The positive-mass theorem is the following asser-
tion: given an asymptotically flat spacetime M with
a spacelike hypersurface �, which is topologically
R3 and in which the dominant energy condition
holds, the total (or Arnowitt–Deser–Misner (ADM))
momentum is timelike and future-pointing. (The
dominant-energy condition is the requirement that
TabUaVb is non-negative for every pair of future-
pointing timelike or null vectors Ua and Vb.)

We follow the notation of Penrose and Rindler
(1984, 1986), where the proof begins by considering
the 2-form � defined in terms of a spinor field �A on
� by

� ¼ �i ��B0ra�Bdxa ^ dxb

If �a tends to a constant spinor at spatial infinity on
�, then

1

4�G

I
S

�! pa�
A ��A0 ½19�

as the spacelike spherical surface S tends to spatial
infinity, where pa is the ADM momentum. Suppose
� has unit normal ta, intrinsic metric hab = gab � tatb

and the dual-volume 3-form is d�a = tad�. Then
Stokes’ theorem states thatI

S

� ¼
Z

�

d�

We calculate

d� ¼ �þ �

where

� ¼ 4�GTab‘
ad�b

� ¼ �i	ab
cdrc�

Brd
��B0d�a

where ‘a =�a ��A0 and we have used the Einstein field
equations to replace curvature terms in � by the
energy–momentum tensor Tab. Provided the matter
satisfies the dominant-energy condition, � is every-
where a positive multiple of the volume form on �
and its integral is positive (it can vanish only in
vacuum). To make the integral of � positive, �A is
required to satisfy

DAA0�
A ¼ 0 ½20�

where Da = hb
arb, which is the projection of the four-

dimensional covariant derivative rather than the
intrinsic covariant derivative of �. Equation [20] is
the Sen–Witten equation; it is elliptic and reduces to



Spinors and Spin Coefficients 673
the Dirac equation on a maximal surface; furthermore,
given an asymptotically constant value for �A on an
asymptotically flat 3-surface � with the topology of
R3, it has a unique solution. Equation [20] removes
part of the derivative of �A from � to leave

� ¼ �habDa�CDb
��C0d�c

Now hab is negative definite and � has timelike
normal so that � is a positive multiple of the volume
form on � (unless �A is covariantly constant, a case
which is dealt with separately). Thus, the integral of
d� is non-negative and therefore, by [19], so is the
inner product of the ADM momentum pa with any
null vector constructed from asymptotically constant
spinors. Furthermore, this inner product is strictly
positive, except in a vacuum spacetime admitting a
constant spinor. Such spacetimes can be found
explicitly and cannot be asymptotically flat, so that
the ADM momentum is always timelike and future
pointing, and vanishes only in flat spacetime.

The basic positive-energy theorem outlined above
can be extended in several directions:

� to prove that the total momentum at future null
infinity is also timelike and future pointing;
� to deal with surfaces � which have inner

boundaries, for example, at black holes;
� to prove inequalities between charge and mass; and
� to deal with spacetimes which are asymptotically

anti-de Sitter rather than flat.
Further Applications of Spinors

Supersymmetry is a symmetry in quantum field
theory relating bosons and fermions. In the language
of spinors, bosons are represented by fields with an
even number of spinor indices and fermions by fields
with an odd number of indices. Thus, the gauge
transformations of supersymmetry are generated by
spinors with a single index.

Supergravity is supersymmetry in the case that one of
the fields is the graviton. A supergravity theory is
labeled by an integer N for the number of independent
supersymmetries and much of the numerology of these
theories follows from properties of spinors. N = 1
supergravity contains a graviton and a spin-3/2 field
coupled together, and the presence of the super-
symmetry allows the Buchdahl condition to
be evaded. Supergravity theory with one supersymme-
try in 11 spacetime dimensions depends on one spinor,
which, in 11 dimensions, has 32 components. This is as
many components as eight Dirac spinors in a four-
dimensional spacetime, and, by a process of dimen-
sional reduction, N = 1 supergravity in 11 dimensions
is related to N = 8 supergravity in four dimensions. For
reasons related to the Buchdahl conditions, 8 is the
largest N that is considered in four dimensions.

In superstring theory and in some supergravity
theories, one often wishes to consider spaces
with ‘‘residual supersymmetry,’’ by which is meant
that there is a spinor field satisfying a condition of
covariant constancy in some connection (Candelas et
al. 1985). The existence of such constant spinors, as a
result of spinor Ricci identities analogous to those
given above, typically imposes strong restrictions on
the curvature. Riemannian manifolds admitting con-
stant spinors for the Levi-Civita connection are Ricci-
flat (Hitchin 1974); Lorentzian ones can often be
found in terms of a few functions. Manifolds of
special holomorphy, which are of interest in super-
string theory, can usually be characterized as admit-
ting special spinors (Wang 1989).

See also: Clifford Algebras and Their Representations;
Dirac Operator and Dirac Field; Einstein Equations: Exact
Solutions; Einstein’s Equations with Matter; General
Relativity: Overview; Geometric Flows and the Penrose
Inequality; Index Theorems; Relativistic Wave Equations
Including Higher Spin Fields; Spacetime Topology,
Causal Structure and Singularities; Supergravity; Twistor
Theory: Some Applications [in Integrable Systems,
Complex Geometry and String Theory]; Twistors.
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Introduction

This article gives a brief discussion of a topic with
an enormous literature, namely the stability/instabil-
ity of fluid flows. Following the seminal observa-
tions and experiments of Reynolds in 1883, the issue
of stability of a fluid flow became one of the central
problems in fluid dynamics: stable flows are robust
under inevitable disturbances in the environment,
while unstable flows may break up, sometimes
rapidly. These possibilities were demonstrated in a
relatively simple experiment where flow in a pipe is
examined at increasing speeds. As a dimensionless
parameter (now known as the Reynolds number)
increases, the flow completely changes its nature
from a stable flow to a completely different regime
that is irregular in space and time. Reynolds called
this ‘‘turbulence’’ and observed that the transition
from the simple flow to the chaotic flow was caused
by the phenomenon of instability.

Even though the topic has been the subject of
intense study over more than a century, Reynolds
experiment is still not fully explained by current
theory. Although there is no rigorous proof of
stability of the simple flow (known as Poiseuille
flow in a circular pipe), analytical and numerical
investigations of the equations suggest theoretical
stability for all Reynolds numbers. However, experi-
ments show instability for sufficiently large
Reynolds numbers. A plausible explanation for this
phenomenon is the instability of such flows with
respect to small but finite disturbances combined
with their stability to infinitesimal disturbances.

The issue of fluid stability, in contexts much
more complex than the fundamental experiment of
Reynolds, arises in a multitude of branches of
science, including engineeering, physics, astrophy-
sics, oceanography, and meteorology. It is far
beyond the scope of this short article to even
touch upon most of the extensive literature. In the
bibliography we list just a few of the substantive
books where classical results can be found
(Chandrasekhar 1961, Drazin and Reid 1981,
Gershuni and Zhukovitiskii 1976, Joseph 1976,
Lin 1967, Swinney and Gollub 1985). Recent
extensive bibliographies on mathematical aspects
of fluid instability are given in several articles in the
Handbook of Mathematical Fluid Dynamics

(Friedlander and Serre 2003) and the compendium
of articles on hydrodynamics and nonlinear
instabilities in Godreche and Maneville (1998).

The Equations of Motion

The Navier–Stokes equations for the motion of an
incompressible, constant density, viscous fluid are

@q

@t
þ ðq � rÞ q ¼ � 1

�
rPþ �r2 q ½1a�

div q ¼ 0 ½1b�

where q(x, t) denotes the velocity vector, P(x, t) the
pressure, and the constants � and � are the density
and kinematic viscosity, respectively. This system is
considered in three (or sometimes two) spatial
dimensions with a specified initial velocity field

qðx; 0Þ ¼ q0ðxÞ ½1c�

and physically appropriate boundary conditions: for
example, zero velocity on a rigid boundary, or
periodicity conditions for flow on a torus. This
nonlinear system of partial differential equations
(PDEs) has proved to be remarkably challenging,
and in three dimensions the fundamental issues of
existence and uniqueness of physically reasonable
solutions are still open problems.

It is often useful to consider the Navier–Stokes
equations in nondimensional form by scaling the
velocity and length by some intrinsic scale in the
problem, for example, in Reynolds’ experiment by
the mean speed U and the diameter of the pipe d.
This leads to the nondimensional equations

@q

@t
þ ðq � rÞ q ¼ �rPþ 1

R
r2 q ½2a�

div q ¼ 0 ½2b�

where the Reynolds number R is

R ¼ Ud=� ½3�

In many situations, the size of R has a crucial
influence on stability. Roughly speaking, when R is
small the flow is very sluggish and likely to be
stable. However, the effects of viscosity are actually
very complicated and not only is viscosity able to
smooth and stabilize fluid motions, sometimes it
actually also destroys and destabilizes flows.

The Euler equations, which predate the Navier–
Stokes equations by many decades, neglect the
effects of viscosity and are obtained from [1a] by
setting the viscosity parameter � to zero. Since this



removes the highest-derivative term from the equa-
tions, the nature of the Euler equations is funda-
mentally different from that of the Navier–Stokes
equations and the limit of vanishing viscosity (or
infinite Reynolds number) is a very singular limit.
Since all real fluids are at least very weakly viscous,
it could be argued that only the the Navier–Stokes
equations are physically relevant. However, many
important physical phenomena, such as turbulence,
involve flows at very high Reynolds numbers (104 or
higher). Hence, an understanding of turbulence is
likely to involve the asymptotics of the Navier–
Stokes equations as R!1. The first step towards
the construction of such asymptotics is the study of
inviscid fluids governed by the Euler equations:

@q

@t
þ ðq � rÞ q ¼ �rP ½4a�

div q ¼ 0 ½4b�

Stability issues for the Euler equations are in many
respects distinct from those of the Navier–Stokes
equations and in this article we will briefly touch
upon stability results for both systems.

Comments on Some ‘‘Classical’’
Instabilities

To illustrate the complexity of the structure of
instabilities that can arise in the Navier–Stokes
equations, we mention one classical example,
namely the centrifugal instabilities called Taylor–
Couette instabilities. Consider a fluid between two
concentric cylinders rotating with different angular
velocities. If the inner cylinder rotates sufficiently
faster than the outer one, the centrifugal force is
stronger on inside particles than outside particles
and a disturbance which exchanges the radial
position of particles is enhanced, that is, the
configuration is unstable. As the angular velocity
of the inner cylinder is increased above a certain
critical rate, the instability is manifested in a series
of small toroidal (Taylor) vortices that fill the space
between the cylinders. There follows a hierarchy of
successive instabilities: azimuthal traveling waves,
twisting regimes, and quasiperiodic regimes until
chaotic solutions appear. Such a sequence of
bifurcations is a scenario for a transition to
turbulence postulated by Ruelle–Takens. Details
concerning bifurcation theory and fluid behavior
can be found in the book of Chossat and Iooss
(1994).

We note that phenomena of successive bifurca-
tions connected with loss of stability, such as
regimes of Taylor–Couette instabilities, occur at

moderately large Reynolds numbers. Fully devel-
oped turbulence is a phenomenon associated with
very high Reynolds numbers. These are parameter
regimes basically inaccessible in current numerical
investigations of the Navier–Stokes equations and
turbulent models. The Euler equations lie at the
limit as R!1. It is an interesting observation that
results at the limit of infinite Reynolds number are
sometimes also applicable and consistent with
experiments for flows with only moderate Reynolds
number.

There is a huge diversity of forces that couple
with fluid motion to produce instability. We will
merely mention a few of these which an interested
reader could pursue in consultation with texts listed
in the ‘‘Further readi ng’’ sect ion and referenc es
therein.

1. The so-called Bénard problem of convective
instability concerns a horizontal layer of fluid
between parallel plates and subject to a tempera-
ture gradient. The governing equations are the
Navier–Stokes equation for a nonconstant den-
sity fluid and the heat equation. In this problem,
the critical parameter governing the onset of
instability is called the Rayleigh number. The
patterns that can develop as a result of instability
are strongly influenced by the boundary condi-
tions in the horizontal coordinates. With lattice
type conditions, bifurcating solutions include
rolls, rectangles, and hexagons. Convection rolls
are themselves subject to secondary instabilities
that may break the translation symmetry and
deform the rolls into meandering shapes. Further
refinements of convective instabilities include
doubly diffusive convection, where the density
depends on concentration as well as temperature.
Competition between stabilizing diffusivity and
destabilizing diffusivity can lead to the so-called
‘‘salt-finger’’ instabilities.

2. Of considerable interest in astrophysics and
plasma physics are the instabilities that occur in
electrically conducting fluilds. Here the fluid
equations are coupled with Maxwell’s equations.
Much work has been done on the topic of
magnetohydrodynamical (MHD) stability, which
was developed to address various important
physical issues such as thermonuclear fusion,
stellar and planetary interiors, and dynamo
theory. For example, dynamo theory addresses
the issue of how a magnetic field can be
generated and sustained by the motion of an
electrically conducting fluid. In the simplest
scenario, the fluid motion is assumed to be a
given divergence-free vector field and the study of
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the instabilities that may occur in the evolution
of the magnetic field is called the kinematic
dynamo problem. This gives rise to interesting
problems in dynamical systems and actually is
closely analogous to the topic of vorticity
generation in the three-dimensional (3D) fluid
equations in the absence of MHD effects.

In the next section we discuss certain mathema-
tical results that have been rigorously proved for
particular problems in the stability of fluid flows.
We restrict our attention to the ‘‘basic’’ equations,
that is, [2a] and [2b], [4a] and [4b], observing that
even in rather simple configurations there are still
more open problems than precise rigorous results.

The Navier–Stokes Equations:
Mathematical Definitions of
Stability/Instability

Instability occurs when there is some disturbance of
the internal or external forces acting on the fluid
and, loosely speaking, the question of stability or
instability considers whether there exist disturbances
that grow with time. There are many mathematical
definitions of stability of a solution to a PDE. Most
of these definitions are closely related but they may
not be equivalent. Because of the distinctly different
nature of the Navier–Stokes equations for a viscous
fluid and the Euler equations for an inviscid fluid,
we will adopt somewhat different precise definitions
of stability for the two systems of PDEs. Both
definitions are related to the concept known as
Lyapunov stability. A steady state described by a
velocity field U0(x) is called Lyapunov stable if
every state q(x, t) ‘‘close’’ to U0(x) at t = 0 stays
close for all t > 0. In mathematical terms, ‘‘close-
ness’’ is defined by considering metrics in a normed
space X. While in finite-dimensional systems the
choice of norm is not significant because all Banach
norms are equivalent, in infinite-dimensional sys-
tems, such as a fluid configuration, this choice is
crucial. The point was emphasized by Yudovich
(1989) and it is a version of the definition of
stability given in this book that we will adopt in
connection with the parabolic Navier–Stokes
equations.

Definitions for a General Nonlinear
Evolution Equation

Consider an evolution equation for u(x, t) whose
phase space is a Banach space X:

@u

@t
¼ LuþNðu;uÞ

We assume that if the initial value u(x, 0) 2 X is
given, the future evolution u(x, t), t > 0, of the
equation is uniquely defined (at least for sufficiently
small initial data). Without loss of generality, we
can assume that zero is a steady state.

We define a version of Lyapunov (nonlinear)
stability and its converse instability.

Definition 1 Let (X, Z) be a pair of Banach spaces.
The zero steady state is called (X, Z) nonlinearly
stable if, no matter how small � > 0, there exists
� > 0 so that u(x, 0) 2 X and

kuðx; 0ÞkZ < �

imply the following two assertions:

(i) there exists a global in time solution such that
u(x, t) 2 (([0,1); X);

(ii) ku(x, t)kZ < � for a.e. t 2 [0,1).

The zero state is called nonlinearly unstable if either
of the above assertions is violated. We note that
under this strong definition of stability, loss of
existence of a solution is a particular case of
instability. The concept of existence that we will
invoke in considering the Navier–Stokes equations is
the existence of ‘‘mild’’ solutions introduced by Kato
and Fujita (1962). Local-in-time existence of mild
solutions is known in X = Lq for q � n, where n
denotes the space dimension. (Lq denotes the usual
Lebesque space).

We now state two theorems for the Navier–Stokes
equations [2a] and [2b]. The theorems are valid in any
space dimension n and in finite or infinite domains. Of
course, the most physically relevant cases are n = 3 or
2. Both theorems relate properties of the spectrum of
the linearized Navier–Stokes equations to stability or
instability of the full nonlinear system. Let
U0(x), P0(x) be a steady state flow:

ðU0 � rÞU0 ¼ �rP0 þ
1

R
r2U0 þ

1

R
F ½5a�

r � U0 ¼ 0 ½5b�

where U0 2 C1 vanishes on the boundary of the
domain D and F is a suitable external force. We
write [2a] and [2b] in perturbation form as

qðx; tÞ ¼ U0ðxÞ þ uðx; tÞ ½6�
where

@u

@t
¼ LNSuþNðu;uÞ ½7a�

r � u ¼ 0 ½7b�
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with

LNSu �� ðU0 � rÞu� ðu � rÞU0

þ 1

R
r2u�rP1 ½8�

Nðu;uÞ � �ðu � rÞu�rP2 ½9�

Here P1 and P2 are, respectively, the portions of the
pressure required to ensure that LNSu and N(u, u)
remain divergence free. The operators LNS and N act
on the space of divergence-free vector-valued func-
tions in the closure of the Sobolev space Ws, p that
vanish on the boundary of D.

We note that the spectrum of the elliptic linear
operator LNS with appropriate boundary conditions
in a bounded domain is purely discrete: that is, it
consists of a countable number of eigenvalues of
finite multiplicity with the sole limit point being at
infinity.

Theorem 2 (Nonlinear instability). Let 1 < p <1
be arbitrary. Suppose that the operator LNS over Lp

has spectrum in the right half of the complex plane.
Then the flow U0(x) is (Lq, Lp) nonlinearly unstable
for any q > max(p, n).

Theorem 3 (Asymptotic Lyapunov stability). Let
q > n be arbitrary. Assume that the operator LNS

over Lq has spectrum confined to the left half of the
complex plane. Then the flow U0(x) is (Lq, Lq)
nonlinearly stable.

A recent proof of these theorems is given in
Friedlander et al. (2006) using a bootstrap type
argument. In Theorem 2, the space Lq, q > n, is used
as an auxiliary space inwhich the norm of the
nonlinear term is controlled, while the final instabil-
ity result is proved in Lp for p 2 (1,1). We note
that this includes the most physically relevant case
of instability in the L2 energy norm. An earlier proof
of the theorems under the restriction p � n was
given by Yudovich (1989).

To apply Theorem 2 or 3 to conclude nonlinear
instability or stability of a given flow U0, it is
necessary to have information concerning the spec-
trum of the linear operator LNS. Obtaining such
information has been the goal of much of the
literature concerning fluid stability (see the biblio-
graphy and the references therein). However, except
in the case of some relatively simple flows, the
eigenvalues of LNS have not yet been calculated
explicitly. Perhaps the example that is the most
tractable is plane parallel shear flows. Here the
eigenvalue problem is governed by an ordinary
differential equation (ODE) known as the Orr–
Sommerfeld equation, which has been the subject of

extensive analytical and numerical investigations.
Consider the parallel flow U0 = (U(z), 0, 0) in the
strip �1 � z � 1. For disturbances of the form

�ðzÞ eiðk1xþk2yÞ e�t ½10�

the eigenvalue � is determined by the following
equation with k2 = k2

1 þ k2
2:

U � i
�

k

� �
d2

dz2
� k2

" #
��U00 �

¼ 1

ikR

d2

dz2
� k2

" #
� ½11�

with boundary conditions �= 0 at z =�1. We note
that the discreteness of the spectrum is preserved if
periodicity conditions are imposed in the (x, y)
plane.

The complexity of the spectral problem [11] is
apparent even for the simple case U(z) = 1� z2

(known as plane Poiseuille flow). Unstable eigenva-
lues exist but only in certain regions of (k, R)
parameter space. There is a critical Reynolds number,
Rc = 5772, below which Re� < 0 for all wave
numbers k. For R > Rc, instability occurs in a band
of wave numbers and the thickness of this band
shrinks to zero as R!1 (i.e., the inviscid limit).
Hence, Poiseuille flow with R < Rc can be considered
as an example where the stability Theorem 3 can be
applied, that is, the flow is nonlinearly stable to
infinitesimal disturbances. However, extremely care-
ful experiments are needed to obtain agreement with
the theoretical value of Rc = 5772. Rather it is more
usual in an experiment with R 	 2000 that the flow
exhibits instability in the form of streamwise streaks
that appear near the walls. These structures do not
look like traveling waves of the form given by
expression [10], rather they are finite-amplitude
effects of nonmodal growth. Such linear growth of
disturbances, along with energy growth and pseudos-
pectra have recently been investigated extensively.

An example where Theorem 3, proving nonlinear
instability, can be applied is the so-called
Kolmogorov flow. This is also a shear flow with the
spectral problem for the linearized operator given by
eqn [11]. In this example, the profile is oscillatory in z
with U(z) = sin mz. In an elegant paper, Meshalkin
and Sinai (1961) used continued fractions to prove
the existence of a real unstable positive eigenvalue. It
is interesting, and in some sense surprising, that the
particular case of sinusoidal profiles leads to a
nonconstant-coefficient eigenvalue problem, where
it is possible to construct in explicit form the
transcendental characteristic equation that relates
the eigenvalues � and the wave numbers. Usually,
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this can be done only for constant-coefficient equa-
tions. In the case U(z) = sin mz, a Fourier series
representation for the eigenfunctions leads to a
tridiagonal infinite matrix for the algebraic system
satisfied by the Fourier coefficients. This is amenable
to examination using continued fractions. Analysis of
the characteristic equation shows that there exist real
eigenvalues � > 0 provided R is larger than some
critical value for each wave number k with k2 < m2.

The Euler Equation: Linear and
Nonlinear Stability/Instability

We conclude this brief article with some discussion
of instabilities in the inviscid Euler equations whose
existence is likely to be important as a ‘‘trigger’’ for
the development of instabilities in high-Reynolds-
number viscous flows. As we mentioned, the Euler
equations are very different from the Navier–Stokes
equations in their mathematical structure. The
Euler equations are degenerate and nonelliptic. As
such, the spectrum of the linearized operator LE is
not amenable to standard spectral theory of elliptic
operators. For example, unlike the Navier–Stokes
operator, the spectrum of LE is not purely discrete
even in bounded domains. To define LE we consider
a steady Euler flow {U0(x), P0(x)}, where

U0 � rU0 ¼ �rP0 ½12a�

r � U0 ¼ 0 ½12b�

We assume that U0 2 C1. For the Euler equations,
appropriate boundary conditions include zero nor-
mal component of U0 on a rigid boundary, or
periodicity conditions (i.e., flow on a torus) or
suitable decay at infinity in an unbounded domain.
The theorems that we will be describing have been
proved mainly in the cases of the second and third
conditions stated above. There are many classes of
vector fields U0(x), in two and three dimensions,
that satisfy [12a] and [12b]. We write [4a] and [4b]
in perturbation form as

qðx; tÞ ¼ U0ðxÞ þ uðx; tÞ ½13�

with
@u

@t
¼ LE uþNðu;uÞ ½14a�

r � u ¼ 0 ½14b�

Here

LE u � �ðU0 � rÞ u� ðu � rÞU0 �rP1 ½15�

Nðu;uÞ � �ðu � rÞ u�rP2 ½16�

Linear (spectral) instability of a steady Euler flow
U0(x) concerns the structure of the spectrum of LE.
Assuming U0 2 C1(Tn), the linear equation

@u

@t
¼ LE u; r � u ¼ 0 ½17�

defines a strongly continuous group in every Sobolev
space Ws, p with generator LE. We denote this group
by exp {LE t}. For the issue of spectral instability of
the Euler equation it proves useful to study not only
the spectrum of LE but also the spectrum of the
evolution operator exp {LE t}. This permits the
development of an explicit formula for the growth
rate of a small perturbation due to the essential (or
continuous) spectrum. It was proved by Vishik
(1996) that a quantity �, refered to as a ‘‘fluid
Lyapunov exponent’’ gives the maximum growth
rate of the essential spectrum of exp{LE t}. This
quantity is obtained by computing the exponential
growth rate of a certain vector that satisfies a
specific system of ODEs over the trajectories of the
flow U0(x). This proves to be an effective mechan-
ism for detecting instabilities in the essential
spectrum which result due to high-spatial-frequency
perturbations. For example, for this reason any flow
U0(x) with a hyperbolic fixed point is linearly
unstable with growth in the sense of the L2-norm.
In two dimensions, � is equal to the maximal
classical Lyapunov exponent (i.e., the exponential
growth of a tangent vector over the ODE _x = U0(x)).
In three dimensions, the existence of a nonzero
classical Lyapunov exponent implies that � > 0.
However, in three dimensions there are also exam-
ples where the classical Lyapunov exponent is zero
and yet � > 0. We note that the delicate issue of the
unstable essential spectrum is strongly dependent on
the function space for the perturbations and that �,
for a given U0, will vary with this function space.
More details and examples of instabilities in the
essential spectrum can be found in references in the
bibliography.

In contrast with instabilities in the essential
spectrum, the existence of discrete unstable eigenva-
lues is independent of the norm in which growth is
measured. From this point of view, such instabilities
can be considered as ‘‘strong.’’ However, for most
flows U0(x) we do not know the existence of such
unstable eigenvalues. For fully 3D flows there are no
examples, to our knowledge, where such unstable
eigenvalues have been proved to exist for flows with
standard metrics. The case that has received the
most attention in the literature is the ‘‘relatively
simple’’ case of plane parallel shear flow. The
eigenvalue problem is governed by the Rayleigh
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equation (which is the inviscid version of the Orr–
Sommerfeld equation [11]):

U � i�

k

� �
d2

dz2
� k2

" #
��U00� ¼ 0

� ¼ 0 at z ¼ �1 ½18�

The celebrated Rayleigh stability criterion says that
a sufficient condition for the eigenvalues � to be
pure imaginary is the absence of an inflection point
in the shear profile U(z). It is more difficult to prove
the converse; however, there have been several
recent results that show that oscillating profiles
indeed produce unstable eigenvalues. For example, if
U(z) = sin mz the continued fraction proof of
Meshalkin and Sinai can be adapted to exhibit the
full unstable spectrum for [18]. We note the ‘‘fluid
Lyapunov exponent’’ � is zero for all shear flows;
thus the only way the unstable spectrum can be
nonempty for shear flows is via discrete unstable
eigenvalues.

As we have discussed, it is possible to show that
many classes of steady Euler flows are linearly
unstable, either due to a nonempty unstable essential
spectrum (i.e., cases where � > 0) or due to unstable
eigenvalues or possibly for both reasons. It is natural
to ask what this means about the stability/instability
of the full nonlinear Euler equations [14]–[16]. The
issue of nonlinear stability is complex and there are
several natural precise definitions of nonlinear
stability and its converse instability.

One definition is to consider nonlinear stability
in the energy norm L2 and the enstrophy norm H1,
which are natural function spaces to measure
growth of disturbances but are not ‘‘correct’’ spaces
for the Euler equations in terms of proven proper-
ties of existence and uniqueness of solutions to the
nonlinear equation. Falling under this definition is
the most frequently employed method to prove
nonlinear stability, which is an elegant technique
developed by Arnol’d (cf. Arnol’d and Khesin
(1998) and references therein). This is based on
the existence of the so-called energy-Casimirs. The
vorticity curl q is transported by the motion of
the fluid so that at time t it is obtained from the
vorticity at time t = 0 by a volume-preserving
diffeomorphism. In the terminology of Arnol’d,
the velocity fields obtained in this manner at any
two times are called isovortical. For a given field
U0(x), the class of isovortical fields is an infinite-
dimensional manifold M, which is the orbit of the
group of volume-preserving diffeomorphisms in the
space of divergence-free vector fields. The steady
flows are exactly the critical points of the energy
functional E restricted to M. If a critical point is a

strict local maximum or minimum of E, then the
steady flow is nonlinearly stable in the space J1 of
divergence-free vectors u(x, t) (satisfying the bound-
ary conditions) that have finite norm,

kukJ1
� kukL2 þ kcurl ukL2 ½19�

This theory can be applied, for example, to show
that any shear flow with no inflection points in the
profile U(z) is nonlinearly unstable in the function
space J1, that is, the classical Rayleigh criterion
implies not only spectral stability but also nonlinear
stability.

We note that Arnol’d’s stability method cannot be
applied to the Euler equations in three dimensions
because the second variation of the energy defined
on the tangent space to M is never definite at a
critical point U0(x). This result is suggestive, but
does not prove, that most Euler flows in three
dimensions are nonlinearly unstable in the Arnol’d
sense. To quote Arnol’d, in the context of the Euler
equations ‘‘there appear to be an infinitely great
number of unstable configurations.’’

In recent years, there have been a number of
results concerning nonlinear instability for the
Euler equation. Most of these results prove non-
linear instability under certain assumptions on the
structure of the spectrum of the linearized Euler
operator. To date, none of the approaches prove
the definitive result that in general linear instability
implies nonlinear instability. As we have remarked,
this is a much more delicate issue for Euler than for
Navier–Stokes because of the existence, for a
generic Euler flow, of a nonempty essential
unstable spectrum. To give a flavor of the mathe-
matical treatment of nonlinear instability for the
Euler equations, we present one recent result and
refer the interested reader to articles listed in the
‘‘Further reading’’ section for f urther results and
discussions.

In the context of Euler equations in two dimen-
sions, we adopt the following definition of Lyapu-
nov stability.

Definition 4 An equilibrium solution U0(x) is
called Lyapunov stable if for every " > 0 there exists
� > 0 so that for any divergence-free vector u(x, 0) 2
W1þs, p, s > 2=p, such that ku(x, 0)kL2 < � the unique
solution u(x, t) to [14]–[16] satisfies

kuðx; tÞkL2 < " for t 2 ½0;1Þ

We note that we require the initial value u(x, 0) to
be in the Sobolev space W1þs, p, s > p=2, since it is
known that the 2D Euler equations are globally in
time well posed in this function space.
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Definition 5 Any steady flow U0(x) for which the
conditions of Definition 4 are violated is called
nonlinearly unstable in L2.

Observe that the open issues (in three dimensions)
of nonuniqueness or nonexistence of solutions to
[14]–[16] would, under Definition 5, be scenarios
for instability.

Theorem 6 (Nonlinear instability for 2D Euler
flows). Let U0(x) 2 C1(T2) be satisfy [12]. Let �
be the maximal Lyapunov exponent to the ODE
_x = U0(x). Assume that there exists an eigenvalue �
in the L2 spectrum of the linear operator LE given
by [15] with Re � > �. Then in the sense of
Definition 5, U0(x) is Lyapunov unstable with
respect to growth in the L2-norm.

The proof of this result is given in Vishik and
Friedlander (2003) and uses a so-called ‘‘bootstrap’’
argument whose origins can be found in references
in that article. We remark that the above result gives
nonlinear instability with respect to growth of the
energy of a perturbation which seems to be a
physically reasonable measure of instability.

In order to apply Theorem 6 to a specific 2D flow
it is necessary to know that the linear operator LE

has an eigenvalue with Re � > �. As we have
discussed, such knowledge is lacking for a generic
flow U0(x). Once again, we turn to shear flows. As
we noted � = 0 for shear flows, any shear profile for
which unstable eigenvalues have been proved to
exist provides an example of nonlinear instability
with respect to growth in the energy.

We conclude with the observation that it is
tempting to speculate that, given the complexity
of flows in three dimensions, most, if not all, such
inviscid flows are nonlinearly unstable. It is clear
from the concept of the fluid Lyapunov exponent
that stretching in a flow is associated with
instabilities and there are more mechanisms for
stretching in three, as opposed to two, dimensions.
However, to date there are virtually no mathema-
tical results for the nonlinear stability problem for
fully 3D flows and many challenging issues remain
entirely open.
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Introduction

The theorem on stability of matter is one of the most
celebrated results in mathematical physics. It is one
of the rare cases where a result of such great
importance to our understanding of the world
around us appeared first in a completely rigorous
formulation.

Issues of stability are, of course, extremely impor-
tant in physics. One of the major triumphs of the
theory of quantum mechanics is the explanation it
gives of the stability of the hydrogen atom (and the
complete description of its spectrum). Quantum
mechanics or, more precisely, the uncertainty princi-
ple explains not only the stability of tiny microscopic
objects, but also the stability of gigantic stellar
objects such as white dwarfs. Chandrasekhar’s
famous theory on the stability of white dwarfs
required, however, not only the usual uncertainty
principle, but also the Pauli exclusion principle for
the fermionic electrons.

Whereas both the stability of atoms and the
stability of white dwarfs were early triumphs of
quantum mechanics, it, surprisingly, took nearly
40 years before the question of stability of everyday
macroscopic objects was even raised (Fisher and
Ruelle 1966). The rigorous answer to the question
came shortly thereafter in what came to be known
as the ‘‘theorem on stability of matter’’ proved first
by Dyson and Lenard (1967).

Both the stability of hydrogen and the stability of
white dwarfs simply mean that the total energy of
the system cannot be arbitrarily negative. If there
were no such lower bound to the energy, one would
have a system from which it would be possible, in
principle, to extract an infinite amount of energy.
One often refers to this kind of stability as stability
of the first kind.

Stability of matter is somewhat different. Stability
of the first kind for atoms generalizes, as noted later,
to objects of macroscopic size. The question arises
as to how the lowest possible energy depends on the
size or, more precisely, on the (macroscopic) number
of particles in the object. Stability of matter in its
precise mathematical formulation is the requirement
that the lowest possible energy depends at most
linearly on the number of particles. Put differently,
the lowest possible energy calculated per particle

cannot be arbitrarily negative as the number of
particles increases. This is often referred to as
‘‘stability of the second kind.’’ If stability of the
second kind does not hold, one would be able to
extract an arbitrarily large amount of energy by
adding a single atomic particle to a sufficiently large
macroscopic object.

A perhaps more intuitive notion of stability is
related to the volume occupied by a macroscopic
object. More precisely, the volume of the object,
when its total energy is close to the lowest possible
energy, grows at least linearly in the number of
particles. This volume dependence is a fairly simple
consequence of stability of matter as formulated
above.

The first mention of stability of the second kind
for a charged system is perhaps by Onsager (1939),
who studied a system of charged classical particles
with a hard core and proved the stability of the
second kind. The proof of stability of matter by
Dyson and Lenard, which does not rely on any hard-
core assumption, but rather on the properties of
fermionic quantum particles, used results from
Onsager’s paper.

The real relevance of the notion of stability of the
second kind was first realized by Fisher and Ruelle
(1966) in an attempt to understand the thermo-
dynamic properties of matter and to give meaning
to thermodynamic quantities such as the energy
density (energy per volume). Stability of matter is a
necessary ingredient in explaining the existence of
thermodynamics, that is, that the energy per
volume has a well-defined limit as the volume and
number of particles tend to infinity, with the ratio
(i.e., the density of particles) kept fixed. The
existence of this limit is, however, not just a simple
consequence of stability of matter. The existence of
the thermodynamic limit for ordinary charged
matter was proved rigorously by Lieb and Lebowitz
(1972) using the result on stability of matter as an
input.

After the original proof of stability of matter by
Dyson and Lenard, several other proofs were given
(see, e.g., reviews by Lieb (1976, 1990, 2004) for
detailed references). Lieb and Thirring (1975) in
particular presented an elegant and simple proof
relying on an uncertainty principle for fermions. As
explained in a later section, the best mathematical
formulation of the usual uncertainty principle is in
terms of a Sobolev inequality. The method of Lieb
and Thirring is related to a Sobolev type inequality
for antisymmetric functions. The Lieb–Thirring
inequality is discussed later. The proof by Dyson
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and Lenard gave a very poor bound on the lowest
possible energy per particle. The proof by Lieb and
Thirring gave a much more realistic bound on this
quantity (see below). Two proofs of stability of
matter will be sketched here. Both proofs rely on the
Lieb–Thirring inequality. The first proof described is
mathematically simple to explain, whereas the
second proof (Lieb–Thirring) is based on the
Thomas–Fermi theory. It is mathematically some-
what more involved but, from a physical point of
view, more intuitive.

As in the case of white dwarfs, stability of matter
relies on the fermionic property of electrons. Dyson
(1967) proved that the stability of the second kind
fails if we ignore the Pauli exclusion principle. In
physics textbooks, the importance of the Pauli
exclusion principle for the stability of white dwarfs
is often emphasized. Its importance for the stability
of everything around us is usually ignored.

As mentioned above the result on stability of
matter appeared from the beginning as a completely
rigorously proved theorem. In contrast, the stability
of white dwarfs was only derived rigorously by Lieb
and Thirring (1984) and Lieb and Yau (1987) over
50 years after the original work of Chandrasekhar.

The original formulation of stability of matter,
which is given in the next section, dealt with
charged matter consisting of electrons and nuclei
interacting only through electrostatic interactions
and being described by nonrelativistic quantum
mechanics. Over the years, many generalizations of
stability of matter have been derived in order to
include relativistic effects and electromagnetic inter-
actions. Some of these generalizations will be
discussed in this article. A complete understanding
of stability of matter in quantum electrodynamics
(QED) does not exist as yet, which is intimately
related to the fact that this theory still awaits a
mathematically satisfactory formulation.

The Formulation of Stability of Matter

Consider K nuclei with nuclear charges z1, . . . , zK > 0
at positions r1, . . . , rK 2 R3, and N electrons with
charges �1 (this amounts to a choice of units) at
positions x1, . . . , xN 2 R3. In order to discuss
stability, it turns out that one can consider the
nuclei as fixed in space, whereas the electrons are
dynamic. More precisely, this means that the
kinetic energy of the nuclei is ignored. It is
important to realize that if stability holds for static
nuclei, it also holds for dynamic nuclei. This is
simply because the kinetic energy is positive, so that
the effect of ignoring it is to lower the total energy.

Since we consider only electrostatic interactions,
the quantum Hamiltonian describing this system is

HN ¼
XN
i¼1

Ti �
XK

k¼1

XN
i¼1

zk

jxi � rkj

þ
X

1�i<j�N

1

jxi � xjj
þ

X
1�k<‘�K

zkz‘
jrk � r‘j

½1�

The kinetic energy operator Ti is (half) the Laplacian in
the variable xi, i.e., Ti =�ð1/2Þ�i. Atomic units are
used, where not only the electron charge is �1, but the
mass of the electron is also 1 and �h = 1. The unit of
energy is then 2 Ry.

The Hamiltonian HN depends on the parameters
z = (z1, . . . , zK) and r = (r1, . . . , rK). It acts on the
Hilbert space of fermionic, that is, antisymmetric
wave functions. More precisely, the fermionic
Hilbert space is

HF
N ¼

N̂

L2ðR3; C2Þ

Here the target space is C2, in order to describe
spin-1/2 particles. One can, of course, also consider
the Hamiltonian HN on the full Hilbert space,

HN ¼
ON

L2ðR3; C2Þ ¼ L2ðR3N; C2NÞ

of which HF
N is a subspace.

The quantity of interest is the ground-state energy

EFðz;N;KÞ ¼ inf
r

inf specHF
N
HN

¼ inf
r

inf
n
ð�;HN�Þ j �

2 HF
N \ C1ðR3N; C2NÞ; k�k ¼ 1

o
½2�

and likewise for the ground-state energy E(z, N, K)
on the full space HN. Clearly, EF(z, N, K) �
E(z, N, K). It turns out that the energy E(z, N, K) is
the same as one would get by restricting to
symmetric functions instead of antisymmetric
ones. Therefore, the energy E(z, N, K) is often
referred to as the lowest possible energy for bosonic
particles.

The Hamiltonian HN is an unbounded operator
and we must discuss its domain to be able to talk
about its spectrum. Also, it should be self-adjoint. It
turns out that these questions are intimately related
to stability. The operator HN is well defined on
smooth (i.e., C1) functions. Thus, the last definition
of EF(z, N, K) in [2] is meaningful. If this ground-state
energy is finite (i.e., not �1), then the Hamiltonian
has an extension, the Friedrichs’ extension, to a
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self-adjoint operator with the property that the
second equality in [2] holds.

In the definition of EF, we have minimized over
all the positions r of the nuclei. Even though the
nuclear dynamics is not considered, one is still
interested in finding the lowest possible energy
independent of where they are located.

Theorem 1 (Stability of the first kind). For all N,
K, and z, we have

Eðz;N;KÞ > �1

Theorem 2 (Stability of matter). There exists a
constant Cjzj > 0 depending only on jzj= max
{z1, . . . , zk} such that

EFðz;N;KÞ � �CjzjðN þ KÞ

The constant Cjzj bounds the binding energy per
particle. In the case of hydrogen atoms, when
jzj= 1, Dyson and Lenard arrived at a bound with
C1 � 1014 Ry. Lieb and Thirring arrive at C1 �
5 = 10 Ry. Since the binding energy of a single
hydrogen atom is 1 Ry, it is easy to see that one
must have C1 � 1=4. Over the years, there have
been some improvements on the estimated value of
this constant in the theory of stability of matter.

That the Pauli exclusion principle, that is, the
fermionic character of the electrons, is necessary for
stability of matter is a consequence of the next
theorem.

Theorem 3 (the N5=3 law for bosons). If N = K
and z1 = � � � = zK = z > 0, then there exist constants
C� > 0 depending on z such that

�C�N5=3 < Eðz;N;NÞ < �CþN5=3

It is the superlinear (exponent 5/3) behavior in N
of the upper bound that violates stability of matter.
This upper bound was proved by Lieb (1979) by a
fairly simple variational argument. The lower bound
above, which shows that the exponent 5/3 is
optimal, was proved by Dyson and Lenard (1968)
in their original paper on stability of matter.

This theorem leaves open the possibility that the
stability of matter could be recovered by introducing
finite nuclear masses. That this, indeed, is not the case
was proved by Dyson (1967) by a complicated
variational argument based on the Bogolubov pair
theory for superfluid helium. We now add the kinetic
energy

PK
k = 1�ð1/2Þ�rk

of the nuclei (assuming, for
simplicity, that they have the same mass as the
electrons) to the Hamiltonian HN and consider
the case where z1 = z2 = � � � = zK = 1. We denote the

ground-state energy over the space L2(R3(NþK))
(ignoring spin) by eE(N,K). Then, Dyson proved that

min
NþK¼M

eEðN;KÞ � �CM7=5

for some constant C > 0. It was later shown by
Conlon et al. (1988) that the exponent 7/5 is indeed
optimal. Dyson (1967) made a conjecture for the
precise asymptotic behavior of this energy. This
conjecture, which was proved by Lieb and Solovej
(2005) and Solovej (2004), is given in the next
theorem.

Theorem 4 (Dyson’s 7/5-law for the charged
Bose gas).

lim
M!1

min
NþK¼M

eEðN;KÞ
M7=5

¼ inf
1

2

Z
jr�j2� J

Z
�5=2 j�� 0;

Z
�2 ¼ 1

� �
½3�

where

J ¼ 4

�

� �3=4 �ð1/2Þ�ð3/4Þ
5�ð5/4Þ

Generalizations of Stability of Matter

Over the years, generalizations of stability of matter
including relativistic effects and interactions with the
electromagnetic field have been attempted. Since the
relativistic Dirac operator is not bounded below, we
cannot simply replace the standard nonrelativistic
kinetic energy operator Tj =�(1/2)�j by the free
Dirac operator.

Relativistic effects have been included by con-
sidering the (pseudo) relativistic kinetic energy

TRel
j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c2�j þ c4

q
� c2

In the units used in this article, the physical value
of the speed of light c is approximately 137 or,
more precisely, the reciprocal of the fine-structure
constant �.

For this relativistic kinetic energy, Lieb and Yau
(1988) proved that stability of matter holds in the
sense formulated in Theorem 2 if �(= c�1) is small
enough and maxj {zj}� � 2=�. It is known here that
the value 2=� is the best possible, since it is so
for the one-atom case. The one-atom case had
been studied by Herbst. The corresponding case of
a one-electron molecule was studied by Lieb and
Daubechies. Less optimal results on the stability of
matter with relativistic kinetic energy had been
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obtained prior to the work of Lieb and Yau by
Conlon and later by Fefferman and de la Llave.
References to these works can be found in the work
of Lieb and Yau (1988).

The relativistic kinetic energy TRel
j agrees with the

free Dirac operator on the positive spectral subspace
of the free Dirac operator (i.e., a subspace of
L2(R3; C4)). Therefore, the stability of matter
follows if Tj is replaced by the free Dirac operator
and if one restricts to the Hilbert space obtained as
in [2] but with L2(R3; C2) replaced by the positive
spectral subspace of the free Dirac operator. This
formulation is often referred to as the ‘‘no-pair’’
model. In the usual Dirac picture, the negative
spectral subspace, the Dirac sea, is occupied. As long
as one ignores pair creation, only the positive
spectral subspace is available.

Magnetic fields may be included by considering
the ‘‘magnetic kinetic energy’’

TMag
j ¼ 1

2 �irj � c�1AðxjÞ
� �2

It turns out that the stability of matter theorem
(Theorem 2) holds for all magnetic vector potentials
A : R3!R3 with a constant Cjzj independent of A.
This is, therefore, also the case if we consider the
magnetic field (or rather the vector potential) as a
dynamic variable and add the (positive) field energy

U ¼ 1

8�

Z
R3
jr 	 AðxÞj2 dx ½4�

to the Hamiltonian. The resulting Hamiltonian
describes a charged spinless particle interacting
with a classical electromagnetic field.

A more complicated situation is described by the
‘‘magnetic Pauli kinetic energy’’

TPauli
j ¼ 1

2ðð�irj � c�1AðxjÞÞ � s jÞ2

where the coupling of the spin to the magnetic field
is included through the vector of 2	 2 Pauli
matrices acting on the spin components of particle j,
that is, s = (�1,�2, �3), with

�1 ¼
0 1
1 0

� �
; �2 ¼

0 �i
i 0

� �
; �3 ¼

1 0
0 �1

� �

For the Pauli kinetic energy, stability of matter will
not hold independently of the magnetic field (or even
for a fixed unbounded magnetic field) unless the field
energy U in [4] is included in the Hamiltonian. If the
field energy is included, stability of matter holds
independently of the magnetic field, that is, even if
one minimizes over the dynamic variable A, if
�(= c�1) and maxj {zj}�

2 are small enough. This was
proved by Fefferman (1997) and by Lieb et al.

(1995). The latter result includes the physical value of
�. The fact that a bound on � is needed had been
proved by Loss and Yau. Stability for a one-electron
atom had been proved in this model by Fröhlich,
Lieb, and Loss. The many-electron atom and the one-
electron molecule had been studied by Lieb and Loss.
Most relevant references may be found in the work of
Lieb et al. (1995).

The possibility of quantizing the magnetic field has
also been studied. In this case, one must introduce an
ultraviolet cutoff in the momentum modes of the
vector potential. Stability of matter in the resulting
model of (ultraviolet cutoff) QED coupled to non-
relativistic matter was proved by Fefferman et al.
improving results of Bugliaro, Fröhlich, and Graf.

Finally, one may include both relativistic effects
and electromagnetic interactions. Let us first discuss
the case of classical electromagnetic fields. If instead
of the Pauli kinetic energy one uses the Dirac
operator with a magnetic vector potential then
there would be no lower bound on the energy. But,
as previously described, one can study a no-pair
formulation of relativistic particles coupled to
electromagnetic fields. The question arises which
subspace of L2(R3; C4) one should restrict to (i.e.,
which subspace is filled and which one is available).
There are two obvious choices. Either one should, as
before, restrict to the positive spectral subspace of
the free Dirac operator or one should restrict to the
positive spectral subspace of the magnetic Dirac
operator. It is proved by Lieb et al. (1997) that the
former choice leads to instability, whereas stability
of matter holds for the latter choice under some
conditions on � and maxj {zj}. Stability requires that
the field energy U is included in the Hamiltonian. It
then holds independently of the magnetic field.

This final stability result also holds if the magnetic
field is quantized with an ultraviolet cutoff as
proved by Lieb and Loss (2002).

The no-pair model even with the ultraviolet cutoff
quantized field is not fully relativistically invariant.
As mentioned above, there is still no mathematical
formulation of QED, a fully relativistically invariant
model for quantum particles interacting with elec-
tromagnetic fields.

The Proof of Stability of the First Kind

The proof of stability of the first kind will now be
sketched for charged quantum systems.

As mentioned in the introduction, stability of the
first kind is a consequence of the uncertainty
principle. Contrary to what is often stated in physics
textbooks, stability does not follow from the
Heisenberg formulation of the uncertainty principle.
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A mathematically more flexible formulation
is provided by the classical Sobolev inequality,
which states that for all square-integrable functions
 2 L2(R3), one has

Z
jr j2 � CS

Z
j j6

� �1=3

½5�

for CS > 0. It follows from this inequality that for
any attractive potential V, there is a lower bound on
the energy expectation

 ; � 1

2
�� V

� �
 

� �

¼ 1

2

Z
jr j2 �

Z
Vj j2� 1

2
CS

Z
 6

� �1=3

�
Z

V5=2

Z
j j2

� �2=5 Z
j j6

� �1=5

� �C

Z
V5=2

Z
j j2

for some C > 0. Thus, the lowest possible energy of
one particle moving in the potential V is bounded
below by �C

R
V5=2. For N (noninteracting) particles,

the lower bound is �CN
R

V5=2. This holds whether
or not the particles have spin. If, more generally, the
potential can be written as V = U þW, U, W � 0,
where

R
U5=2 <1 and W is bounded W � kWk1,

then the energy of N noninteracting particles moving
in the potential V is bounded below by

�NC

Z
U5=2 �NkWk1 ½6�

For the Hamiltonian HN from [1], one can get a
lower bound on the energy E(z, N, K) by ignoring all
the positive potential terms, that is, the last two
sums in [1]. The remaining Hamiltonian describes N
independent particles moving in the potential

�V ¼ �
XK

k¼1

zk

jx� rkj
¼ �

XK

k¼1

ðUk þWkÞ

where Uk is the restriction of zk=jx� rkj to the set
jx� rkj < R for some R > 0 and Wk is the restriction
to the complementary set. Using [6], one can easily
see that the energy expectation is bounded below by

� C N K5=2 max
k
fzkg5=2R1=2 �N K max

k
fzkgR�1

¼ �C0N K2 max
k
fzkg2

where we have made the optimal choice for
R 
 (K maxk {zk})�1.

This finite lower bound on the energy proves
the stability of the first kind, but it clearly does

not have the form required for the stability of the
second kind.

The Proof of Stability of Matter

The proof of stability of the first kind presented in
the previous section must be improved in two ways
in order to conclude the stability of matter.

For fermions, it turns out that the lower bound in
[6] can be improved in such a way that there is no
factor N in the first term. This is the content of the
bound of Lieb and Thirring discussed in the
introduction.

Theorem 5 (Lieb–Thirring inequality 1975). The
sum of all the negative eigenvalues of the oper-
ator�ð1/2Þ�� V(x) is bounded below by

� LLT

Z
V5=2

for some constant LLT > 0

For N noninteracting fermions moving in the
potential V, the lowest possible energy is given by
the sum of the N lowest eigenvalues of the operator
in the above theorem. Thus, the theorem gives a
lower bound on this energy independently of N.

The second point where the argument from the
previous section has to be improved is the control of
the electrostatic energy. In the above discussion, all
repulsive terms have simply been ignored. For
stability of matter, a much more delicate bound is
needed. Many versions of such bounds have been
given going back to the work of Onsager (1939).
Here, a result of Baxter (1980) will be used.

Theorem 6 (Baxter’s correlation estimate). For all
positions xi, . . . , xN, r1, . . . , r K 2 R3 and all charges
z1, . . . , zK > 0, we have the pointwise inequality

�
XK

k¼1

XN
i¼1

zk

jxi � rkj
þ

X
1�i<j�N

1

jxi � xjj

þ
X

1�k<‘�K

zkz‘
jrk � r‘j

� �
XN
i¼1

VðxiÞ

where V(x) = (1þ 2 maxk {zk}) maxk {jx� rkj�1}.
This theorem simply states that, for a lower

bound, one can replace the full electrostatic Cou-
lomb energy by the energy of independent electrons
moving in the potential where they always see only
the closest nuclei (with a modified charge). Baxter
(1980) used probabilistic techniques to prove the
inequality. An improved version of the inequality
was given by Lieb and Yau (1988), with an analytic
proof.
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Similarly to the argument in the previous section,
one can write V(x) = U(x)þW(x), where U is the
restriction of V to the set where mink {jx� rkj} < R
for some R > 0 and W is the restriction to the
complementary set. It then follows from Baxter’s
correlation estimate and the Lieb–Thirring inequality
that the lowest eigenvalue of the Hamiltonian HN on
the fermionic Hilbert space HF

N is bounded below by

� LLT

Z
U5=2 �Nð1þ 2 max

k
fzkgÞR�1

� �Cð1þ 2 max
k
fzkgÞ5=2KR1=2

�Nð1þ 2 max
k
fzkgÞR�1

¼ �C0ð1þ 2 max
k
fzkgÞ2ðN þ KÞ

where R 
 (1þ 2 maxk{zk})�1. This lower bound is
linear in the total particle number N þ K, as
required by stability of matter.

From Thomas–Fermi Theory to Stability
of Matter

In this final section, the proof of stability of matter
by Lieb and Thirring (1975), where they use the
Thomas–Fermi theory, is discussed briefly. First note
that there is a dual formulation of the Lieb–Thirring
inequality theorem (Theorem 5), which makes the
connection to the Sobolev inequality [5] much more
transparent.

Theorem 7 (Lieb–Thirring inequality as a kinetic
energy bound). For any normalized antisymmetric
(fermionic) wave function � 2 HF

N we have with
CLT = 3

5 ( 2
5 L�1

LT)2=3 the following lower bound on the
kinetic energy:

XN
i¼1

1

2

Z
R3N
kri�ðx1; . . . ; xNÞk2 dx1 � � � dxN

� CLT

Z
R3
�ðxÞ5=3 dx

where k � k is the norm in spin space (C2N

) and the
one-electron density is given by

�ðxÞ ¼ N

Z
R3ðN�1Þ

k�ðx;x2; . . . ; xNÞk2 dx2 � � � dxN

This estimate follows immediately from Theorem
5, which implies that

XN
i¼1

1

2

Z
kri�k2 �

Z
�V � �LLT

Z
V5=2

To arrive at Theorem 7, simply choose
V = ((2/5(L�1

LT�)
2=3.

One should compare the Lieb–Thirring kinetic
energy bound with the expression (3/10)(3�2)2=3�5=3

for the (thermodynamic) energy density of a
free Fermi gas. One of the yet unproven conjectures
is that the Lieb–Thirring bound holds with CLT

replaced by the free Fermi constant (3/10)(3�2)2=3.
The idea in the Lieb–Thirring proof of stability of

matter is to bound the energy below by an
expression depending only on the one-electron
density. Theorem 7 achieves this for the kinetic
energy. What is missing is a lower bound on the
electrostatic Coulomb energy depending only on the
density. One can show (see Lieb (1976) or Lieb and
Thirring (1975)) that, except for an error of the
form ‘‘– const	N,’’ the total energy expectation
(�, HN�) may be bounded below by

CLT

Z
�5=3 �

XK

k¼1

Z
�ðxÞ zk

jx� rkj
dx

þ 1

2

ZZ
�ðxÞ�ðyÞ
jx� yj dx dyþ

X
1�k<‘�K

zkz‘
jrk � r‘j

½7�

Here, as before, � is the one-electron density of the
N-body wave function �. The expression [7] is the
famous Thomas–Fermi energy functional. It has
been studied rigorously by Lieb and Simon (1977).
The Thomas–Fermi energy is the infimum of the
expression (7) over all � with

R
�= N. One of the

important results about the Thomas–Fermi energy is
Teller’s no-binding theorem (Lieb and Simon 1977).
It states that in Thomas–Fermi theory atoms do not
bind to form molecules. This means that the
Thomas–Fermi energy is greater than the sum of
the individual atomic energies (these energies in turn
depend only on the nuclear charges).

The above Thomas–Fermi lower bound on the
energy expectation (�, HN�) together with the no-
binding theorem implies stability of matter.

The generalizations to stability of matter dis-
cussed earlier are proved in a way similar to the
proof presented in the previous section.

See also: h-Pseudodifferential Operators and
Applications; Quantum Statistical Mechanics: Overview;
Schrödinger Operators.
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Introduction

The Minkowski space, which is the simplest solution
of the Einstein field equations in vacuum, that is, in
the absence of matter, plays a fundamental role in
modern physics as it provides the natural mathema-
tical background of the special theory of relativity. It
is most reasonable to ask whether it is stable under
small perturbations. In other words, can arbitrary
small perturbations of flat initial conditions lead to
developments which are radically different, in the
large, from the flat Minkowski space? It turns out to
be a highly nontrivial problem as the Einstein
equations are of a quasilinear hyperbolic character.
Typical systems of this type, in three space dimen-
sions, do form singularities in finite time even for
small disturbances of their trivial initial data. To
avoid finite-time singularities, we must require that
sufficiently small perturbations of Minkowski space
are geodesically complete. This, however, is not

enough; one should also insist that the corresponding
spacetimes become flat along all possible directions,
that is, globally asymptotically flat. This is measured
by the decay of the curvature tensor to zero. The
precise rate of decay is also of interest. One expects
that various null-frame components of the curvature
tensor decay at different rates along outgoing null
hypersurfaces; this goes under the name of ‘‘peeling
estimates.’’ It turns out in fact that we cannot prove
geodesic completeness without establishing at the
same time sufficiently fast rates of decay to flatness
corresponding to at least some peeling.

The problem of stability of Minkowski space is
intimately related to that of describing the asympto-
tic properties of the gravitational field at large
distances from an isolated, weakly radiating physical
system. Precise laws of gravitational radiation can
be deduced from the assumption that the spacetime
(M, g) under consideration can be conformally
compactified by adding a boundary S, called skry,
to M so that an appropriate conformal rescaling of g
can be extended smoothly to the new manifold
(M̂, ĝ) with boundary. In reality, the compactified
spacetime cannot be smooth at the particular point
i0 corresponding to spacelike infinity. A spacetime
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(M, g) is called asymptotically simple (AS) if its
conformal completion is smooth everywhere except
i0 and every null geodesic intersects S at precisely
two endpoints. The AS assumption allows one to
derive precise decay asymptotic for various curvature
components of (M, g) along null geodesics which
are referred to as strong peeling. The obvious
questions raised by this procedure are: do there exist
nontrivial AS spacetimes and, if so, do they contain
a sufficiently large class of radiating spacetimes
including those which appear in all relevant
applications?

Clearly, the two problems mentioned above are
related but not equivalent. Asymptotically simple
spacetimes verify strong peeling, in particular they
are globally asymptotically flat, that is, their
curvature tensor tends to zero along all geodesics.
Yet, it is perfectly possible that arbitrarily small
perturbations of the Minkowski space are geodesi-
cally complete and globally asymptotically flat
without being asymptotically simple.

The first global stability result of the Minkowski
metric was proved by Christodoulou and Klainer-
man (1993). Their result proves sufficiently strong
peeling estimates to allow one to derive the most
important properties of gravitational radiation, such
as the Bondi mass-law formula, but not as strong as
those consistent with asymptotic simplicity. A
companion result was proved by Klainerman and
Nicolò (2003). Recently, Rodnianski and Lindblad
(submitted) have obtained a surprising global
stability of Minkowski result for the Einstein vacuum
equations in the Lorentz gauge, which provides
considerable weaker peeling than Christodoulou and
Klainerman (1993) and Klainerman and Nicolò
(1999) but is much easier to prove.

The goal of this article is to describe various results
obtained since the early 1980s concerning both
aspects of the problem of stability of Minkowski
mentioned above.

Initial Data Formulation

The proper mathematical context for the stability of
Minkowski is that provided by the initial-value
problem for vacuum solutions to the Einstein field
equations, that is, Ricci flat spacetimes (M, g),
R�� = 0. We recall the following simple definitions:

Definition 1 An initial data set is a triplet (�, g, k)
consisting of a three-dimensional complete Rieman-
nian manifold (�, g) and a 2-covariant symmetric
tensor k on � satisfying the constraint equations:

rjkij �ri trg k ¼ 0; R� jkj2 þ ðtr kÞ2 ¼ 0

where r is the covariant derivative, R the scalar
curvature of (�, g). An initial data set is said to be
maximal if trg k = 0. This is a gauge condition which
can be imposed without loss of generality. For
simplicity we shall assume, throughout this article,
that all initial data sets we consider are maximal.

Definition 2 An initial data set is said to be flat, or
trivial, if it corresponds to a complete spacelike
hypersurface in Minkowski space with its induced
metric and second fundamental form. An initial data
set is said to be asymptotically flat if there exists a
system of coordinates (x1, x2, x3) defined in a
neighborhood of infinity on �, with
r =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x1)2 þ (x2)2 þ (x3)2

p
, relative to which the

metric g approaches the Euclidian metric and k
approaches zero as r!1. We assume, for simpli-
city, that � has only one end. A neighborhood of
infinity means the complement of a sufficiently large
compact set on �.

Remark 1 Because of the constraint equations, the
asymptotic behavior cannot be arbitrarily pre-
scribed. A precise definition of asymptotic flatness
has to involve the ADM mass of (�, g). Taking the
mass into account, we write

gij ¼ 1þ 2M

r

� �
�ij þ oðr�1Þ

According to the positive-mass theorem, M � 0 and
M = 0 implies that the initial data set is flat.

Definition 3 We say that an initial data set is
strongly asymptotically flat if, for some �1=2,
relative to the coordinate system mentioned above,

gij � 1þ 2M

r

� �
�ij ¼ Oðr�1��Þ; kij ¼ Oðr�2��Þ

as r!1

Moreover, every derivative of g� (1þ 2M=r)� and k
improves the asymptotics by one.

Definition 4 A Cauchy development of an initial
data set (�, g, k) is a spacetime manifold (M, g)
satisfying the Einstein equations together with an
embedding i: ��!M such that i�(g), i�(k) are the
first and second fundamental forms of i(�) in M.
A development is required to be also globally
hyperbolic (which means that i(�) is a Cauchy
hypersurface, i.e., each causal curve in M intersects
i(�) at precisely one point) in order to assure the
unique dependence of solutions on the data. A
future development of (�, g, k) consists of a globally
hyperbolic manifold (M, g) with boundary, satisfy-
ing the Einstein equations, and an embedding i as
before which identifies � to the boundary of M.
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The most primitive question asked about the
initial-value problem, solved in a satisfactory way,
for very large classes of evolution equations, is that of
local existence and uniqueness of solutions. For the
Einstein equations, this type of result was first
established by Bruhat (1952) with the help of wave
coordinates which allowed her to cast the Einstein
equations in the form of a system of nonlinear wave
equations to which one can apply the standard theory
of symmetric hyperbolic systems. A stronger result,
due to Hughes et al. (1976), states the following:

Theorem 1 Let (�, g, k) be an initial data set for
the Einstein vacuum equations. Assume that � can
be covered by a locally finite system of coordinate
charts U� related to each other by C1 diffeomorph-
isms, such that (g, k) 2 Hs

loc(U�)�Hs�1
loc (U�) with

s > 5=2. Then there exists a unique (up to an
isometry) globally hyperbolic, Hausdorff, develop-
ment (M, g) for which � is a Cauchy hypersurface.

In Theorem 1, the uniqueness up to an isometry
requires additional regularity, s > (5=2)þ 1, on the
data. One has uniqueness, however, without addi-
tional regularity for the reduced Einstein equations
system in wave coordinates.

Remark 2 In the case of nonlinear systems of
differential equations, the local existence and
uniqueness result leads, through a straightforward
extension argument, to a global result. The formula-
tion of the same type of result for the Einstein
equations is a little more subtle; it was done by
Bruhat and Geroch.

Theorem 2 (Bruhat–Geroch). For each smooth
initial data set, there exists a unique maximal future
development.

Thus, any construction, obtained by an evolution-
ary approach from a specific initial data set, must be
necessarily contained in its maximal development.
This may be said to solve the problem of global
existence and uniqueness in general relativity. This is
of course misleading, for equations defined in a fixed
background global is a solution which exists for all
time. In general relativity, however, we have no such
background as the spacetime itself is the unknown.
The connection with the classical meaning of a global
solution requires a special discussion concerning the
proper time of timelike geodesics; all further ques-
tions may be said to concern the qualitative properties
of the maximal development. The central issue is that
of existence and character of singularities. First, we
can define a regular maximal development as one
which is complete in the sense that all future timelike
and null geodesics can be indefinitely extended

relative to their proper time (or affine parameter in
the case of null geodesics). If the initial data set is
sufficiently far off from the trivial one, the corre-
sponding future development may not be regular.
This is the content of the following well-known
theorem of Penrose (1979).

Theorem 3 If the manifold support of an initial
data set is noncompact and contains a closed
trapped surface, the corresponding maximal devel-
opment is incomplete.

Stability of Minkowski Space

At the opposite end of Penrose’s trapped-surface
condition, the problem of stability of Minkowski
space concerns the development of asymptotically
flat initial data sets which are sufficiently close to
the trivial one. Although it may be reasonable to
expect the existence of a sufficiently small neighbor-
hood of the trivial initial data set, in an appropriate
topology, such that all corresponding developments
are geodesically complete and globally asymptoti-
cally flat, such a result was by no means preor-
dained. First, all known explicit asymptotically
flat solutions of the Einstein vacuum equations,
that is, the Kerr family, are singular. The attempts
to construct nonexplicit, dynamic, solutions based
on the conformal compactification method, due
to Penrose (1962), were obstructed by the irregular
behavior of initial data sets at i0. (The problem is
that the singularity at i0 could propagate and thus
destroy the expected smoothness of scry. This
problem has been recently solved by constructing
initial data sets which are precisely stationary at
spacelike infinity.) Finally, the attempts, using
partial differential equation hyperbolic methods,
to extend the classical local result of Bruhat
ran into the usual difficulties of establishing global
in time existence to solutions of quasilinear hyper-
bolic systems. Indeed, as mentioned above, the
wave coordinate gauge allows one to express
the Einstein vacuum equations in the form of
a system of nonlinear wave equations which does
not satisfy Klainerman’s null condition (the null
condition (Klainerman 1983, 1986) identifies an
important class of quasilinear systems of wave
equations in four spacetime dimensions for which
one can prove global in time existence of small
solutions) and thus was sought to lead to formation
of singularities. (The conjectured singular behavior of
wave coordinates was sought, however, to reflect
only the instability of the specific choice of gauge
condition and not a true singularity of the equations.)
According to Bruhat (personal communication),
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Einstein himself had reasons to believe that the
Minkowski space may not be stable. The problem
of stability of the Minkowski space was first settled
by Christodoulou and Klainerman (1990).

Theorem 4 (Global stability of Minkowski). Any
asymptotically flat initial data set which is suffi-
ciently close to the trivial one has a complete
maximal future development.

A related result (Theorem 5) proved recently by
Klainerman and Nicolò (2003a), solves the problem
of radiation for arbitrary asymptotically flat initial
data sets: a proof the result below can also be
derived, indirectly, from Christodoulou and Klainer-
man (1993). The proof of Klainerman and Nicolò
(2003a) avoids, however, a great deal of the
technical complications of this proof.

Theorem 5 For any, suitably defined, asymptoti-
cally flat initial data set (�, g, k) with maximal
future development (M, g), one can find a suitable
domain �0 � � with compact closure in � such that
the boundary Dþ0 of its domain of influence Cþ(�0),
or causal future of �, in M has complete null
geodesic generators with respect to the correspond-
ing affine parameters.

Both the results of Christodoulou–Klainerman and
Klainerman–Nicolò prove in fact a lot more than
stated above. They provide a wealth of information
concerning the behavior of null hypersurfaces as well
as the rate at which various components of the
Riemann curvature tensor approach zero along time-
like and null geodesics. Here are more precise
versions for Theorems 4 and 5.

Theorem 4 (Expanded version). Assume that
(�, g, k) is maximal and strong asymptotically
flat, g� (1þ 2M=r)�= 0(r�3=2), k = 0(r�5=2) plus
an appropriate global smallness assumption. We can
construct complete spacetime (M, g) together with a
maximal foliation �t given by the level hypersurfaces
of a time function t and null foliation Cu, given by the
level hypersurfaces of an outgoing optical function u
such that relative to an adapted null frame e4 = L,
e3 = L, and (ea)a = 1, 2 we have, along the null hyper-
surfaces Cu the weak peeling decay,

�ab ¼ RðL; ea;L; ebÞ ¼ Oðr�7=2Þ
2�a ¼ RðL;L;L; eaÞ ¼ Oðr�7=2Þ
4� ¼ RðL;L;L;LÞ ¼ Oðr�3Þ
4� ¼� RðL;L;L;LÞ ¼ Oðr�3Þ

2�
a
¼ RðL;L;L; eaÞ ¼ Oðr�2Þ

�ab ¼ RðL; ea;L; ebÞ ¼ Oðr�1Þ

½1�

as r!1 with 4	r2 = Area(St, u = �t \ Cu). Also,
�� ��,�= O(r�7=2), with �� the average of � over the
compact 2-surfaces St, u = �t \ Cu.

Three points are noteworthy. (1) The outgoing
optical solution refers to the solution of the Eikonal
equation g��@au@�u = 0 whose level hypersurfaces
Cu intersect �t in expanding wave fronts for
increasing t; (2) the generators L and L are given
by: L = �g��@�u@�, the null geodesic generator of
Cu; L is then the null conjugate of L, perpendicular
to St, u = Cu \ �t; and (3) ea is an orthonormal frame
on St, u.

Theorem 5 (Expanded version). For any asympto-
tically flat initial data sets (�, g, k), verifying the same
asymptotically flat conditions as in Theorem 4 one
can find a suitable domain �0 � � with compact
closure in � such that its future domain of influence
Cþ(�0) can be foliated by two null foliations; one
outgoing C(u) whose leaves are complete towards the
future and the second one C(u) which is incoming.
Let S(u, u) = C(u) \ C(u) denote the compact
2-surfaces of intersection between the outgoing and
incoming null hypersurfaces, whose area is denoted
by 4	r2, and consider an adapted null frame (that is,
L is a the geodesic null generator of C(u), L its null
conjugate perpendicular to S(u, u), and ea an ortho-
normal frame on S(u, u)) L, L, (ea)a = 1, 2 at every
point along an outgoing null cone C(u). Then,
denoting by �,�, �, �,�,� the null components of
the curvature tensor, as in Theorem 5, we have, along
C(u) as r!1,

�; �; �� ��; � ¼ Oðr�7=2Þ; � ¼ Oðr�2Þ;
� ¼ Oðr�1Þ

½2�

Observe that the rates of decay in [1] and [2] are
the same. This will be referred to as weak peeling to
distinguish from the rates of decay compatible with
asymptotic simplicity, that is,

� ¼ Oðr�5Þ; � ¼ Oðr�4Þ
�; � ¼ Oðr�3Þ; � ¼ Oðr�2Þ; � ¼ Oðr�1Þ

½3�

to which we shall refer as strong peeling. We shall
discuss more about these in the next section,
following a review, of a recent result of Lindblad–
Rodnianski.

Even the expanded forms of Theorems 4 and 5
stated here do not exhaust, all the information
provided by global stability results in Christodoulou
and Klainerman (1993) and Klainerman and Nicolò
(2003a). Of particular interest are the main
asymptotic conclusions which can be derived
with the help of these information, the most
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18 Stability of Minkowski Space
important being the Bondi mass-law formula which
calculates the gravitational energy radiated at null
infinity.

The simplest gauge condition in which the
hyperbolic character of the Einstein field equations
are easiest to exhibit is the wave coordinate
condition; that is, one solves the Einstein vacuum
equations relative to a special system of coordinates
x� which satisfy the equation & gx� = 0. Then,
denoting by h�� = g�� � m�� with m the standard
Minkowski metric, we obtain the following system
of quasilinear wave equations in h,

g��@�@�h ¼ Nðh; @hÞ ½4�

with N(h, @h) a nonlinear term, quadratic in @h,
which can be exhibited explicitly. This form of the
Einstein field equations, called the wave coordinates
reduced Einstein equations, is precisely the one
which allowed Bruhat (1952) to prove the first
local existence result. Later, she also pointed out
that the first nontrivial iterate of [4] behaves like
t�1 log t rather than t�1 as expected from the decay
properties of solutions to &h = 0 in Minkowski
space. This seems to indicate that the wave
coordinates may not be suitable to study the long-
time behavior of solutions to the Einstein field
equations. This negative conclusion is also consis-
tent with the fact that the eqns [4] do not verify
Klainerman’s null condition. (Klainerman’s null
condition (Klainerman 1983) is an algebraic condi-
tion on systems of nonlinear wave equations in
(1þ 3) dimensions, similar to [4], which allows one
to extend all local solutions, corresponding to small
initial data, for all time. Moreover, these solutions
decay at the rate of t�1 as t!1 consistent to the
decay of free waves.) Lindblad and Rodnianski
(2003) were able to isolate a new condition, which
they call the weak null condition, verified by the
wave coordinates reduced Einstein eqns [4], for
which one can prove a small data global existence
result consistent with the weaker decay rates
suggested by the linear asymptotic analysis of
Bruhat. Although the new result provides far
weaker peeling information than [1], it is much
simpler to prove than both Theorems 4 and 5.
Moreover, the result seems to apply to a broader
class of initial data than in Theorems 4 and 5. It
remains an intriguing open problem whether the
result of Lindblad–Rodnianski can be used as a
stepping stone towards the more complete results of
Theorems 4 and 5; that it is once a complete
solution, with limited peeling, is known to exist
whether one can improve, using the more precise
techniques employed in Theorems 4 and 5 minus an
important part of their technical complications, the
weak peeling properties of [1].
Strong Peeling

The weak peeling properties [1] derived in Theorems
4 and 5 are consistent, from a scaling point of view,
with the SAF condition. To derive strong peeling,
see [3], one needs stronger asymptotic conditions.
Recently, Corvino–Schoen and Chruściel and Delay
(2002) have proved the existence of a large class of
asymptotically flat initial data sets (�, g, k) which
are precisely stationary (here gkerr, kkerr are the initial
data of the a Kerr solution in standard coordinates)
g = gkerr, k = kkerr outside a sufficiently large com-
pact set. Moreover, they have proved the existence
of sufficiently small solutions in this class which
satisfy the requirements needed in Friedrich’s con-
formal compactification method (see Friedrich
(2002) and the references within) to produce
asymptotically simple spacetimes, that is, spacetimes
satisfying Penrose’s regular compactification condi-
tion (Penrose 1962). Simultaneously, Klainerman
and Nicolò (1999) were able to refine the methods
used in the proof of Theorem 5 to prove the
following:

Theorem 6 Assume that the initial data set (�, g, k)
of Theorem 5 satisfies the stronger assumption,

g� gS ¼ Oðr�ð3=2þ
ÞÞ; k ¼ ðr�ð5=2þ
ÞÞ ½5�

for some 
 > 3=2. Here

gS ¼ 1� 2
M

r

� ��1

dr 2 þ r 2ðd�2 þ sin2 � d�2Þ

denotes the restriction of the Schwarzschild to t = 0
in standard polar coordinates. Then, in addition to
the results reported in Theorem 5, we have the
strong peeling estimates,

� ¼ Oðr�5Þ; � ¼ Oðr�4Þ

as r!1 along the outgoing null leaves C(u).
Moreover, the same conclusions hold true if [5] is
replaced by

g� gkerr ¼Oðr�ð3=2þ
ÞÞ; k�kkerr ¼ ðr�ð5=2þ
ÞÞ ½6�

for some 
 > 5=2.

The first part of the theorem was proved in
Klainerman and Nicolò (2003b). The second part is
work in progress by Klainerman and Nicolò. The
existence of initial conditions of the type required in
Theorem 6 was established in the works of Corvino
(2000) and Chruściel and Delay (2002).
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Open Problems

Problem 1 Extend results of Theorems 5 and 6 to
the whole domain of dependence, for small data sets.

The results of Theorems 5 and 6 give a
satisfactory description of gravitational radiation of
general classes of asymptotically flat initial data sets
outside the domain of dependence of a sufficiently
large compact set. It would be desirable to extend
these results to the whole domain of dependence of
initial data sets which satisfy an additional global
smallness assumption similar to that of Theorem 4.

Problem 2 Is strong peeling (and implicitly asymp-
totic simplicity) consistent with physically relevant
data? If not, is weak peeling a good substitute?

Damour and Christodoulou (2000) have given
conclusive evidence that under no-incoming-
radiation condition the future null infinity cannot
be smooth. In fact, �= O(r�4 log r) as r!1.

Problem 3 Can one weaken the AF conditions to
include, for example, initial data sets with infinite
ADM angular momentum?

It is reasonable to expect a global stability of
Minkowski result for small initial data sets which
verify, for arbitrarily small 
,

g� 1þ 2
M

r

� �
� ¼ 0ðr�1�cÞ; k ¼ 0ðr�2�cÞ

One expects in this case that the top null components
� and � decay only like O(r�3) as r!1 along the
null hypersurfaces C(u). It seems that the methods of
Lindblad–Rodnianski can treat this case but can only
give decay estimates for �, � of the form O(r�3þc).

Problem 4 Is the Kerr solution in the exterior of
the black hole stable?

The problem remains wide open.

See also: Asymptotic Structure and Conformal Infinity;
Classical Groups and Homogeneous Spaces; Critical
Phenomena in Gravitational Collapse; Einstein
Equations: Exact Solutions; Geometric Analysis and
General Relativity; Supergravity.
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Introduction

The long-term stability of planets and satellites might
be desumed by the regular dynamics that we
constantly observe. However, the ultimate fate of
the solar system is an intriguing question, which has
puzzled scientists since antiquity. In the past cen-
turies, the common belief of a regular motion of the
main planets was strengthened by the discovery of a
simple law, due to J D Titius and J E Bode (eight-
eenth century), which provides a recipe to compute
the approximate distances of the planets from the
Sun. Adopting astronomical units as a measure of the
distance, the Titius–Bode law can be stated as

dn ¼ 0:4þ 0:3� 2n AU ½1�

where the index n must be selected as provided in
Table 1, which compares the distances computed
according to [1] with the observed values. Titius and
Bode already noticed that it was necessary to skip
one unit in n from Mars to Jupiter; indeed, the
quantity d3 = 2.8 AU might correspond to an aver-
age distance of some minor bodies of the asteroid
belt, which had been discovered since the beginning
of the nineteenth century. The studies of the N-body
problem, namely the dynamics of N mutually
attracting bodies (according to Newton’s law),
inspired several mathematical and physical theories:
from the development of perturbation methods to
the discovery of chaotic systems, as attested by the
masterly work of H Poincaré (1892). In particular,
perturbation theory had relevant applications in
celestial mechanics; for example, it led to the
prediction of the existence of Neptune in the
nineteenth century by J C Adams and U Leverrier

and later to the discovery of Pluto by C Tombaugh,
as a result of unexplained perturbations on Uranus
and Neptune, respectively. Modern advances in
perturbation theories have been provided by the
Kolgomorov–Arnol’d–Moser (KAM) and Nekhor-
oshev theorems, which find broad applications in
celestial mechanics insofar as simple model pro-
blems are concerned.

The stability of the solar system can also be
approached through numerical investigations, which
allow one to predict the motion of the celestial
bodies using more realistic models. The results of
the numerical integrations undermine in some cases
the apparent regularity of the solar system: in the
following sections, we shall review many examples
of regular and chaotic motions in different contexts
of celestial mechanics, from the N-body problem to
the rotational dynamics.

The Restricted Three-Body Problem

Let P1, . . . , PN be N bodies with masses m1, . . . , mN,
which interact through Newton’s law. Let u(i) 2
R3, i = 1, 2, . . . , N, denote the position of the bodies
in an inertial reference frame. Normalizing the
gravitational constant to 1, the equations of motion
of the N-body problem have the form

d2uðiÞ

dt2
¼ �

XN
j¼1; j 6¼i

mjðuðiÞ � uðjÞÞ
juðiÞ � uðjÞj3

; i ¼ 1; . . . ;N ½2�

In the case N = 2, one reduces to the two-body
problem, which can be explicitly solved by means of
Kepler’s laws as follows. Consider, for example, the
Earth–Sun case: for negative values of the energy,
the trajectory of the Earth is an ellipse with one
focus coinciding with the barycenter, which can
practically be identified with the Sun; the Earth–Sun
radius vector describes equal areas in equal times;
the cube of the semimajor axis is proportional to the
square of the period of revolution.

Consider now an extension to the study of three
bodies such that in the Keplerian approximation P2

and P3 move around P1 and such that the
semimajor axis of P2 is greater than that of P3 (an
example is obtained identifying P1 with the Sun, P2

with the Jupiter, and P3 with an asteroid of the
main belt). The three-body problem is described by
[2] setting N = 3; a special case is given by the
restricted three-body problem, which describes the
evolution of a ‘‘zero-mass’’ body under the gravita-
tional attraction exerted by an assigned two-body
system. Setting N = 3 and m3 = 0 in [2], the

Table 1 Tititus–Bode law and observed data

Index n

(of [1])

Distance computed

from [1]

Observed

distance (AU)

Mercury �1 0.4 0.39

Venus 0 0.7 0.72

Earth 1 1 1

Mars 2 1.6 1.52

Jupiter 4 5.2 5.2

Saturn 5 10 9.54

Uranus 6 19.6 19.19
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equations governing the restricted three-body pro-
blem are given by

d2uð1Þ

dt2
¼ �m2ðuð1Þ � uð2ÞÞ

juð1Þ � uð2Þj3

d2uð2Þ

dt2
¼ �m1ðuð2Þ � uð1ÞÞ

juð2Þ � uð1Þj3

d2uð3Þ

dt2
¼ �m1ðuð3Þ � uð1ÞÞ

juð3Þ � uð1Þj3
�m2ðuð3Þ � uð2ÞÞ
juð3Þ � uð2Þj3

The first two equations concern the motion of the
primaries P1 and P2 and they correspond to a
Keplerian two-body problem, whose solution can
be inserted in the equation for u(3), which becomes a
periodically forced second-order equation. The
restricted three-body problem can be conveniently
described in terms of suitable action-angle coordi-
nates, known as Delaunay variables. The present
discussion is restricted to the planar case, namely we
assume that the motion of the three bodies takes
place on the same plane. The corresponding Delau-
nay variables, say (L, G, ‘, �) 2 R2 � T2, are defined
as follows (Szebehely 1967). Let a and e be,
respectively, the semimajor axis and the eccentricity
of the osculating orbit of P3 and let �= 1=m

2=3
1 ; then

Delaunay’s action variables are given by

L ¼ � ffiffiffiffiffiffiffiffiffi
m1a
p

; G ¼ L
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2
p

Next, introduce the angle variables: we denote by �
and ’ the longitudes of Jupiter and of the asteroid;
let � be the argument of perihelion, namely the angle
formed by the periapsis direction with a preassigned
reference line, and let u denote the eccentric
anomaly, which can be defined through

tan
’� �

2
¼

ffiffiffiffiffiffiffiffiffiffiffi
1þ e

1� e

r
tan

u

2
½3�

Let ‘ be the mean anomaly, which is related to the
eccentric anomaly by means of Kepler’s equation

‘ ¼ u� e sin u ½4�

Delaunay’s angle variables are represented by the
mean anomaly ‘ and by the argument of perihelion
�. For completeness, it should be remarked that
the distance r between the minor body P3 and the
primary P1 is related to the longitude and to the
eccentric anomaly by means of the relations

r ¼ að1� e2Þ
1þ e cosð’� �Þ ¼ að1� e cos uÞ ½5�

In a reference frame centered at one of the
primaries, say P1, let H = H(L, G, ‘, �,�) denote
the Hamiltonian function describing the planar

problem; notice that H(L, G, ‘, �,�) has two degrees
of freedom and an explicit time dependence through
the longitude � of P2. If the primaries are assumed to
move in circular orbits around their common center
of mass, the Hamiltonian function reduces to two
degrees of freedom, where a new variable g is
introduced as the difference between the argument
of perihelion � and the longitude � of the primary.
Normalizing the units of measure so that the
distance between the primaries and the sum of
their masses is unity, the Hamiltonian function H
describing the circular, planar, restricted three-body
problem is given by

HðL;G; ‘; gÞ ¼ � 1

2L2
�Gþ "FðL;G; ‘; gÞ ½6�

where "=�m2. The perturbing function takes the
form

F ¼ r cosðf þ gÞ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2 � 2r cosðf þ gÞ

p
where f =’� � represents the true anomaly, namely
the angle formed by the instantaneous orbital radius
with the periapsis line. Notice that the quantities r
and f are functions of the Delaunay variables
through the relations [3]–[5]. As a consequence,
one can expand the perturbing function in the form
(Delaunay 1860)

FðL;G; ‘; gÞ ¼
X
j; k�0

Fjkð‘; gÞejak

where Fjk are cosine terms with arguments given by
a linear combination of the variables ‘ and g. For
example, the first few terms of the series develop-
ment are given by the following expression:

FðL;G; ‘; gÞ ¼ � 1� L4

4
� 9

64
L8 þ L4e

2
cos ‘

� 3

8
L6 þ 15

64
L10

� �
cosð‘þ gÞ

þ 9

4
L4e cosð‘þ 2gÞ

� 3

4
L4 þ 5

16
L8

� �
cosð2‘þ 2gÞ

� 3

4
L4e cosð3‘þ 2gÞ

� 5

8
L6 þ 35

128
L10

� �
cosð3‘þ 3gÞ

� 35

64
L8 cosð4‘þ 4gÞ

� 63

128
L10 cosð5‘þ 5gÞ þ � � � ½7�
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where the eccentricity is a function of the actions
through e =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�G2=L2

p
. We remark that the

Hamiltonian [6] is nearly integrable with perturbing
parameter "; indeed, for "= 0 one recovers the two-
body problem describing the interaction between P1

and P3, which can be explicitly solved according to
Kepler’s laws.

KAM Stability

Classical perturbation theory, as developed by
Laplace, Lagrange, Delaunay, Poincaré, etc., does
not allow investigation of the stability of the N-body
problem, since the series defining the solution are
generally divergent. In order to justify this state-
ment, let us start by rewriting the unperturbed
Hamiltonian in [6] as

hðL;GÞ ¼ � 1

2L2
�G ½8�

so that [6] becomes H(L, G, ‘, g) = h(L, G)þ
"F(L, G, ‘, g). In order to remove the perturbation
to the second order in the perturbing parameter, one
looks for a change of variables (L, G, ‘, g) !
(L0, G0, ‘0, g0) close to the identity, that is,

L ¼ L0 þ " @�

@‘
ðL0;G0; ‘; gÞ

G ¼ G0 þ " @�

@g
ðL0;G0; ‘; gÞ

‘0 ¼ ‘þ " @�

@L0
ðL0;G0; ‘; gÞ

g0 ¼ gþ " @�

@G0
ðL0;G0; ‘; gÞ

where �(L0, G0, ‘, g) is the generating function of the
transformation. Let

@h

@L
ðL;GÞ ¼ 1

L3
� !ðLÞ

In order to perform a first-order perturbation
theory, we look for a generating function
�(L0, G0, ‘, g), such that the transformed Hamilto-
nian is integrable up to O("2), namely

h L0 þ " @�

@‘
ðL0;G0; ‘; gÞ;G0 þ " @�

@g
ðL0;G0; ‘; gÞ

� �

þ "F L0 þ " @�

@‘
ðL0;G0; ‘; gÞ;G0

�

þ" @�

@g
ðL0;G0; ‘; gÞ; ‘; g

�

¼ h1ðL0;G0Þ þ " !ðL0Þ @�

@‘
ðL0;G0; ‘0; g0Þ

�

� @�

@g
ðL0;G0; ‘0; g0Þ þ FðL0;G0; ‘0; g0Þ

�
þOð"2Þ

where h1(L0, G0) is the new unperturbed Hamilto-
nian. If we denote by F0(L0, G0) the average of the
perturbing function over the angle variables, the
new unperturbed Hamiltonian takes the form

h1ðL0;G0Þ ¼ hðL0;G0Þ þ "F0ðL0;G0Þ

Expanding F in Fourier series as F(L, G, ‘, g) =P
n, m2Z Fnm(L, G)ei(n‘þmg), the generating function

is given by the following expression:

�ðL0;G0; ‘; gÞ ¼ �i
X

n; m2Znf0g

FnmðL0;G0Þ
!ðL0Þn�m

eiðn‘þmgÞ

The occurrence of small divisors of the form

1

!ðLÞn�m
; n;m 2 Z

might prevent the convergence of the series defining
the generating function. In particular, we remark
that zero divisors occur whenever !(L) = m=n. This
situation, which is called an m : n orbit–orbit
resonance, implies that during a given interval of
time the body P3 makes m revolutions, whereas P2

makes exactly n orbits about P1.
The control of the occurrence of the small divisors

was obtained through a theorem by A N Kolmogorov,
who made a major breakthrough in the study
of nearly integrable systems. He proved, under
general assumptions, that some regions of the
phase space are almost filled by maximal invariant
tori. The theorem provides a constructive algorithm
to give estimates on the perturbing parameter,
ensuring the existence of some invariant surfaces.
Kolmogorov’s theorem was later extended by
V I Arnol’d and J Moser, giving rise to the so-called
KAM theory. More precisely, the KAM theorem
can be stated as follows (see, e.g., Arnol’d et al.
(1997)): consider a real-analytic, nearly integrable
Hamiltonian function and fix a rationally indepen-
dent frequency vector !; if the unperturbed
Hamiltonian is not degenerate and if the frequency
satisfies a strong nonresonance assumption (called
the diophantine condition), for sufficiently small
values of the perturbing parameter, there exists an
invariant torus on which a quasiperiodic motion
with frequency ! takes place. A preliminary
investigation of the stability of the N-body problem
by means of KAM theory (Arnol’d et al. 1997)
leads to the existence of large regions filled by
quasiperiodic motions, provided the masses of the
planets are sufficiently small. Arnol’d’s version of
KAM theorem has been applied by J Laskar and P
Robutel to the spatial three-body planetary problem
(the planetary problem concerns the study of the
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dynamics of two bodies with comparable masses,
moving in the gravitational field of a larger primary)
and the existence of quasiperiodic motions has been
proved for values of the ratio of semimajor axis less
than 0.8 and for inclinations up to �1	.

Concrete estimates on the strength of the perturba-
tion were given by M Hénon: in the context of the
three-body problem, the application of the original
version of Arnol’d’s theorem allows one to prove the
existence of invariant tori for values of the perturbing
parameter (representing the Jupiter–Sun mass ratio)

10�333 while the implementation of Moser’s theo-
rem provides an estimate of 10�50. We remark that the
astronomical value of the Jupiter–Sun mass ratio
amounts to �10�3, showing a relevant discrepancy
between KAM results and physical measurements.
More recently, KAM estimates have been refined and
adapted to the study of significant problems of celestial
mechanics (Celletti and Chierchia 1995). Strong
improvements have been obtained combining accurate
estimates with a computer-assisted implementation,
where the computer is used to perform long computa-
tions concerning the development of the perturbing
series and the check of KAM estimates. The numerical
errors are controlled through the implementation of a
suitable technique, known as interval arithmetic. In
the framework of the planar, circular, restricted three-
body problem, the stability of some asteroids has been
proved by A Celletti and L Chierchia for realistic
values of the perturbing parameter (e.g., for "= 10�3).
A suitable approximation of the disturbing function
(namely, a finite truncation of the series development
as in [7]) has been considered. The result relies on an
implementation of a computer-assisted isoenergetic
KAM theorem and on the following remark: in the
four-dimensional phase space, on a fixed energy level
the invariant two-dimensional surfaces separate the
phase space, providing the stability of the actions for
all motions trapped between any two invariant tori.
Since the action variables are related to the semimajor
axis and to the eccentricity of the orbit, one obtains
that the elliptic elements remain close to their initial
values.

A computer-assisted KAM theorem has been
applied by A Giorgilli and U Locatelli to the
planetary (Jupiter–Saturn) problem. Using a suitable
secular approximation, it can be shown that this
model admits two invariant tori, which bound the
orbits corresponding to the initial data of Jupiter
and Saturn.

Nekhoroshev Stability

A different approach in order to study the stability
of nearly integrable systems is provided by

Nekhoroshev’s theorem (see, e.g., Arnol’d et al.
(1997)), which guarantees, under smallness require-
ments, the stability of the motions on an open set of
initial conditions for exponentially long times.
Consider a Hamiltonian function of the form

Hðy; xÞ ¼ hðyÞ þ "f ðy; xÞ; ðy; xÞ 2 B� Tn ½9�

where B is an open subset of Rn. We assume that h
and f are analytic functions and that the integrable
Hamiltonian h satisfies a geometric condition, called
steepness. We remark that functions such as h(L, G)
in [8] satisfy the steepness condition. For sufficiently
small values of ", Nekhoroshev’s theorem states that
any motion (y(t), x(t)) satisfying Hamilton’s equa-
tions associated with [9] is bounded for a finite (but
exponentially long) time, that is,

kyðtÞ � yð0Þk 
 y0"
a; for jtj 
 t0eð"0="Þb

where y0, t0, "0, a, and b are suitable positive
constants.

Nekhoroshev’s theorem can be conveniently
applied to the three-body problem, where it provides
a confinement of the action variables, representing
the semimajor axis and the eccentricity of the
osculating orbit. Interesting applications of
Nekhoroshev’s theorem concern the investigation
of the triangular Lagrangian points in the spatial,
restricted three-body problem. (The Lagrangian
points are five equilibrium positions of the planar,
restricted three-body problem in a synodic reference
frame, which rotates with the angular velocity of the
primaries. Two of such positions are called trian-
gular, since the configuration of the three bodies is
an equilateral triangle in the orbital plane.) Effective
estimates were developed by A Giorgilli and
C Skokos, showing the existence of a stability
region around the Lagrangian point L4, large
enough to include some known asteroids. In the
same framework, the exponential stability was
proven by G Benettin, F Fassó, and M Guzzo for
all values of the mass-ratio parameter, except for a
few values of the reduced mass � up to � ’ 0.038.

Numerical Results

The study of the stability of the N-body problem can
be investigated by performing numerical integrations
of the equations of motion. The dynamics of the
outer planets of the solar system (from Jupiter to
Pluto) has been explored by Sussman and Wisdom
(1992) using a dedicated computer, the Digital
Orrery. The integration of the equations of motion
was performed over 845 million years; the results
provided evidence of the stability of the major
planets and a chaotic behavior of Pluto. An
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alternative approach, based on an average of the
equations of motion over fast angles, was adopted
by Laskar (1995), where the perturbing function of
the spatial problem was expanded up to the second
order in the masses and up to the fifth powers of the
eccentricity and the inclination. The dynamics of all
planets (excluding Pluto) was investigated by means
of frequency analysis over a time span ranging from
�15 Gyr to þ10 Gyr. The numerical integrations
provided evidence of the regularity of the external
planets (from Jupiter to Neptune), a moderate
chaotic behavior of Venus and the Earth, and a
marked chaotic dynamics of Mercury and Mars.
The computations show that the inner solar system
is chaotic, with a Lyapunov time of �5 Myr, thus
preventing any prediction of the evolution over
100 Myr.

The Spin–Orbit Problem

The dynamics of the bodies of the solar system
results from a combination of a revolutionary
motion around a primary body and a rotation
about an internal axis. A simple mathematical
model describing the spin–orbit interaction can
be introduced as follows. Let S be a triaxial
ellipsoidal satellite, which moves about a central
planet P. We denote by Trev and Trot the periods of
revolution and rotation. A p : q spin–orbit reso-
nance occurs if

Trev

Trot
¼ p

q
; for p; q 2 N; q 6¼ 0

Whenever p = q = 1, the satellite always points the
same face to the host planet. Most of the evolved
satellites or planets are trapped in a 1 : 1 resonance,
with the only exception of Mercury, which is
observed in a nearly 3 : 2 resonance. In order to
introduce a simple mathematical model which
describes the spin–orbit interaction, we assume that:

1. the satellite moves on a Keplerian orbit around the
planet (with semimajor axis a and eccentricity e);

2. the spin axis is perpendicular to the orbit plane;
3. the spin axis coincides with the shortest physical

axis; and
4. dissipative effects as well as perturbations due to

other planets or satellites are neglected.

We denote by A < B < C the principal moments
of inertia of the satellite and by r and f, respectively,
the instantaneous orbital radius and the true
anomaly of the Keplerian orbit. Let x be the angle
between the longest axis of the ellipsoid and a
preassigned reference line. From standard Euler’s

equations for rigid body, the equation of motion in
normalized units (i.e., assuming that the period of
revolution is 2�) takes the form

€xþ "

r3
sinð2x� 2f Þ ¼ 0 ½10�

where " � 3
2 (B� A)=C. This equation is integrable

whenever A = B or in the case of zero orbital
eccentricity. Due to the assumption of Keplerian
motion, both r and f are known functions of the
time. Therefore, we can expand [10] in Fourier
series as

€xþ "
X1

m 6¼0;m¼�1
W

m

2
; e

� �
sinð2x�mtÞ ¼ 0 ½11�

where the coefficients W(m=2, e) decay as
W(m=2, e) / ejm�2j. A further simplification of the
model is obtained as follows. According to (4), we
neglected the dissipative forces and perturbations
due to other bodies. The most important contribu-
tion is due to the nonrigidity of the satellite,
provoking a tidal torque caused by the internal
friction. The size of the dissipative effects is
significantly small compared to the gravitational
terms. Therefore, we decide to retain in [11] only
those terms which are of the same order or larger
than the average effect of the tidal torque. The
following equation results:

€xþ "
XN2

m 6¼0;m¼N1

~W
m

2
; e

� �
sinð2x�mtÞ ¼ 0 ½12�

where N1 and N2 are suitable integers, which depend
on the physical and orbital parameters of the satellite,
while W̃(m=2, e) are suitable truncations of the
coefficients W(m=2, e). We remark that eqn [12] can
be derived from Hamilton’s equations associated
with a one-dimensional, time-dependent, nearly
integrable Hamiltonian function with perturbing
parameter " and a trigonometric disturbing function.

Analytical Results

The phase space associated with [12] admits a
Poincaré map showing a pendulum-like structure:
the periodic orbits are surrounded by librational
curves and the chaotic separatrix divides the libra-
tional regime from the region where rotational
motions can take place. The three-dimensional
phase space is separated by KAM rotational tori
into invariant regions, providing a strong stability
property for all motions confined between any pair
of KAM rotational tori. Let us denote by P(p=q) a
periodic orbit associated with the p : q resonance; in
the context of the model associated with [12], the

24 Stability Problems in Celestial Mechanics



stability of the periodic orbit P(p=q) is obtained by
showing the existence of two invariant tori
T (!1) and T (!2) with !1 < p=q < !2. A refined
computer-assisted KAM theorem has been imple-
mented (Celletti 1990) with the aim of proving the
existence of trapping invariant surfaces. Realistic
estimates, in agreement with the physical values of
the parameters (namely, the equatorial oblateness "
and the eccentricity e), have been obtained in several
examples of spin–orbit commensurabilities, like the
1 : 1 Moon–Earth interaction or the 3 : 2 Mercury–
Sun resonance.

Concerning Nekhoroshev-type estimates, the
classical D’Alembert problem has been studied by
Biasco and Chierchia (2002). In particular, an
equatorially symmetric oblate planet moving on a
Keplerian orbit around a primary body has been
investigated; the model does not assume any further
constraint on the spin axis. Although the Hamilto-
nian describing this model is properly degenerate, it
is shown that Nekhoroshev-like results apply to the
D’Alembert problem in the proximity of a 1 : 1
resonance.

Numerical Results

The model introduced in [10]–[12] often represents an
unrealistic simplification of the spin–orbit dynamics.
In particular, assumption (1) implies that secular
perturbations of the orbital parameters are neglected,
whereas the hypothesis (2) corresponds to disregarding
the spin–orbit obliquity, namely the angle formed by
the rotational axis with the normal to the orbital
plane. Due to the presence of an equatorial bulge, the
gravitational attraction of the other bodies of the solar
system induces a torque, resulting in a precessional
motion. It is also important to take into account the
changes of the obliquity angle, whose variations
might affect the climatic behavior.

A realistic model for the precession and the
variation of the obliquity has been presented by
Laskar (1995). The numerical simulations and the
frequency-map analysis show that the Earth’s
obliquity is actually stable, although a large
chaotic region is found in the interval between

60	 and 90	. Since the present obliquity of the
Earth amounts to �23.3	, the Earth is outside the
dangerous region. An interesting simulation was
performed to evaluate the role played by the
Moon. Without the Moon, the extent of the
chaotic region would greatly increase, eventually
preventing the birth of an evoluted life. Among
the inner planets, Mars’ obliquity shows larger
chaotic extent, which drives to variations from
0	 to 60	 in a few million years. On the contrary,
the external planets do not show significant
chaotic regions and their obliquities are essen-
tially stable.

See also: Averaging Methods; Dynamical Systems in
Mathematical Physics: An Illustration from Water Waves;
Gravitational N-Body Problem (Classical); Hamiltonian
Systems: Stability and Instability Theory; KAM Theory
and Celestial Mechanics; Multiscale Approaches;
Stability Theory and KAM.
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Introduction

A Hamiltonian system is a dynamical system whose
equations of motions can be written in terms of a
scalar function, called the Hamiltonian of the system:
if one uses coordinates (p, q) in a domain (phase space)
D � R2N, where N is the number of independent
variables one needs to identify a configuration of the
system (degrees of freedom), there is a function H(p, q)
such that _p =� @H=@q and _q = @H=@p. An integrable
(Hamiltonian) system is a Hamiltonian system which,
in suitable coordinates (A, a) 2 A� TN, whereA is an
open subset of RN and T = R=2�Z is the standard
torus, can be described by a Hamiltonian H0(A),
that is, depending only on A. The coordinates
(A, a) are called action-angle variables. In such a
case the dynamics is trivial: any initial condition
(A0, a0) evolves in such a way that the action
variables are constants of motion (i.e., A(t) = A0 for
all t 2 R), while the angles grow linearly in time as
a(t) = a0 þ wt, where w = w(A0) � @AH0(A0) is
called the rotation (or frequency) vector. An
integrable system can be thought of as a collection
of decoupled (i.e., independent) rotators: the entire
phase space A� TN is foliated into invariant tori
and all motions are quasiperiodic. Integrable
systems are stable, in the sense that nearby initial
conditions separate at most linearly in time (in
particular, the actions do not separate at all):
mathematically, this is expressed by the fact that
all the Lyapunov exponents are nonpositive.

An example of an integrable system is any one-
dimensional conservative mechanical system, in any
region of phase space in which motions are
bounded. By increasing the number of degrees of
freedom, exhibiting nontrivial integrable systems
can become a difficult task. The problem of studying
the effects of even small Hamiltonian perturbations
on integrable systems and of understanding if the
latter remain stable, in the aforementioned sense,
was considered by Poincaré to be the fundamental
problem of dynamics. For a long time, it was
commonly thought that all motions could be
reduced to superpositions of periodic motions,
hence to quasiperiodic motions, but at the end of
nineteenth century it was realized by Boltzmann and
Poincaré that such a picture was too naive, and that
in reality more complicated motions were possible.

As a consequence of this, it became a widespread
belief that, even when starting from an integrable
system, the introduction of an arbitrarily small
perturbation would break integrability.

This belief was strengthened by the work of
Poincaré (1898), who showed that the series
describing the solution in a perturbation theory
approach are in general divergent. The source of
divergence in perturbation series is the presence of
small divisors, that is, of denominators of the kind
of w � n, where w is the rotation vector that should
characterize the invariant torus (if existent) and n is
any integer vector. Despite this, however, perturba-
tion series (known as Lindstedt series) continued to
be extensively used by astronomers in problems of
celestial mechanics, such as the study of planetary
motions, for the simple reason that they provided
predictions in good agreement with the observa-
tions. But the feeling that the underlying mathema-
tical tools were unsatisfactory persisted.

In fact, the well-known Fermi–Pasta–Ulam
numerical experiment, in 1955, was originally
conceived in the spirit of confirming that integr-
ability would in general be easily lost. Consider a
chain with N harmonic oscillators, with, say,
periodic boundary conditions, coupled with cubic
and quartic two-body potentials, so that the
Hamiltonian is

Hðp; qÞ ¼
XN
i¼1

1

2
p2

i þWðqiþ1 � qiÞ

WðxÞ ¼ 1

2
x2 þ �

3
x3 þ �

4
x4

½1�

for �, � real parameters and (p, q) 2 RN � RN. One
can introduce new variables such that the Hamilto-
nian, for �= �= 0, can be written as

H0ðAÞ ¼
XN
i¼1

1

2
P2

k þ !kQ2
k

� �
¼ w � A ½2�

for a suitable rotation vector w = (!1, . . . ,!N) 2 RN

(an explicit computation gives !k = 2 sin(k�=N)).
Consider an initial condition in which all the

energy is confined to a few modes, that is, Ak 6¼ 0 at
t = 0 only for a few values of k. For �= �= 0, the
system is integrable, so that Ak(t) = 0 for all t 2 R
and for all k such that Ak(0) = 0. If the system ceases
to be integrable when the perturbation is switched
on, the energy is likely to start to be shared among
the various modes, and after a long enough time has
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elapsed, an equidistribution of the energy among all
modes (thermalization) might be expected. At least
this behavior was expected by Fermi, Pasta, and
Ulam, but it was not what they found numerically:
on the contrary, all the energy seemed to remain
associated with the modes close to the few initially
excited ones.

At about the same time, Kolmogorov (1954)
published a breakthrough paper going exactly in
the opposite direction: if one perturbs an integrable
system, under some mild conditions on the integr-
able part, most of the tori are preserved, although
slightly deformed. A more precise statement is the
following.

Theorem 1 Let an N-degree-of-freedom Hamilto-
nian system be described by an analytic Hamiltonian
of the form

HðA; aÞ ¼ H0ðAÞ þ "f ðA; aÞ ½3�

with " a real parameter (perturbation parameter),
f a 2�-periodic function of each angle variable
(potential or perturbation), and H0(A) satisfying
the nondegeneracy condition det @2

AH0(A) 6¼ 0
(anisochrony condition). If w = w(A) � @AH0(A) is
fixed to satisfy the Diophantine condition

jw � nj > C0

jnj� 8n 2 ZN n 0 ½4�

for some constants C0 > 0 and � > N � 1 (here
jnj= j�1j þ � � � þ j�Nj and � denotes the standard
inner product: w � n =!1�1 þ � � � þ !N�N), then
there is an invariant torus with rotation vector w
for " small enough, say for " smaller than some value
"0 depending on C0 and � (and on the function f ).

By saying that there is an invariant torus with
rotation vector w, one means that there is an
invariant surface in phase space on which, in
suitable coordinates, the dynamics is the same as in
the unperturbed case, and the conjugation (i.e., the
change of variables which leads to such coordinates)
is analytic in the angle variables and in the
perturbation parameter. One also says that the
torus of an integrable system ("= 0) is preserved
(or even persists) under a small perturbation.

Note that, a posteriori, this proves convergence of
the perturbation series: however, a direct check of
convergence was performed only recently by
Eliasson (1996). Kolmogorov’s proof was based on
a completely different idea, that is, by performing
iteratively a sequence of canonical transformations
(which are changes of coordinates preserving the

Hamiltonian structure of the equations of motion)
such that at each step the size of the perturbation is
reduced. Of course, on the basis of Poincaré’s result,
this iterative procedure cannot work for all initial
conditions (e.g., when w does not satisfy [4]). The
key point in Kolmogorov’s scheme is to fix the
rotation vector w of the torus one is looking for, in
such a way that the small divisors are controlled
through the Diophantine condition [4] and the
exponentially fast convergence of the algorithm.

New proofs and extensions of Kolmogorov’s
theorem were given later by Arnol’d (1962) and by
Moser (1962); hence, the acronym KAM to denote
such a theorem. Arnol’d gave a more detailed (and
slightly different) proof compared to the original
one by Kolmogorov, and applied the result to the
planar three-body problem, thus showing that
physical applications of the theorem were possible.
Moser, on the other hand, proposed a modified
method using a technique introduced by Nash
(which approximates smooth functions with analy-
tical ones) to deal with the case of systems with
finite smoothness.

For fixed small enough ", the surviving invariant
tori cover a large portion of the phase space, called
the Kolmogorov set; the relative measure of the
region of phase space which is not filled by such tori
tends to zero at least as

ffiffiffi
"
p

for "! 0. A system
described by a Hamiltonian like [3] is then called a
quasi-integrable Hamiltonian system.

The excluded region of phase space corresponds
to the unperturbed tori which are destroyed by the
perturbation: the rotation vectors of such tori are
close to a resonance, that is, to a value w such that
w � n = 0 for some integer vector n, and these are
exactly the vectors which do not satisfy the
Diophantine condition [4] for any value C0. A
subset of phase space of this kind is called a
resonance region.

At first sight, this would seem to provide an
explanation for the results found by Fermi, Pasta,
and Ulam, but this is not quite the case. First, the
threshold value "0 depends on N, and goes to zero
very fast as N !1 (in general as N!�� for some
� > 0); however, the results of the numerical
experiments apparently were insensitive to the
number N of oscillators. Second, the KAM theorem
deals with maximal tori, that is, tori characterized
by rotation vectors which have as many components
as the number of degrees of freedom, while the
rotation vectors of the numerical quasiperiodic
solutions seem to involve just a small number of
components.

Finally, as an extra problem, the validity of the
nondegeneracy condition for the unperturbed
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Hamiltonian is violated, because the unperturbed
Hamiltonian is linear in the action variables (one
says that the Hamiltonian is isochronous). Recently,
Rink (2001), by continuing the work by Nishida,
showed that in the Fermi–Pasta–Ulam problem it is
possible to perform a canonical change of coordi-
nates such that in the new variables the Hamiltonian
becomes anisochronous: one uses part of the
perturbation to remove isochrony. But the other
two obstacles remain.

Lower-Dimensional Tori

A natural question is what happens to the invariant
tori corresponding to rotation vectors which are not
rationally independent, that is, vectors satisfying n
resonance conditions, such as w � n i = 0 for n
independent vectors n1, . . . , nn, with 1 � n � N � 2
(the case n = N � 1 corresponds to periodic orbits
and is comparatively easy); for instance, one can
take w = (!1, . . . ,!n, 0, . . . , 0) and, by a suitable
linear change of coordinates, one can always make
the reduction to a case of this kind. In particular,
one can ask if a result analogous to the KAM
theorem holds for these tori. Such a problem for the
model [3] has not been studied very widely in the
literature. What has usually been considered is a
system of n rotators coupled with a system with
s = N � n degrees of freedom near an equilibrium
point: then one calls normal coordinates the
coordinates describing the latter, and the role of
the parameter " is played by the size of the normal
coordinates (if their initial conditions are chosen
near the equilibrium point). In the absence of
perturbation (i.e., for "= 0), one has either hyper-
bolic or elliptic or, more generally, mixed tori,
according to the nature of the equilibrium points:
one refers to these tori as lower-dimensional tori, as
they represent n-dimensional invariant surfaces in a
system with N degrees of freedom. Then one can
study the preservation of such tori.

One can prove that, in such a case, at least if
certain generic conditions are satisfied, in suitable
coordinates, n angles rotate with frequencies
!1, . . . ,!n, respectively, while the remaining N � n
angles have to be fixed close to some values
corresponding to the extremal points of the function
obtained by averaging the potential over the rotating
angles.

The case of hyperbolic tori is easier, as in the case
of elliptic tori one has to exclude some values of " to
avoid some further resonance conditions between
the rotation vector w and the normal frequencies �k

(i.e., the eigenvalues of the linearized system

corresponding to the normal coordinates), known
as the first and second Mel’nikov conditions:

w � n 	 �kj j > C0

jnj� 8n 2 ZN n 0; 81 � k � s

w � n 	 �k 	 �k0j j > C0

jnj� 8n 2 ZN n 0

81 � k; k0 � s

½5�

Such conditions appear, with the values of the
normal frequencies slightly modified by terms
depending on ", at each iterative step, and at the
end only for values of " belonging to some Cantor
set one can have elliptic lower-dimensional tori.

The second Mel’nikov conditions are not really
necessary, and in fact they can be relaxed as Bourgain
(1994) has shown; this is an important fact, as it
allows degenerate normal frequencies, which were
forbidden in the previous works by Kuksin (1987),
Eliasson (1988), and Pöschel (1989).

Similar results also apply in the case of lower-
dimensional tori for the model [3], which represents
sort of a degenerate situation, as the normal
frequencies vanish for "= 0. Again, one has to use
part of the perturbation to remove the complete
degeneracy of normal frequencies.

Quasiperiodic Solutions in Partial
Differential Equations

For explaining the Fermi–Pasta–Ulam experiment,
one has to deal with systems with arbitrarily many
degrees of freedom. Hence, it is natural to investigate
systems which have ab initio infinitely many
degrees of freedom, such as the nonlinear wave
equation, utt � uxx þ V(x)u =’(u), the nonlinear
Schrödinger equation, iut � uxx þ V(x)u =’(u), the
nonlinear Korteweg–de Vries equation ut þ uxxx �
6uxu =’(u), and other systems of nonlinear partial
differential equations (PDEs); the continuum limit of
the Fermi–Pasta–Ulam model gives indeed a non-
linear Korteweg–de Vries equation, as shown by

Zabuski and Kruskal (1965). Here (t, x) 2 R� [0, �]d,
if d is the space dimension, and either periodic
(u(0, t) = u(�, t)) or Dirichlet (u(0, t) = u(�, t) = 0)
boundary conditions can be considered; ’(u) is a
function analytic in u and starting from orders strictly
higher than one, while V(x) is an analytic function of
x, depending on extra parameters �1, . . . , �n. Such a
function is introduced essentially for technical rea-
sons, as we shall see that the eigenvalues �k of the
Sturm–Liouville operator �@2

x þ V(x) must satisfy
some Diophantine conditions. If we set V(x) =	 2 R
in the nonlinear wave equation, we obtain the Klein–
Gordon equation, which, in the particular case 	= 0,
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reduces to the string equation. Again, the role of the
perturbation parameter is played by the size of the
solution itself.

Small-amplitude periodic and quasiperiodic
solutions for PDE systems have been extensively
studied, among others, by Kuksin, Wayne, Craig,
Pöschel, and Bourgain. Results for such systems read
as follows. Consider for concreteness the one-dimen-
sional nonlinear wave equation with Dirichlet bound-
ary conditions and with ’(u) = u3 þO(u5). When the
nonlinear function ’(u) is absent, any solution of the
linear wave equation utt � uxx þ V(x)u = 0 is a super-
position of either finitely or infinitely many periodic
solutions with frequencies �k determined by the
function V(x). Let u0(wt, x) be a quasiperiodic
solution of the linear wave equation with rotation
vector w 2 Rn, where !k =�mk

, for some n-tuple
{m1, . . . , mn}. Then for " small enough there exists a
subset �" of the space of parameters with large
Lebesgue measure (more precisely, with complemen-
tary Lebesgue measure which tends to zero when
"! 0) such that for all x = (�1, . . . , �n) 2 �" there is a
solution u"(t, x) of the nonlinear wave equation and a
rotation vector w" satisfying the conditions

u"ðt; xÞ �
ffiffiffi
"
p

u0

�� ðw"t; xÞj � C"

w" � wj j < C" ½6�

for some positive constant C.
The case n = 1 (periodic solutions) is not as easy

as the finite-dimensional case, because there are
infinitely many normal frequencies, so that there are
small divisor problems which for finite-dimensional
systems appear only for n 
 2.

For the nonlinear wave equation and the
Schrödinger equation, if n 
 1, one can take
V(x) =	, but one needs 	 6¼ 0; for n > 1, one can
take V(x) =	, as one can perform a preliminary
transformation leading to an equation in which a
function depending on parameters naturally
appears, as shown by Kuksin and Pöschel (1996).
For n = 1, the case 	= 0 has been very recently
solved by Gentile et al. (2005).

Statements for more general situations can also
be obtained, while extensions to space dimensions
d 
 2 are not trivial and have been obtained only
recently by Bourgain (1998). The above result also
holds if the number of components of the rotation
vector is less than the number of parameters: one
uses such parameters because one needs to impose
some Diophantine conditions such as [5], now for
all the frequencies �k =!k, k =2 {m1, . . . , mn}. Again,
the second Mel’nikov conditions were shown by
Bourgain to be unnecessary, and this is an essential
ingredient for the higher-dimensional case.

Even if systems of the type considered above have
been widely studied, they remain significantly
different from a discrete system such as the chain
of oscillators [1] for N large enough (also in the
limit N!1), so that the results which have been
found for PDE systems do not really provide an
explanation for the numerical findings.

Also in the case of lower-dimensional tori for finite-
dimensional systems the main problem is that, even if
such tori exist, it is not clear what relevance they can
have for the dynamics (a case in which hyperbolic tori
play a role is considered later). An important feature of
maximal tori is that they fill most of the phase space, a
property which certainly does not hold for lower-
dimensional tori, which lie outside the Kolmogorov set.

In the Fermi–Pasta–Ulam experiment, one con-
siders initial conditions close to lower-dimensional
tori; hence, an interesting problem is to study their
stability, that is, how fast the trajectories starting
from such initial conditions drift away.

Arnol’d Diffusion and Nekhoroshev’s
Theorem

Consider again the maximal tori. For N = 2, the
preservation of most of the invariant tori prevents the
possibility of diffusion in phase space: the tori
represent two-dimensional surfaces in a three-dimen-
sional space (as dynamics occur on the level surfaces
of the energy in a four-dimensional space), so that, if
an initial condition is trapped in a gap between two
tori, the corresponding trajectory remains confined
forever between them. The situation is quite different
for N 
 3: in such a case, the tori do not represent a
topological obstruction to diffusion any more.

That mechanisms of diffusion are really possible
was shown by Arnol’d (1963). Because of the
perturbation, lower-dimensional hyperbolic tori
appear inside the resonance regions, with their
stable and unstable manifolds (whiskers). It is
possible that these manifolds of the same torus
intersect with a nonvanishing angle (homoclinic
angle); as a consequence, the angles between the
stable and unstable manifolds of nearby tori
(heteroclinic angles) can also be different from
zero, and one can find a set of hyperbolic lower-
dimensional tori such that the unstable manifold of
each of them intersects the stable manifold of the
torus next to it: one says that such tori form a
transition chain of heteroclinic connections. Then
there can be trajectories moving along such connec-
tions, producing at the end a drift of order 1 (in ") in
the action variables. Such a phenomenon is referred
to as Arnol’d diffusion.
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Of course, diffusing trajectories should be located
in the region of phase space where there are no
invariant tori (hence, a very small region when " is
small), but an important consequence is that, unlike
what happens in the unperturbed case, not all
motions are stable: in particular, the action variables
can change by a large amount over long times.

Providing interesting examples of Hamiltonian
systems in which Arnol’d diffusion can occur is not
so easy: in fact, for the diffusion to really occur, one
needs a lower bound on the homoclinic angles, and
to evaluate these angles can be difficult. For
instance, Arnold’s (1963) original example, which
describes a system near a resonance region, is a two-
parameter system given by

1
2 A2

1 þ A2
2

� �
þ A3 þ 	 cos�1 � 1ð Þ

þ "	 cos�1 � 1ð Þ sin�2 þ cos�3ð Þ ½7�

and the angles can be proved to be bounded from
below only by assuming that the perturbation para-
meter " is exponentially small with respect to the other
parameter 	, which in turn implies a situation not
really convincing from a physical point of view. More
generally, for all the examples which are discussed in
literature, the relation with physics (as the d’Alembert
problem on the possibility for a planet to change the
inclination of the precession cone) is not obvious.

So the question naturally arises as to how fast can
such a mechanism of diffusion be, and how relevant
is it for practical purposes. A first answer is
provided by a theorem of Nekhoroshev (1977),
which states the following result.

Theorem 2 Suppose we have an N-degree-of-
freedom quasi-integrable Hamiltonian system,
where the unperturbed Hamiltonian satisfies some
condition such as convexity (or a weaker one,
known as steepness, which is rather involved, to
state in a concise way); for concreteness consider a
function H0(A) in [2] which is quadratic in A. Then
there are two positive constants a and b such that
for times t up to O( exp ("�b)) the variations of the
action variables cannot be larger than O("a).

The constants a and b depend on N, and they tend
to zero when N !1; Lochak and Nei_�shtadt (1992)
and Pöschel (1993) found estimates a = b = 1=2N,
which are probably in general optimal. Nekhor-
oshev’s theorem is usually stated in the form above,
but it provides more information than that explicitly
written: the trajectories, when trapped into a
resonance region, drift away and come close to
some invariant torus, and then they behave like
quasiperiodic motions, up to very small corrections,
for a long time, until they enter some other

resonance region, and so on. Of course, for initial
conditions on some invariant torus, KAM theorem
applies, but the new result concerns initial condi-
tions which do not belong to any tori.

Nekhoroshev’s theorem gives a lower bound for
the diffusion time, that is, the time required for a
drift of order 1 to occur in the action variables. But,
of course, an upper bound would also be desirable.
The diffusion times are related to the amplitude of
the homoclinic angles, which are very small (and
difficult to estimate as stated before). The strongest
results in this direction have been obtained with
variational methods, for instance, by Bessi, Bernard,
Berti, and Bolle: at best, for the diffusion time, one
finds an estimate O(	�1 log	�1), if 	 is the ampli-
tude of the homoclinic angles (which in turn are
exponentially small in some power of 
, as one can
expect as a consequence of Nekhoroshev’s theorem).

Then one can imagine that the results of the Fermi–
Pasta–Ulam experiment can also be interpreted in the
light of Nekhoroshev’s theorem. The solutions one
finds numerically certainly do not correspond to
maximal tori, but one could expect that they could be
solutions which appear to be quasiperiodic for long
but finite times (e.g., moving near some lower-
dimensional torus determined by the initial condi-
tions), and that if one really insists on observing the
time evolution for a very long time, then deviations
from quasiperiodic behavior could be detected. This
is an appealing interpretation, and the most recent
numerical results make it plausible: Galgani and
Giorgilli (2003) have found numerically that the
energy, even if initially confined to the lower modes,
tend to be shared among all the other modes, and
higher the modes the longer is the time needed for the
energy to flow to them. Of course, this does not settle
the problem, as there is still the issue of the large
number of degrees of freedom; furthermore, for large
N the spacing between the frequencies is small, and
they become almost degenerate. Hence, the problem
still has to be considered as open.

Stability versus Chaos

The main problem in applying the KAM theorem
seems to be related to the small value of the threshold

0 which is required. In general, when the size of the
perturbation parameter is very large, the region of
phase space filled with invariant tori decreases (or even
disappears), and chaotic motions appear. By the latter,
one generally means motions which are highly
sensitive to the initial conditions: a small variation of
the initial conditions produces a catastrophic variation
in the corresponding trajectories (this is due to the
appearance of strictly positive Lyapunov exponents).
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A natural question is then how such a result as the
KAM theorem is meaningful in physical situations:
in other words, for which systems the KAM theorem
can really apply.

One of the main motivations to study such a
problem was to explain astronomical observations
and to study the stability of the solar system. In
order to apply the KAM theorem to the solar
system, one has to interpret the gravitational forces
between the planets as perturbations of a collection
of several decoupled two-body systems (each planet
with the Sun). One can write the masses of the
planets as "mi, and " plays the role of the
perturbation parameter. The corresponding Hamil-
tonian (after suitable reductions and scalings) is

XN
i¼1

p2
i

2	i
�
XN
i¼1

mim0

jqij
þ "

X
1�i<j�N

pi � pj

m0

þ "
X

1�i<j�N

mimj

jqi � qjj
½8�

where i = 0 corresponds to the Sun, while
i = 1, . . . , N correspond to the planets (hence
N = 9), m0 is the mass of the Sun, and "	i are the
reduced masses (	�1

i = m�1
i þ "m�1

0 ); here (qi, pi) 2
R3�R3, i ¼ 0, . . . , N, the inner product in pi � pj is
in R3, and the norm j � j is the Euclidean one.

A first difficulty is that the solar system is a properly
degenerate system; that is, the unperturbed Hamilto-
nian does not depend on all the action variables. But
such a degeneracy can be removed by performing a
canonical change of coordinates which produces a new
Hamiltonian in which the integrable part contains new
terms of order " depending on all action variables and
is nondegenerate, while the perturbation becomes of
order "2: the angle variables corresponding to the
actions not originally appearing in the unperturbed
Hamiltonian are called the slow variables, while the
others are called the fast variables.

However, a naive implementation of the KAM
theorem, in general, even for simplified but still
realistic systems, would provide a preposterously
small value of the threshold "0. The problem could
be just a computational one: in principle, a very
refined estimate of the threshold could give a better
value, so that it is very difficult to decide analytically
if the real values of the planetary masses allow the
solar system to fall inside the regime of appli-
cability of the KAM theorem. Results in this
direction have been obtained, but only for special
situations: for instance, by considering the restri-
cted planar circular three-body problem (which
provides a simplified description of the system
‘‘Sunþ Jupiterþ asteroid’’), Celletti and Chierchia

(1997) found analytical bounds on the perturbation
parameters comparable with the physical values. Of
course, this is not at all conclusive for the general
situation in which all planets (with their satellites
and the asteroids) are considered together; in
particular, it does not shed light on the problem of
the stability of the entire solar system.

On the contrary, extensive numerical simulations
performed by Laskar (starting from 1989) seem to
suggest that the solar system is unstable. Deflections
from the current orbits could be produced to such an
extent that collisions between planets could not be
avoided: Mercury could collide with Venus and be
ejected from the solar system. An important issue is
to consider the times over which such phenomena
can occur. Laskar’s numerical simulations show that
such times are less than the estimated age of the solar
system, and that one can make accurate predictions
for the planetary motions only for a finite amount of
time (�100 Myr). Furthermore, the assumed partial
instability of the solar system has also been used by
Laskar (2004) to explain some observed phenomena
such as the evolution of the obliquity (which is the
angle between equator and orbital plane) of some
planets. Of course, these simulations have been
carried out with several approximations, as that of
averaging over the fast variables, which allows one to
use a large integration step in the numerical integra-
tion of the equations of motion for the resulting
system. This is the so-called secular system intro-
duced by Lagrange: instead of the fast motion of the
planets, one describes the slow deformations of the
planetary orbits (imagining the planets as regions of
mass spread along their orbits).

See also: Averaging Methods; Bifurcation Theory;
Billiards in Bounded Convex Domains; Diagrammatic
Techniques in Perturbation Theory; Dynamical Systems
and Thermodynamics; Gravitational N-Body Problem
(Classical); Hamiltonian Systems: Stability and Instability
Theory; Hamilton–Jacobi Equations and Dynamical
Systems: Variational Aspects; Integrable Systems and
Discrete Geometry; KAM Theory and Celestial
Mechanics; Localization for Quasiperiodic Potentials;
Stability Problems in Celestial Mechanics;
Synchronization of Chaos; Weakly Coupled Oscillators.
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Introduction

The standard model (SM) is a consistent, finite,
and – within the limitations of our present technical
ability – computable theory of fundamental micro-
scopic interactions that successfully explains most
of the known phenomena in elementary particle
physics. The SM describes strong, electromagnetic,
and weak interactions. All microscopic phenomena
observed to date can be attributed to one or the
other of these interactions. For example, the forces
that hold together the protons and the neutrons in

the atomic nuclei are due to strong interactions; the
binding of electrons to nuclei in atoms or of atoms
in molecules is caused by electromagnetism; and the
energy production in the Sun and the other stars
occurs through nuclear reactions induced by weak
interactions. In principle, gravitational forces
should also be included in the list of fundamental
interactions but their impact on fundamental
particle processes at accessible energies is totally
negligible.

The structure of the SM is a generalization of
that of quantum electrodynamics (QED), in the
sense that it is a renormalizable field theory based
on a local symmetry (i.e., separately valid at each
spacetime point x) that extends the gauge invar-
iance of electrodynamics to a larger set of
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conserved currents and charges. There are eight
strong charges, called ‘‘color’’ charges and four
electroweak charges (which, in particular, include
the electric charge). The commutators of these
charges form the SU(3)� SU(2)� U(1) algebra. In
QED, the interaction between two matter particles
with electric charges (e.g., two electrons) is
mediated by the exchange of one (or more) photons
emitted by one electron and reabsorbed by the
second. In the SM the matter fields, all of spin 1=2,
are the quarks, the constituents of protons, neu-
trons, and all hadrons, endowed with both color
and electroweak charges, and the leptons (the
electron e�, the muon ��, the tauon ��, plus the
three associated neutrinos �e, ��, and �� ) with no
color but with electroweak charges. The matter
fermions come in three generations or families with
identical quantum numbers but different masses.
The pattern is as follows:

u u u �e

d d d e

� �
;

c c c ��

s s s �

� �
;

t t t ��

b b b �

� �
½1�

Each family contains a weakly charged doublet of
quarks, in three color replicas, and a colorless
weakly charged doublet with a neutrino and a
charged lepton. At present, there is no explanation
for this triple repetition of fermion families. The
force carriers, of spin 1, are the photon �, the weak
interaction gauge bosons Wþ, W�, and Z0 and the
eight gluons g that mediate the strong interactions.
The photon and the gluons have zero masses as a
consequence of the exact conservation of the
corresponding symmetry generators, the electric
charge and the eight color charges. The weak
bosons Wþ, W�, and Z0 have large masses (mW �
80.4 GeV, mZ = 91.2 GeV), signaling that the corre-
sponding symmetries are badly broken. In the SM,
the spontaneous breaking of the electroweak gauge
symmetry is induced by the Higgs mechanism,
which predicts the presence of one (or more) spin 0
particles in the physical spectrum, the Higgs
boson(s), not yet experimentally observed. A tre-
mendous experimental effort is underway or
planned to reveal the Higgs sector as the last crucial
missing link in the SM verification.

Quantum Chromodynamics

The statement that quantum chromodynamics
(QCD) is a renormalizable gauge theory based on

the group SU(3) with color triplet quark matter
fields fixes the QCD Lagrangian density to be

L ¼ � 1

4

X8

A¼1

FA��FA
�� þ

Xnf

j¼1

�qjði 6D�mjÞqj ½2�

Here qj are the quark fields (of nf different flavors)
with mass mj; 6D = D��

�, where �� are the Dirac
matrices and D� is the covariant derivative

D� ¼ @� � ies

X
A

tAgA
� ½3�

es is the gauge coupling (in analogy with QED,

�s ¼
e2

s

4�
½4�

here and throughout this article natural units,
�h = c = 1, are used); gA

� , A = 1, . . . , 8, are the gluon
fields, and tA are the SU(3) group generators in the
triplet representation of quarks (i.e., tA are 3� 3
matrices acting on q); the generators obey the
commutation relations [tA, tB] = iCABCtC, where
CABC are the complete antisymmetric structure
constants of SU(3) (the normalization of CABC and
of es is specified by tr[tAtB] = 1=2�AB);

FA
�� ¼ @�gA

� � @�gA
� � esCABCgB

�gC
� ½5�

The physical vertices in QCD include the gluon–
quark–antiquark vertex, analogous to the QED
photon–fermion–antifermion coupling, but also the
three-gluon and four-gluon vertices, of order es and
e2

s , respectively, which have no analog in an abelian
theory like QED. In QED, the photon (a neutral
particle) is coupled to all electrically charged
particles. In QCD, the gluons are colored,
hence self-coupled. This is reflected in the fact that
in QED F�� is linear in the gauge field, so that the
term F2

�� in the Lagrangian is a pure kinetic term,
while in QCD FA

�� is quadratic in the gauge field, so
that in FA2

�� we find cubic and quartic vertices
beyond the kinetic term.

The QCD Lagrangian in eqn [2] has a simple
structure but a very rich dynamical content, includ-
ing the observed complex spectroscopy with a large
number of hadrons. The most prominent properties
of QCD are asymptotic freedom and confinement.
In field theory, the effective coupling of a given
interaction vertex is modified by the interaction. As
a result, the measured intensity of the force depends
on the transferred (four)momentum squared, Q2,
among the participants. In QCD, the relevant
coupling parameter that appears in physical pro-
cesses is �s (see eqn [4]). Asymptotic freedom means
that the effective coupling becomes a function of
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Q2: �s(Q
2) decreases for increasing Q2 and vanishes

asymptotically. Thus, the QCD interaction becomes
very weak in processes with large Q2, called hard
processes or deep inelastic processes (i.e., with a
final-state distribution of momenta and a particle
content very different from that in the initial state).
One can prove that in four spacetime dimensions all
gauge theories based on a noncommuting group of
symmetry are asymptotically free, and conversely.
The effective coupling decreases very slowly at large
momenta with the inverse logarithm of Q2:
�s(Q

2) = 1=b log Q2=�2, where b is a known con-
stant and � is an energy of the order of a few
hundred MeV. Since in quantum mechanics large
momenta imply short wavelengths, the result is that
at short distances the potential between two color
charges is similar to the Coulomb potential, that is,
proportional to �s(r)=r, with an effective color
charge which is small at short distances. On the
contrary the interaction strength becomes large at
large distances or small transferred momenta, of
order Q �<�. In fact, the observed hadrons are tightly
bound composite states of quarks, with compensating
color charges so that they are overall neutral in color.
The property of confinement is the impossibility of
separating color charges, like individual quarks and
gluons. This is because in QCD the interaction
potential between color charges increases, at long
distances, linearly in r. When we try to separate the
quark and the antiquark that form a color-neutral
meson the interaction energy grows until pairs of
quarks and antiquarks are created from the vacuum
and new neutral mesons are coalesced instead of free
quarks. For example, consider the process eþe�! q�q
at large center-of-mass energies. The final-state quark
and antiquark have large energies, so they separate in
opposite directions very fast. But the color-confine-
ment forces create new pairs in between them. Two
back-to-back jets of colorless hadrons are observed
with a number of slow pions that make the exact
separation of the two jets impossible. In some
cases, a third well-separated jet of hadrons is also
observed: these events correspond to the radiation
of an energetic gluon from the parent quark–
antiquark pair.

Electroweak Interactions

We split the electroweak Lagrangian into two parts
by separating the Higgs boson couplings:

L ¼ Lsymm þ LHiggs ½6�

We start by specifying Lsymm, which involves only
gauge bosons and fermions (a sum over all flavors of

quarks and leptons, generally indicated by  is
understood):

Lsymm ¼�
1

4

X3

A¼1

FA
��F

A�� � 1

4
B��B

��

þ � Li��D� L þ � Ri��D� R ½7�

This is the Yang–Mills Lagrangian for the gauge
group SU(2)� U(1) with fermion matter fields. Here

B�� ¼ @�B� � @�B�

FA
�� ¼ @�WA

� � @�WA
� � g	ABCWB

�WC
�

½8�

are the gauge antisymmetric tensors constructed out
of the gauge field B� associated with U(1), and WA

�

corresponding to the three SU(2) generators; 	ABC

are the group structure constants (see eqn [11]),
which, for SU(2), coincide with the totally antisym-
metric Levi-Civita tensor (recall the familiar
angular-momentum commutators).

The fermion fields are described through their
left- and right-hand components:

 L;R ¼ 1� �5ð Þ=2½ � ; � L;R ¼ � 1� �5ð Þ=2½ � ½9�

Note that, as given in eqn [9],

� L ¼  yL�0 ¼  y 1� �5ð Þ=2½ ��0

¼ � �0 1� �5ð Þ=2½ ��0 ¼ � 1þ �5ð Þ=2½ �

The matrices P�= (1� �5)=2 are projectors. They
satisfy the relations P�P�= P�, P�P�= 0,
Pþ þ P�= 1.

The standard electroweak theory is a chiral
theory, in the sense that  L and  R behave
differently under the gauge group. In particular, all
 R are singlets and all  L are doublets in the
minimal SM (MSM). Thus, mass terms for fermions
(of the form  ̄L Rþ h.c.) are forbidden in the
symmetric limit. Fermion masses are introduced,
together with W� and Z masses, by the mechanism
of symmetry breaking. The covariant derivatives
D� L,R are explicitly given by

D� L;R

¼ @� þ ig
X3

A¼1

tA
L;RWA

� þ ig0
1

2
YL;RB�

" #
 L;R ½10�

where tA
L,R and 1=2YL,R are the SU(2) and U(1)

generators, respectively, in the reducible representa-
tions  L,R. The commutation relations of the SU(2)
generators are given by

tA
L ; t

B
L

� �
¼ i	ABCtC

L and tA
R; t

B
R

� �
¼ i	ABCtC

R ½11�

We use the normalization tr[tAtB] = 1=2�AB in the
fundamental representation of SU(2). The electric
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charge generator Q (in units of e, the positron
charge) is given by

Q ¼ t3
L þ 1=2YL ¼ t3

R þ 1=2YR ½12�

All fermion couplings to the gauge bosons can be
derived directly from eqns [7] and [10]. The charged-
current (CC) couplings are the simplest. From

g t1W1
� þ t2W2

�

� �
¼ g

�
t1þ it2

�
=
ffiffiffi
2
ph in

� W1
� � iW2

�

� �
=
ffiffiffi
2
ph i

þ h:c:
o

¼ g tþW�
�

� �
=
ffiffiffi
2
ph i

þ h:c:
n o

½13�

where t�= t1� it2 and W�= (W1� iW2)=
ffiffiffi
2
p

, we
obtain the vertex

V �  W ¼ g � �� tþL =
ffiffiffi
2
p� �

1� �5ð Þ=2þ tþR=
ffiffiffi
2
p� �h

� 1þ �5ð Þ=2
i
 W�

� þ h:c: ½14�

In the neutral-current (NC) sector, the photon A�

and the mediator Z� of the weak NC are orthogonal
and normalized linear combinations of B� and W3

�:

A� ¼ cos 
WB� þ sin 
WW3
�

Z� ¼ � sin 
WB� þ cos 
WW3
�

½15�

Equations [15] define the weak mixing angle 
W.
The photon is characterized by equal couplings to
left and right fermions with a strength equal to the
electric charge. Recalling eqn [12] for the charge
matrix Q, we immediately obtain

g sin 
W ¼ g0 cos 
W ¼ e ½16�

or, equivalently,

tan 
W ¼ g0=g ½17�

Once 
W has been fixed by the photon couplings, it
is a simple matter of algebra to derive the Z
couplings, with the result

� �  Z ¼ g= 2 cos 
Wð Þ � �� t3
L 1� �5ð Þ þ t3

R 1þ �5ð Þ
�

�2Q sin2 
W

�
 Z� ½18�

where � ̄ Z is a notation for the vertex. In the
MSM, t3

R = 0 and t3
L = �1=2. Note that the CC and

NC weak couplings do not conserve P (parity) and C
(charge conjugation).

In order to derive the effective four-fermion
interactions that are equivalent, at low energies, to
the CC and NC couplings given in eqns [14] and
[18], we anticipate that large masses, as experimen-
tally observed, are provided for W� and Z by LHiggs.
For left–left CC couplings, when the momentum

transfer squared can be neglected with respect to
m2

W in the propagator of Born diagrams with single
W exchange, from eqn [14], we can write

LCC
eff ’ g2=8m2

W

	 

� �� 1� �5ð ÞtþL 
� �

� � �� 1� �5ð Þt�L 
� �

½19�

By specializing further in the case of doublet fields
such as �e � e� or �� � ��, we obtain the tree-level
relation of g with the Fermi coupling constant
GF measured from � decay (GF = 1.16639(2)�
10�5 GeV�2):

GF=
ffiffiffi
2
p
¼ g2=8m2

W ½20�

By recalling that g sin 
W = e, we can also cast this
relation in the form

mW ¼ �Born= sin 
W ½21�

with

�Born ¼ ��=
ffiffiffi
2
p

GF

� �1=2
’ 37:2802 GeV ½22�

where � is the fine-structure constant of QED
(� 	 e2=4�= 1=137.036).

In the same way, for neutral currents we obtain,
in Born approximation, from eqn [18], the effective
four-fermion interaction given by

LNC
eff ’

ffiffiffi
2
p

GF�0
� ��½. . .� � ��½. . .� ½23�

where

½. . .� 	 t3
L 1� �5ð Þ þ t3

R 1þ �5ð Þ � 2Q sin2 
W ½24�

and

�0 ¼ m2
W=m

2
Z cos2 
W ½25�

All couplings given in this section are obtained at
tree level and are modified in higher orders of
perturbation theory. In particular, the relations
between mW and sin 
W (eqns [21] and [22]) and
the observed values of � (�= �0 at tree level) in
different NC processes are altered by computable
small electroweak radiative corrections.

The gauge-boson self-interactions can be derived
from the F�� term in Lsymm, by using eqn [15] and
W�= (W1 � iW2)=

ffiffiffi
2
p

. For the three-gauge-boson
vertex WþW�V with V = Z, �, we obtain

�W�WþV ¼ igW�WþV ½g��ðq� pÞ� þ g��ðp� rÞ�
þ g��ðr� qÞ�� ½26�

with

gW�Wþ� ¼ g sin 
W ¼ e and

gW�WþZ ¼ g cos 
W

½27�
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This form of the triple gauge vertex is very special: in
general, there could be departures from the above SM
expression, even restricting us to SU(2)� U(1) gauge
symmetric and C and P invariant couplings. In fact,
some small corrections are already induced by the
radiative corrections. The SM form of the triple gauge
vertex has been experimentally confirmed by measur-
ing the cross section eþe�!WþW� at LEP.

We now turn to the Higgs sector of the electro-
weak Lagrangian. The Higgs Lagrangian is specified
by the gauge principle and the requirement of
renormalizability to be

LHiggs ¼ D�

	 
y

D�
ð Þ � V 
y

	 


� � L� R


� � R�y L

y ½28�

where 
 is a column vector including all Higgs
scalar fields; it transforms as a reducible representa-
tion of the gauge group. The quantities � (which
include all coupling constants) are matrices that
make the Yukawa couplings invariant under the
Lorentz and gauge groups. The potential V(
y
),
symmetric under SU(2)� U(1), contains, at most,
quartic terms in 
 so that the theory is
renormalizable:

V 
y

	 


¼ � 1
2�

2
y
þ 1
4� 
y

	 
2 ½29�

Spontaneous symmetry breaking is induced if the
minimum of V, which is the classical analog of
the quantum-mechanical vacuum state (both are the
states of minimum energy) is obtained for nonvan-
ishing 
 values. This occurs because we have taken
�2 and � positive in V (note the ‘‘wrong’’ sign of the
mass term). Precisely, we denote the vacuum
expectation value (VEV) of 
, that is, the position
of the minimum, by v:

h0j
ðxÞj0i ¼ v 6¼ 0 ½30�

The fermion mass matrix is obtained from the
Yukawa couplings by replacing 
(x) by v:

M ¼ � LM R þ � RMy L ½31�

with

M¼ � 
 v ½32�

In the SM, where all left fermions,  L, are doublets
and all right fermions,  R, are singlets, only Higgs
doublets can contribute to fermion masses. There
are enough free couplings in �, so that one single
complex Higgs doublet is indeed sufficient to
generate the most general fermion mass matrix. It
is important to observe that by a suitable change of
basis we can always make the matrixM Hermitian,

�5-free and diagonal. In fact, we can make separate
unitary transformations on  L and  R according to

 0L ¼ U L;  0R ¼ V R ½33�

and consequently

M!M0 ¼ UyMV ½34�

This transformation does not alter the general
structure of the fermion couplings in Lsymm.

If only one Higgs doublet is present, the change of
basis that makes M diagonal will at the same time
diagonalize also the fermion–Higgs Yukawa cou-
plings. Thus, in this case, no flavor-changing neutral
Higgs exchanges are present. This is not true, in
general, when there are several Higgs doublets. But
one Higgs doublet for each electric charge sector,
that is, one doublet coupled only to u-type quarks,
one doublet to d-type quarks, one doublet to charged
leptons would also be satisfactory, because the mass
matrices of fermions with different charges are
diagonalized separately. In fact, at the moment, the
simplest model with only one Higgs doublet seems
adequate for describing all observed phenomena.

Weak charged currents are the only tree-level
interactions in the SM that change flavor: by
emission of a W, a u-type quark is turned into a
d-type quark, or a �l neutrino is turned into an
l� charged lepton (all fermions are left-handed). If
we start from a u-type quark that is a mass
eigenstate, emission of a W turns it into a d-type
quark state d0 (the weak isospin partner of u) that in
general is not a mass eigenstate. In general, the mass
eigenstates and the weak eigenstates do not coincide
and a unitary transformation connects the two sets:

d0

s0

b0

0
@

1
A ¼ V

d

s

b

0
@

1
A ½35�

or, in shorthand, D0= VD, where V is the Cabibbo–
Kobayashi–Maskawa (CKM) matrix. Thus, in terms
of mass eigenstates the charged weak current of
quarks is of the form

Jþ� / �u�� 1� �5ð ÞVD ½36�

Since V is unitary (i.e., VVy= VyV = 1) and commu-
tes with T2, T3, and Q (because all d-type quarks
have the same isospin and charge) the neutral current
couplings are diagonal both in the primed and
unprimed basis (if the Z d-type quark current is
abbreviated as �D0�D0 then by changing basis we get
�DVy�VD and V and � commute because, as seen
from eqn [24], � is made of Dirac matrices and T3 and
Q generator matrices). It follows that �D0�D0= �D�D.
This is the Glashow–Iliopoulos–Maiani (GIM)
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mechanism that ensures natural flavor conservation
of the neutral current couplings at the tree level. For
three generations of quarks, the CKM matrix depends
on four physical parameters: three mixing angles and
one phase. This phase is the unique source of CP
violation in the SM.

We now consider the gauge-boson masses and their
couplings to the Higgs. These effects are induced by
the (D�
)y(D�
) term in LHiggs (eqn [28]), where

D�
 ¼ @� þ ig
X3

A¼1

tAWA
� þ ig0ðY=2ÞB�

" #

 ½37�

Here tA and 1=2Y are the SU(2)� U(1) generators in
the reducible representation spanned by 
. Not only
doublets but all non-singlet Higgs representations can
contribute to gauge-boson masses. The condition that
the photon remains massless is equivalent to the
condition that the vacuum is electrically neutral:

Qjvi ¼ t3 þ 1
2 Y

	 

jvi ¼ 0 ½38�

The charged W mass is given by the quadratic terms
in the W field arising from LHiggs, when 
(x) is
replaced by v. We obtain

m2
WWþ

� W�� ¼ g2 tþv=
ffiffiffi
2
p� ���� ���2Wþ

� W�� ½39�

whilst for the Z mass we get (recalling eqn [15])

1
2 m2

ZZ�Z� ¼ g cos 
Wt3
���
�g0 sin 
WðY=2Þ

�
v
��2Z�Z� ½40�

where the factor of 1/2 on the left-hand side is the
correct normalization for the definition of the mass
of a neutral field. For Higgs doublets


 ¼ 
þ


0

� 

; v ¼ 0

v

� 

½41�

we obtain

m2
W ¼ 1=2g2v2; m2

Z ¼ 1=2g2v2= cos2 
W ½42�

Note that by using eqn [20] we obtain

v ¼ 2�3=4G
�1=2
F ¼ 174:1 GeV ½43�

It is also evident that for Higgs doublets

�0 ¼ m2
W=m

2
Z cos2 
W ¼ 1 ½44�

This relation is typical of one or more Higgs doublets
and would be spoiled by the existence of, for example,
Higgs triplets. This result is valid at the tree level and is
modified by calculable small electroweak radiative
corrections. The �0 parameter has been measured from
the intensity of NC interactions (recall eqn [25]) and
confirmed to be close to unity at a few per milli level.

In MSM only one Higgs doublet is present. Then the
fermion–Higgs couplings are in proportion to the
fermion masses. In fact, from the Yukawa couplings
g
�f f (

�fL
fR þ h.c.), the mass mf is obtained by replacing

 by v, so that mf = g
�f f v. In MSM, three out of the
four Hermitian fields are removed from the physical
spectrum by the Higgs mechanism and become the
longitudinal modes of Wþ,W�, and Z which acquire a
mass. The fourth neutral Higgs is physical and should
be found. If more doublets are present, two more
charged and two more neutral Higgs scalars should be
around for each additional doublet.

The couplings of the physical Higgs H to the
gauge bosons can be simply obtained from LHiggs, by
the replacement


ðxÞ ¼ 
þðxÞ

0ðxÞ

� 

! 0

vþ ðH=
ffiffiffi
2
p
Þ

� 

½45�

(so that (D�
)
y
(D�
) = 1=2(@�H)2 þ 
 
 
 ), with the

result

L½H;W;Z�

¼ g2
	
v=

ffiffiffi
2
p 


Wþ
� W��H þ g2=4

	 

Wþ

� W��H2

þ
h

g2vZ�Z�
	 


= 2
ffiffiffi
2
p

cos2 
W

�� i
H

þ g2= 8 cos2 
W

	 
� �
Z�Z�H2

In MSM, the Higgs mass m2
H � �v2 is of order of

the weak scale v but cannot be predicted because the
value of � is not fixed. The dominant decay mode of
the Higgs is in the b�b channel below the WW
threshold, while the WþW� channel is dominant for
sufficiently large mH. The width is small below the
WW threshold, not exceeding a few MeV, but
increases steeply beyond the threshold, reaching the
asymptotic value of � � 1=2m3

H at large mH, where
all energies and masses are in TeV.

A central role in the experimental verification of
the standard electroweak theory has been played by
CERN, the European Laboratory for Particle Physics,
located near Geneva, between France and Switzer-
land. The indirect effects of the Z0, that is, the
occurrence of weak processes induced by the neutral
current, were first observed in 1974 at CERN by the
Collaboration Gargamelle (the name of the bubble
chamber used in the experiment). Later, in 1982, the
W� and the Z0 were, for the first time, directly
produced and observed in proton–antiproton colli-
sions by the UA1 and UA2 collaborations and then
further studied with the same technique both at
CERN and subsequently at the Tevatron of Fermilab
near Chicago. Starting from 1989 LEP, the large eþe�

collider was functioning at CERN till 2000. In the LEP
circular ring of circumference �27 km, electrons and
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positrons were accelerated in opposite directions to an
equal energy in the range between 45 and 103 GeV.
The beams were made to cross and collide in
correspondence of four experimental areas where the
ALEPH, DELPHI, L3, and OPAL detectors were
located to study the final states produced in the
collisions. In its first phase, called LEP1, from 1989
to 1995 the LEP operation had been completely
dedicated to a precise study of the Z0 properties,
mass, lifetime, and decay modes in order to accurately
test the predictions of the SM. The main lessons of the
precision tests of the standard electroweak theory can
be summarized as follows. It has been checked that the
couplings of quarks and leptons to the weak gauge
bosons W� and Z are indeed precisely those prescribed
by the gauge symmetry. The accuracy of a few tenths
of 1% for these tests implies that, not only the tree
level, but also the structure of quantum corrections has
been verified. Then, since the end of 1995, the energy
of LEP was increased and the phase of LEP2 was
started. The total energy was gradually increased up to
206 GeV. The main physics goals of LEP2 were the
search for the Higgs and for possible new particles, the
precise measurement of mW and the experimental
study of the triple gauge vertices WW� and WWZ0.
The Higgs particle of the SM could in principle be
produced at LEP2 in the reaction eþ e� ! Z0H,
which proceeds by Z0 exchange. The nonobservation
of the Higgs particle at LEP2 has allowed to establish a
lower limit on its mass: mH�>114 GeV. Indirect
indications on the Higgs mass were also obtained
from the precision tests of the SM, as the radiative
effects depend logarithmically on mH. The indication
is that the Higgs mass cannot be too heavy if the SM is
valid: mH�<219 GeV at 95% c.l. In 2001, LEP was

dismantled and, in its tunnel, a new double ring of
superconducting magnets is being installed. The new
accelerator, the LHC (Large Hadron Collider), will be
a proton–proton collider of total center-of-mass
energy 14 TeV. Two large experiments ATLAS and
CMS will continue to search for the Higgs starting in
the year 2007. The sensitivity of LHC experiments to
the SM Higgs will go up to masses mH of �1 TeV.

See also: Effective Field Theories; Electric–Magnetic
Duality; Electroweak Theory; General Relativity:
Experimental Tests; Noncommutative Geometry and the
Standard Model; Perturbative Renormalization Theory
and BRST; Quantum Chromodynamics; Quantum
Electrodynamics and its Precision Tests; Quantum Field
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Introduction

This article treats a specific class of stationary
solutions to the Einstein field equations which read

R�� �
1

2
g��R ¼

8�G

c4
T�� ½1�

Here R�� and R = g��R�� are, respectively, the Ricci
tensor and the Ricci scalar of the spacetime metric
g��, G the Newton constant, and c the speed of light.

The tensor T�� is the stress–energy tensor of matter.
Spacetimes, or regions thereof, where T�� = 0 are
called vacuum.

Stationary solutions are of interest for a variety
of reasons. As models for compact objects at rest,
or in steady rotation, they play a key role in
astrophysics. They are easier to study than nonsta-
tionary systems because stationary solutions are
governed by elliptic rather than hyperbolic equa-
tions. Finally, like in any field theory, one expects
that large classes of dynamical solutions approach
(‘‘settle down to’’) a stationary state in the final
stages of their evolution.

The simplest stationary solutions describing com-
pact isolated objects are the spherically symmetric
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ones. In the vacuum region, these are all given by the
Schwarzschild family. A theorem of Birkhoff shows
that in the vacuum region any spherically symmetric
metric, even without assuming stationarity, belongs to
the family of Schwarzschild metrics, parametrized by a
positive mass parameter m. Thus, regardless of
possible motions of the matter, as long as they remain
spherically symmetric, the exterior metric is the
Schwarzschild one for some constant m. This has the
following consequence for stellar dynamics: imagine
following the collapse of a cloud of pressureless fluid
(‘‘dust’’). Within Newtonian gravity, this dust cloud
will, after finite time, contract to a point at which the
density and the gravitational potential diverge. How-
ever, this result cannot be trusted as a sensible physical
prediction because, even if one supposes that New-
tonian gravity is still valid at very high densities, a
matter model based on noninteracting point particles
is certainly not. Consider, next, the same situation in
the Einstein theory of gravity: here a new question
arises, related to the form of the Schwarzschild metric
outside of the spherically symmetric body:

g ¼ �V2 dt2 þ V�2 dr2 þ r2d�2;

V2 ¼ 1� 2Gm

rc2
;

t 2 R; r 2 2Gm

c2
;1

� �
½2�

Here d�2 is the line element of the standard
2-sphere. Since the metric [2] seems to be singular as
r = 2m is approached (from now on, we use units in
which G = c = 1), there arises the need to understand
what happens at the surface of the star when the
radius r = 2m is reached. One thus faces the need of
a careful study of the geometry of the metric [2]
when r = 2m is approached, and crossed.

The first key feature of the metric [2] is its
stationarity, of course, with Killing vector field X
given by X = @t. A Killing field, by definition, is a
vector field the local flow of which generates isome-
tries. A spacetime (the term spacetime denotes a
smooth, paracompact, connected, orientable, and
time-orientable Lorentzian manifold) is called station-
ary if there exists a Killing vector field X which
approaches @t in the asymptotically flat region (where r
goes to 1; see below for precise definitions) and
generates a one-parameter group of isometries. A
spacetime is called static if it is stationary and if the
stationary Killing vector X is hypersurface orthogonal,
that is, X[ ^ dX[ = 0, where X[ = X� dx� = g��X

� dx�.
A spacetime is called axisymmetric if there exists a
Killing vector field Y, which generates a one-parameter
group of isometries and which behaves like a rotation

in the asymptotically flat region, with all orbits
2�-periodic. In asymptotically flat spacetimes, this
implies that there exists an axis of symmetry, that is, a
set on which the Killing vector vanishes. Killing vector
fields which are a nontrivial linear combination of a
time translation and of a rotation in the asymptotically
flat region are called stationary rotating, or helical.

There exists a technique, due independently to
Kruskal and Szekeres, of attaching together two
regions r > 2m and two regions r < 2m of the
Schwarzschild metric, as in Figure 1, to obtain a
manifold with a metric which is smooth at r = 2m.
In the extended spacetime, the hypersurface {r = 2m}
is a null hypersurface e, the Schwarzschild event
horizon. The stationary Killing vector X = @t

extends to a Killing vector in the extended spacetime
which becomes tangent to and null on e. The global
properties of the Kruskal–Szekeres extension of the
exterior Schwarzschild spacetime make this spacetime
a natural model for a nonrotating black hole. It is
worth noting here that the exterior Schwarzschild
spacetime [2] admits an infinite number of noniso-
metric vacuum extensions, even in the class of
maximal, analytic, simply connected ones. The
Kruskal–Szekeres extension is singled out by the
properties that it is maximal, vacuum, analytic, simply
connected, with all maximally extended geodesics
either complete, or with the area r of the orbits of the
isometry groups tending to zero along them.

We can now come back to the problem of the
contracting dust cloud according to the Einstein
theory. For simplicity, we take the density of the
dust to be uniform – the so-called Oppenheimer–
Snyder solution. It then turns out that, in the course
of collapse, the surface of the dust will eventually
cross the Schwarzschild radius, leaving behind a
Schwarzschild black hole. If one follows the dust
cloud further, a singularity will eventually form, but
will not be visible from the ‘‘outside region’’ where
r > 2m. For a collapsing body of the mass of the
Sun, say, one has 2m = 3 km. Thus, standard
phenomenological matter models such as that for
dust can still be trusted, so that the previous
objection to the Newtonian scenario does not apply.

There is a rotating generalization of the Schwarz-
schild metric, namely the two-parameter family of
exterior Kerr metrics, which in Boyer–Lindquist
coordinates takes the form

g¼��� a2 sin2 �

�
dt2�2asin2 �ðr2þ a2��Þ

�
dtd’

þðr
2þ a2Þ2��a2 sin2 �

�
sin2 �d’2

þ�

�
dr2þ�d�2 ½3�
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with 0� a<m. Here �= r2þ a2 cos2 �,�=r2þ a2�
2mr and rþ < r<1 where rþ=mþ (m2� a2)1=2.
When a=0, the Kerr metric reduces to the
Schwarzschild metric. The Kerr metric is again a
vacuum solution, and it is stationary with X=@t the
asymptotic time translation, as well as axisymmetric
with Y =@’ the generator of rotations. Similarly to
the Schwarzschild case, it turns out that the metric
can be smoothly extended across r= rþ, with {r= rþ}
being a smooth null hypersurface e in the extension.
The null generator K of e is the limit of the
stationary-rotating Killing field Xþ!Y, where
!=a=(2mrþ). On the other hand, the Killing vector
X is timelike only outside the hypersurface {r=mþ
(m2� a2 cos2 �)1=2}, on which X becomes null. In the
region between rþ and r=mþ (m2� a2 cos2 �)1=2,
which is called the ergoregion, X is spacelike. It is
also spacelike on and tangent to e, except where the
axis of rotation meets e, where X is null. Based on
the above properties, the Kerr family provides
natural models for rotating black holes.

Unfortunately, as opposed to the spherically
symmetric case, there are no known explicit collap-
sing solutions with rotating matter, in particular no
known solutions having the Kerr metric as final
state.

The aim of the theory outlined below is to
understand the general geometrical features of

stationary black holes, and to give a classification
of models satisfying the field equations.

Model-Independent Concepts

Some of the notions used informally in the
introductory section will now be made more
precise. The mathematical notion of black hole is
meant to capture the idea of a region of spacetime
which cannot be seen by ‘‘outside observers.’’ Thus,
at the outset, one assumes that there exists a family
of physically preferred observers in the spacetime
under consideration. When considering isolated
physical systems, it is natural to define the ‘‘exterior
observers’’ as observers which are ‘‘very far’’ away
from the system under consideration. The standard
way of making this mathematically precise is by
using conformal completions, discussed in more
detail in the article about asymptotic structure in
this encyclopedia: a pair ( ~m, ~g) is called a con-
formal completion at infinity, or simply conformal
completion, of (m, g) if ~m is a manifold with
boundary such that:

1. m is the interior of ~m;
2. there exists a function �, with the property that

the metric ~g, defined as �2g on m, extends by
continuity to the boundary of ~m, with the

r = constant > 2m

r = constant > 2m

r = constant < 2m

r = constant < 2m

t = constant

X

TSingularity (r = 0)

Singularity (r = 0)

r = 2m

r = 2m

r = 2m

r = 2m

I

II

III

IV

Figure 1 The Kruskal–Szekeres extension of the Schwarzschild solution. (Adapted with permission from Nicolas J-P (2002) Dirac fields

on asymptotically flat space-times. Dissertationes Mathematicae 408: 1–85.)
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extended metric remaining of Lorentzian signa-
ture; and

3. � is positive on m, differentiable on ~m, vanishes
on the boundary

i :¼ ~m nm

with d� nowhere vanishing on i.

The boundary i of ~m is called Scri, a phonic
shortcut for ‘‘script I.’’ The idea here is the
following: forcing � to vanish on i ensures that i

lies infinitely far away from any physical object – a
mathematical way of capturing the notion ‘‘very far
away.’’ The condition that d� does not vanish is a
convenient technical condition which ensures that i
is a smooth three-dimensional hypersurface, instead
of some, say, one- or two-dimensional object, or of a
set with singularities here and there. Thus, i is an
idealized description of a family of observers at
infinity.

To distinguish between various points of i, one
sets

i
þ ¼fpoints in i which are to the future of the

physical spacetimeg
i
� ¼fpoints in i which are to the past of the

physical spacetimeg

(Recall that a point q is to the future, respectively to
the past, of p if there exists a future directed,
respectively past directed, causal curve from p to q.
Causal curves are curves � such that their tangent
vector �̇ is causal everywhere, g( _�, �̇) � 0.) One
then defines the black hole region b as

b :¼fpoints in m which are

not in the past of i
þg

½4�

By definition, points in the black hole region cannot
thus send information to i

þ; equivalently, observers
on i

þ cannot see points in b. The white-hole region
w is defined by changing the time orientation in [4].
A key notion related to the concept of a black hole is
that of future (eþ) and past (e�) event horizons,

e
þ :¼ @b; e

� :¼ @w ½5�

Under mild assumptions, event horizons in station-
ary spacetimes with matter satisfying the null-energy
condition,

T��‘
�‘� � 0 for all null vectors ‘� ½6�

are smooth null hypersurfaces, analytic if the metric
is analytic.

In order to develop a reasonable theory, one
also needs a regularity condition for the interior of

spacetime. This has to be a condition which does not
exclude singularities (otherwise the Schwarzschild
and Kerr black holes would be excluded), but which
nevertheless guarantees a well-behaved exterior
region. One such condition, assumed in all the
results described below, is the existence in m of an
asymptotically flat spacelike hypersurface s with
compact interior. Further, either s has no boundary
or the boundary of s lies on e

þ [ e
�. To make

things precise, for any spacelike hypersurface let gij

be the induced metric, and let Kij denote its extrinsic
curvature. A spacelike hypersurface sext diffeo-
morphic to R3 minus a ball will be called asympto-
tically flat if the fields (gij, Kij) satisfy the fall-off
conditions

jgij � �ijj þ rj@‘gijj þ � � � þ rkj@‘1���‘kgijj
þ rjKijj þ � � � þ r kj@‘1���‘k�1

Kijj � Cr�1 ½7�

for some constants C, k � 1. A hypersurface s (with
or without boundary) will be said to be asymptotically
flat with compact interior if s is of the form sint [
sext, with sint compact and sext asymptotically flat.

There exists a canonical way of constructing a
conformal completion with good global properties
for stationary spacetimes which are asymptotically
flat in the sense of [7], and which are vacuum
sufficiently far out in the asymptotic region. This
conformal completion is referred to as the standard
completion and will be assumed from now on.

Returning to the event horizon e=e
þ [ e

�,
it is not very difficult to show that every Killing
vector field X is necessarily tangent to e. Since
the latter set is a null Lipschitz hypersurface, it
follows that X is either null or spacelike on e. This
leads to a preferred class of event horizons, called
Killing horizons. By definition, a Killing horizon
associated with a Killing vector K is a null hypersur-
face which coincides with a connected component of
the set

HðKÞ :¼ fp 2m: gðK;KÞðpÞ ¼ 0; KðpÞ 6¼ 0g ½8�

A simple example is provided by the ‘‘boost Killing
vector field’’ K = z@t þ t@z in Minkowski spacetime:
H(K) has four connected components,

H�� :¼ ft ¼ �z; �t > 0g; �; � 2 f�1g

The closure �H of H is the set {jtj= jzj}, which is not
a manifold, because of the crossing of the null
hyperplanes {t =� z} at t = z = 0. Horizons of this
type are referred to as bifurcate Killing horizons,
with the set {K(p) = 0} being called the bifurcation
surface of H(K). The bifurcate horizon structure in
the Kruszkal–Szekeres–Schwarzschild spacetime can
be clearly seen in Figures 1 and 2.
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The Vishveshwara–Carter lemma shows that if a
Killing vector K is hypersurface orthogonal, K[ ^
dK[ = 0, then the set H(K) defined in [8] is a union
of smooth null hypersurfaces, with K being
tangent to the null geodesics threading H (‘‘H is
generated by K’’), and so is indeed a Killing
horizon. It has been shown by Carter that the
same conclusion can be reached if the hypothesis
of hypersurface orthogonality is replaced by that
of existence of two linearly independent Killing
vector fields.

In stationary-axisymmetric spacetimes, a Killing
vector K tangent to the generators of a Killing
horizon H can be normalized so that K = Xþ !Y,
where X is the Killing vector field which asymptotes
to a time translation in the asymptotic region, and Y
is the Killing vector field which generates rotations
in the asymptotic region. The constant ! is called
the angular velocity of the Killing horizon H.

On a Killing horizon H(K), one necessarily has

r�ðK�K�Þ ¼ �2	K� ½9�

Assuming the so-called dominant-energy condition
on T�� (see Positive Energy Theorem and Other
Inequalities in GR), it can be shown that 	 is constant
(recall that Killing horizons are always connected in
the terminology used in this article); it is called the
surface gravity of H. A Killing horizon is called
degenerate when 	= 0, and nondegenerate other-
wise; by an abuse of terminology, one similarly talks
of degenerate black holes, etc. In Kerr spacetimes we

have 	= 0 if and only if m = a. A fundamental
theorem of Boyer shows that degenerate horizons
are closed. This implies that a horizonH(K) such that
K has zeros in �H is nondegenerate, and is of bifurcate
type, as described above. Further, a nondegenerate
Killing horizon with complete geodesic generators
always contains zeros of K in its closure. However, it
is not true that existence of a nondegenerate horizon
implies that of zeros of K: take the Killing vector field
z@t þ t@z in Minkowski spacetime from which the
2-plane {z = t = 0} has been removed. The universal
cover of that last spacetime provides a spacetime in
which one cannot restore the points which have been
artificially removed, without violating the manifold
property.

The domain of outer communications (DOC) of a
black hole spacetime is defined as

hhmii :¼m n fb [wg ½10�

Thus, hhmii is the region lying outside of the white-
hole region and outside of the black hole region; it is
the region which can both be seen by the outside
observers and influenced by those.

The subset of hhmii where X is spacelike is called
the ergoregion. In the Schwarzschild spacetime,
!= 0 and the ergoregion is empty, but neither of
these is true in Kerr with a 6¼ 0.

A very convenient method for visualizing the
global structure of spacetimes is provided by the
Carter–Penrose diagrams. An example of such a
diagram is given in Figure 2.
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t = constant
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Figure 2 The Carter–Penrose diagram for the Kruskal–Szekeres spacetime. There are actually two asymptotically flat regions, with

corresponding i
� and e

� defined with respect to the second region, but not indicated on this diagram. Each point in this diagram represents

a two-dimensional sphere, and coordinates are chosen so that light cones have slopes�1. Regions are numbered as in Figure 1. (Adapted

with permission from Nicolas J-P (2002) Dirac fields on asymptotically flat space-times. Dissertationes Mathematicae 408: 1–85.)
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A corollary of the topological censorship theorem
of Friedman, Schleich, and Witt is that DOCs of
regular black hole spacetimes satisfying the domi-
nant-energy condition are simply connected. This
implies that connected components of event hor-
izons in stationary spacetimes have R 	 S2

topology.
The discussion of the concepts associated with

stationary-black hole spacetimes can be concluded
by summarizing the properties of the Schwarzs-
child and Kerr geometries: the extended
Kerr spacetime with m > a is a black hole space-
time with the hypersurface {r = rþ} forming a
nondegenerate, bifurcate Killing horizon generated
by the vector field Xþ !Y and surface gravity
given by

	 ¼ ðm2 � a2Þ1=2

2m½mþ ðm2 � a2Þ1=2�

In the case a = 0, where the angular velocity !
vanishes, X is hypersurface orthogonal and becomes
the generator of H. The bifurcation surface in this
case is the totally geodesic 2-sphere, along which the
four regions in Figure 1 are joined.

Classification of Stationary Solutions
(‘‘No-Hair Theorems’’)

We confine attention to the ‘‘outside region’’ of
black holes, the DOC. (Except for the degenerate
case discussed later, the ‘‘inside’’(black hole)
region is not stationary, so that this restriction
already follows from the requirement of stationar-
ity.) For reasons of space, we only consider
vacuum solutions; there exists a similar theory
for electro-vacuum black holes. (There is a some-
what less developed theory for black hole space-
times in the presence of nonabelian gauge fields.)
In connection with a collapse scenario, the vacuum
condition begs the question: collapse of what? The
answer is twofold: first, there are large classes of
solutions of Einstein equations describing pure
gravitational waves. It is believed that sufficiently
strong such solutions will form black holes.
(Whether or not they will do that is related to the
cosmic censorship conjecture, see Spacetime Toplogy,
Casual Structure and Singularities.) Consider, next, a
dynamical situation in which matter is initially present.
The conditions imposed in this section correspond
then to a final state in which matter has either been
radiated away to infinity, or has been swallowed by
the black hole (as in the spherically symmetric
Oppenheimer–Snyder collapse described above).

Based on the facts below, it is expected that the
DOCs of appropriately regular, stationary, vacuum
black holes are isometrically diffeomorphic to those
of Kerr black holes:

1. The rigidity theorem (Hawking). Event horizons in
regular, nondegenerate, stationary, analytic
vacuum black holes are either Killing horizons for
X, or there exists a second Killing vector in hhmii.

2. The Killing horizons theorem (Sudarsky–Wald).
Nondegenerate stationary vacuum black holes
such that the event horizon is the union of Killing
horizons of X are static.

3. The Schwarzschild black holes exhaust the family
of static regular vacuum black holes (Israel,
Bunting – Masood-ul-Alam, Chruściel).

4. The Kerr black holes satisfying

m2 > a2 ½11�

exhaust the family of nondegenerate, stationary-
axisymmetric, vacuum, connected black holes.
Here m is the total Arnowitt–Deser–Misner
(ADM) mass, while the product am is the total
ADM angular momentum. (Of course, these
quantities generalize the constants a and m
appearing in the Kerr metric.) The framework
for the proof has been set up by Carter, and the
statement above is due to Robinson.

The above results are collectively known under
the name of no-hair theorems, and they have not
provided the final answer to the problem so far.
There are no a priori reasons known for the
analyticity hypothesis in the rigidity theorem.
Further, degenerate horizons have been completely
understood in the static case only.

Yet another key open question is that of the
existence of nonconnected regular stationary-
axisymmetric vacuum black holes. The following
result is due to Weinstein: let @sa, a = 1, . . . , N, be
the connected components of @s. Let X[ = g��X

� dx�,
where X� is the Killing vector field which asymptoti-
cally approaches the unit normal to sext. Similarly, set
Y[ = g��Y

�dx� , Y� being the Killing vector field
associated with rotations. On each @sa, there exists
a constant !a such that the vector Xþ !aY is tangent
to the generators of the Killing horizon intersecting
@sa. The constant !a is called the angular velocity of
the associated Killing horizon. Define

ma ¼ �
1

8�

Z
@sa


dX[ ½12�

La ¼ �
1

4�

Z
@sa


dY[ ½13�
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Such integrals are called Komar integrals. One
usually thinks of La as the angular momentum of
each connected component of the black hole. Set

�a ¼ ma � 2!aLa ½14�

Weinstein shows that one necessarily has �a > 0.
The problem at hand can be reduced to a harmonic-
map equation, also known as the Ernst equation,
involving a singular map from R3 with Euclidean
metric � to the two-dimensional hyperbolic space.
Let ra > 0, a = 1, . . . , N � 1, be the distance in R3

along the axis between neighboring black holes as
measured with respect to the (unphysical) metric �.
Weinstein proved that for nondegenerate regular
black holes the inequality [11] holds, and that the
metric on hhmii is determined up to isometry by the
3N � 1 parameters

ð�1; . . . ; �N;L1; . . . ;LN; r1; . . . ; rN�1Þ ½15�

just described, with ra,�a > 0. These results by
Weinstein contain the no-hair theorem of Carter
and Robinson as a special case. Weinstein also
shows that, for every N � 2 and for every set of
parameters [15] with �a, ra > 0, there exists a
solution of the problem at hand. It is known that
for some sets of parameters [15] the solutions will
have ‘‘strut singularities’’ between some pairs of
neighboring black holes, but the existence of the
‘‘struts’’ for all sets of parameters as above is not
known, and is one of the main open problems in our
understanding of stationary-axisymmetric electro-
vacuum black holes. The existence and uniqueness
results of Weinstein remain valid when strut
singularities are allowed in the metric at the outset,
although such solutions do not fall into the category
of regular black holes discussed here.
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Introduction

An oscillatory integral is an integral of the form

Ið!Þ ¼
Z

ei!’ð�Það�Þd� ½1�

Here the integration is over a smooth k-dimensional
manifold � which is provided with a smooth density

d�. The real variable ! plays the role of a frequency
variable, whereas the real-valued smooth function ’ on
� is called the phase function. The amplitude function a
is assumed to be a compactly supported complex
(vector-) valued smooth function on �. The topic of
this article is the asymptotic behavior of the oscillatory
integral I(!) as the frequency ! tends to infinity.

When the manifold � is not compact and the
amplitude function is not compactly supported, then a
smooth cutoff function may be used to write the
integral as the sum of an integral with a compactly
supported amplitude and one with an amplitude which
is equal to zero in a large compact subset of �. The
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latter integral can be studied if suitable assumptions
are made about the asymptotic behavior of the phase
function and the amplitude at infinity, but this is not
the subject of this article. The use of the exponential
function with purely imaginary argument instead of
the sine and the cosine is just a matter of convenience.

The first observation about oscillatory integrals in
the next section is the principle of stationary phase,
which states that the contributions to the integral
which are not rapidly decreasing as !!1 only
come from the stationary points of ’, the points � 2 �
where the total derivative d’(�) of ’ is equal to zero.
This principle is closely related to the observation that
a superposition of waves is maximal at points where
the waves are in phase, an observation which goes
back to Huygens (1690).

Assume that �0 is a nondegenerate stationary point of
’. That is, d’(�0) = 0 and the Hessian D2’(�0) of ’ at
�0 is nondegenerate. Then �0 is an isolated stationary
point of ’, and the contribution to I(!) of a neighbor-
hood of �0 has an asymptotic expansion of the form

Ið!Þ � ei!’ð�0Þ
X1
r¼0

cr !
�k=2�r; r!1

Here the leading coefficient c0 is the product of a(�0)
with a nonzero constant which only depends on
D2’(�0) and the density d� at �0. For increasing r the
coefficients cr depend on the derivatives of ’ and a
at �0 of increasi ng ord er (see the sect ion ‘‘The
metho d of stationar y pha se’’).

Usually, even if all the objects are analytic in a
neighborhood of �0, the asymptotic power series
does not converge. However, there are exceptional
cases where the stationary phase approximation is
exact. Assume, for instance, that � is a compact
manifold provided with a symplectic form �,’ is the
Hamiltonian function of a Hamiltonian circle action
on � with isolated fixed points, and a(�) d�= �k=k!.
Then the stationary points of ’ are the fixed points
of the circle action, each stationary point of ’ is
nondegenerate and I(!) is equal to the sum over the
finitely many stationary points of only the leading
terms of the asymptotic expansions at the stationary
points. This Duistermaat–Heckman formula is a
consequence of a more general localization formula
in equivaria nt cohomolo gy (see the sect ion ‘‘Exact
stationar y phase’’).

For the purpose of applications, but also in the
analysis of oscillatory integrals, it is worthwhile to
allow complex-valued phase functions, but with a
local minimum for the imaginary part at the
stationary point �0 of the real parts. That is, the
real part of the exponent i!’(�) has a local
maximum at �0. An extreme case occurs when

’(�) = i (�) for a real-valued function  which has a
nondegenerate local minimum at �0, in which case
the integrand is a sharply peaking Gaussian density
at �0. When ’ and a are analytic near �0, then the
method of steepest descent consists of deforming the
path of integration in the complex domain in such a
way that the integrand becomes such a sharply
peaking Gaussian density. During the deformation,
the integral does not change because of Cauchy’s
integral theorem.

An important extension of the theory occurs if the
real-valued phase function and the amplitude are
allowed to depend smoothly on additional para-
meters x, which vary in an n-dimensional smooth
manifold M. The amplitude is also allowed to
depend on !, with an asymptotic expansion of
the form

aðx; �; !Þ �
X1
r¼0

arðx; �Þ!mþðk=2Þ�r as !!1 ½2�

The expansion is supposed to be locally uniformly in
(x, �) and to allow termwise differentiations of any
order with respect to the variables (x, �). Then the
integral

Iðx; !Þ ¼
Z

ei!’ðx;�Þaðx; �; !Þ d�

is called an oscillatory integral of order m. Here the
function x 7! I(x,!) is viewed as a continuous
superposition of the �-dependent family of oscilla-
tory functions x 7! ei!’(x, �)a(x, �).

The example which formed the point of departure
of Airy (1838) is that ei!’(x, �)a(x, �,!) is the wave
which arrives at the points x in spacetime which is
sent out by a point � on a reflecting mirror. That is,
at x one collects (= integrates over �) all the waves
sent out by the various points � of the mirror �. The
main point of the theory, however, is that in great
generality the solutions of linear partial differential
equations, such as classical wave equations or
quantum mechanical Schrödinger equations, can be
represented, as functions of x, as oscillatory inte-
grals. This construction has led to decisive progress
in the general theory of linear partial differential
equations with smoothly varying coefficients.

According to the principle of stationary phase, the
main asymptotic contributions to the integral come
from the points � such that @’(x, �)=@�= 0. The
phase function ’ 2 C1(M��) is called nondegene-
rate if the (nþ k)� k-matrix

@2’ðx; �Þ
@ðx; �Þ@� has rank k when

@’ðx; �Þ
@�

¼ 0 ½3�
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This is the natural condition to ensure that the set

S’ :¼ ðx; �Þ 2M��
@’ðx; �Þ
@�

¼ 0

����
� �

is a smooth n-dimensional submanifold of M��.
The condition [3], moreover, implies that the mapping

�’ : S’ 3 ðx; �Þ 7! x;
@’ðx; �Þ
@x

� �
2T�M

is a smooth immersion from S’ into the cotangent
bundle T�M of M. Note that �= @’(x, �)=@x is
coordinate invariantly defined as a linear form on
the tangent space TxM of M at the point x. That
is, � 2 (TxM)�= the dual space of TxM, and (TxM)�

is the fiber of T�M over x. In classical mechanics,
T�M is the phase space of the position space M,
and a linear form � on TxM is called a momen-
tum vector at the position x. If � denotes the cano-
nical symplectic form on T�M, then ��’�= 0. The
immersion �’ locally embeds S’ onto a smooth
n-dimensional submanifold �’ of M, which is a
Lagrangian manifold in T�M, which by definition
means that ��’�= 0.

Oscillatory integrals with very different phase
functions and amplitudes can define the same
!-dependent functions on M. The theory of
Hörmander (1971, section 3.1) says that the germs
of the Lagrangian manifolds �’ and � are the same
if and only if ’ and  define the same class of
oscillatory integrals. Moreover, every Lagrangian
submanifold � of T�M is locally of the form �’

for some nondegenerate phase function ’. In this
way, the mapping ’ 7!�’ defines a bijection
between the set of equivalence classes of germs of
nondegenerate phase functions and the set of germs
of Lagrangian submanifolds of T�M. Let � be an
immersed Lagrangian submanifold of T�M. A
global oscillatory integral of order m on M, defined
by �, is a locally finite sum u(x,!) of oscillatory
integrals of order m with nondegenerate phase
functions ’ such that �’ � �. The leading terms of
the amplitudes correspond to a section s of a
canonically defined complex line bundle � over �,
which is called the principal symbol of u (see the
section ‘‘The princ ipal symbol on the Lagrangi an
manifol d’’).

If P is a linear partial differential operator, such as
the wave operators, in which the coefficients may
depend in a smooth way on x and in a polynomial
way on !, then the condition that Pu is asymptoti-
cally small implies that p = 0 on �, in which p is a
smooth function on T�M, called the principal
symbol of P. Because � is a Lagrangian manifold,

the equation p = 0 implies that � is invariant under
the flow of the Hamiltonian system with Hamilton
function equal to p. Furthermore, the principal
symbol s of u satisfies a homogeneous first-order
ordinary differential equation along the solution
curves of the Hamiltonian system. Conversely, these
properties can be used to construct global oscillatory
integrals u which asymptotically satisfy Pu = 0 and
have prescribed initial values. This theory, due to
Maslov (1972), may be viewed as a far reaching
generalization of the WKB method.

Let 	 : T�M!M : (x, �) 7! x denote the canonical
projection from T�M onto M. The projections into
M of the solution curves in a Lagrangian submani-
fold � of T�M, of a Hamiltonian system which
leaves � invariant, are the ray bundles of geome-
trical optics. If � is not transversal to the fiber of
T�M at (x, �), then the ray bundle exhibits a caustic
at the point x 2M, and the oscillatory integral is
asymptotically of larger order than !m near x.
Applying the theory of unfoldings of singularities
to the phase function, one can determine the
structurally stable caustics and obtain normal
forms of the oscillatory integrals in the structurally
stable cases (see the section ‘‘Caustics ’’).

If we also integrate over the frequency variable !,
then we obtain the Fourier integral distributions u of
Hörmander (1971, sections 1.2 and 3.2). In this case
the corresponding Lagrangian manifold is conic in
the sense that if (x, �) 2 �, then (x, 
�) 2 � for every

 > 0. The wave front set of u, which is the
microlocal singular locus of the distribution u, is
contained in �, with equality if the principal symbol
of u is not equal to zero at the corresponding
stationary points of the phase function. Fourier
integral operators are defined as the linear operators
acting on distributions, of which the distribution
kernels are Fourier integral distributions. Under a
suitable transversality condition for the Lagrangian
manifolds of the distribution kernels, the composi-
tion of two Fourier integral operators is again a
Fourier integral operator, and the principal symbol
of the composition is a product of the principal
symbols. The proof is an application of the method
of stationary phase. Fourier integral operators are a
very powerful tool in the analysis of linear partial
differential operators with smoothly varying coeffi-
cients (see Hörmander (1985)).

The Principle of Stationary Phase

The principle of stationary phase says that if the
phase function ’ has no stationary points in
the support of the amplitude function a, then the
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oscillatory integral [1] is rapidly decreasing, in the
sense that for every N we have I(!) = O(!�N) as
!!1. For the proof, one introduces a vector field v
on � such that v’= 1 on a neighborhood of the
support of a. Then ei!’ = (i!)�1v(ei!’), and an
integration by parts in [1] yields that

Ið!Þ ¼ 1

i!

Z
ei!’ð�ÞðtvaÞð�Þ d�

where tv denotes the transposed of the linear partial
differential operator v. Iterating this, the rapid
decrease of I(!) follows.

Using cutoff functions, I(!) is, modulo a rapidly
decreasing function, equal to an oscillatory integral
with phase function ’ and an amplitude which
has support in an arbitrarily small neighborhood of
the set of stationary points of ’. In this sense,
the contributions to the integral which are not
rapidly decreasing come only from the stationary
points of ’.

The Method of Stationary Phase

Assume that �0 is a nondegenerate stationary point
of ’. Then �0 is an isolated stationary point of ’.
Using local coordinates near �0, the contribution to
[1] from the neighborhood of �0 can be written as an
oscillatory integral with � = Rk and a pase function
’ which has a nondegenerate stationary point at 0.
Write Q = D2’(0). According to the Morse lemma,
there is smooth substitution of variables �= T(y)
such that T(0) = 0, DT(0) = I, and ’(T(�)) =’(0)þ
hQy, yi=2 for all y in a neighborhood of 0 in Rk.
Applying this substitution of variables to [1] we
obtain

Ið!Þ ¼ ei!’ð0Þ
Z

Rk
ei!hQy;yi=2bðyÞ dy

where b is a compactly supported smooth function
on Rk with b(0) = a(0). Now the Fourier transform
of the function y 7! ei!hQy, yi=2 is equal to the function

� 7! det
!

2	i
Q

� �� ��1=2
ei!�1hQ�1�;�i=2 ½4�

Both in the definition of the square root of the
determinant and in the proof one uses the analytic
continuation to the domain of complex-valued
symmetric bilinear forms Q for which the imaginary
part of Q is positive definite. For purely imaginary
Q we have the familiar formula for the Fourier
transform of a Gaussian density (see Hörmander

(1990, theorem 7.6.1)). The Taylor expansion of the
exponential factor in [4] then yields thatZ

Rk
ei!hQy;yi=2bðyÞ dy

� det
!

2	i
Q

� �� ��1=2X1
r¼0

ð�2i!Þ�r 1

r!

� Q�1 @

@y
;
@

@y

	 
r

bðyÞ
����
y¼0

as !!1 (see Hörmander (1990, lemma 7.7.3)).
It is important for the applications that, if the

phase function and amplitude depend smoothly on
parameters, all the constructions can be made to
depend smoothly on the parameters.

Exact Stationary Phase

Suppose that we have given an action of a Lie group
G on the manifold �. Let g denote the Lie algebra of
G. For any g 2 G and X 2 g the corresponding
diffeomorphism of � and vector field on � is
denoted by g� and X�, respectively. If �(�) denotes
the algebra of smooth differential forms on �, then
we consider the algebra Sg� 	 �(�) of all �(�)-
valued polynomials on g, where Sg� denotes the
algebra of all polynomial functions on g. On Sg� 	
�(�) we have the action of g 2 G which sends � to
X 7! g��(�(Ad g X)). Let A = (Sg� 	 �(�))G denote
the subalgebra of all G-invariant elements of Sg� 	
�(�). The equivariant exterior derivative D is
defined by

ðD�ÞðXÞ ¼ dð�ðXÞÞ � iX�
ð�ðXÞÞ

If � is homogeneous as a differential form of degree p
and homogeneous as a polynomial on g of degree q,
then r = pþ 2q is called the total degree of �. Let Ar

denote the space of sums of such� 2 A of total degree r.
Then Dr = D: Ar!Arþ1 and Dr 
Dr�1 = 0. The space
Hr

G(�) := ker Dr=Im Dr�1 is called the equivariant
cohomology in degree r, in the model of Cartan (1950).

Assume that � is compact and oriented, and that
the action of G preserves the orientation. If � 2 A,
then we denote by �(X)[k] the volume part of the
differential form �(X), and�Z

�
�
ðXÞ :¼

Z
�

�ðXÞ½k�; X 2 g

defines an Ad G-invariant function
R
� on g. Now

�= D
 implies that �(X)[k] id equal to the exterior
derivative of 
(X)[k�1], and therefore

R
�= 0, in view

of Stokes’ theorem. It follows that integration over �
yields a linear mapping

R
from HG(�) to (Sg�)Ad G,

which is called integration in equivariant cohomology.
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Now assume that also the Lie group G is
compact, and let X 2 g. Then the zero-set ZX of
X� in � has finitely many connected components F,
each of which is a smooth and compact submanifold
of �. In general, the F’s can have different
dimensions. The linearization LX of the vector
field X� along F acts linearly on the normal bundle
NF of F. If � is the curvature form of NF, then

"ðXÞ :¼ detC
i

2	
ðLX� �Þ

� �

is called the equivariant Euler form of NF. "(X) is an
invertible element in the algebra �even(F). The
localization formula of Berline–Vergne (1982) and
Atiyah–Bott (1984) now says that if D�= 0 then�Z

�
�
ðXÞ ¼

X
F

Z
F

i�F�ðXÞ="ðXÞ

 �½dim F�

Assume that � is a symplectic form on �, which
implies that k = 2l is even. Furthermore, assume that
the infinitesimal action of g on � is Hamiltonian,
which means that there exists a G-equivariant
smooth mapping � : �! g�, called the momentum
mapping, such that iX�

�=�d(�(X)) for every X 2 g.
Here � is viewed as an element of (g� 	 �0(�))G � A.
Then b�(X) := �� �(X) defines an element b� 2 A such
that Db�= 0. In turn, this implies that the form


ðXÞ :¼ e�i!b�ðXÞ ¼ ei!�ðXÞ
Xl

r¼0

ð�i!�Þr=r!

is equivariantly closed, and the localization formula
of equivariant cohomology applied to this case
yields the Duistermaat–Heckman (1982, 1983)
formula. Because 
(X)[k] = ei!�(X)(�i!�)l=l!, its inte-
gral over � is an oscillatory integral with phase
function �(X). The stationary points of �(X) are the
zeros of X� and the stationary points of �(X) are
nondegenerate if and only if the zeros of X� are
isolated. It follows that in this case the oscillatory
integral is equal to the leading term in the
stationary-phase approximation.

The Principal Symbol on the
Lagrangian Manifold

Let u(x,!) be a global oscillatory integral of order m
defined by �, and let (x0, �0) 2 �. One way to define
the principal symbol of u at (x0, �0) 2 � is to test u
with an oscillatory function of the form e�i! (x)b(x),
in which d (x0) = �0, the support of b is contained
in a small neighborhood of x0, and b(x0) = 1. If u is
locally represented by the phase function ’ and

amplitude a, and (x0, �0) = �’(x0, �0), then the phase
function ’(x, �)�  (x) in the oscillatory integral

hu; e�i bi ¼
Z

M

Z
�

eið’ðx;�Þ� ðxÞaðx; �ÞbðxÞ d� dx

has a stationary point at (x0, �0), which means that
� and d intersect at (x0, �0). Here the 1-form d on
M, which is a section of 	 : T�M!M, is viewed as a
submanifold of T�M. Locally the Lagrangian sub-
manifolds of T�M which are transversal to the fibers
of 	 : T�M!M are precisely the manifolds of the
form d . The stationary point of ’�  is non-
degenerate if and only if L := T(x0, �0)� and
L := T(x0, �0)(d ) are transversal. In this case, the
method of stationary phase can be applied in order
to obtain an asymptotic expansion in terms of
powers of !. The coefficient of the leading term of
order !m depends only on the Lagrangian plane L ,
which is transversal to both L and the tangent space
of the fiber of T�M, and not on the other data of  
and b. If L denotes the set of all Lagrangian planes
in T(x0, �0)(T

�M) which are transversal to both L and
the fiber, then the complex-valued functions on L
which arise in this way form a one-dimensional
complex vector space L(x0, �0). The L(x0, �0) for
(x0, �0) 2 � form a complex line bundle � over �
which is canonically isomorphic to the tensor
product of the line bundle of half-densities and the
Maslov line bundle, a line bundle with structure
group Z=4Z (see Duistermaat (1974, section 1.2)).
In this way, the principal symbol s of u can be
viewed as a section of the line bundle � over �.

Caustics

Let (x0, �0) be a point in the Lagrangian submanifold
� of T�M. The restriction to � of the projection
	 : T�M!M is a diffeomorphism from an open
neighborhood of (x0, �0) in � onto an open neigh-
borhood of x0 in M, if and only if � is transversal
to the fiber of T�M at (x0, �0). If � = �’ for a
nondegenerate phase function ’, (x0, �0) 2 S’ and
(x0, �0) = �’(x0, �0), then this condition is in turn
equivalent to the condition that �0 is a nondegenerate
stationary point of � 7!’(x0, �). An application of the
method of stationary phase shows that in this case the
oscillatory integral is equal to a progressing wave of
the form ei! (x)b(x,!). Here  (x) =’(x, �(x)), where
�(x) is the stationary point of � 7!’(x, �), and b(x,!)
has an asymptotic expansion as in [2] with k = 0.

If �0 is a degenerate stationary point of
� 7!’(x0, �) and a0(x0, �0) 6¼ 0, then the oscillatory
integral is not of order O(!m). That is, it is of larger
order than at points where we have a nondegenerate
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stationary point. For this reason, the points (x0, �0)
at which � is not transversal to the fibers of
	 : T�M!M are called the caustic points of �.
Their projections x0 2M form the caustic set in M.

In the theory of unfoldings of singularities, the
germs of the families of functions x 7! (� 7!’(x, �))
and y 7! (� 7! (y,�)) are called equivalent if there
exists a germ of a diffeomorphism of the form
H : (x, �) 7! (y(x),�(x, �)) and a smooth function �(x)
such that  (y(x),�(x, �)) =’(x, �)þ �(x). If J(y,!) is
an oscillatory integral with phase function  ,
integration variable � and parameter y, then the
substitution of variables �=�(x, �) in the integral,
followed by the substitution of variables y = y(x) in
the parameters, yields that J(y,!) = ei!�(x)I(x,!), in
which I(x,!) is an oscillatory integral with phase
function ’ and an amplitude function of the same
order as the amplitude function of J. The germ ’ is
called stable if every nearby germ  is equivalent to
’. The Morse lemma with parameters implies that
this is the case if � 7!’(x0, �) has a nondegenerate
stationary point at �0. However, the theory of
unfoldings of singularities of Thom and Mather
shows that there are many stable germs with
degenerate critical points. Moreover, in dimension
n � 5 the generic germ is stable, and is equivalent to
a germ in a finite list of normal forms.

The simplest example of a normal form with
degenerate critical points is ’(x, �) = �3 þ x1�. Here
we have taken k = 1, but still allowed an arbitrary
dimension n � 1 of M. In this normal form, the
stationary points correspond to 3�2 þ x1 = 0, which
is a manifold which over the x-space folds over at
x1 = 0. The stationary point is degenerate if and only
if 6�= 0, hence x1 = 0, which means that x1 = 0 is
the caustic set. If the amplitude is equal to 1, then
the oscillatory integral is equal to !�1=3 Ai(!2=3x1),
in which Ai(z) denotes the Airy function. If the
amplitude is nonzero at a degenerate critical point,
then the oscillatory integral near the corresponding
caustic point is asymptotically of the same order as
!�1=3 Ai(!2=3x1), which implies that the oscillatory
integral is a factor !1=6 larger at these caustic points
than at the points away from the caustic set. In Airy
(1838), where the Airy function was introduced, Airy
considered light in a neighborhood of a caustic as an
oscillatory integral. Then, under suitable genericity
conditions, he brought the phase function into the
normal form �3 þ x1�. Even for stable normal forms
in low dimensions, the interference patterns near the

caustic points can be very intricate (see, e.g., Berry
et al. (1979)). A survey of the application of the
theory of unfoldings to caustics in oscillatory
integrals can be found in Duistermaat (1974).

See also: Equivariant Cohomology and the Cartan
Model; Feynman Path Integrals; Functional Integration in
Quantum Physics; Hamiltonian Group Actions;
h-Pseudodifferential Operators and Applications;
Multiscale Approaches; Normal Forms and Semiclassical
Approximation; Optical Caustics; Path Integrals in
Noncommutative Geometry; Perturbation Theory and its
Techniques; Schrödinger Operators; Singularity and
Bifurcation Theory; Wave Equations and Diffraction.
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Introduction

Equilibrium statistical mechanics and combinatorial
optimization – which is viewed here as a branch of
discrete mathematics and theoretical computer
science – have common roots. Phase transition are
mathematical phenomena which are not limited to
physical systems but are typical of many combina-
torial problems, one famous example being the
percolation transition in random graphs. Similarly,
the understanding of relevant physical problems,
such as three-dimensional lattice statistics or two-
dimensional quantum statistical mechanics pro-
blems, is strictly related to the question of purely
combinatorial origin of solving counting problems
over nonplanar lattices. Most of the tools and
concepts which have allowed to solve problems in
one field have a natural counterpart in the other.
While the possibility of solving exactly physical
models is always connected to the presence of some
algebraic properties which guarantee integrability, in
the combinatorial approach the emphasis is more on
algorithms that can be applied to problem instances
in which the symmetries behind intergrability might
be absent. Also at the level of out-of-equilibrium
phenomena, there exists a deep connection between
physics and combinatorics: just like physical pro-
cesses, local algorithms have to deal with an
exponentially large set of possible configurations
and their out-of-equilibrium analysis constitutes a
theory of how problems are actually solved.

Computational complexity theory deals with
classifying problems in terms of the computational
resources, typically time, required for their solution.
What can be measured (or computed) is the time
that a particular algorithm uses to solve the
problem. This time in turn depends on the imple-
mentation of the algorithm as well as on the
computer the program is running on. The theory of
computational complexity provides us with a notion
of complexity that is largely independent of imple-
mentational details and the computer at hand. This
is not surprising, since it is related to a highly
nontrivial question, that is: what do we mean by
saying that a combinatorial problem is solvable?

Problems which can be solved in polynomial time
are considered to be tractable and compose the so-
called polynomial (P) class. The harder problems are

grouped in a larger class called NP, where NP stands
for ‘‘nondeterministic polynomial time.’’ These
problems are such that a potential solution can be
checked rapidly in polynomial time, while finding a
solution may require exponential time in the worst
case. In turn, the hardest problems in NP belong to a
subclass called NP-complete: an efficient algorithm
for solving one NP-complete problem could be
easily modified to effectively solve any problem in
NP. By now, a huge number of NP-complete
problems has been identified, and the lack of such
an algorithm corroborates the widespread conjec-
ture P 6¼ NP, that is, that no such algorithm exists.
However, NP-complete problems are not always
hard: when their resolution complexity is measured
with respect to some underlying probability distri-
bution of problem instances, NP-complete problems
are often easy to solve on average. To deepen the
understanding of the average-case complexity (and
of the huge variability of running times observed in
numerical experiments), computer scientists, mathe-
maticians, and physicists have focused their atten-
tion on the study of random instances of hard
combinatorial problems, seeking for a link between
the onset of exponential-time complexity and some
intrinsic (i.e., algorithm independent) properties of
the randomized NP-complete problems. These types
of questions have merged combinatorial optimiza-
tion with statistical physics of disordered systems.

Computational complexity theory can also be
formulated for counting problems: similarly to
optimization problems, equivalence classes can be
defined which separate polynomially solvable count-
ing problems with the hard ones – the so-called #P
and #P-complete problems. Complexity theory for
counting problems makes the connections with
statistical mechanics even more direct in that
counting solutions is nothing but a computation of
a partition function.

Two simple theorems by Jerrum and Sinclair
(1989) (which can be easily extended to many
combinatorial problems) can help in clarifying
these connections.

The first theorem tells us that any randomized
algorithm (e.g., Monte Carlo) for approximating the
partition function of a generic spin glass model – the
so-called spin glass problem – could be used to solve
all the other NP combinatorial problems. The
second theorem tells us that an algorithm for
evaluating exactly the partition function of the
ferromagnetic Ising model over a general graph
would again solve any other problem in the class #P,
which, as mentioned above, is the generalization of
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the NP class to counting problems and obviously
contains the class NP as a particular case.

Let us consider the following sightly simplified
definition of the Ising and the spin glass problems.

Problem instance A symmetric matrix Jij with
entries in {�1, 0, 1} and an inverse temperature �.

Output The partition function Z =
P

{�i}
2��H(s),

where H(s) =�
P

i,j Jij�i�j with �i =�1.

Moreover, let us define the fully polynomial
randomized approximation scheme (FPRAS) for
counting and decision problems. A FPRAS for a
function f from problem instances to real numbers is
a probabilistic algorithm that in polynomial time in
the problem size n and in the relative error � 2 [0, 1],
outputs with high probability a number which
approximates f (n) within a ratio 1þ �. Given the
above definitions, the theorems can be stated as
follows:

Theorem 1 There can be no FPRAS for the spin
glass problem unless P = NP, that is, all problems in
NP turn out to be solvable in polynomial time.

Theorem 2 The Ising problem is #P-complete even
when the matrix Jij is non-negative, that is, an
algorithm which outputs in polynomial time the
exact Ising partition function for an arbitrary graph
could be used to solve any other counting problem
in #P.

The above theorems hold for arbitrary graphs,
in particular for those graph or lattice realizations
which are particularly hard to analyze, the so-called
worst cases. There exist no similar proofs of
computational hardness for more restricted and
realistic structures, such as, for instance, three-
dimensional regular lattices for the Ising problem
or finite connectivity random graphs for spin glasses.

As a final introductory remark, it is worth
mentioning that the connections between worst-
case complexity and the average case one is the
building block of modern cryptography and com-
munication theory. On the one hand, the so-called
RSA cryptosystem is based on factoring large
integers, a problem which is believed to be hard on
average while it is not known to be so in the worst
case. On the other hand, alternative cryptographic
systems have been proposed which rely on a worst-
case/average-case equivalence (see, e.g., the theorem
of Ajtai (1996) concerning some hidden vector
problems in high-dimensional lattices.)

As far as communication theory is concerned,
average-case complexity is indeed crucial: while
Shannon’s theorem (1948) provides a very general
result stating that many optimal codes do exist (in

fact, random codes are optimal), the decoding
problem is in general NP-complete and therefore
potentially intractable. However, since the choice of
the coding scheme is part of the design, what
matters are the average-case behavior of the decod-
ing algorithm (and its large deviations) and very
efficient codes which can solve on average the
decoding problem close to Shannon’s bounds are
known.

In what follows, we will limit the discussion to
two basic examples of combinatorial and counting
problems which are representative and central to
both computer science and statistical physics.

Constraint Satisfaction Problems

Combinatorial problems are usually written as
constraint satisfaction problems (CSPs): n discrete
variables are given which have to satisfy m
constraints, all at the same time. Each constraint
can take different forms depending on the prob-
lem under study: famous examples are the
K-satisfiability (K-SAT) problem in which constraints
are an ‘‘OR’’ function of K variables in the ensemble
(or their negations) and the graph Q-coloring
problem in which constraints simply enforce the
condition that the endpoints of the edges in the graph
must not have the same color (among the Q possible
ones). Quite in general a generic CSP can be written
as the problem of finding a zero-energy ground state
of an appropriate energy function and its analysis
amounts at performing a zero-temperature statistical
physics study. Hard combinatorial problems are
those which correspond to frustrated physical model
systems.

Given an instance of a CSP, one wants to know
whether there exists a solution, that is, an assign-
ment of the variables which satisfies all the
constraints (e.g., a proper coloring). When it exists,
the instance is called SAT, and one wants to find
a solution. Most of the interesting CSPs are
NP-complete: in the worst case, the number of
operations needed to decide whether an instance
is SAT or not is expected to grow exponentially
with the number of variables. But recent years
have seen an upsurge of interest in the theory of
typical-case complexity, where one tries to identify
random ensembles of CSPs which are hard to solve,
and the reason for this difficulty. As already
mentioned, random ensembles of CSPs are also
of great theoretical and practical importance in
communication theory, since some of the best
modern error-correcting codes (the so-called low-
density parity check codes) are based on such
constructions.
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Satisfiability and Spin Glass Models

The archetypical example of CSP is satisfiability
(SAT). This is a core problem in computational
complexity: it is the first one to have been shown
NP-complete, and since then thousands of problems
have been shown to be computationally equivalent
to it. Yet it is not so easy to find difficult instances.
The main ensemble which has been used for this
goal is the random K-SAT ensemble (for K > 2,
K-SAT is NP-complete).

The SAT problem is defined as follows. Given a
vector of {0, 1} Boolean variables x = {xi}i2I, where
I = {1, . . . , n}, consider a SAT formula defined by

F xð Þ ¼
^
a2A

Ca xð Þ

where A is an arbitrary finite set (disjoint with I)
labeling the clauses Ca; Ca(x) =

W
i2I(a) Ja, i(xi); any

literal Ja, i(xi) is either xi or �xi (‘‘not’’ xi); and
finally, I(a) � I for every a 2 A. Similarly to I(a), we
can define the set A(i) � A as A(i) = {a : i 2 I(a)}, that
is, the set of clauses containing variable xi or its
negation.

Given a formula F , the problem of finding a
variable assignment s such that F (s) = 1, if it exists,
can also be written as a spin glass problem
as follows: if we consider a set of n Ising spins,
�i 2 {�1} in place of the Boolean variables
(�i = �1, 1$ xi = 0, 1) we may write the energy
function associated to each clause as follows:

Ea ¼
YK
r¼1

1þ Ja;ir�ir

� �
2

where Ja, i =�1 (resp. Ja, i = 1) if xi (resp. ~xi) appears
in clause a. The total energy of a configuration
E =

PjAj
a = 1 Ea is nothing but a K-spin spin glass

model.
Random K-SAT is a version of SAT in which each

clause is taken to involve exactly K distinct
variables, randomly chosen and negated with uni-
form distribution. Its energy function corresponds to
a spin glass system over a finite connectivity
(diluted) random graph.

In recent years random K-SAT has attracted much
interest in computer science and in statistical
physics. The interesting limit is the thermodynamic
limit n!1, m = jAj!1 at fixed clause density
�= m=n.

Its most striking feature is certainly its sharp
threshold. It is strongly believed that there exists a
phase transition for this problem: numerical and

heuristic analytical arguments are in support of the
so-called satisfiability threshold conjecture:

Conjecture There exists �c(K) such that with high
probability:

� if � < �c(K), a random instance is satisfiable;
� if � > �c(K), a random instance is unsatisfiable.

Although this conjecture remains unproven, the
existence of a nonuniform sharp threshold has been
established by Friedgut (1997). A lot of effort has been
devoted to understanding this phase transition. This is
interesting both from physics and the computer science
points of view, because the random instances with �
close to �c are the hardest to solve. There exist
rigorous results that give bounds for the threshold
�c(K): using these bounds, it was shown that �c(K)
scales as 2K ln (2) when K!1.

On the statistical physics side, the cavity method
(which is the generalization to disordered systems
characterized by ergodicity breaking of the iterative
method used to solve exactly physical models on the
Bethe lattice), is a powerful tool which is claimed to
be able to compute the exact value of the threshold,
giving for instance �c(3) ’ 4.266 7 . . . It is a non-
rigorous method but the self-consistency of its
results have been checked by a ‘‘stability analysis,’’
and it has also led to the development of a new
family of algorithms – the so-called ‘‘survey propa-
gation’’ – which can solve efficiently very large
instances at clause densities which are very close to
the threshold (for technical details see Mézard and
Zecchina (2002) and Braunstein et al. (2005) and
references therein).

The main hypothesis on which the cavity analysis
of random K-SAT relies is the existence, in a region
of clause density [�d,�c] close to the threshold, of
an intermediate phase called the ‘‘hard-SAT’’ phase;
see Figure 1. In this phase the set S of solutions
(a subset of the vertices in an n-dimensional
hypercube) is supposed to split into many discon-
nected clusters S=S1 [ S2 [ � � � . If one considers
two solutions X, Y in the same cluster Sj, it is

Easy SAT Hard SAT UnSAT

m/n

O(n)

Figure 1 A pictorial representation of the clustering transition

in random K-SAT.
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possible to walk from X to Y (staying in S) by
flipping at each step a finite numbers of variables. If,
on the other hand, X and Y are in different clusters,
in order to walk from X to Y (staying in S), at least
one step will involve an extensive number (i.e., /n)
of flips. This clustered phase is held responsible for
entrapping many local-search algorithms into non-
optimal metastable states. This phenomenon is not
exclusive to random K-SAT. It is also predicted to
appear in many other hard SAT and optimization
problems such as ‘‘coloring,’’ and corresponds to the
so called ‘‘one-step replica symmetry breaking’’
(1RSB) phase in the language of statistical physics.
It is also a crucial limiting feature for decoding
algorithms in some error correcting codes.

The only CSP for which the existence of the
clustering phase has been established rigorously is
the polynomial problem of solving random linear
equation in GF (Motwani and Raghavan 2000). For
random K-SAT, rigorous probabilistic bounds can
be used to prove the existence of the clustering
phenomenon, for large enough K, in some region of
� included in the interval [�d(K),�c(K)] predicted by
the statistical physics analysis.

In the analysis of CSP like K-SAT, two main
questions are in order. The first is of algorithmic
nature and asks for an algorithm which decides
whether for a given CSP instance all the constraints
can be simultaneously satisfied or not. The second
question is more theoretical and deals with large
random instances, for which one wants to know the
structure of the solution space and predict the
typical behavior of classes of algorithms.

Message-Passing Algorithms from
Statistical Physics

The algorithmic contributions of statistical
mechanics to combinatorial optimization are numer-
ous and important (a representative example being
the celebrated ‘‘simulated annealing algorithm’’).
For the sake of brevity, here we limit the discussion
to the so-called ‘‘message-passing algorithms’’ which
are also of great interest in coding theory.

The statistical analysis of the cavity equations
allows to study the average properties of ensemble
of problems and it is totally equivalent to the replica
method in which the average over the ensemble is
the first step in any calculation. The survey
propagation (SP) equations are a formulation of
the cavity equations which is valid for each specific
instance and is able to provide information about
the statistical behavior of the individual variables in
the stable and metastable states of a given energy
density (i.e., given fraction of violated constraints).

The single-sample SP equations are nicely described
in terms of the factor graph representation used in
information theory to characterize error-correcting
codes. In the factor graph, the N variables i, j, k, . . . are
represented by circular ‘‘variable nodes,’’ whereas the
M clauses a, b, c, . . . are represented by square ‘‘func-
tion nodes.’’ For random K-SAT, the function nodes
have connectivity K, while the variable nodes have an
average Poisson connectivity K�.

The iterative SP equations are examples of message-
passing procedures. In message-passing algorithms
such as the so-called ‘‘belief propagation (BP)
algorithm’’ used in error-correcting codes and
statistical inference problems, the unknowns which
are self-consistently evaluated by iteration are the
marginals over the solution space of the variables
characterizing the combinatorial problem (the prob-
ability space is the set of all solutions sampled with
uniform measure). According to the physical inter-
pretation, the quantities that are evaluated by SP are
the probability distributions of local fields over the set
of clusters. That is, while BP performs a ‘‘white’’
average over solutions, SP takes care of cluster-to-
cluster fluctuations, telling us which is the probability
of picking up a cluster at random and finding a given
variable biased in a certain direction (or unfrozen if it
is paramagnetic in the cluster). SP computes quantities
which are probabilities over different pure states: the
order parameter which is evaluated as fixed point of
the SP equations is a probability measure in a space of
functions, or for finite n, the full list of probability
densities describing the cluster-to-cluster fluctuations
of the variables.

In both SP and BP one assumes knowledge of the
marginals of all variables in the temporary absence
of one of them and then writes the marginal
probability induced on this ‘‘cavity’’ variable in
absence of another third variable interacting with it
(i.e., the so-called Bethe lattice approximation for
the problem). These relations define a closed set of
equations for such cavity marginals that can be
solved iteratively (this fact is known as message-
passing technique). The equations become exact if
the cavity variables acting as inputs are uncorre-
lated. They are conjectured to be an asymptotically
exact approximation over random locally tree–like
structures such as, for instance, the random K-SAT
factor graph. Both BP and SP can be derived in a
variational framework.

Complexity of Counting Problems

In order to describe the nature of computational
complexity of counting in physical models, it is
enough to consider the classical Ising problem. The
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computation of the Ising partition function or, more
in general, of the weighted matching polynomial, is
the root problem of lattice statistics.

For planar graphs like, for example, two-dimensional
regular lattices, counting problems can often be
solved by a variety of different methods, for
example, transfer matrices and Pfaffians, which
require a number of operations which are poly-
nomial in the number of vertices.

The complexity of the counting problems changes
if one considers nonplanar graphs, that is, graphs
with a nontrivial topological genus. In discrete
mathematics, such problems are classified as
#P-complete, meaning that the existence of an
exact polynomial algorithm for the evaluation of the
generating functions would imply the polynomial
solvability of many known counting combinatorial
problems, the most famous one being the evaluation of
the permanent of 0–1 matrices. In statistical mechanics
and mathematical chemistry, the interest in nonplanar
lattices is obviously related to their D > 2 character:
the three-dimensional cubic lattice is nothing but a
nonplanar graph of topological genus g = 1þN=4,
where N is the number of sites.

The planar two-dimensional Ising model was solved
in 1944 by Onsager using the algebraic transfer matrix
method. Successively, alternative exact solutions have
been proposed which resorted to simple combinatorial
and geometrical reasoning. As is well known, the
underlying idea of the combinatorial methods consists
in recasting the sum over spin configurations of the
Boltzmann weights as a sum over closed curves (loops)
weighted by the activity of their bonds. Double
counting is avoided by a proper cancellation mechan-
ism which takes care of the different intrinsic
topologies of loops which give rise to the same
contribution in the partition function. Such an
approach has been developed first by Kac and Ward
(1952) and provides a direct way of taking the field
theoretic continuum limit. In D > 2, the general-
ization of the above method encounters enormous
difficulties due to the variety of intrinsic topologies of
surfaces immersed in D > 2 lattices.

Another combinatorial method proposed in the
1960s by Kasteleyn is the so-called Pfaffian method.
It consists in writing the weighted sum over loops as
a dimer covering or prefect matching generating
function. Once the relationship between loop count-
ing and dimer coverings (or perfect matchings) over
a suitably decorated and properly oriented lattice is
established, the Pfaffian method turns out to be a
simple technique for the derivation of exact solu-
tions or for the definition of polynomial algorithms
over planar lattices which are applicable also to the
two-dimensional Ising spin glass.

The generalization of the Pfaffian construction to
the nonplanar case must deal with the ambiguity of
orienting the homology cycles of the graph. Such a
problem can be formally solved in full generality for
any orientable lattice and leads to an expression of
the Ising partition function or the dimer coverings
generating function given as a sum over all possible
inequivalent orientations of the lattice (or its embed-
ding surface): for a graph of genus g, the homology
basis is composed of 2g cycles and, therefore, there
are 22g inequivalent orientations. It is only for graphs
of logarithmic genus that the generalized Pfaffian
formalism provides a polynomial algorithm.

Counting perfect matchings can be thought of as
the problem of evaluating the permanent of 0–1
matrices over properly constructed bipartite graphs,
which is among the oldest and most famous
#P-complete problems.

The Pfaffian formalism when applied to the perma-
nent problem leads to a simple general result, that is, it
provides a general formula for writing the permanent
of a matrix in terms of a number of determinants which
is exponential in the genus of the underlying graph.

See also: Combinatorics: Overview; Determinantal
Random Fields; Dimer Problems; Phase Transitions in
Continuous Systems; Spin Glasses; Two-Dimensional
Ising Model.
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Introduction

When a fluid is in contact with another fluid, or
with a gas, a portion of the total free energy of the
system is proportional to the area of the surface of
contact, and to a coefficient, the surface tension,
which is specific for each pair of substances.
Equilibrium will accordingly be obtained when the
free energy of the surfaces in contact is a minimum.

Suppose that we have a drop of some fluid, b,
over a flat substrate, w, while both are exposed to
air, a. We have then three different surfaces of
contact, and the total free energy of the system
consists of three parts, associated to these three
surfaces. A drop of fluid b will exist provided its
own two surface tensions exceed the surface tension
between the substrate w and the air, that is,
provided that

�wb þ �ba > �wa

If equality is attained, then a film of fluid b is
formed, a situation which is known as perfect, or
complete wetting (see Figure 1).

When one of the substances involved is aniso-
tropic, such as a crystal, the contribution to the total
free energy of each element of area depends on its
orientation. The minimum surface free energy for a
given volume then determines the ideal form of the
crystal in equilibrium.

It is only in recent times that equilibrium crystals
have been produced in the laboratory, first, in
negative crystals (vapor bubbles) of organic sub-
stances. Most crystals grow under nonequilibrium

conditions and it is a subsequent relaxation of the
macroscopic crystal that restores the equilibrium.

An interesting phenomenon that can be observed
on these crystals is the roughening transition,
characterized by the disappearance of the facets of
a given orientation, when the temperature attains a
certain particular value. The best observations have
been made on helium crystals, in equilibrium with
superfluid helium, since the transport of matter and
heat is then extremely fast. Crystals grow to sizes of
1–5 mm and relaxation times vary from milliseconds
to minutes. Roughening transitions for three differ-
ent types of facets have been observed (see, e.g.,
Wolf et al. (1983)).

These are some classical examples among a
variety of interesting phenomena connected with
the behavior of the interface between two phases in
a physical system. The study of the nature and
properties of the interfaces, at least for some simple
systems in statistical mechanics, is also an interesting
subject of mathematical physics. Some aspects of
this study will be discussed in the present article.

We assume that the interatomic forces can be
modeled by a lattice gas, and consider, as a simple
example, the ferromagnetic Ising model. In a typical
two-phase equilibrium state, there is a dense

w

w

a

a

b

b

Figure 1 Partial and complete wetting.
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component, which can be interpreted as a solid or
liquid phase, and a dilute phase, which can be
interpreted as the vapor phase. Considering certain
particular cases of such situations, we first introduce
a precise definition of the surface tension and then
proceed on the mathematical analysis of some
preliminary properties of the corresponding inter-
faces. The next topic concerns the wetting properties
of the system, and the final section is devoted to the
associated equilibrium crystal.

Pure Phases and Surface Tension

The Ising model is defined on the cubic lattice L= Z3,
with configuration space � = {�1, 1}L. If � 2 �, the
value �(i) =�1 or 1 is the spin at the site
i = (i1, i2, i3) 2 L, and corresponds to an empty or an
occupied site in the lattice gas version of the model.
The system is first considered in a finite box � � L,
with fixed values of the spins outside.

In order to simplify the exposition, we shall
mainly consider the three-dimensional Ising model,
though some of the results to be discussed hold in
any dimension d � 2. We shall also, sometimes,
refer to the two-dimensional model, it being under-
stood that the definitions have been adapted in the
obvious way. We assume that the box � is a
parallelepiped, centered at the origin of L, of sides
L1, L2, L3, parallel to the axes.

A configuration of spins on �(�(i), i 2 �), denoted
��, has an energy defined by the Hamiltonian

H�ð��j��Þ ¼ �J
X

hi;ji\�6¼;
�ðiÞ�ðjÞ ½1�

where J is a positive constant (ferromagnetic or
attractive interaction). The sum runs over all
nearest-neighbor pairs hi, ji � L, such that at least
one of the sites belongs to �, and one takes
�(i) = ��(i) when i 62 �, the configuration �� 2 �
being the given boundary condition. The probability
of the configuration ��, at the inverse temperature
�= 1=kT, is given by the Gibbs measure

��ð��j��Þ ¼ Z��ð�Þ�1 expð��H�ð��j��ÞÞ ½2�

where Z��(�) is the partition function

Z��ð�Þ ¼
X
��

expð��H�ð��j��ÞÞ ½3�

Local properties at equilibrium can be described by
the correlation functions between the spins on finite
sets of sites,

���
�ð�ðAÞÞ ¼

X
��

��ð��j��Þ
Y
i2A

�ðiÞ ½4�

The measures [2] determine (by the Dobrushin–
Lanford–Ruelle equations) the set of Gibbs states of
the infinite system, as measures on the set � of all
configurations. If a Gibbs state happens to be equal
to lim��(�j��), when L1, L2, L3!1, under a fixed
boundary condition ��, we shall call it the Gibbs
state associated to the boundary condition ��. One
also says that this state exists in the thermodynamic
limit. Then, equivalently, the correlation functions
[4] converge to the corresponding expectation values
in this state.

This model presents, at low temperatures (i.e., for
� >�c, where �c is the critical inverse temperature),
two different thermodynamic pure phases, a dense
and a dilute phase in the lattice gas language (called
here the positive and the negative phase). This
means two extremal translation-invariant Gibbs
states, �þ and ��, obtained as the Gibbs states
associated with the boundary conditions ��, respec-
tively equal to the ground configurations ��(i) = 1
and ��(i) =�1, for all i 2 L. The spontaneous
magnetization

m�ð�Þ ¼ �þð�ðiÞÞ ¼ ���ð�ðiÞÞ ½5�

is then strictly positive. On the other hand, if � � �c,
then the Gibbs state is unique and m�= 0.

Each configuration inside � can be described in a
geometric way by specifying the set of Peierls
contours which indicate the boundaries between
the regions of spin 1 and the regions of spin �1.
Unit-square faces are placed midway between the
pairs of nearest-neighbor sites i and j, perpendicu-
larly to these bonds, whenever �(i)�(j) =�1. The
connected components of this set of faces are the
Peierls contours. Under the boundary conditions (þ)
and (�), the contours form a set of closed surfaces.
They describe the defects of the considered config-
uration with respect to the ground states of the
system (the constant configurations 1 and �1), and
are a basic tool for the investigation of the model at
low temperatures.

In order to study the interface between the two
pure phases, one needs to construct a state describ-
ing the coexistence of these phases. This can be done
by means of a new boundary condition. Let
n = (n1, n2, n3) be a unit vector in R3, such that
n3 > 0, and introduce the mixed boundary condition
(	, n), for which

��ðiÞ ¼ 1 if i � n � 0
�1 if i � n < 0

�
½6�

This boundary condition forces the system to
produce a defect going transversally through the
box �, a large Peierls contour that can be
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interpreted as the microscopic interface (also called
a domain wall). The other defects that appear above
and below the interface can be described by closed
contours inside the pure phases.

The free energy per unit area due to the presence
of the interface is the surface tension. It is defined by

�ðnÞ ¼ lim
L1;L2!1

lim
L3!1

� n3

�L1L2
ln

Z	;nð�Þ
Zþð�Þ ½7�

In this expression the volume contributions propor-
tional to the free energy of the coexisting phases, as
well as the boundary effects, cancel, and only the
contributions to the free energy due to the interface
are left. The existence of such a quantity indicates
that the macroscopic interface, separating the
regions occupied by the pure phases in a large
volume �, has a microscopic thickness and can
therefore be regarded as a surface in a thermo-
dynamic approach.

Theorem 1 The interfacial free energy per unit
area, �(n), exists, is bounded, and its extension by
positive homogeneity, f (x) = jxj �(x=jxj), is a convex
function on R3. Moreover, �(n) is strictly positive
for � >�c, and vanishes if � � �c.

The existence of �(n) and also the last statement
were proved by Lebowitz and Pfister (1981), in the
particular case n = (0, 0, 1), with the help of correla-
tion inequalities. A complete proof of the theorem
was given later with similar arguments. The con-
vexity of f is equivalent to the fact that the surface
tension � satisfies a thermodynamic stability condi-
tion known as the pyramidal inequality (see
Messager et al. (1992)).

Gibbs States and Interfaces

In this section we consider the (	, n0) boundary
condition, also simply denoted (	), associated to the
vertical direction n0 = (0, 0, 1),

��ðiÞ ¼ 1 if i3 � 0; ��ðiÞ ¼ �1 if i3 < 0 ½8�

The corresponding surface tension is �	= �(n0). We
shall first recall some classical results which concern
the Gibbs states and interfaces at low temperatures.

According to the geometrical description of the
configurations introduced in the last section, we
observe that

Z	;nð�Þ=Zþð�Þ ¼
X
�

exp �2�Jj�j �U�ð�Þð Þ ½9�

where the sum runs over all microscopic interfaces �
compatible with the boundary condition and j�j is

the number of faces of � (inside �). The term U�(�)
equals �ln Zþ(�, �)=Zþ(�), the sum in the partition
function Zþ(�, �) being extended to all configura-
tions whose associated contours do not intersect �.
Each term in sum [9] gives a weight proportional to
the probability of the corresponding microscopic
interface.

At low (positive) temperatures, we expect the
microscopic interface corresponding to this bound-
ary condition, which at zero temperature coincides
with the plane i3 =�1=2, to be modified by small
deformations. Each microscopic interface � can then
be described by its defects, with respect to the
interface at �=1. To this end, one introduces some
objects, called walls, which form the boundaries
between the horizontal plane portions of the micro-
scopic interface, also called the ceilings of the
interface.

More precisely, one says that a face of � is a
ceiling face if it is horizontal and such that
the vertical line passing through its center does not
have other intersections with �. Otherwise, one
says that it is a wall face. The set of wall faces splits
into maximal connected components. The set of
walls, associated to �, is the set of these compo-
nents, each component being identified by its
geometric form and its projection on the plane
i3 =�1=2. Every wall !, with projection �(!),
increases the energy of the interface by a quantity
2Jk!k, where k!k= j!j � j�(!)j, and two walls are
compatible if their projections do not intersect. In
this way, the microscopic interfaces may be inter-
preted as a ‘‘gas of walls’’ on the two-dimensional
lattice.

Dobrushin, who developed the above analysis,
also proved the dilute character of this ‘‘gas’’ at low
temperatures. This implies that the microscopic
interface is essentially flat, or rigid. One can under-
stand this fact by noticing first that the probability
of a wall is less than exp (�2�Jk!k) and, second,
that in order to create a ceiling in �, which is not in
the plane i3 =�1=2, one needs to surround it by a
wall, that one has to grow when the ceiling is made
over a larger area.

Using correlation inequalities one proves that the
Gibbs state �	, associated to the (	) boundary
conditions, always exists, and that it is invariant
under horizontal translations of the lattice, that is,
�	(�(Aþ a)) =�	(�(A)) for all a = (a1, a2, 0). It is
also an extremal Gibbs state. Let m(z) be the
magnetization �	((�(z)) at the site z = (0, 0, z). The
function m(z) is monotone increasing and satisfies
the symmetry property m(�z) =�m(zþ 1). Some
consequences of Dobrushin’s work are the following
properties.
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Theorem 2 If the temperature is low enough, that
is, if �J � c1, where c1 is a given constant, then

m	ð0Þ is strictly positive ½10�

m	ðzÞ !m�; when z!1; exponentially fast ½11�

Equation [10] is just another way of saying that
the interface is rigid and that the state �	 is non-
translation invariant (in the vertical direction).
Then, the correlation functions �	(�(A)) describe
the local properties, or local structure, of the
macroscopic interface. In particular, the function
m(z) represents the magnetization profile. Then
statement [11], together with the symmetry prop-
erty, tells us that the thickness of this interface is
finite, with respect to the unit lattice spacing.

The statistics of interfaces has been rewritten in
terms of a gas of walls and this system may further
be studied by cluster expansion techniques. There is
an interaction between the walls, coming from the
term U�(�) in eqn [9], but a convenient mathema-
tical description of this interaction can be obtained
by applying the standard low-temperature cluster
expansion, in terms of contours, to the regions
above and below the interface.

This method was introduced by Gallavotti in his
study (mentioned below) of the two-dimensional
Ising model. It has been applied by Bricmont and
co-workers to examine the interface structure in the
present case. As a consequence, it follows that
the surface tension, more exactly ��	(�), and also
the correlation functions, are analytic functions at
low temperatures. They can be obtained as explicit
convergent series in the variable �= e�2�J.

The same analysis applied to the two-dimensional
model shows a very different behavior at low
temperatures. In this case, the microscopic interface
� is a polygonal line and the walls belong to the one-
dimensional lattice. One can then increase the size of
a ceiling without modifying the walls attached to it.

Indeed, Gallavotti turned this observation into a
proof that the Gibbs state �	 is now translation
invariant. The line � undergoes large fluctuations of
order

ffiffiffiffiffiffi
L1

p
, and disappears from any finite region of

the lattice, in the thermodynamic limit. In particular,
we have then �	= (1=2)(�þ þ ��), a result that
extends to all boundary conditions (	, n).

Using these results Bricmont and co-workers also
studied the local structure of the interface at low
temperatures and showed that its intrinsic thickness
is finite. To study the global fluctuations, one can
compute the magnetization profile by introducing,
before taking the thermodynamic limit, a change of
scale: �	� (�(zL	

1)), with 	= 1=2 or near to this value.

This is an exact computation that has been done by
Abraham and Reed.

Let us come back to the three-dimensional Ising
model where we know that the interface orthogonal
to a lattice axis is rigid at low temperatures.

Question 1 At higher temperatures, but before
reaching the critical temperature, do the fluctuations
of this interface become unbounded, in the thermo-
dynamic limit, so that the corresponding Gibbs state
is translation invariant?

One says then that the interface is rough, and it is
believed that, effectively, the interface becomes
rough when the temperature is raised, undergoing
a roughening transition at an inverse temperature
�R >�c.

It is known that �R � �d = 2
c , the critical inverse

temperature of the two-dimensional Ising model,
since van Beijeren proved, using correlation inequal-
ities, that above this value, the state �	 is not
translation invariant. Recalling that the rigid inter-
face may be viewed as a two-dimensional system,
the system of walls, a representation that would
become inappropriate for a rough interface, one
might think that the phase transition of the two-
dimensional Ising model is relevant for the rough-
ening transition, and that �R is somewhere near
�d = 2

c . Indeed, approximate methods, used by Weeks
and co-workers give some evidence for the existence
of such a �R and suggest a value slightly smaller
than �d = 2

c , as shown in Table 1. To this day,
however, there appears to be no proof of the fact
that �R >�c, that is, that the roughening transition
for the three-dimensional Ising model really occurs.

At present one is able to study the roughening
transition rigorously only for some simplified mod-
els with a restricted set of admissible microscopic
interfaces. Moreover, the closed contours, describing
the defects above and below �, are neglected, so that
these two regions have the constant configurations 1
or �1, and one has U�(�) = 0 in eqn [9].

The best known of these models is the classic SOS
(solid-on-solid) model in which the interfaces � have
the property of being cut only once by all vertical
lines of the lattice. This means that � is the graph of
a function that can equivalently be used to define
the possible configurations of �. If � contains the
horizontal face with center (i1, i2, i3 � 1=2), then

Table 1 Some temperature values

d = 3 �cJ 
 0:22 approximate critical temperature

d = 3 �RJ 
 0:41 conjectured roughening temperature

d = 2 �cJ = 0:44 exact critical temperature
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the value at (i1, i2) of the associated function is

(i1, i2) = i3.

The proof that the SOS model with the boundary
condition (	) has a roughening transition is a highly
nontrivial result due to Fröhlich and Spencer. When
� is small enough, the fluctuations of � are of orderffiffiffiffiffiffiffiffiffi

ln L
p

(in a cubic box of side L).
Moreover, other interface models, with additional

conditions on the allowed microscopic interfaces,
are exactly solvable. The BCSOS (body-centered
SOS) model, introduced by van Beijeren, belongs to
this class. It is, in fact, the first model for which the
existence of a roughening transition has been
proved. More recently, also the TISOS (triangular
Ising SOS) model, introduced by Blöte and Hilhorst
and further studied by Nienhuis and co-workers, has
been considered in this context.

The interested reader can find more information
and references, concerning the subject of this
section, in the review article by Abraham (1986).

Wetting Phenomena

Next we consider the Ising model over a plane
horizontal substrate (also called a wall) and study
the difference of surface tensions which governs the
wetting properties of this system.

We first describe the approach developed by
Fröhlich and Pfister (1987) and briefly report some
results of their study. We consider the model on the
semi-infinite lattice

L0 ¼ fi 2 Z3: i3 � 0g ½12�

A magnetic field, K � 0, is added on the boundary
sites, i3 = 0, which describes the interaction with the
substrate, supposed to occupy the complementary
region L n L0.

We constrain the model in the finite box �0= � \ L0,
with � as above, and impose the value of the spins
outside. The Hamiltonian becomes

Hw
�0 ð��0 j��Þ¼ �J

X
hi;ji\�0 6¼;

�ðiÞ�ðjÞ �K
X

i2�0;i3¼0

�ðiÞ ½13�

Here ��0 represents the configuration inside �0, the
pairs hi, ji are contained in L0, and �(i) = ��(i) when
i 62 �0, the configuration �� being the given boundary
condition (see Figure 2). The corresponding parti-
tion function is denoted by Zw��(�0).

Since there are two pure phases in the model, we
must consider two surface free energies, or surfaces
tensions, �wþ and �w�, between the wall and the
positive or negative phase present in the bulk. They
are defined through the choice of the boundary

condition, ��(i) = 1 or ��(i) =�1, for all i 2 L0. Let us
consider first the case of the (�) boundary condition.

The surface free energy contribution per unit area
due to the presence of the wall, when we have the
negative phase in the bulk, is

�w�ð�;KÞ

¼ lim
L1;L2!1

lim
L3!1

� 1

�L1L2
ln

Zw�ð�0Þ
Z�ð�Þ1=2

½14�

The division by Z�(�)1=2 allows us to subtract from
the total free energy, ln Zw�(�0), the bulk term and
all boundary terms which are not related to the
presence of the wall. The existence of limit [14]
follows from correlation inequalities, and we have
�w� � 0.

One can prove, as well, the existence of the Gibbs
state �w� of the semi-infinite system, associated to
the (�) boundary condition. This state is the limit of
the finite volume Gibbs measures ��0 (��0 j(�))
defined by the Hamiltonian [13]. It describes the
local equilibrium properties of the system near
the wall, when deep inside the bulk the system is
in the negative phase. Similar definitions give the
surface tension �wþ and the Gibbs state �wþ,
corresponding to the boundary condition ��(i) = 1,
for all i 2 �0.

We remark that the states �wþ and �w� are invariant
by translations parallel to the plane i3 = 0, and
introduce the magnetizations, mw�(z) =�w�(�(z)),
where z denotes the site (0, 0, z), mw�= mw�(0), and

–

–

K W

+

+
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+

+

–

–

Figure 2 Boundary conditions for the cubic lattice. Above, the

box � with the (	) and (step) boundary conditions. Below, the

box �0 and the wall W with the (w �) boundary conditions.
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similarly mwþ(z) and mwþ. Their connection with
the surface free energies is given by the formula

�w�ð�;KÞ � �wþð�;KÞ

¼
Z K

0

ðmwþð�; sÞ �mw�ð�; sÞÞ ds ½15�

We mention in the following theorem some
results of Fröhlich and Pfister’s study. Here �	 is,
as before, the usual surface tension between the
two pure phases of the system, for a horizontal
interface.

Theorem 3 With the above definitions, we have

�w�ð�;KÞ � �wþð�;KÞ � �	ð�Þ ½16�

mwþð�;KÞ �mw�ð�;KÞ � 0 ½17�

and the difference in [17] is a monotone decreasing
function of the parameter K. Moreover, if mwþ= mw�,
then the Gibbs states �wþ and �w� coincide.

The proof is a subtle application of correlation
inequalities. Since, from Theorem 3, the integrand in
eqn [15] is a positive and decreasing function, the
difference �� = �w� � �wþ is a monotone increasing
and concave (and hence continuous) function of the
parameter K. On the other hand, one can prove that
�� = �	, if K � J. This justifies the following
definition:

Kwð�Þ ¼ minfK : ��ð�;KÞ ¼ �þ�ð�Þg ½18�

In the thermodynamic description of wetting, the
partial-wetting regime is characterized by the strict
inequality in [16]. Equivalently, by K<Kw(�). We
must have then mwþ 6¼ mw�, because of eqn [15].
This shows that, in the case of partial wetting, �wþ

and �w� are different Gibbs states.
The complete-wetting regime is characterized by the

equality in [16], that is, by K � Kw(�). Then, we have
mwþ= mw�, and taking into account the last statement
in Theorem 3, also �wþ=�w�. This last result implies
that there is only one Gibbs state. Thus, complete
wetting corresponds to unicity of the Gibbs state.

In this case, we also have lim mw�(z) = m�, when
z!1, because this is always true for mwþ(z). This
indicates that we are in the positive phase of the
system although we have used the (�) boundary
condition, so that the bulk negative phase cannot
reach the wall anymore. The film of positive phase,
which wets the wall completely, has an infinite
thickness with respect to the unit lattice spacing, in
the thermodynamic limit.

When �=1, only a few particular ground con-
figurations contribute to the partition functions,
such as the configuration �(i) =�1 for the partition

function Zw�, etc., and we obtain �� = 2K and
�	= 2J. For nonzero but low temperatures, the
small perturbations of these ground states have to be
considered, a problem that can be treated by the
method of cluster expansions. In fact, the corre-
sponding defects can be described by closed con-
tours as in the case of pure phases.

Theorem 4 For K< J, the functions ��w�(�, K)
and ��wþ(�, K) are analytic at low temperatures,
that is, provided that � (J � K) � c2, where c2 is a
given constant. Moreover, mwþ(z) and mw�(z) tend,
respectively, to m� and to �m�, when z!1,
exponentially fast.

The last statement in Theorem 4 tells us that the
wall affects only a layer of finite thickness (with
respect to the lattice spacing). From a macroscopic
point of view, the negative phase reaches the wall,
and we are in the partial-wetting regime. Indeed, a
strict inequality holds in [16].

Thus, for K< J there is always partial wetting at
low temperatures. Then the following question arises:

Question 2 Is there a situation of complete wetting
at higher temperatures? It is understood here that K
takes a fixed value, characteristic of the substrate,
such that 0<K< J.

This is known to be the case in dimension d = 2,
where the exact value of Kw(�) can be obtained
from Abraham’s solution of the model:

cosh 2�Kw ¼ cosh 2�J � e�2�J sinh 2�J

Then complete wetting occurs for � in the interval
�c <� � �w(K), where �c is the critical inverse
temperature and �w(K) is the solution of Kw(�) = K.
The case d = 2 has been reviewed in Abraham
(1986).

To our knowledge, the above question remains an
open problem for the Ising model in dimension
d = 3. The problem has, however, been solved for
the simpler case of a SOS interface model. In this
case, a nice and rather brief proof of the following
result has been given by Chalker (1982): one has
mwþ= mw�, and hence complete wetting, if

2�ðJ � KÞ<� lnð1� e�8�JÞ

It is very plausible that a similar statement is valid
for the semi-infinite Ising model and, also that
Chalker’s method could play a role for extending the
proof to this case, provided an additional assump-
tion is made. Namely, that � is sufficiently large,
and hence J � K small enough, in order to insure the
convergence of the cluster expansions and to be able
to use them.
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Equilibrium Crystals

The shape of an equilibrium crystal is obtained,
according to thermodynamics, by minimizing the
surface free energy between the crystal and the
medium, for a fixed volume of the crystal phase.
Given the orientation-dependent surface tension
�(n), the solution to this variational problem,
known under the name of Wulff construction, is
the following set:

W ¼ fx 2 R3: x � n � �ðnÞ for all ng ½19�

Notice that the problem is scale invariant, so that if we
solve it for a given volume of the crystal, we get the
solution for other volumes by an appropriate scaling.
We notice also that the symmetry �(n) = �(�n) is not
required for the validity of formula [19]. In the present
case, �(n) is obviously a symmetric function, but
nonsymmetric situations are also physically interesting
and appear, for instance, in the case of a drop on a wall
discussed in the last section.

The surface tension in the Ising model between
the positive and negative phases has been defined in
eqn [7]. In the two-dimensional case, this function
�(n) has (as shown by Abraham) an exact expression
in terms of some Onsager’s function. It follows (as
explained in Miracle-Sole (1999)) that the Wulff
shape W, in the plane (x1, x2), is given by

cosh�x1 þ cosh �x2 � cosh2 2�J= sinh 2�J

This shape reduces to the empty set for � � �c, since
the critical �c satisfies sinh 2J�c = 1. For �>�c, it is
a strictly convex set with smooth boundary.

In the three-dimensional case, only certain inter-
face models can be exactly solved (see the section
‘‘Gibbs states an d interfa ces’’). Consi der the Ising
model at zero temperature. The ground configura-
tions have only one defect, the microscopic interface
�, imposed by the boundary condition (	, n). Then,
from eqn [9], we may write

�ðnÞ ¼ lim
L1;L2!1

n3

L1L2
ðE�ðnÞ � ��1N�ðnÞÞ ½20�

where E� = 2Jj�j is the energy (all � have the
same minimal area) and N� the number of
ground states. Every such � has the property of
being cut only once by all straight lines orthogo-
nal to the diagonal plane i1 þ i2 þ i3 = 0, provided
that nk > 0, for k = 1, 2, 3. Each � can then be
described by an integer function defined on a
triangular plane lattice, the projection of the
cubic lattice L on the diagonal plane. The model
defined by this set of admissible microscopic

interfaces is precisely the TISOS model. A similar
definition can be given for the BCSOS model that
describes the ground configurations on the body-
centered cubic lattice.

From a macroscopic point of view, the roughness
or the rigidity of an interface should be apparent
when considering the shape of the equilibrium
crystal associated with the system. A typical equili-
brium crystal at low temperatures has smooth plane
facets linked by rounded edges and corners. The
area of a particular facet decreases as the tempera-
ture is raised and the facet finally disappears at a
temperature characteristic of its orientation. It can
be argued that the disappearance of the facet
corresponds to the roughening transition of the
interface whose orientation is the same as that of the
considered facet.

The exactly solvable interface models mentioned
above, for which the function �(n) has been
computed, are interesting examples of this behavior,
and provide a valuable information on several
aspects of the roughening transition. This subject
has been reviewed by Abraham (1986), van Beijeren
and Nolden (1987), and Kotecky (1989).

For example, we show in Figure 3 the shape
predicted by the TISOS model (one-eighth of the
shape because of the condition nk > 0). In this
model, the interfaces orthogonal to the three
coordinate axes are rigid at low temperatures.

For the three-dimensional Ising model at positive
temperatures, the description of the microscopic
interface, for any orientation n, appears as a very
difficult problem. It has been possible, however,
to analyze the interfaces which are very near to
the particular orientations n0, discussed in the

3

21

Figure 3 Cubic equilibrium crystal shown in a projection

parallel to the (1,1,1) direction. The three regions (1, 2, and 3)

indicate the facets and the remaining area represents a curved

part of the crystal surface.
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section ‘‘Gibbs states and interfa ces.’’ This analys is
allows us to determine the shape of the facets in a
rigorous way.

We first observe that the appearance of a facet
in the equilibrium crystal shape is related, according
to the Wulff construction, to the existence of a
discontinuity in the derivative of the surface
tension with respect to the orientation. More
precisely, assume that the surface tension satisfies
the convexity condition of Theorem 1, and let this
function �(n) = �(�,
) be expressed in terms of the
spherical coordinates of n, the vector n0 being taken
as the x3-axis. A facet orthogonal to n0 appears in
the Wulff shape if and only if the derivative
@�(�,
)=@� is discontinuous at the point �= 0,
for all 
. The facet F � @W consists of the points
x 2 R3 belonging to the plane x3 = �(n0) and such
that, for all 
 between 0 and 2�,

x1 cos
þ x2 sin
 � @�ð�; 
Þ=@�j�¼0þ ½21�

The step free energy is expected to play an
important role in the facet formation. It is defined
as the free energy associated with the introduction
of a step of height 1 on the interface, and can be
regarded as an order parameter for the roughening
transition. Let � be a parallelepiped as in the section
‘‘Pure phases an d surface tension, ’’ and intr oduce
the (step, m) boundary conditions (see Figure 2),
associated to the unit vectors m = ( cos
, sin
) 2
R2, by

��ðiÞ ¼
1 if i > 0 or if i3 ¼ 0 and

i1m1 þ i2m2 � 0

�1 otherwise

8><
>: ½22�

Then, the step free energy per unit length for a step
orthogonal to m (with m2 > 0) on the horizontal
interface, is

� stepð
Þ

¼ lim
L1!1

lim
L2!1

lim
L3!1

� cos


�L1
ln

Zstep;mð�Þ
Z	;n0ð�Þ ½23�

A first result concerning this point was obtained
by Bricmont and co-workers, by proving a correla-
tion inequality which establish � step(0) as a lower
bound to the one-sided derivative @�(�, 0)=@� at
�= 0þ (the inequality extends also to 
 6¼ 0). Thus,
when � step > 0, a facet is expected.

Using the perturbation theory of the horizontal
interface, it is possible to also study the microscopic
interfaces associated with the (step, m) boundary
conditions. When considering these configurations,

the step may be viewed as an additional defect on
the rigid inte rface described in the section ‘‘Pure
phases and surface tension .’’ It is, in fact , a long wall
going from one side to the other side of the box �.
The step structure at low temperatures can then be
analyzed with the help of a new cluster expansion.
As a consequence of this analysis, we have the
following theorem.

Theorem 5 If the temperature is low enough, that
is, if �J � c3, where c3 is a given constant, then the
step free energy, � step(
), exists, is strictly positive,
and extends by positive homogeneity to a strictly
convex function. Moreover, �� step(
) is an analytic
function of �= e�2J�, for which an explicit conver-
gent series expansion can be found.

Using the above results on the step structure,
similar methods allow us to evaluate the increment
in surface tension of an interface tilted by a very
small angle � with respect to the rigid horizontal
interface. This increment can be expressed in terms
of the step free energy, and one obtains the
following relation.

Theorem 6 For �J � c3, we have

@�ð�; 
Þ=@�j�¼0þ ¼ � stepð
Þ ½24�

This relation, together with eqn [21], implies that
one obtains the shape of the facet by means of the
two-dimensional Wulff construction applied to the
step free energy. The reader will find a detailed
discussion on these points, as well as the proofs of
Theorems 5 and 6, in Miracle-Sole (1995).

From the properties of � step stated in Theorem 5,
it follows that the Wulff equilibrium crystal presents
well-defined boundary lines, smooth and without
straight segments, between a rounded part of the
crystal surface and the facets parallel to the three
main lattice planes.

It is expected, but not proved, that at a higher
temperature, but before reaching the critical
temperature, the facets associated with the Ising
model undergo a roughening transition. It is then
natural to believe that the equality [24] is true for
any � larger than �R, allowing us to determine the
facet shape from eqns [21] and [24], and that for
� � �R, both sides in this equality vanish, and
thus, the disappearance of the facet is involved.
However, the condition that the temperature is
low enough is needed in the proofs of Theorems 5
and 6.

See also: Dimer Problems; Phase Transitions in
Continuous Systems; Phase Transition Dynamics;
Two-Dimensional Ising Model; Wulff Droplets.
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Introduction

Stochastic differential equations (SDEs) appear
today as a modeling tool in several sciences as
telecommunications, economics, finance, biology,
and quantum field theory.

An SDE is essentially a classical differential
equation which is perturbed by a random noise.
When nothing else is specified, SDE means in fact
ordinary SDE; in that case it corresponds to the
perturbation of an ordinary differential equation.
Stochastic partial differential equations (SPDEs) are
obtained as random perturbation of partial differ-
ential equations (PDEs).

One of the most important difference between
deterministic and stochastic ordinary differential
equations is described by the so-called Peano type
phenomenon. A classical differential equation with
continuous and linear growth coefficients admits
global existence but not uniqueness as classical
calculus text books illustrate studying equations of
the type

dX

dt
ðtÞ ¼

ffiffiffiffiffiffiffiffiffiffi
XðtÞ

p
; Xð0Þ ¼ 0

However, if one perturbs the right member of the
equality with an additive Gaussian white noise (�t)
(even with very small intensity), then the problem

becomes well stated. A similar phenomenon happens
with linear PDEs of evolution type perturbed with a
spacetime white noise.

SDEs constitute a vast subject and account for an
incredible amount of relevant contributions. We try
to orientate the reader about the main axes trying to
indicate references to the different subfields. We will
prefer to refer to monographs when available,
instead of articles.

Motivation and Preliminaries

In the whole article T will be a strictly positive real
number. Let us consider continuous functions
b : Rþ � Rd!Rd, a : Rþ � Rd�m!Rd and x0 2 Rd.
We consider a differential problem of the following
type:

dXt

dt
¼ bðt;XtÞ

X0¼ x0

½1�

Let (�,F , P) be a complete probability space.
Suppose that previous equation is perturbed by a
random noise (�t)t�0. Because of modeling reasons it
could be reasonable to suppose (�t)t�0 satisfying the
following properties.

1. It is a family of independent random variables
(r.v.’s)

2. (�t)t�0 is ‘‘stationary’’, that is, for any positive
integer n, positive reals h, t0, t1, . . . , tn, the law of
(�t0þh, . . . , �tnþh) does not depend on h.
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More precisely we perturb eqn [1] as follows:

dXt

dt
¼ bðt;XtÞ þ aðt;XtÞ�t

X0 ¼ x0

½2�

We suppose for a moment that d = m = 1. In reality no
reasonable real-valued process (�t)t�0 fulfilling pre-
vious assumptions exists. In particular, if process (�t)
exists (resp. (�t) exists and each �t is a square-
integrable r.v.), then the process cannot have contin-
uous paths (resp. it cannot be measurable with respect
to �� Rþ). However, suppose that such a process
exists; we set Bt =

R t
0 �sds. In that case, properties (1)

and (2) can be translated into the following on (Bt).

(P1) It has independent increments, which means
that for any t0, . . . , tn, h � 0, Bt1þh � Bt0þh, . . . ,
Btnþh � Btn�1þh are independent r.v.’s.

(P2) It has stationary increments, which means that
for any t0, . . . , tn, h � 0, the law of (Bt1þh�
Bt0þh, . . . ,Btnþh�Btn�1þh) does not depend on h.

On the other hand, it is natural to require that

(C1) B0 = 0 a.s.,
(C2) it is a continuous process, that is, it has

continuous paths a.s.

Equation [2] should be rewritten in some integral form

Xt ¼ X0 þ
Z t

0

bðs;XsÞds

þ
Z t

0

aðs;XsÞdBs ½3�

Clearly the paths of process (Bt) cannot be differ-
entiable, so one has to give meaning to integralR t

0 a(s, Xs)dBs. This will be intended in the ‘‘Itô’’
sense, see considerations below.

An important result of probability theory says
that a stochastic process (Bt) fulfilling properties P1,
P2 and C1, C2 is essentially a ‘‘Brownian motion’’.
More precisely, there are real constants b, � such
that Bt = bt þ �Wt, where (Wt) is a classical Brow-
nian motion defined below.

Definition 1

(i) A (continuous) stochastic process (Wt) is called
classical ‘‘Brownian motion’’ if W0 = 0 a.s.,
it has independent increments and the law of
Wt �Ws is a Gaussian N(0, t � s) r.v.

(ii) A m-dimensional Brownian motion is a vector
(W1, . . . , Wm) of independent classical Brow-
nian motions.

Let (F t)t�0 be a filtration fulfilling the usual
conditions, see (Karatzas and Shreve (1991, section 1.1).

There one can find basic concepts of the theory of
stochastic processes as the concept of adapted,
progressively measurable process. An adapted pro-
cess is also said to be nonanticipating towards the
filtration (F t) which represents the state of the
information at each time t. A process (Xt) is said to
be adapted if for any t, Xt is F t-measurable. The
notion of progressively measurable process is a slight
refinement of the notion of adapted process.

Definition 2

(i) A (continuous) (F t) adapted process (Wt) is called
(classical) (F t)-Brownian motion if W0 = 0, if
for any s < t Wt �Ws is an N(0, t � s) distrib-
uted r.v. which is independent of F s.

(ii) An (F t)-m-dimensional Brownian motion is a
vector (W1, . . . , Wm) of (F t)-classical indepen-
dent Brownian motions.

From now on, we will consider a probability
space (�,F , P) equipped with a filtration (F t)t�0

fulfilling the usual conditions. From now on all the
considered filtrations will have that property.

Let W = (Wt)t�0 be an (F t)t�0-m-dimensional clas-
sical Brownian motion. In Karatzas and Shreve (1991,
chapter 3) and Revuz and Yor (1999, chapter 4), one
introduces the notion of stochastic Itô integral
announced before. Let Y = (Y1, . . . , Ym) be a progres-
sively measurable m-dimensional process such thatR T

0 kYsk2ds <1, then the Itô integral
R T

0 YsdWs is well
defined. In particular the indefinite integral

R �
0 YsdWs is

an (F t)-progressively measurable continuous process.
If Y is an Rd�m matrix-valued process, the integralR t

0 YsdWs is componentwise defined and it will be a
vector in Rd. The analogous of differential calculus in
the framework of stochastic processes is Itô calculus,
see again Karatzas and Shreve (1991, chapter 3) and
Revuz and Yor (1999, chapter 4). Important tools are
the concept of quadratic variation [X] of a stochastic
process when it exists. For instance, the quadratic
variation [W]t of a classical Brownian motion equals t.
If Mt =

R t
0 YsdWs, then [M]t =

R t
0 kYsk2ds. One cele-

brated theorem of P Lévy states the following: if (Mt)
defines a continuous (F t)-local martingale such that
[Mt] � t, then M is an (F t)-classical Brownian motion.
That theorem is called the ‘‘Lévy characterization
theorem of Brownian motion.’’ Itô formula constitutes
the natural generalization of fundamental theorem of
differential calculus to the stochastic calculus. Another
significant tool is Girsanov theorem; it states essen-
tially the following: suppose that the following so-
called ‘‘Novikov condition’’ is verified:

E exp
1

2

Z T

0

kYtk2

� �
dt

� �
<1
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Then the process ~Wt = Wt þ
R t

0 Ysds, t 2 [0, T] is
again an m-dimensional (F t)-classical Brownian
motion under a new probability measure Q on
(�,FT) defined by

dQ ¼ dP exp

Z t

0

YsdWs �
1

2
kYsk2ds

� �

Let � be an F 0-measurable r.v., for instance, � �
x 2 Rd. We are interested in the SDE

dXt ¼ aðt;XtÞ dWt þ bðt;XtÞ dt

X0¼ �
½4�

Definition 3 A progressively measurable process
(Xt)t2[0, T] is said to be solution of [4] if a.s.

Xt ¼ Zþ
Z t

0

aðt;XtÞ dWt þ
Z t

0

bðt;XtÞ dt

8t 2 ½0;T�
½5�

provided that the right-hand side member makes
sense. In particular, such a solution is continuous.
The function a (resp. b) is called the diffusion (drift)
coefficient of the SDE. a and b may sometimes be
allowed to be random; however, this dependence
has to be progressively measurable. Clearly, we can
define the notion of solution (Xt)t�0 on the whole
positive real axis.

We remark that those equations are called Itô
SDEs. A solution of previous equation is named
diffusion process.

The Lipschitz Case

The most natural framework for studying the
existence and uniqueness for SDEs appears when
the coefficients are Lipschitz.

A function � : [0, T]� Rm�!Rd is said to have
‘‘polynomial growth’’ (with respect to x uniformly in
t), if for some n there is a constant C > 0 with

sup
t2½0;T�

k�ðt; xÞk � Cð1þ kxknÞ ½6�

The same function is said to have ‘‘linear growth’’ if
[6] holds with n = 1. A function � : Rþ � Rm!Rd is
said to be ‘‘locally Lipschitz’’ (with respect to
x uniformly in t), if for every t 2 [0, T], K > 0,
�j[0, T]�[�K, K] is Lipschitz (with respect to x uniformly
with respect to t).

Let a : Rþ �Rd�m�!Rd, b : Rþ �Rd�!Rd, be
Borel functions, � an Rd-valued r.v. F 0-measurable
and (Wt)t�0 be a m-dimensional (F t)-Brownian
motion.

Classical fixed-point theorems allow to establish
the following classical result.

Theorem 1 We suppose a and b locally Lipschitz
with linear growth. Let � be a square-integrable r.v.
that is F 0-measurable. Then [4] has a unique
solution X. Moreover,

E sup
t�T
jXtj2

 !
<1

Remark 1

(i) Equation [4] can be settled similarly by putting
initial condition x at some time s. In that case
the problem is again well stated. If � � x is a
deterministic point of Rd, then we will often
denote by Xs, x the solution of that problem.

(ii) If the coefficients are only locally Lipschitz, the
equation may be solved until a stopping time. If
d = 1, it is possible to state necessary and sufficient
conditions for nonexplosion (Feller test).

(iii) The theorem above admits several generaliza-
tions. For instance, the Brownian motion can be
replaced by general semimartingales, (possibly
with jumps as Lévy processes).

An important role of diffusion processes is the fact
that they provide probabilistic representation to
PDEs of parabolic (and even elliptic) type. We will
only mention here the parabolic framework.

We denote A(t, x) = a(t, x)a(t, x)	, where 	 means
transposition for matrices. (t, x)!A(t, x) = (Aij(t, x))
is a d � d matrix-valued function. Let us consider also
continuous functions k : [0, T]� Rd!Rd, g : [0, T]�
Rd!Rd with polynomial growth or non-negative.

Given a solution of [4], we can associate its
generator (Lt, t 2 [0, T]) setting

Ltf ðxÞ ¼
1

2

Xd

i;j¼1

Aijðt; xÞ@2
ij f ðxÞ þ bðt; xÞ � rf ðxÞ

Feynman–Kac theorem is stated below and it
provides probabilistic representation of an asso-
ciated parabolic linear PDEs.

Theorem 2 Suppose there is a function v : [0, T[�
Rd!Rd continuous with polynomial growth of
class C1, 2([0, T]� Rd) satisfying the following
Cauchy problem:

ð@tvþ LtÞv� kv ¼ g

vðT; xÞ ¼ f ðxÞ
½7�

Then

vðs; xÞ¼E f ðXTÞ exp �
Z T

s

kð�;X�Þ d�
� ��

�
Z T

s

gðt;XtÞ exp �
Z t

s

kð�;X�Þ d�
� �

dt

�
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for (s, x) 2 [0, T]� Rd, where X = Xs, x. In particu-
lar, such a solution is unique.

Remark 2

(i) In order to obtain ‘‘classical solutions’’ of the
above Cauchy problem, one needs some condi-
tions. It is the case, for instance, when the
following ellipticity condition holds on A:

9c>0; 8ðt;xÞ2 ½0;T��Rn; 8ð�1; . . . ;�nÞ2Rn

Xd

i;j

Aijðt;xÞ�i�j� c
Xd

i¼1

j�ij2 ½8�

In the degenerate case, it is possible to deal with
viscosity solutions, in the sense of P L Lions.
This theorem establishes an important link
between deterministic PDEs and SDEs.

(ii) A natural generalization of Feynman–Kac theo-
rem comes from the system of forward–backward
SDEs in the sense of Pardoux and Peng.

(iii) Other types of probabilistic representation do
appear in stochastic control theory through the
so-called verification theorems, see for instance,
Fleming and Soner (1993) and Yong and Zhou
(1999). In that case, the (nonlinear) Hamilton–
Jacobi–Bellmann deterministic equation is
represented by a controlled SDE.

(iv) Another bridge between nonlinear PDEs and
diffusions can be provided in the framework of
interacting particle systems with chaos propaga-
tion, see Graham et al. (1996) for a survey on
those problems. Among the most significant
nonlinear PDEs investigated probabilistically, we
quote the case of porous media equations. For
instance, for a positive integer m, a solution to

@tu ¼ 1
2 @

2
xxðu2mþ1Þ ½9�

can be represented by a (nonlinear) diffusion of
the type, see Benachour et al. (1996),

d Xt ¼ umðs;XsÞ dWt

uðt; �Þ ¼ law density of Xt

½10�

Different Notions of Solutions

Let a and b as at the beginning of the previous
section. Let (�,F , P) be a probability space, a
filtration (F t)t�0 fulfilling the usual conditions, an
(F t ) t � 0 -cl assical Bro wnian motion (W t )t � 0 . Let � be
an F 0 -me asurable r.v. In the section ‘‘Mot ivation
and preliminar ies,’’ we defined the notion of so lu-
tion of the following equation:

d Xt ¼ bðt;XtÞ dt þ aðt;XtÞ dWt

X0 ¼ �
½11�

This equation will be denoted by E(a, b) (without initial
condition). However, as we will see, the general
concept of solution of an SDE is more sophisticated
and subtle than in the deterministic case. We distin-
guish several variants of existence and uniqueness.

Definition 4 (Strong existence). We will say that
equation E(a, b) admits strong existence if the
following holds. Given any probability space
(�,F , P), a filtration (F t)t�0, an (F t)t�0-Brownian
motion (Wt)t�0, an F 0-measurable and square-
integrable r.v. �, there is a process (Xt)t�0 solution
to E(a, b) with X0 = � a.s.

Definition 5 (Pathwise uniqueness). We will say
that equation E(a, b) admits pathwise uniqueness if
the following property is fulfilled. Let (�,F , P) be a
probability space, a filtration (F t)t�0, an (F t)t�0

Brownian motion (Wt)t�0. If two processes X, ~X are
two solutions such that X0 = ~X0 a.s., then X and ~X
coincide.

Definition 6 (Existence in law or weak existence).
Let � be a probability law on Rd. We will say that
E(a, b; �) admits weak existence if there is a
probability space (�,F , P), a filtration (F t)t�0, an
(F t)t�0-Brownian motion (Wt)t�0, and a process
(Xt)t�0 solution of E(a, b) with � being the law of X0.

We say that E(a, b) admits weak existence if
E(a, b; �) admits weak existence for every �.

Definition 7 (Uniqueness in law). Let � be a
probability law on Rd. We say that E(a, b; �) has a
unique solution in law if the following holds. We
consider an arbitrary probability space (�,F , P) and
a filtration (F t)t�0 on it; we consider also another
probability space (�̃, ~F , ~P) equipped with another
filtration ( ~Ft)t�0; we consider an (F t)t�0-Brownian
motion (Wt)t�0, and an ( ~Ft)t�0-Brownian motion
( ~Wt)t�0; we suppose having a process (Xt)t�0 (resp. a
process ( ~Xt)t�0) solution of E(a, b) on the first (resp.
on the second) probability space such that both the
law of X0 and ~X0 are identical to �. Then X and ~X
must have the same law as r.v. with values in
E = C(Rþ) (or C[0, T]).

We say that E(a, b) has a unique solution in law if
E(a, b; �) has a unique solution in law for every �.

There are important theorems which establish
bridges among the preceding notions. One of the
most celebrated is the following.

Proposition 1 (Yamada–Watanabe). Consider the
equation E(a, b).

(i) Pathwise uniqueness implies uniqueness in law.
(ii) Weak existence and pathwise uniqueness imply

strong existence.
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A version can be stated for E(a, b; �) where � is a
fixed probability law.

Remark 3

(i) If a and b are locally Lipschitz with linear
growth, Theorem [1] implies that E(a, b) admits
strong existence and pathwise uniqueness.

(ii) If a and b are only locally Lipschitz, then
pathwise uniqueness is fulfilled.

Existence and Uniqueness in Law

A way to create weak solutions of E(1, b) when
(t, x)! b(t, x) is Borel with linear growth is the
Girsanov theorem. Suppose d = 1 for simplicity. Let
us consider an (F t)-classical Brownian motion (Xt).
We set

Wt ¼ Xt �
Z t

0

bðs;XsÞds

Under some suitable probability Q, (Wt) is an (F t)-
classical Brownian motion. Therefore, (Xt) provides
a solution to E(1, b; �0).

We continue with an example where E(a, b) does
not admit pathwise uniqueness, even though it
admits uniqueness in law.

Example 1 We consider the stochastic equation

Xt ¼
Z t

0

signðXsÞdWs ½12�

with

signðxÞ ¼ 1 if x � 0
�1 if x < 0

�

It corresponds to E(a, b; �0) with b = 0 and
a(x) = sign(x).

If (Wt)t�0 is an (F t)-classical Brownian motion,
then (Xt)t�0 is (F t)t�0-continuous local martingale
vanishing at zero such that [X]t � t. According to
Lévy characterization theorem stated earlier, X is an
(F t)t�0-classical Brownian motion. This shows in
particular that E(a, b; �0) admits uniqueness in law.
In the sequel, we will show that E(a, b; �0) also
admits weak existence.

Let now (�,F , P) be a probability space, an
(F t)t�0-classical Brownian motion with respect to a
filtration and (Xt)t�0 such that [12] is verified. Then
~Xt =�Xt can also be shown to be a solution.
Therefore, E(a, b; �0) does not admit pathwise
uniqueness.

We continue stating a result true in the multi-
dimensional case.

Proposition 3 (Stroock–Varadhan). Let � be a
probability on Rd such thatZ

R

kxk2m�ðdxÞ < þ1 ½13�

for a certain m > 1. We suppose that a, b are
continuous with linear growth. Then E(a, b; �)
admits weak existence.

From now on, a function � : [0, T]� Rm!Rd will
be said Hölder-continuous if it is Hölder-continuous
in the space variable x 2 Rm uniformly with respect
to the time variable t 2 [0, T].

Stroock and Varadhan (1979) also provide the
following result, which is an easy consequence of
their theorem 7.2.1.

Proposition 4 We suppose a, b both Hölder-
continuous, bounded such that condition; [8] is
fulfilled. Then SDE E(a, b; �) admits weak uniqueness.

Remark 4

(i) The Hölder condition and [8] in Proposition 4
may be relaxed and replaced with the solva-
bility of a Cauchy problem of a parabolic PDE
with suitable terminal value.

(ii) In the case d = 1, if a, b are bounded and just
Borel with [8] for x on each compact, then
E(a, b; �) admits weak existence and uniqueness
in law. See Stroock and Varadhan (1979,
exercises 7.3.2 and 7.3.3).

(iii) If d = 2, the same holds as at previous point
provided that moreover a does not depend on
time.

We proceed with some more specifically unidi-
mensional material stating some results from
K J Engelbert and W Schmidt, who furnished
necessary and sufficient conditions for weak exis-
tence and uniqueness in law of SDEs.

For a Borel function � : R!R, we first define

Zð�Þ ¼ fx 2 Rj�ðxÞ ¼ 0g

then we define the set I(�) as the set of real numbers
x such that Z xþ"

x�"

dy

�2ðyÞ ¼ 1; 8" > 0

Proposition 5 (Engelbert–Schmidt criterion). Sup-
pose that a : R!R, that is, does not depend on time
and we consider the equation without drift E(a, 0).

(i) E(a, 0) admits weak existence (without explo-
sion) if and only if

IðaÞ 
 ZðaÞ ½14�
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(ii) E(a, 0) admits weak existence and uniqueness in
law if and only if

IðaÞ ¼ ZðaÞ ½15�

Remark 5

(i) If a is continuous then, [14] is always verified.
Indeed, if a(x) 6¼ 0, there is " > 0 such that

jaðyÞj > 0; 8y 2 ½x� ";xþ "�

Therefore, x cannot belong to I(a).
(ii) Equation [14] is verified also for some discon-

tinuous functions as, for instance, a(x) =
sign(x). This confirms what was affirmed
previously, that is, the weak existence (and
uniqueness in law) for E(a, 0).

(iii) If a(x) = 1{0}(x), [14] is not verified.
(iv) If a(x) = jxj�,� � 1=2, then

ZðaÞ ¼ IðaÞ ¼ f0g

So there is at most one solution in law for
E(a, 0).

(v) The proof is technical and makes use of
Lévy characterisation theorem of Brownian
motion.

Results on Pathwise Uniqueness

Proposition 6 (Yamada–Watanabe). Let a, b : Rþ�
R!R and consider again E(a, b). Suppose b
globally Lipschitz and h : Rþ!Rþ strictly increas-
ing continuous such that

(i) h(0) = 0;
(ii)

R "
0 (1/h2)(y)dy =1, 8" > 0; and

(iii) ja(t, x)� a(t, y)j � h(x� y).

Then pathwise uniqueness is verified.

Remark 6

(i) In Proposition 6, one typical choice is
h(u) = u�,� > 1=2.

(ii) Pathwise uniqueness for E(a, b) holds therefore
if b is globally Lipschitz and a is Hölder-
continuous with parameter equal to 1/2.

Corollary 1 Suppose that the assumptions of
Proposition 6 are verified and a, b continuous with
linear growth. Then E(a, b; �) admits strong exis-
tence and pathwise uniqueness, whenever � verifies
condition [13].

Proof It follows from Propositions 6 and 3
together with Proposition 1 (ii). &

Remark 7 Suppose d = 1. Pathwise uniqueness for
E(a, b) also holds under the following assumptions.

(i) a, b are bounded, a is time independent and
a � const. > 0, h as in Proposition 6. This result
has an analogous form in the case of spacetime
white noise driven SPDEs of parabolic type, as
proved by Bally, Gyongy, and Pardoux in 1994.

(ii) a independent on time, b bounded and a �
const. > 0; moreover, ja(x)� a(y)j2 � jf (y)�
f (x)j and f is increasing and bounded.

For illustration we provide some significant
examples.

Example 2

Xt ¼
Z t

0

jXsj� dWs; t � 0 ½16�

We set a(x) = jxj�, 0 < � < 1. This is equation
E(a, 0) with a(x) = jxj�. According to Engelbert–
Schmidt notations, we have Z(a) = {0}. Moreover

(i) If � � 1=2, then I(a) = {0}.
(ii) If � < 1=2 then I(a) = ;.

Therefore, according to Proposition 5, E(a, 0) admits
weak existence. On the other hand, if � � 1=2,

jx� � y�j � hðjx� yjÞ ½17�

where h(z) = z�. According to Proposition 6, [16]
admits pathwise uniqueness and by Corollary [1],
also strong existence. The unique solution is X � 0.

If � < 1=2, X � 0 is always a solution. This is not
the only one; even uniqueness in law is not true.

Example 3 Let a(x) =
ffiffiffiffiffiffi
jxj

p
, b Lipschitz. Then

E(a, b) admits strong existence and pathwise unique-
ness. In fact, a is Hölder-continuous with parameter
1/2 and the second item of Remark 6 applies; so
pathwise uniqueness holds. Strong existence is a
consequence of Propositions 3 and 1 (ii).

An interesting particular case is provided by the
following equation. Let x0, �, � � 0, k 2 R. The
following equation admits strong existence and
pathwise uniqueness.

Zt ¼ x0 þ �
Z t

0

ffiffiffiffiffiffiffiffi
jZsj

p
dWs þ

Z t

0

ð� � kXsÞ ds

t 2 ½0;T� ½18�

Equation [18] is widely used in mathematical finance
and it constitutes the model of Cox–Ingersoll–Ross:
the solution of the mentioned equation represents the
short interest rate.

Consider now the particular case where k = 0,
�= 2. According to some comparison theorem for
SDEs, the solution Z is always non-negative and
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therefore the absolute value may be omitted. The
equation becomes

Zt ¼ x0 þ 2

Z t

0

ffiffiffiffiffi
Zs

p
dWs þ �t ½19�

Definition 8 The unique solution Z to

Zt ¼ x0 þ 2

Z t

0

ffiffiffiffiffi
Zs

p
dWs þ �t ½20�

is called ‘‘square �-dimensional Bessel process’’
starting at x0; it is denoted by BESQ�(x0); for fine
properties of this process, see Revuz and Yor (1999,
ch. IX.3).

Since Z � 0, we call �-dimensional Bessel process
starting from x0 the process X =

ffiffiffiffi
Z
p

. It is denoted
by BES�(x0).

Remark 8 Let d � 1. Let W = (W1, . . . , Wd) be a
classical d-dimensional Brownian motion. We set
Xt = kWtk. (Xt)t�0 is a d-dimensional Bessel process.

Remark 9 If � > 1, it is possible to see that

Xt ¼Wt þ
� � 1

2

Z t

0

ds

Xs

The Case with Distributional Drift

Pioneering work about diffusions with generalized
drift was presented by N I Portenko, but in the
framework of semimartingale processes. Recently,
some work was done characterizing solutions in the
class of the so-called Dirichlet processes, with some
motivations in random irregular environment.

A useful transformation in the theory of SDE is
the so-called ‘‘Zvonkin transformation.’’ Let (Wt) be
an (F t)-classical Brownian motion. Let a (resp. b) :
R!R (resp. C1) be locally bounded. We suppose
moreover a > 0. We fix x0 2 R. Let (Xt)t�0 be a
solution of

Xt ¼ x0 þ
Z t

0

bðXsÞ ds

þ
Z t

0

aðXsÞ dWs ½21�

We set

�ðxÞ ¼
Z x

0

2b

a2
ðyÞ dy

and we define h : R!R such that

hð0Þ ¼ 0; h0 ¼ e��

h is strictly increasing. We set ~a(x) = (ah0)(h�1(x)),
where h�1 is the inverse of h. We set Yt = h(Xt).

Without entering into details, the classical Itô
formula allows to show that (Yt) defines a solution of

dYt ¼ ~aðYtÞ dWt

Y0 ¼ hðx0Þ
½22�

Now, eqn [22] fulfills the requirements of the
Engelbert–Schmidt criterion so that it admits weak
existence and uniqueness in law. Consequently,
unless explosion, one can easily establish the same
well-posedness for [21].

Zvonkin transformation also allows to prove
strong existence and pathwise uniqueness results
for [21]; for instance, when

� a has linear growth, and
�

y!
Z y

0

bðsÞ
a2ðsÞ ds

is a bounded function.

In fact, problem [22] satisfies pathwise uniqueness
and strong existence since the coefficients are
Lipschitz with linear growth. Therefore, one can
deduce the same for [21].

Veretennikov generalized Zvonkin transformation
to the d-dimensional case in some cases which
include the case a = 1 and b bounded Borel.

Zvonkin’s procedure suggests also to consider a
formal equation of the type

dXt ¼ dWt þ �0ðXtÞ dt ½23�

where � is only a continuous function and so b = �0

is a Schwartz distribution; � could be, for instance,
the realization of an independent Brownian motion
of W. Therefore, eqn [23] is motivated by the study
of irregular random media. When �= 1, b = �0, SDE
[22], h0= e�2� still makes sense.

Using the Engelbert–Schmidt criterion, one can see
that problem [22] still admits weak existence and
uniqueness in the sense of distribution laws. If Y is a
solution of [22], X = h�1(Y) provides a natural
candidate solution for [21]. R F Bass, Z-Q Chen and
F Flandoli, F Russo, and J Wolf investigated general-
ized SDEs as [23]: in particular, they made previous
reasoning rigorous, respectively, in the case of strong
and weak solutions, see Flandoli et al. (2003).

Connected Topics

We aim here at giving some basic references about
topics which are closely connected to SDEs.

Stochastic Partial Differential Equations (SPDEs)

If a SDE is a random perturbation of an ordinary
differential equation, an SPDE is a random
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perturbation of a PDE. Several studies were
performed in the parabolic (evolution equation)
and hyperbolic case (wave equation). Most of the
work was done in the case of a fixed underlying
probability spaces. We only quote two basic
monographies which should be consulted at first
before getting into the subject: the one of Walsh
(1986) and the one of Da Prato and Zabczyk
(1992).

However, it was possible to establish some results
about weak existence and uniqueness in law for
SPDEs. One possible tool was a generalization of
Girsanov theorem to the case of Gaussian spacetime
white noise. Weak existence for the stochastic
quantization equation was proved with the help of
infinite-dimensional Dirichlet forms by S Albeverio
and M Röckner.

We also indicate a beautiful recent monography
by Da Prato (2004) which pays particular attention
to Kolmogorov equations with infinitely many
variables.

Numerical Approximations

Relevant work was done in numerical approxima-
tion of solutions to SDEs and related approxima-
tions of solutions to linear parabolic equations
via Feynman–Kac probabilistic representation, see
Theorem 2). It seems that the stochastic simulations
(of improved Monte Carlo type and related topics)
for solving deterministic problems are efficient when
the space dimension is greater than 4.

Malliavin Calculus

Malliavin calculus is a wide topic (see Malliavin
Calculus). Relevant applications of it concern
stochastic (ordinary and partial) differential equa-
tions. We only quote a monography of Nualart
(1995) on those applications. Two main objects
were studied.

� Given a solution of an SDE, (Xt), sufficient
conditions so that Xt, t > 0, has a (smooth)
density p(t, � ). Small-time asymptotics of this
density, when t! 0, and small-drift perturbation
were performed, refining Freidlin–Ventsell large-
deviation estimates.
� Coming back to SDE [11], one can conceive to

consider coefficients a, b nonadapted with respect
to the underlying filtration (F t). On the other
hand, the initial condition � may be anticipating,
that is, not F 0-measurable. In that case, the Itô
integral

R t
0 a(s, Xs)dWs is not defined. A replace-

ment tool is the so-called ‘‘Skorohod integral.’’

Rough Paths Approach

A very successful and significant research field is the
rough path theory. In the case of dimension d = 1,
Doss–Sussmann method allows to transform the
solution of an SDE into the solution of an ordinary
(random) differential equation. In particular, that
solution can be seen as depending (pathwise)
continuously from the driving Brownian motion
(Wt) with respect to the usual topology of C([0, T]).
Unless exceptions, this continuity does not hold in
case of general dimension d > 1. Rough paths
theory, introduced by T Lyons, allows to recover
somehow this lack of continuity and establishes a
true pathwise stochastic integration.

SDEs Driven by Non-semimartingales

At the moment, there is a very intense activity
towards SDEs driven by processes which are not
semimartingales. In this perspective, we list SDEs
driven by fractional Brownian motion with the help
of rough paths theory, using fractional and Young
type integrals and involving finite cubic variation
processes. Among the contributors in that area we
quote L Coutin, R Coviello, M Errami, M Gubinelli,
Z Qian, F Russo, P Vallois, and M Zähle.

See also: Fractal Dimensions in Dynamics; Image
Processing: Mathematics; Interacting Stochastic Particle
Systems; Lagrangian Dispersion (Passive Scalar);
Malliavin Calculus; Path Integrals in Noncommutative
Geometry; Quantum Dynamical Semigroups; Quantum
Fields with Indefinite Metric: Non-Trivial Models; Random
Dynamical Systems; Random Walks in Random
Environments; Stochastic Hydrodynamics; Stochastic
Resonance.
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Introduction

Mathematical models in hydrodynamics are intro-
duced to describe the motion of fluids. The basic
equations for Newtonian incompressible fluids are
the Euler and the Navier–Stokes equations, for
inviscid and viscous fluids, respectively. For a given
set of body forces acting on the fluid, these
nonlinear partial differential equations (PDEs)
model the evolution in time of the velocity and
pressure at each point of the fluid, given the initial
velocity and suitable boundary conditions (see
Partial Differential Equations: Some Examples).
The equations of hydrodynamics offer challenging
mathematical problems, like proving the existence
and uniqueness of solutions, determining their
regularity, their asymptotic behavior for large time,
and their stability. To gain some insight into the
behavior of fluids, stochastic analysis is introduced
into hydrodynamics. In fact, there are various
attempts to describe turbulent regime (see Turbu-
lence Theories). But, analyzing individual solutions
that determine the flow at any time, for a given
initial condition, is a desperate task, since the
dynamics in a turbulent regime is chaotic and highly
unstable. This is a particular chaotic motion with
some characteristic statistical properties (see Monin
and Yaglom (1987)). The aim of a statistical
description of turbulent flow is to single out some

relevant collective properties of the flow that,
hopefully, make it possible to grasp the salient
features of the dynamics. In this sense, stochastic
hydrodynamics is germane to the kinetic gas theory.
In the next section we shall review a typical topic of
stochastic hydrodynamics, the evolution of prob-
ability measures. Results on stationary probability
measures will be given in the subsequent sections.

Another characteristic of turbulent flows is the lack
of space regularity of the velocity field. We shall
introduce in the section ‘‘The stochastic Navier–
Stokes equations’’ a stochastic model of turbulence,
which exhibits lack of regularity of the solutions.

The Euler equations are a singular limit of the
Navier–Stokes equations, since they are first order,
instead of second-order PDEs. It is little surprise if they
involve different mathematical techniques. A full sec-
tion will be devoted to a discussion of Euler equations
and another to the Navier–Stokes equations. Statistics
of an inviscid flow, when approximated by vortex
motion, will be described in the final section.

Statistical Solutions

Let u(t, x) be the fluid velocity at time t and point
x 2 D � Rd; since the initial velocity is always
affected by experimental errors, it is reasonable to
assign a measure � determining the probability that
the initial velocity belongs to a Borel set � of the
space H of all admissible velocity fields u = u(x).

A spatial statistical solution is a family of
probability measures 	(t, �), t � 0, each supported

Stochastic Hydrodynamics 71



on the set H such that, given any Borel set � in H,
we have

Probfuðt;xÞ 2 �g ¼ �ðt;�Þ; 8t > 0 ½1�

with the initial condition �(0, �) = �(�). The con-
struction and analysis of statistical solutions �(t, �) is
one of the crucial mathematical problems in
stochastic hydrodynamics (see, e.g., Vishik and
Fursikov (1988)).

Hopf gave the first mathematical formulation of
the problem of describing turbulent flows by
statistical solutions. The first result on the existence
of statistical solutions is by Foias in 1973. Hopf
(1952) presented an equation in variational deriva-
tives satisfied by the characteristic functional �(t,�)
of the family of measures �(t, �) associated with the
Navier–Stokes equations. The characteristic func-
tional �(t,�) is the Fourier transform of the measure
�(t, �):

�ðt; �Þ ¼
Z

H

eih�;ui�ðt; duÞ ½2�

defined for any smooth test function �.
We now derive the evolution equation for �(t,�),

by assuming that the dynamics takes place in the
phase space H and follows the nonlinear equation

du

dt
¼ FðuÞ ½3�

If uv(t) is the solution started from v at time t = 0,
then its probability distribution is represented by
the time-evolved measure �(t, �). Therefore, we
have thatZ

H

eih�;ui�ðt; duÞ ¼
Z

H

eih�;uvðtÞi�ð0; dvÞ ½4�

Differentiating in time, we obtain

d

dt
�ðt; �Þ ¼

Z
H

eih�;uvðtÞiih�; FðuvðtÞÞi�ð0; dvÞ

¼ i

Z
H

eih�;vih�; FðvÞi�ðt; dvÞ ½5�

The last integral is uniquely determined by �, since
the measure �(t, �) is uniquely determined by �(t,�).
We denote by ��(t,�) the last integral in [5]. The
evolution equation thus obtained for the character-
istic functional � is

d

dt
�ðt; �Þ ¼ i��ðt; �Þ; 8� ½6�

This is called the Hopf equation associated with the
dynamical system [3].

Another way to analyze the evolution of measures
is through the moments; instead of the measure �(t, �)

describing the spatial statistical solution, we deal with
the moments of �(t, �) of any order. For a nonlinear
dynamics [3], the moments equations are an infinite
chain of coupled equations, the so-called Friedman–
Keller equations.

A prominent role among statistical solutions is
played by stationary solutions. They contain all the
statistical information in the case of equilibrium in
time. We have that the characteristic functional of
an invariant measure is constant in time. Therefore,

d

dt
�ðt; �Þ ¼ 0

Bearing in mind equation [5], this is equivalent
to say that the signed measure h�, F(v)i�(t, dv) vani-
shes, for any test function � and time t. Setting t = 0,
we obtain that an invariant measure � in the space
H satisfies the Liouville equationZ

H

h�ðvÞ;FðvÞi d�ðvÞ ¼ 0 ½7�

for appropriate test functions �. This equation is
also called the relation of infinitesimal invariance
and the measure � is said to be infinitesimally
invariant.

The stationary measures are natural candidates to
describe the statistical asymptotic behavior of the
system when t!1. Notice that, in a chaotic system
two motions that are arbitrarily close to one another at
t = 0 can evolve in completely different ways. So, to
describe satisfactorily the dynamics we take average
over a big number of experiments. This is the so-called
ensemble average. These averages are assumed to be
with respect to an invariant measure �. The invariant
measures must exist and either they are unique or at
most one has physical meaning and enters in the
functional integral defining the ensemble average.
According to the ergodic principle (an assumption not
yet proved in hydrodynamics), ensemble averages
replace long-time averages: for every initial velocity
field v, except for a set of initial values negligible in
some sense, the time average of an observable  tends,
as time goes to infinity, to the ensemble average

lim
T!1

1

T

Z T

0

 ðuvðtÞÞ dt ¼
Z

H

 d� ½8�

However, it is extremely difficult to prove the
existence of stationary probability measures for the
Navier–Stokes equations solving directly equation
[7]. The situation is formally the same as in
equilibrium statistical mechanics, where the Liouville
equation is in fact solved, leading to the Boltzmann–
Gibbs distribution. However, the results in statistical
hydrodynamics are far from being satisfactory.
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Recent studies to prove the existence of invariant
measures for the Navier–Stokes equations are based
on stochastic models (see the section ‘‘The stochastic
Navier–Stokes equations’’). On the other hand, for
the Euler equations it is possible to construct
formally invariant measures, by means of invariant
quantities of the classical motion (see the next
section).

Finally, we point out that there are techniques
using invariant measures to show some results for
the time evolution (e.g., the motion exists for almost
all initial values with respect to an invariant
measure).

The Euler Equations

We start recalling some basic facts on Euler
equations (see Incompressible Euler Equations:
Mathematical Theory).

The motion of an inviscid, incompressible, and
homogeneous fluid is described by the Euler
equations, which in Eulerian coordinates read as

@u

@t
þ u � rð Þuþrp ¼ f

r � u ¼ 0

u � n ¼ 0 on @D

in D ½9�

where, at time t � 0 and position x 2 D, u = u(t, x)
is the vector velocity, p = p(t, x) the hydrodynamic
pressure. The units have been chosen so that the
mass density �= 1. r denotes the nabla vector
operator so

u � r ¼
Xd

j¼1

uj
@

@xj

r � u ¼
Xd

j¼1

@uj

@xj

rp ¼ @p

@x1
; . . . ;

@p

@xd

� �

Finally, f denotes the external force. If the spatial
domain D has a boundary @D, then the velocity is
assumed to be tangent to the boundary (n denotes
the exterior normal vector to the boundary). Some
initial condition u0 at time t = 0 is assigned.

When f = 0, there are invariant quantities for
system [9]. In the literature, there are many works
suggesting a Gaussian stationary statistics (see, e.g.,
the paper by Kraichnan (1980)). We consider
invariants that are quadratic in the velocity so as

to construct (formally) invariant measures of Gibbs
type: the energy

EðuÞ :¼ 1

2

Z
D

juj2 dx

and, only in the two-dimensional case (d = 2), the
enstrophy

SðuÞ :¼ 1

2

Z
D

jcurl uj2 dx

(with curl u=r? �u� @u2=@x1�@u1=@x2 for d=2).
It is natural to look for velocity fields in the

following function spaces: the space H0 of finite
kinetic energy and the space H1 of finite enstrophy.
Clearly, the admissible fields should also obey the
boundary conditions and divergence-free condition.
If P is the projection operator onto the space of
divergence-free vectors, and B is the bilinear form
B(u, v) := P[(u � r)v], the Euler equations can be
given the structure of an evolution,

du

dt
¼ �Bðu; uÞ ½10�

obtained by applying the projection operator P to
the first equation in [9]. The pressure disappears and
can be regarded as a Lagrange multiplier associated
with the divergence-free constraint (r � u = 0); it can
be fully recovered once the velocity field is known.
The dynamics is considered in the phase space of
divergence-free velocity vectors H (a large space
containing H0 and H1), which is an infinite-
dimensional functional space. More precisely, iden-
tifying H0 with its dual (H0)0, we introduce the
Gelfand’s triplet

H1 � H0 � ðH1Þ0 ¼ H�1

The space H�, with �= 1, 2, . . . , are the usual
Sobolev spaces but with the additional divergence-
free and boundary conditions. For � > 0 noninteger,
the spaces H� are defined by interpolation, whereas
those with � < 0 by duality. As usual, regularity in
space is related to the spaces H� with higher
exponent �. We have that H = [�2R H�.

Invariance of E and S can be proved resorting to
eqn [9] and assuming that u is a smooth vector field.
For instance,

d

dt
EðuðtÞÞ ¼ d

dt

1

2

Z
D

juj2 dx ¼
Z

D

u � @u

@t
dx

¼ �
Z

D

u � ½ðu � rÞu� dx�
Z

D

u � rp dx
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By integrating by parts and bearing in mind the
divergence-free condition and the boundary condi-
tion, we conclude that

d

dt
EðuÞ ¼ 0

In the same way, the invariance of S can be proved.
As a consequence, the following Gibbs measures

which are defined on the space H

�EðduÞ ¼ 1

ZE
e�EðuÞ du

�SðduÞ ¼ 1

ZS
e�SðuÞ du

½11�

are heuristically invariant in time. In [11], Z. are the
partition functions, that is, they are normalization
constants needed to guarantee that �E and �S are
genuine probability measures (e.g., ZE =

R
H e�E(u)du).

Actually, these measures � solve the Liouville
equation Z

H

h�ðuÞ;Bðu; uÞid�ðuÞ ¼ 0 ½12�

for any test function �, cylindrical, infinitely differ-
entiable, bounded, and with bounded derivatives.

On the other hand, the (global and not only
infinitesimal) invariance means that if there exists a
global flow in time which is well defined in a phase
space of full measure �, then the measure � is invariant
under this dynamics. The measures �E and �S are
centered Gaussian measures whose support is in a
space larger than H0, as can be proved by standard
methods in the theory of Gaussian measures on
infinite-dimensional spaces. By the very definition, �E
is a cylindrical measure in H0 and �S is cylindrical in
H1. Then the support of �E is any Hilbert space ~H such
that H0 � ~H is a Hilbert–Schmidt embedding, and the
support of �S is any space ~H such that H1 � ~H is a
Hilbert–Schmidt embedding. When the spatial dimen-
sion d is 2, supp(�E)= \�<�1 H� and supp(�S)= \�<0

H�. When d is 3, supp(�E)= \�<�3=2 H�.
Moreover, �E(H

0) =�S(H
0) = 0, that is, the space

of finite energy H0 is negligible with respect to these
measures. Let us show this property for the
‘‘enstrophy measure’’ �S when d = 2. Let {ej}

1
j = 1 be

a complete orthonormal system in H0. Hence, for
u =

P
j ujej, we have kuk2

H0 =
P

j jujj2 and kuk2
H1 =P

j �jjujj2 (with 0 < �1 	 �2 	 � � � and �j 
 j as
j ! 1). Keeping in mind its definition, the measure
�S can be considered as a measure on the space of
the sequences {uj}j and written as an infinite product
of one-dimensional centered Gaussian measures

�SðduÞ ¼ �j
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

2	��1
j

q e�ð�j=2Þjujj2 duj ½13�

The energy is

EðuÞ ¼ 1

2

X
j

jujj2

and the renormalized energy is

: E : ðuÞ ¼ 1

2

X
j

jujj2 �
Z
jujj2�SðduÞ

� �

Since, as can be easily shown
R

(:E : (u))2�S(du)
<1, : E : (u) is finite for �S-almost every u. On the
contrary, since

P
j

R
jujj2�S(du) =

P
j �
�1
j = þ1,

E(u) is infinite for �S-almost every u.
We also note in passing that, for any 
 > 0 and

� > �
 Z
H

e��:E:ðuÞ e
�
SðuÞ

Z
du <1

so that

�
ð�Þ;ð
Þ
S ðduÞ ¼ e��:EðuÞ:�
SðuÞR

e��:EðuÞ:�
SðuÞ du
du ½14�

is a probability measure, which is infinitesimally
invariant for the Euler flow.

Since the space of finite-energy velocity is negligible
with respect to these measures, it is necessary to
replace the classical solutions having finite energy with
generalized solutions. This is not an easy task in the
three-dimensional case, whereas some results have
been proved for the two-dimensional problem, where
the following existence result holds. Let us analyze
the quadratic term B(u, u) =�P[(u � r)u].(u � r)u can
be rewritten as r(u� u), taking in account the
divergence-free condition. Trivially, we have that
r(u� u) =r(u� u� : u� u : ), where : u� u : =R

u � u; �S(du): We consider the quadratic expres-
sion (u� u� : u� u : ). This is integrable with respect
to the measure �S in the sense thatZ

ku� u� : u� u : k2
H�" �SðduÞ <1 ½15�

for any " > 0. We remark that this property is
similar to the integrability of the renormalized
energy, which is a quadratic expression as well.
This implies that the H�1�"-norm of r(u� u) is
integrable with respect to the measure �S. There-
fore, B(u, u) is defined for �S-a.e. u.

Now, let us replace eqn [10] with a system of infinite
equations for all the components uj with respect to
the orthonormal basis {ej}j, obtained by taking the
scalar product with ej of both sides of eqn [10]:

duj

dt
¼ Bjðu; uÞ; j ¼ 1; 2; . . . ½16�
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Each component Bj(u, u) is defined for �S-a.e. u.
These estimates lead to define a weak solution (see
Albeverio and Cruzeiro (1990)):

Theorem 1 Let d = 2. There exists a flow U(t,!)
defined on a probability space (�,F , P) with values
in H�"�1 for any " > 0, U( � ,!) 2 C(R, H�"�1) P-a.e.
!, such that for each component Uj we have

Ujðt; !Þ

¼ Ujð0; !Þ þ
Z t

0

BjðUðs; !Þ;Uðs; !ÞÞds;

P� a:e:!; 8t 2 R

Moreover, the measure �S is invariant under this
flow.

We point out that uniqueness is an open problem
also for d = 2. But already in the classical analysis of
the Euler equations in a bounded domain, unique-
ness for initial velocity of finite energy is not known.
Working with the measure �E is even worse,
especially when d = 3, because its support is a larger
space within which more irregular velocity vectors
live. The more irregular the spaces where the flow
lives, the more difficult is to handle the nonlinear
term B(u, u).

On the other hand, for d = 1, the mathematical
analysis is much easier. For instance, it can be
proved (see Robert (2003)) that the one-dimensional
inviscid Burgers equation on the line

@u

@t
þ @

@x

1

2
u2

� �
¼ 0 ½17�

has intrinsic invariant statistical solution, given by a
class of Lévy’s processes with negative jumps.

The Stochastic Navier–Stokes Equations

The Navier–Stokes equations describe advection
with velocity u and diffusion with kinematic
viscosity � > 0 (see Viscous Incompressible Fluids:
Mathematical Theory)

@u

@t
� ��uþ ðu � rÞuþrp ¼ f

r � u ¼ 0

u ¼ 0 on @D

in D ½18�

where � is the Laplace operator. Nonslip boundary
conditions are assumed. Although the Euler equa-
tions [9] are formally obtained from [18] by setting
�= 0, the presence of the second-order operator
��� makes the analysis needed to prove the
existence, uniqueness, and regularity of solutions

easier than for the Euler equations. However, at
variance with the Euler equations, the Navier–
Stokes equations do not possess invariants, since
the viscosity dissipates energy. Hence, it is difficult
to find explicit expressions of invariant measures for
the deterministic Navier–Stokes equations, except
the trivial invariant measures concentrated on a
stationary solution. However, as soon as a stochastic
force is introduced in these equations, it is possible
to have nontrivial invariant measures. It is impos-
sible to review here the wide literature concerning
the stochastic Navier–Stokes equations and we
confine ourselves to make some remarks. Most
results are concerned with proving the existence
and/or uniqueness of an invariant measure �, with-
out giving an explicit representation, apart some
attempts like Gallavotti (2002), where a formal
representation of stationary distributions is given in
terms of functional integrals. Some properties of the
not explicit invariant measures are given like, for
instance, estimates of moments, exponential conver-
gence of the statistical solution for large time.

Stochastic forces can enter in the Navier–Stokes
equations in different ways. We can consider
randomness in the forcing term, so that the force f
in [18] has a deterministic component which
represents its mean varying slowly and a stochastic
one, which accounts small fluctuations around the
mean and varying very rapidly. Alternatively, since
the molecules are not rigidly connected to one
another in the fluid, they are subjected to fluctua-
tions. A complete description of fluctuations relating
the microscopic and macroscopic motion is not
achieved at present. However, we shall introduce
some models for which rigorous mathematical
results can be proved.

The first part of this section concerns the Navier–
Stokes equations with noise n:

@u

@t
� ��uþ ðu � rÞuþrp ¼ n

r � u ¼ 0
½19�

for which invariant measures exist, one of which can
be ergodic provided that the noise is suitably chosen.
In the second part, a Navier–Stokes-type stochastic
system is described, which has irregular solutions, as
expected in turbulence.

Let us introduce the stochastic Navier–Stokes
equations with time white noise. The first equation
in [19] is an Itô equation:

@tuþ ½���uþ ðu � rÞuþrp� ¼ @tw ½20�

Here w = wð1Þ , . . . , wðdÞ is a Brownian motion, that
is, its time derivative n = @w=@t is a Gaussian
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stochastic field with zero mean and correlation
function given by

E½nðjÞðt; xÞnðkÞðt0; x0Þ�
¼ �jkqðx� x0Þ�ðt � t0Þ ½21�

for j, k = 1, . . . , d.
We shall use the differential form for the Itô

equation [20] always understood in the integral
form

uðtÞ � uð0Þ þ
Z t

0

½���uðsÞ þ ðuðsÞ � rÞuðsÞ

þ rpðsÞ�ds ¼ wðtÞ ½22�

Modeling perturbations by a white noise process
represents the first step to understand how a random
perturbation acts in the mathematical equations,
rather than a good physical or numerical model. The
first results are in a paper by Bensoussan and
Temam (1973).

Obviously, the regularity of the solutions depends
on the spatial covariance q of the noise.

Let us consider the following cases.

� q = �: the noise is white also in space.

An invariant measure is known explicitly. Indeed,
assume periodic boundary conditions on the square
(d = 2) or the cube (d = 3) D, which makes the
spatial domain a torus. In this case, the Euler and
Navier–Stokes equations are set in the same func-
tional spaces. The generator of the stochastic
Navier–Stokes equations [20] corresponds to the
sum of the generator of the Euler equations [9] and
of the stochastic Stokes equations

@tu ¼ ½��u�rp� þ @tw

r � u ¼ 0
½23�

Since the first equation in [23] is linear in the
unknown velocity u, the Stokes system has a unique
invariant measure which is a centered Gaussian
measure. In particular, when the noise is a space-
time white noise and d = 2, this is the invariant
measure [14] of the enstrophy:

�
ð0Þ;ð2�Þ
S ðduÞ ¼ 1

Z
e�2�SðuÞdu

On a bidimensional torus, it is proved that this
measure is not only infinitesimally invariant, but
also globally invariant for a unique flow [20]
defined for �(0), (2�)

S -a.e. initial velocity. We recall
that initial velocities of finite energy are negligible
with respect to the measure �(0), (2�)

S .

� q more regular than above, that is, the noise is
colored in space.

As soon as the forcing term is more regular in space,
the Navier–Stokes system has a solution of finite
energy. These are solutions close to those of the
deterministic equation. Techniques similar to those
used to prove the existence and/or uniqueness of
solutions for the deterministic equations work also
in the stochastic case with an additive noise (or even
a multiplicative noise) to get weak or strong
solutions. Global existence in the space H0 is proved
for d = 2, 3 and uniqueness only for d = 2, as is the
case for the deterministic Navier–Stokes equations.

The interesting feature is that by adding a noise
which acts on all the components with respect to a
Hilbert basis (or at least on many components), the
stochastic Navier–Stokes system has a unique
invariant measure, which is ergodic. This is proved
for the spatial dimension d = 2. By means of the
Krylov–Bogoliubov’s method, existence of at least
an invariant measure is proved by compactness of a
family of averaged measures; the limit measures are
stationary measures. But, when many modes are
perturbed by a noise, there is a mixing effect on the
dynamics, avoiding existence of many stationary
measures. For the spatial dimension d = 2, the best
result in this context is in Hairer and Mattingly
(2004), where the noise acts on very few modes. For
the spatial dimension d = 3, the result in Da Prato
and Debussche (2003) shows the existence of an
invariant measure; even if there is no uniqueness of
the solutions (as in the deterministic case), by a
selection principle, they construct a transition
semigroup, which has a unique invariant measure,
ergodic and strongly mixing.

Mathematical proofs are given for very different
noises. (The reader is urged to consult, among the
others, the papers by E, Mattingly and Sinai; Flandoli
and Maslowski; Mikulevicius and Rozovskii; Vishik
and Fursikov. The latter authors study also statistical
solutions in two and three dimensions. For a kick noise
n =

P
k �(t � k)qk(x) in equations [19], there are results

for d = 2 by Bricmont, Kupiainen and Lefevere; Kuksin
and Shirikyan.)

We conclude that, as far as invariant measures
and their ergodicity are concerned, the stochastic
Navier–Stokes equations have richer results than the
deterministic Navier–Stokes equations. It is appeal-
ing to investigate the limit as the intensity of the
noise goes to zero, so as to recover the deterministic
equation. Now, think of equation [19] with a noise
"n, for n fixed and "! 0. Due to the sensitive
dependence on initial conditions, even a small noise
may have important effects on the dynamics. A
conjecture by Kolmogorov is that the unique
invariant measure �" tends, when "! 0, to a specific
measure, the so-called Kolmogorov measure, which
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would enter into the ergodic principle. This is a
difficult problem, not yet solved.

We also mention the analysis of the inviscid limit.
Kuksin (2004) showed that the solution u� of the
two-dimensional stochastic Navier–Stokes equations

@u

@t
� ��uþ u � rð Þuþrp ¼

ffiffiffi
�
p

n; 0 < � 	 1 ½24�

on the torus converges in distribution to a stationary
solution of the Euler equations. Here n is a random
force white in time and smooth in space. More
precisely, for each subsequence u�j

,

lim
�j!0

lim
T!1

u�j
ðT þ tÞ ¼ UðtÞ ½25�

and almost every trajectory of the nontrivial limit
process U solves the Euler equations [9] without the
forcing term. Moreover, the process U keeps
memory of some features of the noise force n, since
the mean values of the enstrophy and of the energy
of U depend on the noise n.

We now present the second part on stochastic
models for viscous fluids. In his 1884 paper,
Reynolds introduced the decomposition of turbulent
flow into mean and fluctuating flows. The equations
obtained are difficult to study. We shall show now a
tractable model for a one-dimensional problem
(d = 1) with a suitable model of fluctuations.
Decompose the velocity field into the sum of a
mean flow u and a fluctuation �

u ¼ uþ �

The fluctuation is assumed to be highly irregular; it
is reasonable to model it by a stochastic process. If
we choose

� ¼ b
dw

dt

where b is a given velocity field and dw=dt is white
noise, then the motion of the fluid is governed by a
stochastic equation of Itô type. Indeed, the Navier–
Stokes equations are balance equations of linear
momentum:

Du

Dt
¼ ��u�rp ½26�

where Du=Dt is the material time derivative along
the trajectory of a particle which is at time t in
position x(t) moving with velocity u (so
u(x(t)) = (dx=dt)(t)):

Du

Dt
¼ d

dt
uðt; xðtÞÞ ¼ @u

@t
þ ðu � rÞu ½27�

According to the mathematical model for the
fluctuation, we have

dxðtÞ ¼ uðt; xðtÞÞdt þ bðxðtÞÞdwðtÞ ½28�

Therefore, Du is computed by means of Itô’s
formula

Duðt; xðtÞÞ ¼ @u

@t
dt þ

Xd

k¼1

@u

@xk
dxkðtÞ

þ 1

2

Xd

k;s¼1

@2u

@xk@xs
bkbsdt ½29�

This leads to the stochastic Navier–Stokes-type
equations (we neglect the overline symbol)

dtuþ ½���uþ ðu � rÞuþrpþ 1
2 Qu� dt

¼ �ðb � rÞu dwðtÞ
r � u ¼ 0

½30�

where Q is the second-order differential operator
given by the last term in [29].

Rigorous mathematical results for the above
equations have been proved for the one-dimensional
case, that is, the Burgers equations on the line.
Given an initial velocity of finite energy u0 2 H0,
there exists a unique solution u 2 C([0, T]; H0) \
L2(0, T; H1) (P-a.s.). But it can be shown that for a
more regular initial velocity there is no higher
regularity of the solution of eqn [30], if b 6¼ 0. This
means that these stochastic Burgers equations
cannot have too regular nontrivial solutions, as
expected in turbulent motion.

Statistics of Vortices and Bidimensional
Turbulence

Onsager (1949) proposed to investigate bidimen-
sional turbulent flows, extending in a rigorous way
to hydrodynamics the statistical mechanics approach
of Boltzmann. If we are interested in flows of finite
energy, the results of the section ‘‘The Euler
equations’’ provide no answer to the problem.
Another way to proceed is by approximating the
Euler equations in a suitable way. Actually, in a
two-dimensional turbulent flow, there appears a
large-scale organization leading to coherent struc-
tures. These are hydrodynamical vortices, whose
dynamics is governed by the Euler equations.
Onsager suggested to approximate the continuous
Euler equations by a great (but finite) number of
point vortices. This leads to a finite-dimensional
Hamiltonian system, to which the methods of
statistical mechanics can be successfully applied. Of
course, the crucial point is to pass to the limit, to
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recover the continuous system. But there are many
different ways to approximate a continuous vorticity
by a cloud of point vortices and different approx-
imations may lead to very different statistical
equilibrium states.

We present here the approach presented in Lions
(1997). To get an idea of a completely different
approximation, see, for example, Robert (2003).

Let D be a bounded open smooth simply
connected subset of R2. Then there exists a function
 (the stream function) such that u =r? and
 j@D = 0. Given the velocity u, we recover the stream
function by means of the vorticity != curl u =�� ,
so  (x) =

R
D g(x, y)!(y) dy (here g is the Green’s

function of the Laplacian �� and x, y are points in
D). The Euler equations can be written as

@!

@t
þ u � r! ¼ 0

! ¼ curl u
½31�

Consider now a solution given by vorticity concen-
trated in a finite number N of points:

! ¼
XN
i¼1

�i�xiðtÞ ½32�

Here the vortex intensities �i are real values and
xi(t) are distinct points in D for i = 1, . . . , N.

According to the Euler equations, these points evolve
as follows (see also Marchioro and Pulvirenti (1994)):

d

dt
xjðtÞ¼r?xj

XN
l¼1; l 6¼j

�l gðxjðtÞ; xlðtÞÞ

þ �jr?xj
~gðxjÞ; j ¼ 1; . . . ;N ½33�

where ~g is related to the Green’s function g. This is a
Hamiltonian system in DN. Hereafter, we shall
suppose that the vortex intensities are the same
(�i =� 8i), so that the Hamiltonian is

Hðx1; . . . ; xNÞ ¼
1

2

XN
l; j¼1; l 6¼j

gðxj; xlÞ þ
XN
j¼1

~gðxjÞ ½34�

By means of H, we define the canonical Gibbs
measure

�Nðdx1 dx2 � � � dxNÞ

¼ 1

ZðNÞ e�
~��Hðx1;...;xNÞdx1 dx2 � � � dxN ½35�

where Z(N) is the partition function. If Z(N) <1,
then �N is a well-defined probability measure on DN

and, by construction, it is an invariant measure for

system [33]. We can prove that Z(N) is finite for
~�� 2 (�8	=N, 4	), so that it is natural to choose as
a scaling ~��N = �. Hence,

�Nðdx1 dx2 � � � dxNÞ

¼ 1

ZðNÞ e�ð�=NÞH dx1 dx2 � � � dxN ½36�

is considered for �8	 < � 	 0, or � > 0 with
N > �=4	.

Bearing in mind the Onsager approach to approx-
imate the turbulent Euler motion by means of point
vortices, we are interested in the limit as N goes to
þ1, for � fixed in (�8	,þ1). It turns out that,
when the number of point vortices becomes very
large, their statistical behavior corresponds to a very
large number of independent particles moving in a
mean force field that they create.

More precisely, consider �= 1=N, ~�= �. The
empirical measure

1

N

XN
i¼1

�xiðtÞ

describing the vorticity, weakly converges to a
probability density � and each correlation function

�N
j ðx1; � � � ; xjÞ ¼

Z
D

dxjþ1 � � �
Z

D

dxN
1

ZðNÞ e�ð�=NÞH

for j ¼ 1; . . . ;N � 1 ½37�

weakly converges to �j
i = 1�=

Qj
i = 1 �(xi).

The equation satisfied by �, also called the mean-
field equation, is

�ðxÞ ¼ e��UðxÞR
De��UðyÞ dy

;

with UðxÞ ¼
Z

D

gðx; yÞ�ðyÞ dy ½38�

The relation between U and � can also be written as
��U = � in D, U = 0 on @D. We point out that
u =r?U is a stationary solution of the Euler
equations. Indeed, != ��U = � and � is a function
of U, let us say �= F(U). This gives that
r!=rUF0(U) and thus the term u � r! in the
Euler equation [31] vanishes.

It can be proved that there exists a solution of the
mean-field equation when � � 0 or when � < 0 and
D is simply connected. Uniqueness is known in some
cases, for instance, when D is a bounded open
smooth simply connected domain and the velocity is
assumed tangent to the boundary.

There are numerical evidences of this approxima-
tion approach (see references in Lions (1997)
referring to the periodic case). They show that for
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large time and large Reynolds number (viscosity �
close to 0), the vorticity of the solution of the
Navier–Stokes equations appears in a simple and
organized structure. This stays intact until the
viscous dissipation damps it. The important obser-
vation is that the organized structure is described
quite precisely by the solution of the mean-field
equation for some specific �.

Actually, to say that a fluid is inviscid is an
approximation (which may be justified in many
contexts), since every fluid displays some kind of
viscosity. But turbulence is a phenomenon occurring
at very small viscosity. In this sense, the above result
provides a description of stationary regime in an
ideal fluid, which is a good approximation of some
numerical simulations of real fluids. Besides this
good agreement with numerical simulations, there is
no proof on how to deduce the mean-field equation
from the Euler equations (e.g., which parameter �
has to be chosen in eqn [38]?).

Remark The extension of this analysis to three-
dimensional flows involves vortex filaments, instead
of point vortices. There are attempts to describe
interacting vortex filaments as proposed by Chorin.
Idealizations of behavior of vortices are introduced
to have a tractable mathematical model. The reader
is referred to Lions (1997) for a description of nearly
parallel vortex filaments and to Flandoli and Bessaih
(2003) for more realistic filaments which fold.

See also: Cauchy Problem for Burgers-Type Equations;
Hamiltonian Fluid Dynamics; Incompressible Euler
Equations: Mathematical Theory; Malliavin Calculus;
Non-Newtonian Fluids; Partial Differential Equations:
Some Examples; Stochastic Differential Equations;
Turbulence Theories; Viscous Incompressible Fluids:
Mathematical Theory; Vortex Dynamics.
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Introduction

The stochastic Loewner evolution or Schramm–
Loewner evolution (SLE) is a family of random curves
that appear as scaling limits of curves or cluster
boundaries of discrete statistical mechanical models in
two dimensions at criticality. The stochastic Loewner
evolution was introduced by Oded Schramm as a
candidate for the limit of loop-erased random walk
and the boundary of percolation clusters, and it is now
believed that SLE curves appear in most planar critical
systems whose scaling limit satisfies conformal invar-
iance. The curves are defined by solving a Loewner
differential equation with a random input.

Definition

There are three major one-parameter families of SLE
curves – chordal, radial, and whole-plane – which
correspond to curves connecting two boundary points
in a domain, a boundary point and an interior point in
a domain, and two points in C, respectively. The
parameter is usually denoted � > 0. The starting point
for defining SLE is to write down the assumptions
that one expects from a scaling limit, assuming that
the limit is conformally invariant.

In the chordal case, we assume that there is a
family of probability measures {�D(z, w)}, indexed
by simply connected proper domains D � C and
distinct boundary points z, w 2 @D, supported on
continuous curves � : [0, t�] ! �D with �(0) = z,
�(t�) = w, which satisfies the following:

� Conformal invariance. If f : D ! D0 is a con-
formal transformation, then the image of �D(z, w)
under f is the same as �D0 (f (z), f (w)), up to a time
change.
� Conformal Markov property for �D(z, w).

Suppose �[0, t] is known, and let gt be
a conformal transformation of the slit domain
Dn�[0, t] onto D with gt(�(t)) = z, gt(w) = w
(see Figure 1). Then the conditional distribution
on gt � �[t, t�], given �[0, t], is the same, up to a
change of parametrization, as the original dis-
tribution. (Implicit in this is the assumption that
�(t) is on the boundary of Dn�(0, t], which will be
true, e.g., if � is non-self-intersecting and
�(0, t�) � D.)

Using the Riemann mapping theorem, one can see
that such a family {�D(z, w)} is determined (up
to reparametrization) by �H(0,1), where H = {xþ
iy : y > 0} denotes the upper half-plane. Suppose
� : [0,1) ! C is a simple (i.e., no self-intersections)
curve with �(0) = 0, �(0,1) � H, and supt Im
[�(t)] =1. Let Ht = Hn�[0, t]. There is a unique
conformal transformation gt : Ht ! H whose
expansion at infinity is

gtðzÞ ¼ zþ bðtÞ
z
þOðjzj�2Þ; z!1

(see Figure 2). The coefficient b(t), which is some-
times called the half-plane capacity of �[0, t] and
denoted hcap[�[0, t]], is continuous, strictly increas-
ing, and tending to 1. In fact,

bðtÞ ¼ lim
y!1

y E½Im½X� � j X0 ¼ iy�

where Xs denotes a complex Brownian motion and
� = ��[0, t] is the first time s such that Xs 2 R [ �[0, t].
By reparametrizing �, b(t) = 2t. With this parame-
trization, the maps gt satisfy the Loewner differen-
tial equation

_gtðzÞ ¼
2

gtðzÞ �Ut
; g0ðzÞ ¼ z

where U : [0,1)! R is a continuous function with
U0 = 0. In fact, Ut = gt(�(t)). Schramm observed that
the measure �H(0,1), at least if it were supported
on simple curves and the curves were parametrized
using half-plane capacity, would produce a random
Ut. If the assumptions above on {�D(z, w)} are
translated into assumptions on the ‘‘driving func-
tion’’ Ut, one shows readily that Ut must be a
driftless Brownian motion, that is, Ut =

ffiffiffi
�
p

Bt, for a
standard one-dimensional Brownian motion Bt.

Chordal SLE� (in H connecting 0 and 1) is
defined to be the random collection of conformal
maps gt obtained by solving the initial-value problem

_gtðzÞ ¼
2

gtðzÞ �
ffiffiffi
�
p

Bt
; g0ðzÞ ¼ z ½1�

gt

z

w w 
γ (t )

z = gt(γ(t))

Figure 1 The map gt from Dn�[0, t] onto D.
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where Bt is a standard one-dimensional Brownian
motion. Equation [1] is often given in terms of the
inverse ft = g�1

t :

_ftðzÞ ¼ �f 0t ðzÞ
2

z� ffiffiffi
�
p

Bt

This equation describes a random evolution of
conformal maps ft from H into subdomains of H.
For each z 2 �H, the solution of [1] is defined up to a
time Tz 2 [0,1] with Tz > 0 for z 6¼ 0. For fixed
t, gt is the unique conformal transformation of
Ht := {z 2 H : Tz > t} onto H with expansion

gtðzÞ ¼ zþ 2t

z
þ � � � ; z!1

The chordal SLE� path is the random curve
� : [0,1) ! H such that for each t, Ht is the
unbounded component of Hn�[0, t]. It is not
immediate from the definition that such a curve �
exists, but its existence has been proved. If Gt = gt=�,
then we can write eqn [1] as

_GtðzÞ ¼
a

GtðzÞ þWt
½2�

where a = 2=� and Wt :=� ffiffiffi
�
p

Bt=� is a standard
Brownian motion. Then Zz

t := Gt(z)þWt satisfies
the Bessel stochastic differential equation

dZz
t ¼

a

Zz
t

dt þ dWt; Zz
0 ¼ z ½3�

This equation is valid up to time �Tz, which is the
first time that Zz

t = 0.
Although chordal SLE� is defined with a parti-

cular parametrization, one generally thinks of it as a
measure on curves modulo reparametrization. The
scaling properties of Brownian motion imply that
this measure is invariant under dilations of H. If D
is a simply connected domain and z, w are distinct
boundary points of D, chordal SLE� in D connecting
z and w is defined to be the conformal image of
SLE� in H from 0 to 1 under a conformal
transformation of H onto D taking 0 to z and 1
to w. There is a one-parameter family of such

transformations, but the scale invariance of SLE� in
H shows that the image measure is independent of
the choice of transformation.

The geometric and fractal properties of the curve
� vary greatly as the parameter � changes:

� if � � 4, � is a simple curve;
� if 4 < � < 8, � has self-intersections, but is not

space filling; and
� if � 	 8, � is a space filling curve.

To see this, one notes that the conformal Markov
property implies that there can be double points
with positive probability if and only if Tx <1
occurs with positive probability for x > 0. In add-
ition, the curve is space filling if and only if Tz <1
for all z and Tw 6¼ Tz for w 6¼ z. The problem is then
reduced to a problem about the Bessel equation [3]
for which the following holds:

� if a 	 1=2 and z 6¼ 0, the probability that Tz <1
is zero. If a < 1=2, this probability equals 1.
� if 1=4 < a < 1=2, and w, z are distinct points in H,

then there is a positive probability that Tw = Tz.
� if 0 < a � 1=4, then with probability 1, Tw 6¼ Tz

for all w 6¼ z.

This kind of argument is typical when studying
SLE – geometric properties of the curve are
established by analyzing a stochastic differential
equation. The Hausdorff dimension of the path �
is given by

dim½�½0;1Þ� ¼ min 1þ �
8
; 2

n o

The radial Loewner equation describes the evolu-
tion of a curve from the boundary of the unit disk
D = {z : jzj < 1} to the origin. Suppose � : [0,1) !
�D is a simple curve with �(0) = 1, �(0,1) � Dn{0},
and �(t) ! 0 as t ! 1. Let gt be the unique
conformal transformation of Dn�[0, t] onto D such
that gt(0) = 0, g0t(0) > 0. One can check that g0t(0) is
continuous and strictly increasing in t, and hence we
can parametrize � in such a way that g 0t (0) = et.
Using this reparametrization, there is a continuous

U0 Ut

gt

γ (t )

Figure 2 The map gt from Hn�[0,t] onto H:
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Ut : [0,1) ! R with U0 = 0 such that gt satisfies
the radial Loewner equation

_gtðzÞ ¼ gtðzÞ
eiUt þ gtðzÞ
eiUt � gtðzÞ

; g0ðzÞ ¼ z

If z 6¼ 0, then we can define ht(z) = �i log gt(z)
locally near z, and this equation becomes

_htðzÞ ¼ cot
htðzÞ �Ut

2

� �

Radial SLE� (connecting 1 and 0 in D) is obtained
by setting Ut =

ffiffiffi
�
p

Bt. If D is a simply connected
domain, z 2 D, w 2 @D, then radial SLE� in D
connecting w and z is obtained by conformal
transformation using the unique transformation
f of D onto D with f (0) = z, f (1) = w. Again, we
think of this as being defined modulo time change. If
a = 2=� and vt = hat=2, then

_vtðzÞ ¼
a

2
cot

vtðzÞ þWt

2

� �
½4�

where Wt :=� ffiffiffi
�
p

Bt=� is a standard Brownian
motion. If Lz

t = vt(z)þWt, then we get

dLz
t ¼

a

2
cot

Lz
t

2

� �
dt þ dWt

Radial and chordal SLE are closely related. In fact, if
� is a chordal SLE path in H from 0 to 1, �̃ is a
radial SLE path in D from 1 to 0, and � =�i log �̃,
then for small t the distribution of � is absolutely
continuous to the distribution of a (random time
change of) �. Showing this involves understanding
the behavior of the Loewner equation under
conformal transformations. Suppose �, �̃ have been
parametrized as in [2] and [4] with a = 2=�. Let g 
t
be the conformal transformation of Hn�[0, t] onto
H such that

g
t ðzÞ ¼ zþ a
ðtÞ
z
þ � � � ; z!1

and let U
t be the Loewner driving function such that

_g
t ðzÞ ¼
_a
ðtÞ

g
t ðzÞ �U
t

Here a
(t) = hcap[�[0, t]]. If we consider a time
change � such that a
(�(t)) = at and let Ut = ~U�(t)

be the time-changed driving function, Itô’s formula
can be used to show that

dUt ¼ 1
2ð1� 3aÞ Ft dt þ d ~Wt ½5�

where the Ft in the drift term depends on �[0, t] and
is independent of a, and ~W is a standard Brownian

motion. Girsanov’s theorem implies that Brownian
motions with the same variance but different drifts
have absolutely continuous distributions. In parti-
cular, qualitative properties such as existence of
double points or Hausdorff dimension of paths are
the same for radial and chordal SLE. Ut is a driftless
Brownian motion if a = 1=3, �= 6.

Whole-plane SLE� from 0 to 1 is a path
� : (�1,1) ! C with �(�1) = 0, �(1) =1, such
that given �(�1, t], the distribution of �(t,1) is
that of radial SLE� from boundary point �(t) to
interior point1 in the domain Cn�[�1, t]. One can
define whole-plane SLE� connecting two distinct
points in C by conformal transformation.

Locality and Restriction

There are two special values of � :�= 6, a = 1=3 that
satisfies the ‘‘locality’’ property and �= 8=3, a = 3=4
that satisfies the ‘‘restriction’’ property. Suppose � is a
chordal SLE� curve from 0 to 1 in H parametrized
as in [2]. Suppose � :N ! H is a conformal map
taking a neighborhood N of 0 in H to �(N ) and that
locally maps R into R. Let �̃(t) = � � �(t), which is
defined for sufficiently small t. Let g
t be the
conformal transformation of Hn�̃ [0, t] onto H with

g
t ðzÞ ¼ zþ a
ðtÞ
z
þ � � �

and let ~Ut be the driving function such that

_g
t ðzÞ ¼
_a
ðtÞ

g
t ðzÞ � ~Ut

Here a
(t) = hcap[�̃ [0, t]]. If we change time,
�
t = ~��(t), so that a
(�(t)) = at, then an application
of Itô’s formula shows that U
t := ~U�(t) satisfies

dU
t ¼
1

2
ð3a� 1Þ

�00�ðtÞðW�ðtÞÞ
�0�ðtÞðW�ðtÞÞ2

dt þ d ~Wt

Here ~Wt is a standard Brownian motion, �t = g
t �
� � g�1

t , and gt is the conformal map associated to �.
In particular, if a = 1=3, �= 6, U
t is a standard
Brownian motion; hence, ~� 
 has the distribution of
SLE6. The locality property for SLE6 can be stated
as ‘‘the conformal image of SLE6 is (a time change
of) SLE6.’’ Intuitively, the SLE6 path in a restricted
domain does not feel the boundary of the domain
until it reaches it. Radial SLE6 satisfies a similar
locality property. Moreover, [5] can be used to
show that the image of chordal SLE6 under the
exponential map is the same (for small time t) as
radial SLE6. The locality property explains why
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SLE6 is a natural candidate for the boundary of
percolation clusters.

If � � 4, SLE� paths are simple, that is, with no
self-intersections. Suppose A � �Hn{0} is a compact
set such that HnA is simply connected. Let � denote
a chordal SLE� in H connecting 0 and 1 and
let EA be the event EA = {�(0,1) \ A = ;}. Let
�A : HnA! H be the unique conformal transforma-
tion with �A(0) = 0, �A(1) =1, �0A(1) = 1. On
the event EA, we can define �̃(t) = �A � �(t). Chordal
SLE� is said to satisfy the restriction property if the
conditional distribution of �̃ given EA is the same as
(a time change of) �. The only � � 4 that satisfies
this property is �= 8=3. The proof of this fact also
establishes the formula: if � is a chordal SLE8=3

curve in H from 0 to 1, then

Pf�ð0;1Þ \ A ¼ ;g ¼ �0Að0Þ
5=8 ½6�

There is a similar formula for radial SLE8=3, which
establishes a radial restriction property. Suppose
A � �Dn{0, 1} is a compact set such that DnA is
simply connected. Let �A be the unique conformal
transformation of DnA onto D with �A(0), �0A(0) > 0.
Then, if � is a radial SLE8=3 curve from 1 to 0 in D,
then

Pf�ð0;1Þ \ A ¼ ;g ¼ �0Að0Þ
5=48j�0Að1Þj

5=8

The restriction property makes SLE8=3 the candidate
for the scaling limit of self-avoiding walks.

Relation to Conformal Field Theory

The Schramm–Loewner evolution is one of the tools
used to rigorously prove predictions made using
powerful, yet nonrigorous, arguments of conformal
field theory. In conformal field theory, there is a
parameter c, called the central charge, which
classifies theories. To each c � 1, there corresponds
a � � 4 and a ‘‘dual’’ �0= 16=� 	 4:

c ¼ c� ¼
ð8� 3�Þð�� 6Þ

2�

In particular, �= 8=3, �0= 6 corresponds to central
charge zero. It is expected, and has been proved in a
number of cases, that SLE� or SLE�0 curves will
appear in scaling limits of systems with central
charge c�. These systems can also be parametrized
by the boundary scaling exponent or conformal
weight

� ¼ �� ¼
6� �

2�

For �= 8=3, �= 5=8 which is the exponent in [6].

In studying the relationship between SLE and
conformal field theories, two other probabilistic
objects, restriction measures and the (Brownian)
loop soup, arise. An H-hull (connecting 0 and 1) is
an unbounded, connected, closed set K � �H with
K \R = {0} and such that HnK consists of two
connected components, one whose boundary
includes the positive reals and the other whose
boundary includes the negative reals. A (chordal)
restriction measure on hulls K is a probability
measure with the property that for any A as in [6],
the distribution of �A � K given {K \ A = ;} is the
same as the original measure. The (Brownian) loop
measure is a measure on unrooted loops derived
from Brownian bridges. It is the scaling limit of the
measure on random walk loops that gives each
unrooted simple random walk loop of length 2n
measure 4�2n. The loop measure in a bounded
domain is obtained by restricting to loops that stay
in that domain. We can consider this as a measure
on ‘‘hulls’’ by filling in the bounded holes (so that
the complement of the hull is connected). By doing
this we get a family of infinite measures on hulls,
indexed by domains D, and this family satisfies
conformal invariance and the restriction property.
The loop soup with parameter 	 is a Poissonian
realization from this measure with parameter 	.

The set of all restriction measures is parametrized
by � 	 5=8; the �-restriction measure has the
property that

PfK \ A 6¼ ;g ¼ �0Að0Þ
�

For �= 5=8, K is given by the path of SLE8=3. For
integer �, the hull K can be constructed by taking
�-independent Brownian excursions in H (Brownian
motions starting at 0 conditioned to stay in H for all
times), and letting K be the hull obtained by taking
the union of the paths and filling in the bounded
holes. If � � 8=3, c� � 0, then the restriction mea-
sure with exponent �� 	 5=8 can also be con-
structed as follows: take a chordal SLE� path and
an independent realization of the loop soup with
intensity 	� = �c�; add to the SLE path all the
loops in the soup that intersect the SLE� curve; and
then fill in all the bounded hulls. The limiting case
�= 5=8, 	= 0 gives the only measure supported on
simple curves that is also a restriction measure,
SLE8=3.

For 8=3 < � � 4, 0 < c� � 1, it is conjectured,
and proved for small c�, that SLE� curves can be
found by taking a loop soup with parameter 	= c�
and looking at connected curves in the fractal set
given by the complement of the union of all the hulls
generated by the loops.
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Examples

The scaling limit of simple random walk, Brownian
motion, is known to be conformally invariant. A
two-dimensional Brownian bridge or loop is a
Brownian motion, Bt, 0 � t � 1, conditioned so
that B0 = B1. The frontier or outer boundary of the
Brownian motion is the boundary of the unbounded
component of the complement. Benoit Mandelbrot
first observed numerically that the outer boundary
of Brownian motion had fractal dimension �4=3.
Gregory Lawler, Oded Schramm, and Wendelin
Werner used SLE to prove that the boundary has
Hausdorff dimension 4/3. In fact, the outer bound-
ary can be considered as an SLE8=3 loop.

SLE6 and SLE8=3 arise in the scaling limit of
critical percolation on the triangular lattice. Suppose
that each vertex in the upper half-plane triangular
lattice is colored black or white each with a
probability 1/2. Suppose the real line gives a
boundary condition of black on the negative real
line and white on the positive real line. Then if we
represent the vertices in the lattice as hexagons as
in the figure, a curve is formed which is the
boundary between the black and white clusters.
This curve is called the ‘‘percolation exploration
process.’’ Stanislav Smirnov proved that the scaling
limit of this curve is conformally invariant, and from
this it can be concluded that the curve is chordal
SLE6. In particular, the Hausdorff dimension is 7/4
and the scaling limit has double points. In the
scaling limit, the ‘‘outer boundary’’ of this curve has
Hausdorff dimension 4/3 and its dimension is
absolutely continuous with respect to that of
SLE8=3. While this result is expected for other
critical percolation model, such as bond percolation
in Z2 with critical probability 1/2, it has only been
proved for the triangular lattice. Percolation has
central charge 0 and the ‘‘locality’’ property can be
seen in the lattice model. The outer boundary of the
curve has the same distribution as the outer
boundary of a Brownian motion that is reflected at
angle 
=3 off the real line. Locally, the outer
boundary of percolation, the outer boundary of
complex Brownian motion, and SLE8=3 all look the
same, and it is expected that this will also be true for
the scaling limit of self-avoiding walks.

There are three models derived in some way from
simple random walk that have been proved to have
scaling limits of SLE�. The loop-erased random walk
(LERW) in a finite subset V of Z2 connecting two
distinct points is obtained by taking a simple
random walk from one point to the other and
erasing loops chronologically. The LERW is closely
related to uniform spanning trees; in fact, if one

chooses a spanning tree of V from the uniform
distribution on all spanning trees, then the distribu-
tion of the unique path connecting the two points is
exactly that of the LERW (see Figure 3). Another
description of the LERW is as the Laplacian random
walk: the LERW from z to w in V chooses a new
step weighted by the value of the function that is
harmonic on the complement of w and the path up
to that point with boundary values 0 on the path
and 1 on w. The LERW in the discrete upper half-
plane can be obtained by erasing loops from a
simple random walk excursion. The LERW and the
uniform spanning tree are systems with central
charge c = �2. It has been proved that the scaling
limit of the LERW is SLE2; hence, the paths have
Hausdorff dimension 5/8.

There is another path associated to spanning trees
given by the one-to-one correspondence between
spanning trees and Hamiltonian walks on a corre-
sponding directed (Manhattan) lattice on the dual
graph (see Figure 4). If the spanning trees, or
equivalently the Hamiltonian walks, are chosen
using the uniform distribution, then the scaling
limit of this walk is the space-filling curve SLE8.
Note that 2 and 8 are the dual values of � associated
to c =�2.

Figure 3 A spanning tree and the path between two vertices.

If the tree has the uniform distribution, the path has the

distribution of the LERW.

Figure 4 A spanning tree and the corresponding Hamiltonian

walk.
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Another discrete process derived from simple
random walk, the harmonic explorer, has a scaling
limit of SLE4. There is a particular property of SLE�
that leads to the definition of this discrete process.
Consider a chordal SLE� curve, let z 2 H, and let Zz

t

be as in [3] with a = 2=�. Itô’s formula shows that
�t := arg(Zz

t ) satisfies

d�t ¼
1

2
� a

� �
sinð2�tÞ
jZz

t j2
dt � sin �t

jZz
t j

dWt

In particular, �t is a martingale if and only if
a = 1=2, �= 4. The probability that a complex
Brownian motion starting at z 2 H first hits R on
the negative half-line can be shown to be arg (z). If
� � 4, then we can see that �1 equals 0 or 
,
depending on whether z is on the right or left side
of the path �(0,1). For the martingale case �= 4,
�t represents the probability that z is on the left
side of �(0,1), given �(0, t]. The harmonic
explorer is a process on the hexagonal lattice
defined to have this property. In a way similar to
the percolation process, the walk is defined as the
boundary between black and white hexagons on
the triangular lattice. However, when an unex-
plored hexagon is reached in the harmonic
explorer, it is colored black with probability q,
where q is the probability that a simple random
walk on the triangular lattice starting at that
hexagon (considered as a vertex in the triangular
lattice) hits a black hexagon before hitting a white
hexagon. It is not difficult to show that this process
has the property that for z away from the curve,
the ‘‘probability of z ending on the left given the
curve of n steps’’ is a martingale.

There are many other models for which SLE�
curves are expected in the limit, but it has not been
established. The most difficult part is to show the
existence of a limit that is conformally invariant.
One example is the self-avoiding walk (SAW). It is
an open problem to establish that there exists a
scaling limit of the uniform measure on SAWs and
to establish conformal invariance of the limit.
However, the nature of the discrete model is such
that if the limit exists, it must satisfy the restriction
property. Hence, under the assumption of confor-
mal invariance, the only possible limit is SLE8=3.
Numerical simulations strongly support the con-
jecture that SLE8=3 is the limit of SAWs, and this
gives strong evidence for the conformal invariance
conjecture for SAWs. Critical exponents for SAWs
(as well as critical exponents for many other
models) can be predicted nonrigorously from
rigorous scaling exponents for the corresponding
SLE paths.

Generalizations

One of the reasons that the theory of SLE is nice for
simply connected domains is that a simply connected
domain with an arc connected to the boundary of the
domain removed is again simply connected. For
nonsimply connected domains, it is more difficult to
describe because the conformal type of the slit
domain changes as time evolves. In the case of a
curve crossing an annulus, this can be done with an
added parameter referring to the conformal type of
the annulus (two annuli of the form {z : rj < jzj < sj}
are conformally equivalent if and only if
r1=s1 = r2=s2). It is not immediately obvious what
the correct definition of SLE should be in general
domains and, more generally, on Riemann surfaces.
One possibility for � � 4 is to consider a configura-
tional (equilibrium statistical mechanics) view of
SLE. Consider a family of measures {�D(z, w)},
where D ranges over domains and z, w are distinct
boundary points at @D is locally analytic, supported
on simple curves from z to w (modulo time change).
Let �#

D(z, w) =�D (z, w)=j�D(z, w)j be the correspond-
ing probability measures, which may be defined even
if @D is not smooth at z, w. Then the following
axioms should hold:

� Conformal invariance. If f : D ! D0 is a confor-
mal transformation, f � �#

D(z, w) =�#
D0(f (z), f (w)).

� Conformal Markov property.
� Perturbation of domains. Suppose D1 � D and
@D1, @D agree near z, w. Then �D1

(z, w) should
be absolutely continuous with respect to �D(z, w).
Let Y denote the Radon–Nikodym derivative of
�D1

(z, w) with respect to �D(z, w). Then

Yð�Þ ¼ 1f�ð0; t�Þ � D1g FcðD; �;DnD1Þ

where Fc is to be determined. In the case where
D, D1 are simply connected, Fc(D; �, DnD1) =
J(�, D, D1)�c, where J(�, D, D1) denotes the prob-
ability that there is a loop in the Brownian loop
soup in D that intersects both � and DnD1. (There
is no problem defining this quantity in nonsimply
connected domains, but it is not clear that it is the
right quantity.) Here c = c�. The restriction property
tells us that F0 � 1.

� Conformal covariance. If f is as above, @D, @D0 are
smooth near z, w and f (z), f (w), respectively, then

f � �Dðz;wÞ ¼ jf 0ðzÞj�jf 0ðwÞj��D0 ðf ðzÞ; f ðwÞÞ

Here �=�� is the boundary scaling exponent.

See also: Boundary Conformal Field Theory; Percolation
Theory; Random Walks in Random Environments.
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Introduction

The concept of stochastic resonance was introduced
by physicists. It originated in a toy model designed
for a qualitative description of periodicity phenom-
ena in the recurrences of glacial eras in Earth’s
history. It spread its popularity over numerous areas
of natural sciences: neuronal response to periodic
stimuli, variations of magnetization in a ferromag-
netic system, voltage variations in the simple Schmitt
trigger electronic circuit or in more complicated
devices, behavior of lasers in optical bi-stability, etc.
The interest in this ubiquitous phenomenon is
enhanced by signal analysis: an optimal dose of
noise in some system can essentially boost signal
transduction. Noise in this context does not enter the
system as an impurity perturbing its performance, but
on the contrary as a catalyst triggering amplified
stochastic response to weak periodic signals.

The Climate Paradigm

The phenomenon of stochastic resonance was first
discovered in an elementary climate model serving in
an explanation of major transitions in paleoclimatic
time series confining glacial cycles. Data collected
for instance from ice or deep sea cores allow one to

deduce estimates of the average temperature on
Earth over the last 700 000 years. They exhibit
periodic switching between ice and warm ages with
fast spontaneous transitions. The average periodicity
of the glaciation time series obtained is �105 years.
In order to explain temperature variations, Benzi
et al. (1981) introduced random perturbations into
an energy balance model of the Budyko–Sellers type.
This model describes the evolution of the seasonal
and global average temperature X caused by defects
in the balance between incoming and outgoing
radiation

c
dXðtÞ

dt
¼Ein�Eout

where c is the active thermal inertia of the system.
The incoming energy is modeled as proportional
to the ‘‘solar constant’’ Q:

Ein ¼ Q 1þ A cos
2
t

T

� �
; with T
 92 000 years

and A
 0.1% of Q. This exceedingly small varia-
tion of the solar constant is caused by a modulation
of the orbital eccentricity of the Earth’s trajectory
(Figure 1). The outgoing radiation Eout is composed

Figure 1 Modulation of the orbital eccentricity.
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of two essential parts. The first part a(X)Ein is
dominated by the albedo a(X) representing the
proportion of energy reflected back to space. It is a
decreasing function of temperature, due to the
higher rate of reflection from a brighter Earth at
low temperatures implying a bigger volume of ice.
The second part of the outgoing radiation comes
from the fact that the Earth radiates energy like a
black body, and is given by the Boltzmann law �X4,
where � is the Stefan constant. Describing the
balance of energy terms as a slowly and weakly
time-varying gradient of a potential U, the balance
model can be expressed by

dXðtÞ
dt

¼� @U

@x

t

T
;XðtÞ

� �

where the time period 1 is blown up to (large) T by
time scaling. The roles of deep and shallow wells
switch periodically (Figure 2). Since the variation of
the solar constant is extremely small, we can assume
that the height of the barrier between the two wells
is lower-bounded by a positive constant. The system
then admits three steady states two of which are
stable and separated by roughly 10 K. As the solar
constant, they fluctuate slowly and very weakly.
Therefore, this deterministic system cannot account
for climate changes with temperature variations of
�10 K. They can only be explained by allowing
transitions between the two steady states which
become possible by adding noise to the system. In
general, short timescale phenomena such as annual
fluctuations in solar radiation are modeled by
Gaussian white noise of intensity " and lead to
equations of the type

dX"
t ¼ �

@U

@x

t

T
;X"

t

� �
dtþ

ffiffiffi
"
p

dWt ½1�

which are generic for studying stochastic resonance
in numerous physical and biological models. Gen-
erally, the input of noise amplifies a weak periodic
signal by creating trajectories fluctuating randomly
periodically between meta-stable states. An optimal
tuning of noise intensity to period length (‘‘stochas-
tic resonance’’) significantly enhances the response

of the random system to weak perturbations with
long periods.

Strongly Damped Brownian Particle

It is useful to roughly compare solutions of
stochastic differential equations and motions of
Brownian particles in double-well landscapes
(Figure 3) in order to understand properties of
their trajectories (see Schweitzer 2003, Mazo 2002).
As in the previous section, let us concentrate on a
one-dimensional setting, remarking that we shall
give a treatment that easily generalizes to the finite-
dimensional setting. Due to Newton’s law, the
motion of a particle is governed by the impact of
all forces acting on it. Let us denote F the sum of
these forces, m the mass, x the space coordinate, and
v the velocity of the particle. Then

m _v¼ F

Let us first assume the potential to be switched off.
In their pioneering work at the turn of the
twentieth century, Marian v. Smoluchowski and
Paul Langevin introduced stochastic concepts to
describe the Brownian particle motion by claiming
that at time t

FðtÞ¼ ��0vðtÞþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT�0

p
_Wt

The first term results from friction �0 and is velocity
dependent. An additional stochastic force represents
random interactions between Brownian particles and
their simple molecular random environment. The
white noise _W (formal derivative of the Wiener
process) plays the crucial role. The diffusion coefficient
(standard deviation of the random impact) is com-
posed of Boltzmann’s constant kB, friction, and
environmental temperature T. It satisfies the condition
of the fluctuation–dissipation theorem expressing the
balance of energy loss due to friction and energy gain
resulting from noise. The equation of motion becomes

dxðtÞ
dt
¼ vðtÞ

dvðtÞ¼ � �0

m
vðtÞ dtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT�0

p
m

dWt

Figure 2 Deep and shallow wells switching periodically. Figure 3 Brownian particle in a double-well landscape.
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In the stationary regime, the stationary Ornstein–
Uhlenbeck process provides its solution

vðtÞ¼ vð0Þ e�ð�0=mÞt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT�0

p
m

Z t

0

e�ð�0=mÞðt�sÞ dWs

The ratio � := �0=m determines the dynamic behav-
ior. Let us focus on the over-damped situation with
large friction and very small mass. Then for
t>> 1=�= � (relaxation time), the first term in the
expression for velocity can be neglected, while the
stochastic integral represents a Gaussian process. By
integrating, we obtain in the over-damped limit
(�!1) that v and thus x is Gaussian with almost
constant mean

mðtÞ¼ xð0Þþ 1� e��t

�
vð0Þ� xð0Þ

and covariance close to the covariance of white
noise see Nelson (1967):

Kðs; tÞ¼ 2kBT

�0
minðs; tÞþ kBT

�0�
ð�2þ 2e��tþ 2e��s

� e��jt�sj � e��ðtþ sÞÞ

� 2kBT

�0
minðs; tÞ

Hence, the time-dependent change of the velocity of
the Brownian particle can be neglected, the velocity
rapidly thermalizes ( _v� 0), while the spactial coor-
dinate remains far from equilibrium. In the so-called
adiabatic transformation, the evolution of the
particle’s position is thus given by the transformed
Langevin equation

dxðtÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2kBT

p
�0

dWt

Let us next suppose that we have a Brownian
particle in an external field of force (see Figure 3),

generating a potential U(t, x). This leads to the
Langevin equation

dxðtÞ
dt
¼ vðtÞ

m dvðtÞ¼��0 vðtÞdt � @U

@x
ðt; xðtÞÞþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT�0

p
dWt

In the over-damped limit, after relaxation time, the
adiabatic elimination of the fast variables (Gardiner
2004) leads to an equation similar to the one
encountered in the previous section:

dxðtÞ ¼ � 1

�0

@U

@x
ðt; xðtÞÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffi
2kBT

p
�0

dWt

In the particular case of some double-well potential
x!U(t, x) with slow periodic variation, the follow-
ing patterns of behavior of the solution trajectories
will be experienced. If temperature is high, noise has
a predominant influence on the motion, and the
particle often crosses the barrier separating the two
wells during one period. The behavior of the particle
does not seem to be periodic but rather chaotic. If
temperature is small, the particle stays for a very
long time in the starting well, fluctuating weakly
around the equilibrium position. It has too low
energy to follow the periodic variation of the
potential. So in this case too, the trajectories do
not look periodic. Between these two extreme
situations, there exists a regime of noise intensities
for which the energy transmitted by the noise is
sufficient to cross the barrier almost twice per
period. The parameters are then near to the
resonance point and the motion exhibits periodic
switching (Figure 4).

Transition Criteria
and Quasideterministic Motion

Studying stochastic resonance accordingly means
looking for the range of regimes for which periodic
behavior is enhanced and eventually optimal. The
optimal relation between period T and noise
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Figure 4 Resonance pictures for diffusions.
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intensity " emerges in the small noise limit. To
explain this, let us focus on the basic indicator for
periodic transitions – the time the Brownian particle
needs to exit from the starting well, say the left one.
In the ‘‘frozen’’ case, that is, if the time variation of
the potential term is eliminated just by freezing it at
some time s, the asymptotics of the exit time is
derived from the classical large deviation theory of
randomly perturbed dynamical systems (see Freidlin
and Wentzell 1998). Let us assume that U is locally
Lipschitz. We denote by Dl (resp. Dr) the domain
corresponding to the left (resp. right) well and �
their common boundary. The law of the first exit
time �"Dl

= inf {t� 0, X"
t =2Dl} is described by some

particular functional related to large deviation. For
t> 0, we introduce the ‘‘action functional’’ on the
space of continuous functions C([0, t]) on [0, t] by

Ss
tð’Þ¼

1
2

R t
0 _’u þ @U

@x ðs; ’uÞ
� �2

du; if ’ is abs:
continuous

þ1 otherwise

(

which is non-negative and vanishes on the set
of solutions of the ordinary differential equation
_x =�(@U=@x)(s, x). Let x and y2R. In relation with
the action functional, we define the quasipotential

Vsðx;yÞ¼ inffSs
tð’Þ :’2Cð½0; t�Þ; ’0¼x; ’t¼y; t�0g

It represents the minimal work the diffusion starting
in x has to do in order to reach y. To switch wells,
the Brownian particle starting in the left well’s
bottom xl has to overcome the barrier. So we let

Vs ¼ inf
y2�

Vsðxl; yÞ

This minimal work needed to exit from the left well
can be computed explicitly, and is seen to equal to
twice its depth. The asymptotic behavior of the exit
time is expressed by

lim
"! 0

" ln E½�"Dl
� ¼Vs

and

lim
"!0

Px eðVs� �Þ=" < �"Dl
< eðVsþ �="Þ

� �
¼ 1

for any � > 0

The prefactor for the exponential rate, derived by
Freidlin and Wentzell (1998), was first given by
Eyring and Kramers and then by Bovier et al. (2004).

Let us now assume that the left well is the deeper
one at time s. If the Brownian particle has enough
time to cross the barrier, that is, if T > eVs=�, then
whatever the starting point is, Freidlin (2000) proved
that it should stay near xl in the following sense:

�ðt2 ½0; 1� : jX"
tT � xlj > �Þ! 0

in probability as "! 0. Here � denotes Lebesgue
measure on R. If T < eVs=�, the time left is not long
enough for crossings: the particle stays in the
starting well, near the stable equilibrium point:

�ðt2 ½0;1� : jX"
tT � ðxl1fx2Dlg þ xr1fx2DrgÞj > �Þ!0

This observation is at the basis of Freidlin’s law of
quasideterministic periodic motion discussed in the
subsequent section. The lesson it teaches is this: to
observe switching of the position to the energetically
most favorable well, T should be larger than some
critical level e	=�. Measuring time in exponential
scales by 
 through the equation T" = e
=", the
condition becomes 
 > 	.

Stochastic Resonance for Landscapes,
Frozen on Half-Periods

This particular case has analytical advantages, since
it allows one to employ classical techniques of
semigroup and operator theory. The situation is the
following: let U be a double-well potential with
minima xl =�1 and xr = 1 and a saddle point at
the origin. We assume that U(x)!1 as jxj!1
and U(�1)=�V=2=�Vl=2, U(1)=�v=2=�Vr=2,
U(0)=0, and 0< v< V. We define the 1-periodic
potential by U(t,x)=U(tþ 1=2, �x). Hence on each
half-period the corresponding diffusion is time homo-
geneous. The critical level 	 is then easily defined by
	=v, that is, twice the depth of the shallow well. By
letting

�ðtÞ ¼
�1 for t2 ½k; kþ 1

2Þ
1 for t2 ½kþ 1

2 ; kþ 1Þ; k ¼ 0; 1; 2; . . .

(

the periodic function which describes the location of
the global minimum of the potential, we get in the
small noise limit

�ðt2 ½0; 1� : jX"
tT � �ðtÞj > �Þ! 0

in probability as "! 0. This result expresses
Freidlin’s law of quasideterministic motion: for
large periods, the trajectories of the particle
approach a periodic deterministic function. But the
sense in which this notion measures periodicity does
not take into account that for large periods short
excursions to the wrong well may occur in an erratic
way without counting much for Lebesgue measure
of time. In fact, if the period is too large, that is,

 > V, the time available in one period permits the
exit of not only the shallow well but also that of the
deep well. So, whatever the starting position of
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the particle is, the number of observed transitions in
one half period becomes very large. Indeed the first
time � the particle starting in xl hits again xl after
visiting the position xr satisfies

Eð�Þ ¼ ev=" þ eV=" < T" ¼ e
="

The motion of the particle appears more chaotical
than periodic: noise intensity is too large compared
to period length. We avoid this range of chaotic
spontaneous transitions by defining the resonance
interval IR = [v, V], as the range of admissible energy
parameters 
 for randomly periodic behavior. In this
regime, the trajectories possess periodicity proper-
ties. In these terms the resonance point describes the
tuning rate 
R 2 IR for which the stochastic response
to weak external periodic forcing is optimal. To
make sense, this point has to refer to some measure
of quality for periodicity of random trajectories. In
the huge physics literature concerning resonance,
two families of criteria can be distinguished. The
first one is based on invariant measures and spectral
properties of the infinitesimal generator associated
with the diffusion X". Now, X" is not Markovian
and consequently does not admit invariant mea-
sures. But by taking into account deterministic
motion of time in the interval of periodicity and
considering the process Zt = (t mod(T"), Xt), we
obtain a Markov process with an invariant measure

t(x)dx. In other words, the law of Xt � 
t(x)dx and
the law of XtþT � 
tþT(x)dx, under this measure,
are the same for all t � 0. Let us present the most
important ones:

� the spectral power amplification (SPA) which
plays an eminent role in the physics literature
describes the energy carried by the spectral
component of the averaged trajectories of X"

corresponding to the period:

MSPAð";TÞ ¼
Z 1

0

E
½X"
sT �e2�is ds

				
				
2

� the SPA-to-noise ratio, giving the ratio of the
amplitude of the response and the noise intensity,
which is also related to the signal-to-noise ratio:

MSPNð";TÞ ¼MSPAð";TÞ="2

� the total energy of the averaged trajectories

MENð";TÞ ¼
Z 1

0

ðE
½XsT �Þ2 ds

The second family of criteria is more probabilistic.
It refers to quality measures based on transition
times between the domains of attraction of the local
minima, residence times distributions measuring the
time spent in one well between two transitions, or
interspike times. This family is certainly less popular
in the physics community.

However, measures related to invariant measures
may suffer from robustness deficiency (Imkeller and
Pavlyukevich 2002). To explain what we mean by
robustness, let us introduce a model reduction first
discussed by McNamara and Wiesenfeld (1989).
Instead of studying the diffusion X" in the double-
well landscape, they introduce a two-state Markov
chain Y" (Figure 5) the dynamics of which just
takes account of the domain of attraction the diffusion
is in, and therefore with state space {�1, 1}. A
reasonable choice of the infinitesimal generator should
retain the dynamics of the diffusion’s transitions
characterized by Kramers’ rate. We may take

QðtÞ ¼
�’ ’

 � 

� �
; 0 � t � T

2

QðtÞ ¼
�  

’ �’

� �
;

T

2
� t < T

periodically continued on Rþ. Here, ’= pe�V=" and
 = qe�v=". The prefactors of subexponential order
are beyond the scope of large deviation theory. They
are related to the curvature of the potential in the
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Figure 5 Resonance pictures for Markov chain.
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minima and the saddle point of the landscape and
given by

p ¼ 1

2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U00ð�1ÞjU00ð0Þj

p
q ¼ 1

2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U00ð1ÞjU00ð0Þj

p
On the intervals [kT=2, (kþ 1)T=2[, k � 0, the
Markov chain Y" is time-homogeneous and its
transition probabilities can be expressed in terms
of ’ and  . For instance, the probability with which
the chain jumps from state �1 to state þ1 in the time
window [t, t þ h] equals ’hþ o(h), if this time
interval is contained in [kT=2, (kþ 1)T=2[ for
some even k. The stationary measure of the Markov
chain denoted by 
 can be explicitly calculated, and
so can the classical quality measures based on the
spectral notions. For instance, the spectral power
amplification coefficient equals

MSPAð";TÞ ¼
Z 1

0

E
½Y"
st�e2�is ds

				
				
2

¼ 4

�2

T2ð’�  Þ2

ð’þ  Þ2T2 þ �2

This simple expression admits asymptotically a
unique maximum which exhibits the resonance
point:

T"
opt ¼

�ffiffiffiffiffiffiffiffi
2pq

p ffiffiffiffiffiffiffiffiffiffiffiffi
v

V � v

r
eðVþvÞ=2" 1þOðe�ðV�vÞ="Þ

n o

The optimal period is then exponentially large – as
was suggested by large deviation theory – and the
growth rate is the sum of the two wells’ depths. The
simple Markov chain model is popular since the
usual physical quantities are easy computable and
since it is believed to mimic the dynamics of a
Brownian particle in the corresponding double-well
landscape. However, the models are not as similar
as expected (Freidlin 2003). Indeed, in a reasonably
large time window around the resonance point for
Y", the tuning picture of the spectral power
amplification for the diffusion is different. Under
weak regularity conditions on the potential, it
exhibits strict monotonicity in the window. Hence,
optimal tuning points for diffusion and Markov
chain differ essentially. In other words, the SPA
tuning behavior of the diffusion is not robust for
passage to the reduced model. This strange defi-
ciency is difficult to explain. The main reason of this
subtle effect appears to be that the diffusive nature
of the Brownian particle is neglected in the reduced
model. In order to point out this feature, we may
compute the SPA coefficient of g(X"), where g is a

particular function designed to cut out the small
fluctuations of the diffusion in the neighborhood of
the bottoms of the wells, by identifying all states
there. So g(x) = �1 (resp. 1) in some neighborhood
of �1 (resp. 1) and otherwise g is the identity. This
results in

eMSPAð";TÞ ¼
Z 1

0

E
gðX"
sTÞe2�is ds

				
				
2

In the small noise limit this quality function admits a
local maximum close to the resonance point of the
reduced model: the growth rate of T"

opt is also given
by the sum of the wells’ depths. So the lack of
robustness seems to be due to the small fluctuations
of the particle in the wells’ bottoms. In any case, this
clearly calls for other quality measures to be used to
transfer properties of the reduced model to the
original one. Our discussion indicates that due to
their emphasis on the pure transition dynamics, the
second family of quality measures should be used.
For these notions there is no need to restrict to
landscapes frozen in time-independent potential
states on half-period intervals.

Stochastic Resonance for Continuously
Varying Landscapes

From now on the potential U(t, x) is supposed to be
continuously varying in (t, x). For simplicity, its
local minima are assumed to be located at 	1, and
its only saddle point at 0, independently of time. So
the only meta-stable states on the whole time axis
are 	1. Let us denote by ��(t) (resp. �þ(t)) the
depth of the left (resp. right) well at time t. Together
with U, these functions are continuous and
1-periodic. Assume that they are strictly monoto-
nous between their global extrema. Let us now come
back to the motion of a Brownian particle in this
landscape. The exit time law by Eyring–Kramers–
Freidlin entails that trajectories get close to the
global minimum, if the period is large enough.
Stated as before in exponential rates T = e
=", with

 � maxi =	 supt�0 2�	(t), that is, 
 exceeds the
maximal work needed to cross the barrier, the
particle often switches between the two wells and
should stay close to the deepest position in the
landscape. This position being described by the
function �(t) = 21{�þ(t)>��(t)} �1, we get in the small
noise limit

�ðt 2 ½0; 1� : jX"
tT � �ðtÞj > �Þ! 0

in probability. But on these long timescales, many
short excursions to the wrong well are observed, and
trajectories look chaotical instead of periodic. So we
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have to look at smaller periods even at the cost that
the particle may not stay close to the global
minimum. Let us study the transition dynamics.
Assume that the starting point is �1 corresponding
to the bottom of the deep well. If the depth of the well
is always larger than 
= " log T", the particle has too
little time during one period to climb the barrier, and
should stay in the starting well. If, on the contrary,
the minimal work to leave the starting well, given by
2��(s), becomes smaller than 
 at some time s, then
the transition can and will happen. More formally,
for 
2 [ inft�0 2��(t), supt�0 2��(t)], we define
(Figure 6).

a�
 ðsÞ ¼ infft � s : 2��ðtÞ � 
g

The first transition time from �1 to 1 denoted �þ
has the following asymptotic behavior as
"! 0: �þ=T

"! a�
 (0). At the second transition the
particle returns to the starting well. If aþ
 is defined
analogously with respect to the depth function �þ,
this transition will occur near the deterministic time
aþ
 (a�
 (s))T". In order to observe periodicity, and to
exclude chaoticity from all parts of its trajectories,
the particle has to stay for some time in the other
well before returning. This will happen under the
assumption 2�þ(a
(0)) > 
, that is, the right well is
the deep one at transition time. In fact, we can
define the resonance interval IR (Figure 7), as the set
of all scales 
 for which trajectories exhibit
periodicity in the small noise limit, by

IR ¼
h

max
i¼	

inf
t�0

2�iðtÞ; inf
t�0

max
i¼	

2�iðtÞ
i

t

µ

2Δ – (t )

aµ (0)–  

Figure 6 Definition of a�
 .

IR

2Δ – (t )

2Δ + (t )

Figure 7 Resonance interval.
On this interval they get close to deterministic
periodic ones. Again, periodicity is quantified by a
quality measure, to be maximized in order to obtain
resonance as the best possible response to periodic
forcing. One interesting measure is based on the
probability that random transitions happen in some
small time window around a deterministic time, in
the small noise limit (Herrmann and Inkeller 2005).
Formally, for h > 0, the measure gives

Mhð";TÞ ¼ min
i¼	

Pið�
=T" 2 ½ai

 � h; ai


 þ h�Þ

where Pi is the law of the diffusion starting in i. In
the small noise limit, this quality measure tends to 1,
and optimal tuning can be related to the exponential
rate at which this happens. This is due to the
following large deviations principle:

lim
"! 0

" logð1�Mhð";TÞÞ ¼ max
i¼	
f
� 2�iðai


 � hÞg

for 
2 IR, with uniform convergence on each
compact subset of IR. The result is established
using classical large-deviation techniques applied to
locally time homogeneous approximations of the
diffusion. Maximizing the transition probability in
the time window position means minimizing the
default rate obtained by the large deviations
principle. This can be easily achieved. In fact, if the
window length 2h is small, then 
� 2�i(a

i

 � h)�

2h�0i(a
i

), since 2�i(a

i

) =
 by definition. The value

�0i(a
i

) is negative, so we have to find the position

where its absolute value is maximal. In this position
the depth of the starting well has the most rapid
drop under the level 
, characterizing the link
between the noise intensity and the period. So the
transition time is best concentrated around it.

It is clear that a good candidate for the resonance
point is given by the eventually existing limit of the
global minimizer 
R(h) as the window length h tends
to 0. This limit is therefore called the resonance
point of the diffusion with time-periodic landscape
U. Let us note that for sinusoidal depth functions

��ðtÞ ¼
V þ v

4
þ V � v

4
cosð2�tÞ

and

�þðtÞ ¼ ��ðt þ �Þ

the optimal tuning is given by T" = exp
R=" with

R = (vþ V)=2. This optimal rate is equivalent to
the optimal rate given by the SPA coefficient of the
reduced dynamics’ Markov chain in the preceding
section.

The big advantage of the quality measure Mh is its
robustness. Indeed, consider the reduced model
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consisting of a two-state Markov chain with
infinitesimal generator

QðtÞ ¼ �’ðtÞ ’ðtÞ
 ðtÞ � ðtÞ

� �

where ’(t) = exp�2��(t=T)=" and  (t) =
exp�2�þ(t=T)=". The law of transition times of
this Markov chain is readily computed from Laplace
transforms. Normalized by T" it converges to ai


.
This calculation even reveals a rigorous underlying
pattern for the second- and higher-order transition
times interpreting the interspike distributions of
the physics literature. The dynamics of diffusion
and Markov chain are similar. Resonance points
provided by Mh for the diffusion and its analog for
the Markov chain agree.
Related Notions: Synchronization

In the preceding sections, we interpreted stochastic
resonance as optimal response of a randomly
perturbed dynamical system to weak periodic forcing,
in the spirit of the physics literature (see Gammaitoni
et al. (1998)). Our crucial assumption concerned the
barrier heights a Brownian particle has to overcome
in the potential landscape of the dynamical system: it
is uniformly lower bounded in time. Measures for the
quality of tuning were based on essentially two
concepts: one concerning spectral criteria, with the
spectral power amplification as most prominent
member, the other one concerning the pure transi-
tions dynamics between the domains of attraction of
the local minima. A number of different criteria can
be used to create an optimal tuning between the
intensity of the noise perturbation and the large
period of the dynamical system. The relations have to
be of an exponential type T = exp
=", since the
Brownian particle needs exponentially long times to
cross the barrier separating the wells according to the
Eyring–Kramers–Freidlin transition law. Our barrier
height assumption seems natural in many situations,
but can fail in others. If it becomes small periodically,
and eventually scales with the noise-intensity para-
meter, the Brownian particle does not need to wait an
exponentially long time to climb it. So periodicity
obtains for essentially smaller timescales. In this
setting, the slowness of periodic forcing may also be
assumed to be essentially subexponential in the noise
intensity.

If it is fast enough to allow for substantial changes
before large deviation effects can take over, we are
in the situation of Berglund and Gentz (2002). They
in fact consider the case in which the barrier
between the wells becomes low twice per period,
to the effect of modulating periodically a bifurcation
parameter: at time zero the right-hand well becomes
almost flat, and at the same time the bottom of the
well and the saddle approach each other; half a
period later, a spatially symmetric scenario is
encountered. In this situation, there is a threshold
value for the noise intensity under which transitions
become unlikely. Above this threshold, the trajec-
tories typically contain two transitions per period.
Results are formulated in terms of concentration
properties for random trajectories. The intuitive
picture is this: with overwhelming probability,
sample paths will be concentrated in spacetime sets
scaling with the small parameters of the problem. In
higher dimensions, these sets may be given by
adiabatic or center manifolds of the deterministic
system, which allow model reduction of higher-
dimensional systems to lower-dimensional ones.
Asymptotic results hold for any choice of the small
parameters in a whole parameter region. A passage
to the small noise limit as for optimal tuning in the
preceding sections is not needed.

Related problems studied by Berglund and Gentz
in the multidimensional case concern the noise-
induced passage through periodic orbits, where
unexpected phenomena arise. Here, as opposed to
the classical Freidlin–Wentzell theory, the distribu-
tion of first-exit points depends nontrivially on the
noise intensity. Again aiming at results valid for
small but nonvanishing parameters in subexponen-
tial scale ranges, they investigate the density of first-
passage times in a large regime of parameter values,
and obtain insight into the transition from the
stochastic resonance regime into the synchronization
regime.

See also: Dynamical Systems in Mathematical Physics:
An Illustration from Water Waves; Magnetic Resonance
Imaging; Spectral Theory for Linear Operators;
Stochastic Differential Equations.
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Introduction

String field theory (SFT) is the second-quantized
approach to string theory. In the usual, first-
quantized, formulation of string perturbation the-
ory, one postulates a recipe for the string S-matrix in
terms of a sum over two-dimensional (2D) world
sheets embedded in spacetime. Very schematically,

hhV1ðk1Þ . . . VnðknÞii

¼
X

topologies

g��s

Z
½d
�� hV1ðk1Þ . . . VnðknÞif
�g ½1�

Here the left-hand side stands for the S-matrix of the
physical string states {Va(ka)}. The symbol h. . .i{
�}

denotes a correlation function on the 2D world sheet,
which is a punctured Riemann surface of Euler number
� and given moduli {
�}. In SFT, one aims to recover
this standard prescription from the Feynman rules of a
second-quantized spacetime action S[�]. The string
field �, the fundamental dynamical variable, can be
thought of as an infinite-dimensional array of space-
time fields {�i(x
)}, one field for each basis state in the
Fock space of the first-quantized string.

The most straightforward way to construct S[�]
uses the unitary light-cone gauge. Light-cone SFT is
an almost immediate transcription of Mandelstam’s
light-cone diagrams in a second-quantized language.
While often useful as a bookkeeping device, light-
cone SFT seems unlikely to represent a real
improvement over the first-quantized approach. By
contrast, from our experience in ordinary quantum
field theory, we should expect Poincaré-covariant
SFTs to give important insights into the issues of
vacuum selection, background independence and the
nonperturbative definition of string theory.

Covariant SFT actions are well established for the
open (Witten 1986), closed (Zwiebach 1993) and
open/closed (Zwiebach 1998) bosonic string. These
theories are based on the BRST formalism, where the
world sheet variables include the bc ghosts intro-
duced in gauge-fixing the world sheet metric to the
conformal gauge gab� �ab. (An alternative approach
(Hata et al.), based on covariantizing light-cone SFT,
will not be described in this article.) Much less is
presently known for the superstring: classical actions
have been established for the Neveu-Schwarz sector
of the open superstring (Berkovits 2001) and for the
heterotic string (Berkovits et al. 2004).

During the first period of intense activity in SFT
(1985–1992), the covariant bosonic actions were
constructed and shown to pass the basic test of
reproducing the S-matrix [1] to each order in the
perturbative expansion. The more recent revival of
the subject (since 1999) was triggered by the
realization that SFT contains nonperturbative infor-
mation as well: D-branes emerge as solitonic
solutions of the classical equations of motion in



open SFT (OSFT). We can hope that the nonpertur-
bative string dualities will also be understood in the
framework of SFT, once covariant SFTs for the
superstring are better developed.

In this article, we review the basic formalism of
covariant SFT, using for illustration purposes the
simplest model – cubic bosonic OSFT. We then
briefly sketch the generalization to bosonic SFTs
that include closed strings. Finally, we turn to the
subjects of classical solutions in OSFT and the
physics of the open-string tachyon.

Open Bosonic SFT

The standard formulation of string theory starts with
the choice of an on-shell spacetime background where
strings propagate. In the bosonic string, the closed
string background is described by a conformal field
theory of central charge 26 (the ‘‘matter’’ CFT). The
total world sheet CFT is the direct sum of this matter
CFT and of the universal ghost CFT, of central charge
�26. To describe open strings, we must further specify
boundary conditions for the string endpoints. The
open-string background is encoded in a boundary CFT
(BCFT), a CFT defined in the upper-half plane, with
conformal boundary conditions on the real axis
(see Boundary Conformal Field Theory in this encyclo-
pedia). In modern language, the choice of BCFT
corresponds to specifying a D-brane state.

In classical OSFT, we fix the closed-string back-
ground (the bulk CFT) and consider varying the
D-brane configuration (the boundary conditions).
To lowest order in gs, we can neglect the back-
reaction of the D-brane on the closed-string fields,
since this is a quantum effect from the open-string
viewpoint. Let us prepare the ground by recalling
the standard �-model philosophy. To describe off-
shell open-string configurations, we should allow for
general (not necessarily conformal) boundary condi-
tions. We can imagine to proceed as follows:

1. We choose an initial open-string background, a
reference BCFT that we shall call BCFT0. For
example, a Dp brane in flat 26 dimensions
(Neumann boundary conditions on pþ 1 coordi-
nates, Dirichlet on 25� p coordinates).

2. We then write a basis of boundary perturbations
around this background. Taking, for example,
BCFT0 to be a D25 brane in flat space, the world
sheet action SWS takes the schematic form

SWS ¼
1

2��0

Z
UHP

@X�
�@X� þ

Z
R

~Tðx�Þ

þ ~A	ðx�Þ@X	 þ ~B	ðx�Þ@2X	 þ � � � ½2�

Here to the standard free bulk action (integrated
over the upper-half complex plane UHP) we have
added perturbation localized on the real axis R.
Notice that the basis of perturbations depends on
the chosen BCFT0.

3. We interpret the coefficients { ~�i(x�)} of the
perturbations as spacetime fields. (The tilde on
~�i(x) serves as a reminder that these fields are not
quite the same as the fields �i(x) that will appear
in the OSFT action). We are after a spacetime
action S[{ ~�i}] such that solutions of its classical
equations of motion correspond to conformal
boundary conditions:

�S

� ~�i
¼ 0ðspacetimeÞ

$ 
i½f ~� jg� ¼ 0 ðworld sheetÞ ½3�

We recognize in [2] the familiar open-string
tachyon ~T(x) and gauge field ~A�(x), which are the
lowest modes in an infinite tower of fields. Relevant
perturbations on the world sheet (with conformal
dimension h < 1) correspond to tachyonic fields in
spacetime (m2 < 0), whereas marginal world sheet
perturbations (h = 1) give massless spacetime fields.
To achieve a complete description, we must include
all the higher massive open-string modes as well,
which correspond to nonrenormalizable boundary
perturbations (h > 1). In the traditional �-model
approach, this appears like a daunting task. The
formalism of OSFT will automatically circumvent
this difficulty.

The Open-String Field

In covariant SFT the reparametrization ghosts play
a crucial role. The ghost CFT consists of the
Grassmann odd fields b(z), c(z), �b(�z),�c(�z), of dimen-
sions (2, 0), (�1, 0), (0, 2), (0,�1), respectively. The
boundary conditions on the real axis are
b = �b, c = �c. The state space HBCFT0

of the full
matterþ ghost BCFT can be broken up into
subspaces of definite ghost number,

HBCFT0
¼
M1

G¼�1
HðGÞBCFT0

½4�

We use conventions where the SL(2, R) vacuum j0i
carries zero ghost number, G(j0i) = 0, while
G(c) =þ1 and G(b) = �1. As is familiar from the
first-quantized treatment, physical open-string states
are identified with G = þ1 cohomology classes of
the BRST operator,

QjVphysi ¼ 0; jVphysi � jVphysi þQj�i
GðjVphysiÞ ¼ þ1

½5�
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where the nilpotent BRST operator Q has the
standard expression

Q ¼ 1

2�i

I
c Tmatterþ : bc@c :ð Þ ½6�

Though not a priori obvious, it turns out that the
simplest form of the OSFT action is achieved by
taking as the fundamental off-shell variable an
arbitrary G =þ1 element of the first-quantized
Fock space,

j�i 2 Hð1ÞBCFT0
½7�

By the usual state–operator correspondence of CFT,
we can also represent j�i as a local (boundary)
vertex operator acting on the vacuum,

j�i ¼ �ð0Þj0i ½8�

The open-string field j�i is really an infinite-
dimensional array of spacetime fields. We can
make this transparent by expanding it as

j�i ¼
X

i

Z
dpþ1kj�iðkÞi�iðk�Þ ½9�

where {j�i(k)i} is some convenient basis of H(1)
BCFT0

that diagonalizes the momentum k�. The fields
�i are a priori complex. This is remedied by
imposing a suitable reality condition on the string
field, which will be stated momentarily. Notice that
there are many more elements in {j�i(k)i} than in the
physical subspace (the cohomology classes of Q).
Some of the extra fields will turn out to be
nondynamical and could be integrated out, but at
the price of making the OSFT action look much
more complicated.

It is often useful to think of the string field in
terms of its Schrödinger representation, that is, as a
functional on the configuration space of open
strings. Consider the unit half-disk in the upper-
half plane, DH � {jzj � 1,=z � 0}, with the vertex
operator �(0) inserted at the origin. Impose BCFT0

open string boundary conditions for the fields X(z, �z)
on the real axis (here X(z, �z) is a short-hand notation
for all matter and ghost fields), and boundary
conditions X(�) = Xb(�) on the curved boundary of
DH, z = exp (i�), 0 � � � �. The path integral over
X(z, �z) in the interior of the half-disk assigns a
complex number to any given Xb(�), so we obtain a
functional �[Xb(�)]. This is the Schrödinger wave
function of the state �(0)j0i. Thus, we can think of
open-string functionals �[Xb(�)] as the fundamental
variables of OSFT. This is as it should be: the

first-quantized wave functions are promoted to
dynamical fields in the second-quantized theory.
Finally, let us quote the reality condition for the
string field, which takes a compact form in the
Schrödinger representation:

�½X�ð�Þ; bð�Þ; cð�Þ�
¼ �	½X�ð�� �Þ; bð�� �Þ; cð�� �Þ� ½10�

where the superscript 	 denotes complex conjugation.

The Classical Action

With all the ingredients in place, it is immediate to
write the quadratic part of the OSFT action. The
linearized equations of motion must reproduce the
physical-state condition [5]. This suggests

S � h�jQj�i ½11�

Here hji is the usual BPZ inner product of BCFT0,
which is defined in terms of a two-point correlator on
the disk, as we review below. The ghost anomaly
implies that on the disk we must have Gtot = þ3,
which happily is the case in [11]. Moreover, since the
inner product is nondegenerate, variation of [11] gives

Qj�i ¼ 0 ½12�

as desired. The equivalence relation jVphysi �
jVphysi þQj�i is interpreted in the second-quantized
language as the spacetime gauge invariance

��j�i ¼ Qj�i; j�i 2 Hð0ÞBCFT0
½13�

valid for the general off-shell field. This equation is
a very compact generalization of the linearized
gauge invariance for the massless gauge field.
Indeed, focusing on the level-zero components,
j�i � A�(x)(c@X�)(0)j0i and j�i � �(x)j0i, we find
�A�(x) = @��(x). It is then plausible to guess that the
nonlinear gauge invariance should take the form

��j�i ¼ Qj�i þ j�i 	 j�i � j�i 	 j�i ½14�

where 	 is some suitable product operation that
conserves ghost number

	 : HðnÞBCFT0

HðmÞBCFT0

! HðnþmÞ
BCFT0

½15�

Based on a formal analogy with 3D nonabelian
Chern–Simons theory, Witten proposed the cubic
action

S ¼ � 1

g2
o

1

2
h�jQj�i þ 1

3
h�j� 	 �i

� �
½16�

The string field j�i is analogous to the Chern–
Simons gauge potential A = Aidxi, the 	 product to
the ^ product of differential forms, Q to the exterior
derivative d, and the ghost number G to the degree
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of the form. The analogy also suggests a number of
algebraic identities:

Q2 ¼ 0

hQAjBi ¼ �ð�1ÞGðAÞhAjQBi
QðA 	 BÞ ¼ ðQAÞ 	 Bþ ð�1ÞGðAÞA 	 ðQBÞ
hAjBi ¼ ð�1ÞGðAÞGðBÞhBjAi

hAjB 	 Ci ¼ hBjC 	 Ai
A 	 ðB 	 CÞ ¼ ðA 	 BÞ 	 C

½17�

Note in particular the associativity of the 	-product.
It is straightforward to check that this algebraic
structure implies the gauge invariance of the cubic
action under [14]. A 	-product satisfying all required
formal properties can indeed be defined. The most
intuitive presentation is in the functional language.
Given an open-string curve X(�), 0 � � � �, we
single out the string mid-point �= �=2 and define
the left and right ‘‘half-string’’ curves

XLð�Þ � Xð�Þ for 0 � � � �
2

XRð�Þ � Xð�� �Þ for
�

2
� � � �

½18�

A functional �[X(�)] can, of course, be regarded as
a functional of the two half-strings, �[X]!
�[XL, XR]. We define

ð�1 	 �2Þ½XL;XR� �
Z
½dY��1½XL;Y��2½Y;XR� ½19�

where
R

[dY] is meant as the functional integral over
the space of half-strings Y(�), with Y(�=2) =
XL(�=2) = XR(�=2). Figure 1a shows two open
strings interacting (to form a single open string) if
and only if the right half of the first string precisely
overlaps with the left half of the second string.
Associativity is transparent (Figure 1b).

We can now translate this formal construction in
the precise CFT language. Very generally, an n-point
vertex of open strings can be defined by specifying
an n-punctured disk, that is, a disk with marked
points on the boundary (punctures) and a choice of
local coordinates around each puncture. Local

coordinates are essential since we are dealing with
off-shell open-string states. The BPZ inner product
(two-point vertex) is given by

h�1j�2i � hI � �1ð0Þ �2ð0ÞiUPH

IðzÞ ¼ � 1

z

½20�

The symbol f � �(0), where f is a complex map,
means the conformal transform of �(0) by f. For
example, if � is a dimension-d primary field, then
f � �(0) = f 0(0)d�(f (0)). If � is nonprimary, the
transformation rule will be more complicated and
involve extra terms with higher derivatives of f. By
performing the SL(2, C) transformation

w ¼ hðzÞ � 1þ iz

1� iz
½21�

we can represent the two-point vertex as a corre-
lator on the unit disk D = {jwj � 1},

h�1j�2i ¼ hf1 � �1ð0Þ; f2 � �2ð0ÞiD
f1ðz1Þ ¼ �hðz1Þ; f2ðz2Þ ¼ hðz2Þ

½22�

The vertex operators are inserted as w = �1 and
w = þ1 on D (see Figure 2a) and correspond to the
two open strings at (Euclidean) world sheet time
� = �1 (we take z = exp (i�þ �)). The left half of
D is the world sheet of the first open string; the right
half of D is the world sheet of the second string. The
two strings meet at � = 0 on the imaginary w axis.
The three-point Witten vertex is given by

h�1 ;�2 ;�3i
� hg1 � �1ð0Þg2 � �2ð0Þg3 � �3ð0ÞiD ½23�

where

g1ðz1Þ¼ e2�i=3 1þ iz1

1� iz1

� �2=3

g2ðz2Þ¼
1þ iz2

1� iz2

� �2=3

g3ðz3Þ¼ e�2�i=3 1þ iz3

1� iz3

� �2=3

½24�
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Figure 1 Midpoint overlaps of open strings.

w w

φ1

φ1

φ2

φ3

φ2

(a) (b)

Figure 2 Representation of the quadratic and cubic vertices as

2- and 3-punctured unit disks.

String Field Theory 97



The 3-punctured disk is depicted in Figure 2b, and
describes the symmetric mid-point overlap of the
three strings at � = 0. Finally, the relation between
the three-point vertex and the 	-product is

h�1j�2 	 �3i � h�1;�2;�3i ½25�

Knowledge of the right-hand side (RHS) in [25] for
all � allows to reconstruct the 	-product. All formal
properties [17] are easily shown to hold in the CFT
language. This completes the definition of the OSFT
action.

Evaluation of the classical action is completely
algorithmic and can be carried out for arbitrary
massive states, with no fear of divergences, since in
all required correlators the operators are inserted
well apart from each other.

Quantization

Quantization is defined by the path integral over the
second-quantized string field. The first step is to deal
with the gauge invariance [14] of the classical action.
The gauge symmetry is reducible: not all gauge
parameters �(0) (the superscript labels ghost number)
lead to a gauge transformation. This is clear at the
linearized level; indeed, if �(0) = Q�(�1), then
��(0)�(1) = Q2�(0) = 0. Thus, the set {�(0)} gives a
redundant parametrization of the gauge group.
Characterizing this redundancy is somewhat subtle,
since fields of the form �(�1) = Q�(�2) do not really
lead to a redundancy in �(0), and so on, ad infinitum.
It is clear that we need to introduce an infinite tower
of (second-quantized) ghosts for ghosts.

The Batalin–Vilkovisky formalism is a powerful way
to handle the problem. The basic object is the master
action S(�s,�	s ), which is a function of the ‘‘fields’’ �s

and of the ‘‘antifields’’ �	s . Each field is paired with a
corresponding antifield of opposite Grassmanality.
(‘‘Grassmanality’’ is defined to be even or odd: a
Grassmann even (odd) field is a commuting (antic-
ommuting) field). The master action must obey the
boundary condition of reducing to the classical action
when the antifields are set to zero. (Note that in general
the set of fields �s will be larger than the set of fields �i

that appear in the classical action). Independence of the
S-matrix on the gauge-fixing procedure is equivalent to
the BV master equation

1
2 fS; Sg ¼ ��h�S ½26�

The antibracket { , } and the � operator are defined as

fA;Bg � @rA

@�s

@lB

@�	s
� @rA

@�	s

@lB

@�s

� � @r

@�s

@l

@�	s

½27�

where @l and @r are derivatives from the left and
from the right. It is often convenient to expand S in
powers of �h, S = S0 þ �hS1 þ �h2S2 þ � � � , with

fS0; S0g ¼ 0

fS0; S1g þ fS0; S1g ¼ �2�h�S0; . . .
½28�

With these definitions in place, we shall simply
describe the answer, which is extremely elegant. In
OSFT the full set of fields and antifields is packaged
in a single string field j�i of unrestricted ghost
number. If we write

j�i ¼ j��i þ j�þi
with Gð��Þ � 1 and Gð�þÞ � 2

½29�

all the fields are contained in j��i and all the
antifields in j�þi. To make the pairing explicit, we
pick a basis {j�si} of HBCFT0

, and define a conjugate
basis {j�C

s i} by

h�C
r j�si ¼ �rs ½30�

Clearly, G(�C
s )þG(�s) = 3. Then

j��i ¼
X

Gð�sÞ�1

j�si�s; j�þi ¼
X

Gð�sÞ�1

j�C
s i�	s ½31�

Basis states j�si with even (odd) ghost number
G(�s) are defined to be Grassmann even (odd). The
full string field j�i is declared to be Grassmann
odd. It follows that �s is Grassmann even (odd) for
G(�s) odd (even), and that the corresponding
antifield �	s has the opposite Grassmanality of �s,
as it must be. With this understanding of j�i, the
classical master action S0 is identical in form to the
Witten action [16]! The boundary condition is
satisfied; indeed, setting j�þi= 0, the ghost number
anomaly implies that only the terms with G = þ1
survive. The equation {S0, S0} = 0 follows from
straightforward manipulations using the algebraic
identities [17]. On the other hand, the issue of
whether �S0 = 0, or whether instead quantum
corrections are needed to satisfy full BV master
equation, is more subtle and has never been fully
resolved. The � operator receives singular contri-
butions from the same region of moduli space
responsible for the appearance of closed-string
poles, which are discussed below. (See Thorn
(1989) for a classic statement of this issue). It
seems possible to choose a basis in HBCFT0

such that
there are no quantum corrections to S0 (Erler and
Gross 2004). In the following we shall derive the
Feynman rules implied by S0 alone.
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SFT Diagrams and Minimal Area Metrics

Imposing the Siegel gauge condition b0� = 0, one
finds the gauge-fixed action

Sgf ¼ �
1

g2
o

�
1

2
h�jc0L0j�i þ

1

3
h�j� 	 �i

þ h
j b0j�i
�

½32�

where 
 is a Lagrangian multiplier. The propagator
reads

b0

L0
¼ b0

Z 1
0

dT e�TL0 ½33�

Since L0 is the first-quantized open-string Hamilto-
nian, e�TL0 is the operator that evolves the open-
string wave functions �[X(�)] by Euclidean world
sheet time T. It can be visualized as a flat
rectangular strip of ‘‘horizontal’’ width � and
‘‘vertical’’ height T. Each propagator comes with
an antighost insertion

b0 ¼
Z �

0

bð�Þ ½34�

integrated on a horizontal trajectory.
The only elementary interaction vertex is the mid-

point three-string overlap, visualized in Figure 3. We
are instructed to draw all possible diagrams with
given external legs (represented as semi-infinite
strips), and to integrate over all Schwinger para-
meters Ti 2 [0,1) associated with the internal
propagators. The claim is that this prescription
reproduce precisely the first-quantized result [1].
This follows if we can show that (1) the OSFT
Feynman rules give a unique cover of the moduli
space of open Riemann surfaces; (2) the integration
measure agrees with the measure [d��] in [1]. The
latter property holds because the antighost insertion
[34] is precisely the one prescribed by the Polyakov
formalism for integrating over the moduli Ti. To
show point (1), we introduce the concept of
minimal-area metrics, which has proved very
fruitful. (Here and below, our discussion of

minimal-area metrics will summarize ideas devel-
oped mainly by Zwiebach.) Quite generally, the
Feynman rules of an SFT provide us with a cell
decomposition of the appropriate moduli space of
Riemann surfaces, a way to construct surfaces in
terms of vertices and propagators. Given a Riemann
surface (for fixed values of its complex moduli), the
SFT must associate with it one and only one string
diagram. The diagram has more structure than the
Riemann surface: it defines a metric on it. In all
known covariant SFTs, this is the metric of minimal
area obeying suitable length conditions. Consider
the following:

Minimal-area problem for open SFT Let Ro be a
Riemann surface with at least one boundary
component and possibly punctures on the boundary.
Find the (conformal) metric of minimal area on Ro

such that all nontrivial Jordan open curves have
length greater than or equal to �. (A curve is said to
be nontrivial if it cannot be continuously shrunk to a
point without crossing a puncture.)

An OSFT diagram (for fixed values of its Ti),
defines a Riemann surface Ro endowed with a
metric solving this minimal-area problem. This is the
metric implicit in its picture: flat everywhere except
at the conical singularities of defect angle (n� 2)�
when n propagators meet symmetrically. (For n = 3,
these are the elementary cubic vertices; for n > 3,
they are effective vertices, obtained when propaga-
tors joining cubic vertices collapse to zero length.) It
is not difficult to see both that the length conditions
are obeyed, and that the metric cannot be made
smaller without violating a length condition. Con-
versely, any surface Ro endowed with a minimal-
area metric, corresponds to an OSFT diagram. The
idea is that the minimal-area metric must have open
geodesics (‘‘horizontal trajectories’’) of length �
foliating the surface. The geodesics intersect on a
set of measure zero – the ‘‘critical graph’’ where the
propagators are glued. Bands of open geodesics of
infinite height are the external legs of the diagram,
while bands of finite height are the internal
propagators.

The single cover of moduli space is then ensured
by an existence and uniqueness theorem for metrics
solving the minimal-area problem for OSFT. These
metrics are seen to arise from Jenkins–Strebel
quadratic differentials. Existence shows that the
Feynman rules of OSFT generate each Riemann
surface Ro at least once. Uniqueness shows that
there is no overcounting: since different diagrams
correspond to different metrics (by inspection of
their picture), no Riemann surface can be generated
twice.

Figure 3 The cubic vertex represented as the mid-point gluing

of three strips.
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Closed Strings in OSFT

As is familiar, the open-string S-matrix contains
poles due to the exchange of on-shell open and
closed strings. The closed-string poles are present in
nonplanar loop amplitudes. We have seen that
OSFT reproduces the standard S-matrix. Factoriza-
tion over the open-string poles is manifest, it
corresponds to propagator lengths Ti going to
infinity. Surprisingly, the closed-string poles are
also correctly reproduced, despite the fact that
OSFT treats only the open strings as fundamental
dynamical variables. In some sense, closed strings
must be considered as derived objects in OSFT.
Factorizing the amplitudes over the closed-string
poles, one finds that on-shell closed-string states can
be represented, at least formally, as certain singular
open-string fields with G =þ2, closely related to the
(formal) identity string field. The picture is that of a
folded open string, whose left and right halves
precisely overlap, with an extra closed-string vertex
operator inserted at the mid-point. The correspond-
ing open/closed vertex is given by

h�physj�iOC � h�physð0ÞI � �ð0ÞiD

I ¼ 1þ iz

1� iz

� �2 ½35�

and describes the coupling to the open-string field of
a nondynamical, on-shell closed string j�physi. It is
possible to add this open/closed vertex to the OSFT
action. Remarkably, the resulting Feynman rules
give a single cover of the moduli space of Riemann
surfaces with at least one boundary, with open and
closed punctures. This is shown using the same
minimal-area problem as above, but now allowing
for surfaces with closed punctures as well.

We should finally mention that the structure of
OSFT emerges frequently in topological string
theory, in contexts where open/closed duality plays
a central role. Two examples are the interpretation
of Chern–Simons theory as the OSFT for the
A-model on the conifold, and the intepretation of
the Kontsevich matrix integral for topological
gravity as the OSFT on FZZT branes in (2, 1)
minimal string theory.

Closed Bosonic SFT

The generalization to covariant closed SFT is
nontrivial, essentially because the requisite closed-
string decomposition of moduli space is much more
complicated.

The free theory parallels the open case, with a
minor complication in the treatment of the CFT zero

modes. The closed-string field is taken to live in a
subspace of the matter þ ghost state space, j�i 2
~HCFT0

, where the tilde means that we impose the
subsidiary conditions

b�0 j�i ¼ L�0 j�i ¼ 0; b�0 � b0 � �b0;

L�0 � L0 � �L0

½36�

In the classical theory, the string field carries ghost
number G =þ2, since it is the off-shell extension of
the familiar closed-string physical states, and the
quadratic action reads

S � h�;Qc�i ½37�

Here Qc is the usual closed BRST operator. The inner
product h , i is defined in terms of the BPZ inner
product, with an extra insertion of c�0 � c0 � �c0,

hA;Bi � hAjc�0 jBi ½38�

In [37] Gtop = þ6, as it should be. Without the
extra ghost insertion and the subsidiary conditions
[36] it would not be possible to write a quadratic
action. The linearized equations of motion and
gauge invariance,

Qcj�i ¼ 0; j�i � j�i þQcj�i; j�i 2 ~Hð1ÞCFT0
½39�

give the expected cohomological problem. The fact
that the cohomology is computed in the semirelative
complex, b�0 j�i= b�0 j�i= 0, well known from the
operator formalism of the first-quantized theory, is
recovered naturally in the second-quantized treatment.

The interacting action is constructed iteratively,
by demanding that the resulting Feynman rules give
a (unique) cover of moduli space. This requires the
introduction of infinitely many elementary string
vertices Vg, n, where n is the number of closed-string
punctures and g the genus. This decomposition of
moduli space is more intricate than the decomposi-
tion that arises in OSFT, but is in fact analogous to
it, when characterized in terms of the following.

Minimal-area problem for closed SFT Let Rc be a
closed Riemann surface, possibly with punctures.
Find the (conformal) metric of minimal area on R
such that all nontrivial Jordan closed curves have
length greater than or equal to 2�.

The minimal-area metric induces a foliation of
Rc by closed geodesics of length 2�. In the classical
theory (g = 0), the minimal-area metrics arise from
Jenkins–Strebel quadratic differentials (as in the open
case), and geodesics intersect on a measure-zero set.
For g > 0, however, there can be foliation bands of
geodesics that cross. By staring at the foliation, we can
break up the surface into vertices and propagators. In
correspondence with each puncture, there is a band of
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infinite height, a flat semi-infinite cylinder of circum-
ference 2�, which we identify as an external leg of the
diagram. We mark a closed geodesic on each semi-
infinite cylinder, at a distance � from its boundary.
Bands of finite height (internal bands not associated to
punctures) correspond to propagators if their height is
greater than 2�, otherwise they are considered part of
an elementary vertex. Along any internal cylinder of
height greater than 2�, we mark two closed geodesics,
at a distance � from the boundary of the cylinder. If we
now cut open all the marked curves, the surface
decomposes into a number of semi-infinite cylinders
(external legs), finite cylinders (internal propagators)
and surfaces with boundaries (elementary interac-
tions). Each elementary interaction of genus g and
with n boundaries is an element of Vg, n. A crucial point
of this construction is that we took care of leaving a
‘‘stub’’ of length � attached to each boundary. Stubs
ensure that sewing of surfaces preserves the length
condition on the metric (no closed curve shorter
than 2�).

These geometric data can be translated into an
iterative algebraic construction of the full quantum
action S[�]. The Vg, n satisfy geometric recursion
relations whose algebraic counterpart is the quan-
tum BV master equation for S[�]. Remarkably, the
singularities of the � operator encountered in OSFT
are absent here, precisely because of the presence of
the stubs. We refer to Zwiebach (1993) for a
complete discussion of closed SFT.

Open/Closed SFT

There is also a covariant SFT that includes both open
and closed strings as fundamental variables. The
Feynman rules arise from the following problem.

Minimal-area problem for open/closed SFT Let
Roc be a Riemann surface, with or without
boundaries, possibly with open and closed punctu-
res. Find the (conformal) metric of minimal area on
Roc such that all nontrivial Jordan open curves have
length greater than or equal to lo = �, and all
nontrivial Jordan closed curves have length greater
than or equal to lc = 2�.

The surface Roc is decomposed in terms of
elementary vertices Vg, n

b, m (of genus g, b boundary
components, n closed-string punctures and m open-
string punctures) joined by open and closed propa-
gators. Degenerations of the surface correspond
always to propagators becoming of infinite length –
factorization is manifest both in the open and in the
closed channel.

The S FT descr ibed in the section ‘‘Clos ed strings
in OSFT’’ (Witten OSFT au gmented with the single

open/closed vertex [35]) corresponds to taking lo = �
and lc = 0. Varying lc 2 [0, 2�], we find a whole
family of interpolating SFTs. This construction
clarifies the special status of the Witten theory:
moduli space is covered by a single cubic open
overlap vertex, with no need to introduce dynamical
closed strings, but at the price of a somewhat
singular formulation.

Classical Solutions in Open SFT

In the present formulation of SFT, a background (a
classical solution of string theory) must be chosen from
the outset. The very definition of the string field
requires to specify a (B)CFT0. Intuitively, the string
field lives in the ‘‘tangent’’ to the ‘‘theory space’’ at a
specific point – where ‘‘theory space’’ is some notion of
a ‘‘space of 2D (boundary) quantum field theories,’’
not necessarily conformal. In the early 1990s indepen-
dence from the choice of background was demon-
strated for infinitesimal deformations: the SFT actions
written using neighboring (B)CFTs are indeed related
by a field redefinition. In recent years, it has become
apparent that at least the open-string field reaches out
to open-string backgrounds a finite distance away –
possibly covering the whole of theory space. (Classical
solutions of closed SFT are beginning to be investi-
gated at the time of this writing (2005)).

The OSFT action written using BCFT0 data is just
the full world volume action of the D-brane with
BCFT0 boundary conditions. Which classical solu-
tions should we expect in this OSFT? In the bosonic
string, Dp branes carry no conserved charge and are
unstable. This instability is reflected in the presence
of a mode with m2 = �1=�0, the open-string
tachyon T(x�),�= 0, . . . , p. From this physical pic-
ture, Sen argued that:

1. the tachyon potential, obtained by eliminating
the higher modes of the string field by their
equations of motion, must admit a local mini-
mum corresponding to the vacuum with no
D-brane at all (henceforth, the tachyon vacuum,
T(x�) = T0);

2. the value of the potential at T0 (measured with
respect to the BCFT0 point T = 0) must be
exactly equal to minus the tension of the brane
with BCFT0 boundary conditions;

3. there must be no perturbative open-string excita-
tions around the tachyon vacuum; and

4. there must be space-dependent ‘‘lump’’ solutions
corresponding to lower-dimensional branes. For
example, a lump localized along one world
volume direction, say x1, such that T(x1)!T0

as x1! �1, is identified with a D(p� 1) brane.
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Sen’s conjectures have all been verified in OSFT.
(See Sen (2004) and Taylor and Zwiebach (2003)
for reviews). The deceptively simple-looking equa-
tions of motion (in Siegel gauge)

L0j�i þ b0ðj�i 	 j�iÞ ¼ 0 ½40�

are really an infinite system of coupled equations,
and no analytic solutions are known. Turning on a
vacuum expectation value (VEV) for the tachyon
drives into condensation an infinite tower of modes.
Fortunately, the approximation technique of ‘‘level
truncation’’ is surprisingly effective. The string field
is restricted to modes with an L0 eigenvalue smaller
than a prescribed maximal level L. For any finite L,
the truncated OSFT contains a finite number of
fields and numerical computations are possible.
Numerical results for various classical solutions
converge quite rapidly as the level L is increased.

The most important solution is the string field jT i
that corresponds to the tachyon vacuum. A remark-
able feature of jT i is universality: it can be written
as a linear combination of modes obtained by acting
on the tachyon c1j0i with ghost oscillators and
matter Virasoro operators,

jT i ¼ T0 c1j0i þ u Lm
�2c1j0i þ v c�1j0i þ � � �

This implies that the properties of jT i are indepen-
dent of any detail of BCFT0, since all computations
involving jT i can be reduced to purely combinator-
ial manipulations involving the ghosts and the
Virasoro algebra. The numerical results strongly
confirm Sen’s conjectures, and indicate that the
tachyon vacuum is located at a non-singular point in
configuration space. Numerical solutions describing
lower-dimensional branes and exactly marginal
deformations are also available. For example, the
full family of solutions interpolating between a
D1 and a D0 brane at the self-dual radius has
been found. There is increasing evidence that the
open-string field provides a faithful map of the
open-string landscape.

Vacuum SFT: D-branes as Projectors

In the absence of a closed-form expression for jT i,
we are led to guesswork. When expanded around
jT i, the OSFT is still cubic, only with a different
kinetic term Q,

S ¼ �
0
1

2
h�jQj�i þ 1

3
h�j� 	 �i

� �
½41�

The operator Q must obey all the formal properties
[17], must be universal (constructed from ghosts and
matter Virasoro operators), and must have trivial
cohomology at G = þ1. Another constraint comes

from requiring that [41] admits classical solutions in
Siegel gauge. The choice

Q ¼ 1

2i
ðcðiÞ � �cðiÞÞ

¼ c0 � ðc2 þ c�2Þ þ ðc4 þ c�4Þ � � � � ½42�

satisfies all these requirements. The conjecture
(Rastelli et al. 2001) is that, by a field redefinition,
the kinetic term around the tachyon vacuum can be
cast into this form. This ‘‘purely ghost’’ Q is
somewhat singular (it acts at the delicate string
mid-point), and presumably should be regarded as
the leading term of a more complicated operator
that includes matter pieces as well. The normal-
ization constant 
0 is formally infinite. Nevertheless,
a regulator (e.g., level truncation) can be introduced,
and physical observables are finite and independent
of the regulator. The vacuum SFT ([41]–[42])
appears to capture the correct physics, at least at
the classical level. Taking a matter/ghost factorized
ansatz

j�gi 
 j�mi ½43�

and assuming that the ghost part is universal for all
D-branes solutions, the equations of motion reduce
to following equations for the matter part:

j�mi 	 j�mi ¼ j�mi ½44�

A solution j�mi can be regarded as a projector
acting in ‘‘half-string space.’’ Recall that the
	-product looks formally like a matrix multiplica-
tion [19]: the matrices are the string fields, whose
‘‘indices’’ run over the half-string curves. These
projector equations have been exactly solved by
many different techniques (see Rastelli (2004) for a
review). In particular, there is a general BCFT
construction that shows that one can obtain solu-
tions corresponding to any D-brane configuration,
including multiple branes – the rank of the projector
is the number of branes. A rank-one projector
corresponds to an open-string functional which is
left/right split, �[X(�)] = FL(XL)FR(XR). There is
also clear analogy between these solutions and the
soliton solutions of noncommutative field theory.
The analogy can be made sharper using a formalism
that rewrites the open-string 	-product as the tensor
product of infinitely many Moyal products. (See
Bars (2002) and references therein).

It is unclear whether or not multiple-brane
solutions (should) exist in the original OSFT – they
are yet to be found in level truncation. Under-
standing this and other issues, like the precise role of
closed strings in the quantum theory seems to
require a precise characterization of the allowed
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space of open-string functionals. In principle, the
path integral over such functionals would define the
theory at the full nonperturbative level. This remains
a challenge for the future.

Note Added in Proof Very recently, M Schnabl,
building on previous work on star algebra projectors
and related surface states (Rastelli L (2004) and
references therein) was able to find the exact
solution for the universal tachyon condensate in
OSFT. This breakthrough is likely to lead to rapid
new developments in SFT.

See also: Boundary Conformal Field Theory; BRST
Quantization; Chern–Simons Models: Rigorous Results;
Fedosov Quantization; The Jones Polynomial; Large-N
and Topological Strings; Large-N Dualities;
Noncommutative Geometry from Strings;
Noncommutative Tori, Yang–Mills, and String Theory;
Operads; Superstring Theories; Topological Quantum
Field Theory: Overview; Two-Dimensional Conformal
Field Theory and Vertex Operator Algebras.
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String Theory and Compactification

The string theory provides a setup in which gauge
and gravitational interactions can be described in a
unified framework consistently at the quantum level.
As such, it provides a candidate theory in which to
describe the standard model of particle physics
(describing quarks and leptons and their strong and
electroweak interactions) and gravity within the
same quantum theory.

The string theory has a unique fundamental scale
Ms, fixed by the string tension, often encoded in the
parameter �0 of dimension (length)�2. All other
scales are derived from this one and are background
dependent.

Most of the string theory phenomenological
model building has centered on the critical super-
strings, which are ten dimensional (10D) and
involve spacetime (as well as world-sheet) super-
symmetry. There are five such different 10D
theories: type IIA, type IIB, type I, and the E8 
 E8

and SO(32) heterotic theories. The heterotic theories
include nonabelian gauge fields and charged fer-
mions in ten dimensions; hence, they constitute a
promising setup to embed the standard model. On
the other hand, the possibility of including D-branes
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(which carry nonabelian gauge symmetries and
charged matter) in compactifications of type II
theories (and orientifolds thereof, like the type I
theory itself) makes the latter reasonable alternative
setups to embed the standard model as a brane
world. The different 10D theories (as well as the
11D M-theory) are related by diverse dualities, also
upon compactification. This suggests that they are
just different limits of a unique underlying theory.
For 4D models, this implies that the different classes
of constructions are ultimately related by dualities,
and that often a given model may be realized using
different string theory constructions as starting
points.

In order to recover 4D physics at low energies,
compactification of the theory is required. In
geometrical terms, the theory is required to propa-
gate on a spacetime with geometry M4 �X6, where
M4 is a 4D Minkowski space, and X6 is a compact
manifold. This description is valid in the regime of a
large compactification volume, �0=R2 � 1 (where R
is the overall scale of the compact manifold), where
�0 string theory corrections are negligible. Other 4D
string models may be constructed using abstract
conformal field theories. They may often be
regarded as extrapolations of geometric compactifi-
cations to the regime of sizes comparable with the
string length, where string theory corrections are
relevant and the classical geometric picture does not
hold.

In the simplest situation of geometrical compacti-
fication, not including additional backgrounds
beyond the metric, the requirement of 4D spacetime
supersymmetry (useful for the stability of the model,
as well as of phenomenological interest) implies that
the space X6 is endowed with an SU(3) holonomy
metric. Existence of such metrics is guaranteed for
Calabi–Yau spaces, namely Kähler manifolds with
vanishing first Chern class.

There are a very large number of 4D super-
symmetric string models that can be constructed
using different starting string theories and different
compactification manifolds. They lead to different
4D spectra, often including nonabelian gauge sym-
metries and charged chiral fermions (but only rarely
resembling the actual standard model). In addition,
for each given model, there exist, in general, a large
number of massless 4D scalars, known as moduli,
whose vacuum expectation values are not fixed.
They parametrize different choices of the compacti-
fication data in a given topological sector (e.g.,
Kähler and complex structure moduli of the internal
Calabi–Yau space). All physical parameters of the
4D theory vary continuously with the vacuum
expectation values of these scalars.

All such models are on equal footing from the
point of view of the theory. Hence, 4D string models
suffer from a large arbitrariness. Although the
breaking of supersymmetry clearly changes the
picture qualitatively (e.g., flat directions associated
to moduli are lifted by radiative corrections), it is
difficult to evaluate this impact.

In this situation, most of the research in string
theory phenomenology has centered on the study of
generic properties of certain classes of compactifica-
tions, with the potential to lead to realistic struc-
tures (such as N = 1 or no supersymmetry,
nonabelian gauge symmetries with replicated sets
of charged chiral fermions). Within each class,
explicit models (as close as possible to the standard
model) have also been constructed. Generic predic-
tions or expectations for phenomenology can be
obtained within each setup, but quantitative results,
even for explicit models, are always functions of
undetermined moduli vacuum expectation values.
Tractable mechanisms for moduli stabilization are
under active research, although only preliminary
results are available presently.

The better-studied classes of models are compac-
tifications of heterotic theories on Calabi–Yau
spaces, and compactifications of type II theories (or
orientifolds thereof) with D-branes. Other possibi-
lities include the heterotic M-theory, the M-theory
on G2 holonomy varieties, the F-theory on Calabi–
Yau 4-folds, etc. As already mentioned, different
classes (or even explicit models) are often related by
string duality.

Heterotic String Phenomenology

A large class of phenomenologically interesting
string vacua, which has been explored in depth, is
provided by 4D compactifications of (any of the
two) perturbative heterotic string theories. Compac-
tification on large volume manifolds can be
described in the supergravity approximation. As
described by Candelas, Horowitz, Strominger, and
Witten, the requirement of 4D N = 1 supersymmetry
requires the internal manifold to be of SU(3)
holonomy, a condition which is satisfied by
Calabi–Yau manifolds. In the presence of a curva-
ture, the Bianchi identity for the Kalb–Ramond
2-form B is modified, so that, in general, it reads

dH ¼ tr R2 � 1

30
tr F2 ½1�

where H is the field strength 3-form, R is the Ricci
2-form, and F is the field strength, in the adjoint
representation, of the 10D gauge fields. Regarding
the above equation in cohomology leads to a
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consistency condition, forcing the background gauge
bundle V to be topologically nontrivial, with

c2ðVÞ ¼ c2ðTX6Þ ½2�

where c2 denotes the second Chern class, and TX6 is
the compactification tangent space.

The condition of supersymmetry implies that the
gauge fields must be solutions of the Donaldson–
Uhlenbeck–Yau equations. Existence of such a solu-
tion is guaranteed for holomorphic and stable gauge
bundles. The simplest solution to these conditions is
the so-called standard embedding, where the gauge
connection is locally identical to the spin connection,
but more general solutions exist and have been
characterized for particular classes of Calabi–Yau
manifolds (e.g., when they are elliptically fibered).
The gauge background bundle V, with structure
group H, breaks the 10D gauge symmetry G to its
commutant subgroup G4D. The latter corresponds to
the 4D gauge symmetry. Moreover, the background
bundle modifies the Kaluza–Klein reduction of the
10D charged fermions, leading to a nonzero number
of replicated 4D chiral fermions. Decomposing the
adjoint representation of G (in which 10D fermions
transform) with respect to G4D �H,

Adj G ¼ �
i
ðRG4D;i;RH;iÞ ½3�

the net number of 4D chiral fermions in the
representation RG4D

is given by the index of the
Dirac operator coupled to V in the representation
RH, i. Condition [1] implies proper cancellation of
chiral anomalies in the resulting theory. A simple
and well-studied class is provided by standard
embedding compactifications of the E8 � E8 hetero-
tic string theory, whose unbroken 4D gauge group is
E6 � E8. The number of families (i.e., chiral multi-
plets in the representation 27 of E6 ) and conjugate
families (in the 27) are given by the Hodge numbers

n27 ¼ h1;1ðX6Þ; n27 ¼ h2;1ðX6Þ ½4�

More specifically, the harmonic representatives in
each cohomology class represent the internal profile
of the corresponding 4D fields. The net number of
families is thus determined by the Euler character-
istic �(X6)

nfam ¼ jh1;1 � h2;1j ¼ 1
2 j�ðX6Þj ½5�

Recently, much progress in heterotic model building
has been achieved in nonstandard embedding com-
pactifications by the detailed construction of holo-
morphic stable bundles and the computation of the
diverse indexes. In particular, explicit models with
just the minimal supersymmetric standard model
spectrum have been constructed.

The above geometric approach has several limita-
tions. On the technical side, the construction of
explicit holomorphic and stable gauge bundles is
nontrivial from the mathematical viewpoint. On the
more fundamental side, it allows one to explore only
the large volume limit of heterotic compactifications.

Further insight into the latter aspect can be
obtained via constructions based on exactly solvable
conformal field theories (CFTs), which describe the
world-sheet string dynamics in compactifications,
including all �0 corrections, and, therefore, allowing
one to enter the small volume regime. The simplest
such compactifications are provided by toroidal
orbifolds, which describe string propagation in
quotients of toroidal compactifications by a discrete
group �. From the world-sheet viewpoint, they are
described by 2D free CFT, but which include sectors
of closed strings with boundary conditions twisted
by elements of �. The resulting 4D theory contains
chiral fermions, arising from the untwisted and
twisted sectors. In the former, the nonchiral spec-
trum of toroidal compactification suffers a projec-
tion onto the �-invariant states and leads to
chirality. Twisted sectors are localized at the fixed
points of the orbifold action, where the local
supersymmetry is reduced, leading naturally to
chiral fermions.

Many of these models can be regarded as limits of
compactifications on Calabi–Yau spaces in the limit
in which they become locally flat and develop
conical singularities (and similarly, their gauge
bundles become locally flat and with curvature
localized near the singular points). Indeed, flat
directions involving moduli fields in the twisted
sector often exist, which correspond to geometric
blow-ups of the singular point that resolve the
conical singularities to yield a smooth Calabi–Yau.

The theories remain simple and solvable for any
value of the untwisted moduli (namely moduli of the
underlying toroidal compactification). This allows
the discussion of their low-energy effective action
including the explicit dependence on the untwisted
moduli, while only partial results for the dependence
on twisted moduli are known.

Other approaches, such as free fermion construc-
tions or Gepner models, also provide exact descrip-
tions of compactifications, although only at a point
of the moduli space, deep inside the small volume
regime.

Exact CFT constructions provide a small volume
description of Calabi–Yau compactifications, at
least for particular models. Moreover, their consis-
tency conditions (modular invariance of the parti-
tion function) provide a stringy version of the large
volume geometric condition implied by eqn [2]. The
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constructions also show the existence of full-fledged
string theory constructions with properties similar to
geometric compactifications, but incorporating all �0

corrections.
Within the general class of perturbative heterotic

string models, a certain number of phenomenologi-
cally interesting statements are quite generic.

� The 4D Planck scale MP and gauge couplings gYM

(at the string scale) are related to the fundamental
string scale by

Ms ¼MPgYM ½6�

This implies that the string scale is close to the 4D
Planck scale. In this situation, supersymmetry can
stabilize the electroweak scale against radiative
corrections.
� 4D heterotic models contain certain U(1) symme-

tries, whose gauge bosons actually get Stuckelberg
masses due to B ^ F couplings to components of
the 2-form. Such U(1)’s would correspond to
global symmetries, but are violated at tree level by
�0 nonperturbative effects, namely world-sheet
instantons. Hence, no continuous global symme-
tries exist, even perturbatively, in these models.
Proton decay might, however, be avoided by
discrete global symmetries. In any event, even
without such symmetries, the large fundamental
scale suppresses the processes mediating proton
decay. Thus, the proton lifetime is naturally larger
than present experimental bounds.
� Gauge coupling constants for the different gauge

factors in the standard model unify at the string
scale. This agrees with extrapolation from their
electroweak values, assuming the minimal super-
symmetric standard model content between the
electroweak and string scale, up to a mismatch of
scales (by a factor of 20). The latter may be
addressed in diverse ways, such as threshold
corrections, intermediate scales, or in the heterotic
M-theory.
� Yukawa couplings are, in principle, computable.

Explicit computations have been carried out in
standard embedding geometric compactifications
(where they amount to the overlap integral of the
internal profiles of the 4D fields, namely a
topological intersection number), and in orbifold
models. They are in general moduli dependent, so
their quantitative analysis is involved. Qualita-
tively, however, interesting patterns, such as
hierarchical structures, are possible, for example,
in specific orbifold models.

Heterotic models have been studied beyond the
perturbative regime. For instance, the construction

of compactifications including nonperturbative
objects, namely 5-branes, has been pursued; so has
been the strong coupling limit of the E8 � E8

heterotic, described by compactifications of the
M-theory on an interval (the so-called heterotic
M-theory or Horava–Witten theory). The strong
coupling phenomena of the SO(32) heterotic theory
can be addressed using dual type I (or other type II
orientifold) constructions.

D-Brane Phenomenology

A different setup for realistic string theory compac-
tifications, within the so-called brane-world con-
structions, is provided by compactifications of type II
string theories containing D-branes, or quotients
thereof. A particularly relevant class of quotients
involves quotienting out by world-sheet parity,
accompanied by some Z2 geometric action. The
resulting theories are denoted type II orientifolds, and
contain orientifold planes, subspaces fixed under the
geometric action, corresponding to regions where the
orientation of a string can flip. Type II compactifica-
tions with D-branes filling the noncompact dimen-
sions must satisfy a set of consistency conditions,
known as RR tadpole cancellation. This is the
condition that, in the compact space, the charge of
D-branes and orientifold planes under the different
RR forms must cancel. For the Z-valued charges, the
conditions readX

a

NaQa þQOp ¼ 0 ½7�

where Na denotes the multiplicity of D-branes with
charge vector and Qa under the RR fields, QOp is the
charge vector of the orientifold planes. Additional
discrete conditions may be present if the relevant
K-theory group (classifying D-brane charges in the
corresponding background) contains torsion pieces.

The most familiar example of these constructions
is provided by the type I string theory, which is an
orientifold quotient of the type IIB theory by world-
sheet parity (with no geometric action). The model
can be regarded as containing one orientifold
9-plane and 32 D9 branes (all filling out 10D
spacetime), such that their RR charges with respect
to the (nondynamical) RR 10-form cancel.

Supersymmetric geometric compactifications of
type II theories and orientifolds must correspond to
compactification on Calabi–Yau spaces in order to
have a preserved spinor. Models with D-branes
filling the noncompact dimensions may be broadly
classified into two classes: type IIB compactifications
with D(3þ 2p)-branes, wrapped on holomorphic
2p-cycles, and carrying holomorphic and stable
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world-volume gauge bundles, and type IIA compac-
tifications with D6 branes wrapped on special
Lagrangian 3-cycles (in general, models with D4
and D8 branes are not allowed since Calabi–Yau
spaces do not have nontrivial 1- or 5-cycles on
which to wrap the branes). This classification is a
large volume realization of the general classification
of supersymmetric configurations of D-branes into
two classes, denoted A and B.

Intersecting Brane Worlds

Type IIA compactifications with A-branes corre-
spond to compactifications of type IIA theory (or
orientifolds thereof) with D6 branes wrapped on
3-cycles of the internal Calabi–Yau space. In these
models, each stack of N D6 branes generically leads
to a U(N) gauge factor. Chirality arises from open
strings stretched between pairs of branes at the
corresponding intersections. The chiral fermions
from an open string stretched between branes a
and b transform in the bifundamental representation
(&a,&b) of the gauge factors U(Na)� U(Nb) of the
intersecting D6 brane stacks. In general, two
3-cycles in a 6D manifold intersect at points of the
internal space. Hence, such fermions arise in several
families, whose (net) number is given by the (net)
number of intersections of the corresponding
3-cycles �a, �b, namely the topological invariant
intersection number of their homology classes

Iab ¼ ½�a� � ½�b� ½8�

Simple modifications of the above rules arise in
some sectors in the presence of orientifold planes
(e.g., the reduction of the gauge symmetry from
unitary to orthogonal or symplectic factors for
branes on top of orientifold planes).

The RR tadpole cancellation conditions specify
that the total homological charge carried by the D6
branes (and the orientifold 6-planes) cancel. They
imply automatic cancellation of cubic nonabelian
anomalies, and the cancellation of mixed U(1)
anomalies by a Green–Schwarz mechanism mediated
by 4D scalars from the RR closed-string sector.

Explicit models with SM spectrum have been
constructed in orientifolds of toroidal compactifica-
tions in the nonsupersymmetric case, and in orbi-
folds thereof in supersymmetric cases. The
generalization of the above construction beyond
toroidal situations is, in principle, possible, but
difficult, due to the mathematically challenging
task of constructing special Lagrangian submani-
folds for general Calabi–Yau manifolds.

Certain phenomenologically interesting quantities,
such as gauge couplings and their threshold

corrections, Yukawa couplings, and other diverse
correlation functions have been computed in toroi-
dal cases, where the corresponding correlators are
computable exactly in �0. Particularly interesting is
the computation of Yukawa couplings, or, in
general, of couplings involving only fields at inter-
sections. These couplings arise from open-string
world-sheet instantons, namely disks with bound-
aries on the D-branes corresponding to those
intersections.

Type IIB Orientifolds

Type IIB compactifications with B-type branes
contain several familiar classes of 4D models, for
instance, compactifications of type I string theory on
smooth Calabi–Yau spaces (whose description may
be carried out using the effective supergravity
action, in close analogy with the heterotic compac-
tifications). Compactifications of type I string theory
on orbifolds can be regarded as a particular
realization of this, easily described using exact
CFTs (although from the viewpoint of the general
description as B-branes, the appearance of lower-
dimensional branes requires their mathematical
description to involve coherent sheaves). Since
open strings at orbifolds do not have twisted
boundary conditions, chirality arises from the orbi-
fold projection of the toroidally compactified theory
on the spectrum.

Another example within this kind is provided by
the so-called magnetized D-brane models. These
correspond to toroidal compactifications of type I
theory, with D9 branes carrying constant magnetic
backgrounds for the internal components of the
world-volume gauge fields. In this kind of model,
although the closed-string sector is highly super-
symmetric, the open-string spectrum has reduced
supersymmetry, or no supersymmetry (if the bundle
stability condition is relaxed). Chirality arises from
the nontrivial index of the Dirac operator for open
strings ending on D-branes with different world-
volume magnetic fields. Explicit models have mainly
centered on nonsupersymmetric models from orien-
tifolds of T6, and on supersymmetric models from
orientifolds of the T6=(Z2 � Z2) orbifold. In both
contexts, models with semirealistic spectra have
been obtained: concretely nonsupersymmetric mod-
els with just the standard model spectrum, or
supersymmetric models with the minimal super-
symmetric standard model spectrum, plus nonchiral
matter. Further, properties of the gauge coupling
constants and the computation of the Yukawa
couplings have been studied as functions of unde-
termined moduli.
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Finally, a second large class of models constructed
using B-type branes are given by lower-dimensional
D-branes, for example, D3 branes, located at singular
points in the internal compactification space. Since the
massless sector of open strings is determined only in
terms of the local structure of the singularity, these
models have been mostly studied in noncompact
setups. Resulting spectra can be encoded in quiver
diagrams, related to those in the mathematical litera-
ture on the McKay correspondence. Semirealistic three-
family models have been constructed based on systems
of D3 and D7 branes at the C3=Z3 orbifold singularity.

Type IIB orientifold compactifications are also
intimately related to F-theory compactifications on
Calabi–Yau 4-folds, which provide a nonperturba-
tive completion for such models.

Mirror symmetry exchanges type IIB and IIA
compactifications with B- and A-type branes. Hence,
it provides a map between the above two kinds of
compactifications. This shows that type IIB orienti-
fold models lead to spectra with structure similar to
that of intersecting-branes worlds, and that they
share many of their general properties.

As a particular example, toroidal models of
intersecting D6 branes are mapped under mirror
symmetry to models of magnetized D9 branes. This
mirror map has been exploited to construct the same
theories from both starting points and to recover
certain quantities, such as the �0-exact Yukawa
couplings in the IIA picture from a purely classical
(no �0 corrections) computation in the mirror IIB
model. This is a particular application of the general
proposal of homological mirror symmetry in com-
pactifications with branes.

Type II orientifold compactifications with
D-branes have also been explored beyond the
geometric regime, using exact CFTs to describe the
(analog of the) internal space, and crosscap and
boundary states to describe (the analogs of) orienti-
fold planes and D-branes. Formal developments in
the construction of the latter in Gepner models have
been successfully applied to obtain large classes of
semirealistic 4D string models in this setup.

As compared with heterotic compactifications, the
setup of D-brane models leads to several generic
features:

� Since gauge sectors are localized on D-branes, and
have a dilaton dependence different from gravita-
tional interactions, the relation between the
fundamental string scale and the 4D Planck scale
and gauge coupling reads

M 2
P g 2

YM ¼
M11�p

s VT

gs
½9�

where VT is a measure of the volume in the
directions transverse to the brane, and gs is the
10D string coupling. The above relation shows that
it is possible to achieve large 4D Planck mass with
a lower fundamental string scale by adjusting the
transverse volume and the string coupling. This has
been proposed by Antoniadis, Arkani-Hamed,
Dimopoulos, and Dvali as an alternative to explain
the Planck/weak hierarchy without supersymmetry.
� The compactifications contain several U(1) gauge

symmetries. For some of the corresponding gauge
bosons, the 4D effective theory contains Stuckel-
berg masses of order Ms, due to B ^ F couplings
to fields in the RR sector. These couplings make
the U(1) gauge bosons massive; hence, they are
absent from the low-energy physics. Nevertheless,
the U(1)’s remain as global symmetries exact in �0

and to all orders in the perturbation theory in gs.
They are violated by D-brane instantons, which
are nonperturbative in gs. In many realistic
models, the baryon number is one such global
symmetry, and it prevents proton decay, even if
the string scale is not large.
� In general, each gauge factor in the standard

model arises from a different brane stack, and
their gauge couplings at the string scale are
controlled by different moduli. This implies that,
generically, it is not natural to have gauge
coupling unification in D-brane models. Particular
models may enjoy enhanced discrete global
symmetries at special points in moduli space
where unification is achieved, thus making uni-
fication appear more natural in such examples.
Similar statements apply for constructions which
realize complete or partial unification of gauge
groups at large scales (like string models of grand
unification or of Pati–Salam type).
� As already mentioned, important quantities such

as Yukawa couplings are, in principle, computa-
ble, although quantitative expressions have been
derived only in a few examples, mostly in toroidal
compactifications or quotients thereof. The results
are moduli dependent, making it difficult to
derive model-independent patterns.

M-Theory Phenomenology

Most of the phenomenological models from the
M-theory have been constructed using the Horava–
Witten theory (compactification of M-theory on
S1=Z2) as starting point. This theory provides a
description of the strong coupling regime of the
E8 � E8 heterotic theory, and many of its basic
features are similar to those in the perturbative
regime. In particular, the techniques used in model
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building involve the construction of stable and
holomorphic vector bundles and the computation
of the relevant indexes to obtain the 4D gauge group
and charge matter content. An important difference
is that gauge interactions propagate only over the
10D boundaries of spacetime, while gravity propa-
gates over the 11 dimensions. This makes the setup
share some features of brane-world constructions,
and, in particular, it allows one to lower the
fundamental scale of the theory (the 11D Planck
scales) to reconcile it with the traditional unification
scale.

A different setup for M-theory phenomenology
involves the compactification of the 11D theory on a
7-manifold of G2 holonomy X7, in order to lead to
N = 1 supersymmetry in four dimensions. Although
a fundamental formulation of the M-theory is
lacking, duality arguments and indirect evidence
can be used to show that nonabelian gauge
symmetries of the A–D–E classical groups arise if
X7 contains 3-cycles of codimension-4 singularities,
locally of the form C2=�, with � an A–D–E Kleinian
subgroup of SU(2). Similarly, it can be shown that
chiral multiplets charged under these gauge symme-
tries arise if X7 contains certain codimension-7
singularities. The local geometry of the latter has
been explicitly described, and can be regarded as lying
at the intersections of codimension-4 singularities.

The direct construction of such singular G2

holonomy manifolds is very difficult, and there are
no known topological conditions that guarantee
existence of such a metric for a fixed topology.
However, the existence of large classes of such
models can be indirectly shown by using duality
arguments. Namely, any type IIA models of inter-
secting D6 branes and O6 planes, preserving N = 1
supersymmetry, lifts to an M-theory compactifica-
tion on a singular G2 holonomy manifold. In fact,
the local structure of the codimension-4 and -7
singularities agrees in particular cases with the local
structure of D6 branes on 3-cycles and D6 brane
intersections.

Further Topics

Some additional topics related to the phenomenol-
ogy of the string theory, but not covered by the
above model building description are discussed in
the following.

Effective Actions

The construction of effective actions for such classes
of models has been carried out in general in
supersymmetric compactifications, using the

parametrization of the general 4D N = 1 super-
gravity action in terms of the Kähler potential for
the moduli and matter fields, the gauge kinetic
functions, and the superpotential. The moduli action
is quite universal, at least for geometric compactifi-
cations and for untwisted moduli in orbifold
compactifications. For instance, the Kähler potential
for the 4D dilaton multiplet S and the modulus T
controlling the size of the internal manifold, in the
large volume and weak coupling regime, reads

K ¼ � logðSþ S	Þ � 3 logðT þ T	Þ ½10�

The corresponding expression including matter
fields is more model dependent, but known within
each particular class.

Moduli Stabilization and Supersymmetry
Breaking

Both issues are often related. Although moduli
stabilization preserving supersymmetry is possible,
it often occurs that the potential stabilizing moduli
has its origin in mechanisms related to super-
symmetry breaking.

The description of purely string theoretical
mechanisms to break supersymmetry is difficult,
and most approaches rely on field-theoretical
mechanisms in the effective action. One of the better-
studied mechanisms, mostly in the heterotic string
setup (but also in type II compactifications), is
gaugino condensation in a strongly coupled hidden
sector, interacting with the standard model sector
via gravitational (or perhaps additional gauge)
interactions. Although explicit models with such
hidden sectors and strong dynamics exist, they
often result in runaway potentials for moduli.
Racetrack scenarios where several condensates
balance each other are possible but contrived.

A second mechanism to break supersymmetry,
mostly explored in type IIB/F-theory compactifica-
tions, is the introduction of field-strength fluxes for
p-form fields. Interestingly, such fluxes lead to
nontrivial potentials depending on moduli, and
generically breaking supersymmetry. The existence
of several remnant flat directions in the leading �0, gs

approximation, leaves unanswered the question of
possible runaway moduli potentials in those direc-
tions. However, evidence for nonperturbative con-
tributions stabilizing the remaining moduli at finite
distance has been proposed. Preliminary results in the
analysis of flux stabilized vacua have been obtained
in simple examples of (still unrealistic) Calabi–Yau
compactifications with small number of moduli.

Most explored mechanisms propose supersymmetry
breaking below the Kaluza–Klein compactification

String Theory: Phenomenology 109



scale, and, therefore, can be described in the 4D
effective theory. They can be nicely parametrized in
terms of vacuum expectation values for the dilaton
and geometric moduli of the compactification. This
description allows for a computation of the soft
terms using the expansion of the N = 1 supergravity
formulas in components. Concrete patterns, such as
the universality of squark masses, or the complex
phases of diverse soft terms, can be explored using
this approach.

Alternative mechanisms of breaking supersymme-
try at higher scales, such as the introduction of
antibranes or nonsupersymmetric compactifications,
lead to generic difficulties with stability.

Related to the question of supersymmetry break-
ing is the question of the cosmological constant.
Unfortunately, there is no manifest mechanism in
the string theory that explains the smallness of the
observed value of this scale. Given that many
aspects of both quantum gravity in the string theory
and realistic model building (with proper super-
symmetry breaking and moduli stabilization) are
still under progress, an open-minded point of view
on this problem and the proposed solutions is kept.

Cosmology

Although somewhat different from the traditional
focus of string phenomenology, recent progress in
observational cosmology has triggered much interest
in string theory realizations of inflationary models
(or alternatives such as pre-big bang scenarios).
Most inflationary models have centered on using
moduli as the inflaton field, due to their flat
potentials. A simple setup in type II compactifica-
tions, known as brane inflation models, uses the
modulus controlling a brane position as the inflaton
field, which has a flat enough potential with a
moderate fine-tuning. Such setups may lead to
interesting additional features, such as a moderate
but potentially observable density of cosmic strings
created in the reheating process.

On the other hand, many interesting questions in
string cosmology await further understanding of
time-dependent backgrounds in the string theory.

Retrospect

It is remarkable that the formal framework of
the string theory admits tractable solutions with
reasonable resemblance to the structure of the

standard model. In particular, generic features such
as nonabelian gauge symmetry and chirality, coupled
to gravity, are generic in 4D compactifications. This
is already a success. In addition, much progress has
been made in the general description of the relevant
mathematical tools, and physical mechanisms and
ingredients involved in these vacua, as well as in the
explicit construction of models with the standard
model spectrum (or supersymmetric extensions of
it). Yet, many questions remain open and much
more work is needed in order to make contact with
the physics observed in nature.

See also: Brane Worlds; Compactification of Superstring
Theory; Cosmology: Mathematical Aspects; Superstring
Theories.

Further Reading

Acharya B and Witten E (2001) Chiral fermions from manifolds

of G(2) holonomy, hep-th /0109152.
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String topology is a new field of study involving the
geometric and algebraic topology of spaces of loops
and paths in manifolds. The subject was initiated in
the important work of Chas and Sullivan (1999)
who uncovered previously unknown algebraic struc-
ture in the homology and equivariant homology of
loop spaces. While the structure is purely topologi-
cal, it was motivated by formalisms in quantum field
theory and string theory. Since that time this subject
has attracted the attention of many mathematicians,
but one of the main lines of research continues to be
motivated by the attempt to understand the relation
between this structure (and its generalizations) with
topological and conformal field theories.

In order to describe some of the recent advances in
this field, we begin with some notation. Throughout
this article Mn will denote a closed, n-dimensional,
oriented manifold. LM will denote the free loop space,

LM¼MapðS1;MÞ

For D1, D2�M closed submanifolds, PM(D1, D2)
will denote the space of paths in M that start at D1

and end at D2,

PMðD1;D2Þ¼ f� : ½0; 1�!M; �ð0Þ 2D1; �ð1Þ 2D2g

The paths and loops we consider will always be
assumed to be piecewise smooth. Such spaces of paths
and loops are well known to be infinite-dimensional
manifolds, and roughly speaking, string topology is the
study of the intersection theory in these manifolds.

Recall that for closed, oriented manifolds, there is
an intersection pairing,

HrðMÞ�HsðMÞ!Hrþs�nðMÞ

which is defined to be Poincaré dual to the cup
product,

Hn�rðMÞ�Hn�sðMÞ![ H2n�r�sðMÞ

The geometric significance of this pairing is that if
the homology classes are represented by submani-
folds, Pr and Qs with transverse intersection, then
the image of the intersection pairing is represented
by the geometric intersection, P\Q.

The remarkable result of Chas and Sullivan says
that even without Poincaré duality, there is an
intersection type product

� : HpðLMÞ�HqðLMÞ!Hpþq�nðLMÞ

that is compatible with both the intersection product
on H�(M) via the map ev : LM!M(�! �(0)), and
with the Pontrjagin product in H�(�M).

The construction of this pairing involves consid-
eration of the diagram,

LM � Mapð8;MÞ!e LM�LM ½1�

Here Map(8, M) is the mapping space from the
figure 8 to M, which can be viewed as the subspace
of LM�LM consisting of those pairs of loops that
agree at the basepoint. � : Map(8, M)!LM is the
map on mapping spaces induced by the pinch map
S1! S1 _ S1.

Chas and Sullivan constructed this pairing by
studying intersections of chains in loop spaces.
A more homotopy-theoretic viewpoint was taken
by Cohen and Jones (2002) who viewed e : Map
(8, M)!LM�LM as an embedding, and showed
there is a tubular neighborhood homeomorphic to a
normal given by the pullback bundle, ev�(TM),
where ev : LM!M is the evaluation map mentioned
above. They then constructed a Pontrjagin–Thom
collapse map whose target is the Thom space of the
normal bundle, �e : LM�LM!Map(8, M)ev�(TM).
Computing �e in homology and applying the Thom
isomorphism defines an ‘‘umkehr map,’’

e! : H�ðLM�LMÞ!H��nðMapð8;MÞÞ

The Chas–Sullivan loop product is defined to be the
composition

�� ¼ �� � e! : H�ðLM�LMÞ!H��nðMapð8;MÞÞ
!H��nðLMÞ

Notice that the umkehr map e! can be defined for a
generalized homology theory h� whenever one has a
Thom isomorphism of the tangent bundle, TM,
which is to say a generalized homology theory h� for
which the representing spectrum is a ring spectrum,
and which supports an orientation of M.

By twisting the Pontrjagin–Thom construction by
the virtual bundle �TM, one obtains a map of
spectra,

�e : LM�TM ^LM�TM!Mapð8;MÞev�ð�TMÞ

where LM�TM is the Thom spectrum of the pullback
of the virtual bundle ev�(�TM). Now we can
compose, to obtain a multiplication,

LM�TM ^LM�TM!�e
Mapð8;MÞev�

0
ð�TMÞ !� LM�TM

The following was proved by Cohen and Jones
(2002).
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Theorem 1 Let M be a closed manifold, then
LM�TM is a ring spectrum. If M is orientable the ring
structure on LM�TM induces the Chas–Sullivan loop
product on H�(LM) by applying homology and the
Thom isomorphism.

The ring structure on the spectrum LM�TM was
also observed by Dwyer and Miller using different
methods.

Cohen and Godin (2004) generalized the loop
product in the following way. Observe that the
figure 8 is homotopy equivalent to the pair of pants
surface P, which we think of as a genus 0 cobordism
between two circles and one circle.

Furthermore, Figure 1 is homotopic to the
diagram of mapping spaces,

LM ��out
MapðP;MÞ�!�in ðLMÞ2

where �in and �out are restriction maps to the
‘‘incoming’’ and ‘‘outgoing’’ boundary components
of the surface P. So the loop product can be viewed
as a composition,

�¼�P

¼ ð�outÞ� � ð�inÞ! : ðH�ðLMÞÞ�2!H�ðMapðP;MÞÞ
!H�ðLMÞ

where using the figure 8 to replace the surface P can
be viewed as a technical device that allows one to
define the umkehr map (�in)!.

In general if one considers a surface of genus g,
viewed as a cobordism from p incoming circles to q
outgoing circles, �g, pþq, one gets a similar diagram
(Figure 2)

ðLMÞq ��out
Mapð�g;pþq;MÞ�!

�in ðLMÞp

Cohen and Godin (2004) used the theory of ‘‘fat’’ or
‘‘ribbon’’ graphs to represent surfaces as developed
by Harer (1985), Penner (1987), and Strebel (1984),
in order to define Pontrjagin–Thom maps,

��g;pþq
: ðLMÞp!Mapð�g;pþq;MÞ�ð�g;pþqÞ

where �(�g, pþq) is the appropriately defined normal
bundle of �in. By applying (perhaps generalized)
homology and the Thom isomorphism, they defined
the umkehr map,

ð�inÞ! : H�ððLMÞpÞ!H�þ�ð�g;pþqÞ	nðMapð�g;pþq;MÞÞ

where �(�g, pþq) = 2� 2g� p� q is the Euler char-
acteristic. Cohen and Godin then defined the string
topology operation to be the composition,

��g;pþq
¼ �out � ð�inÞ! : H�ððLMÞpÞ!H�þ�ð�g;pþqÞ	n

�ðMapð�g;pþq;MÞÞ!H�þ�ð�g;pþqÞ	nððLMÞqÞ

They proved that these operations respect gluing of
surfaces,

��1#�2
¼��2

���1

where �1#�2 is the glued surface as shown in
Figure 3.

The coherence of these operations is summarized
in the following theorem.

Theorem 2 (Cohen and Godin 2004). Let h� be
any multiplicative generalized homology theory that
supports an orientation of M. Then the assignment

�g;pþq!��g;pþq
: h�ððLMÞpÞ! h�ððLMÞqÞ

is a positive boundary topological quantum field
theory. ‘‘Positive boundary’’ refers to the fact that
the number of outgoing boundary components, q,
must be positive.

A theory with open strings was initiated
by Sullivan (2004) and developed further by
A Ramirez (2005) and by Harrelson (2004). In this

Figure 1 Pair of pants P.

p circles
q circles

Figure 2 �g, pþq .

p circles
q circles

r circles

Figure 3 �1#�2.
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setting one has a collection of submanifolds, Di�M,
referred to as ‘‘D-branes.’’ This theory studies
intersections in the path spaces PM(Di, Dj).

A theory with D-branes involves ‘‘open–closed
cobordisms’’ which are cobordisms between com-
pact one-dimensional manifolds whose boundary is
partitioned into three parts:

1. Incoming circles and intervals.
2. Outgoing circles and intervals.
3. The rest is the ‘‘free boundary’’ which is itself a

cobordism between the boundary of the incom-
ing and boundary of the outgoing intervals. Each
connected component of the ‘‘free boundary’’ is
labeled by a D-brane (see Figure 4).

In a topological field theory with D-branes,
one associates to each boundary circle a vector
space VS1 (in our case VS1 = H�(LM)) and to an
interval whose endpoints are labeled by Di, Dj, one
associates a vector space VDi, Dj

(in our case VDi,Dj
=

H�(PM(Di,Dj))).
To an open–closed cobordism as above, one

associates an operation from the tensor product of
these vector spaces corresponding to the incoming
boundaries to the tensor product of the vector
spaces corresponding to the outgoing boundaries.
Of course, these operations have to respect the
relevant gluing of open–closed cobordisms.

By developing a theory of fat graphs that encode
the open–closed boundary data, Ramirez was able
to prove that there are string topology operations
that form a positive boundary, topological quantum
field theory with D-branes (Ramirez 2005).

We end these notes by a discussion of three
applications of string topology to classifying spaces
of groups.

Example 1 Application to Poincaré duality groups –
(Abbaspour et al. to appear). For G any discrete

group, one has that the loop space of the classifying
space satisfies

LBG’
a
½g�

BCg

where [g] is the conjugacy class determined by
g2G, and Cg < G is the centralizer of g.

When BG is represented by a closed manifold, or
more generally, when G is a Poincaré duality group,
the Chas–Sullivan loop product then defines pairings
among the homologies of the centralizer subgroups.
Abbaspour et al. describe this loop product entirely
in terms of group homology, thus giving structure
to the homology of Poincaré-duality groups that
previously had not been known.

Example 2 Applications to 3-manifolds.
(Abbaspour 2005). Let � : H�M!H�(LM) be
induced by inclusion of constant loops. This is a
split injection of rings. Write H�(LM) = H�(M)

AM. We say H�(LM) has nontrivial extended loop
products if the composition

AM�AM ,!H�ðLMÞ�H�ðLMÞ!� H�ðLMÞ

is nontrivial.
Let M be a closed, irreducible 3-manifold. In a

remarkable piece of work, Abbaspour showed the
relationship between having a trivial extended loop
product and M being ‘‘algebraically hyperbolic.’’
This means that M is a K(	, 1) and its fundamental
group has no rank-2 abelian subgroup. (If geome-
trization conjecture is true, this is equivalent to M
admitting a complete hyperbolic metric.)

Example 3 The string topology of classifying
spaces of compact Lie groups (Gruher (to appear)
and of Gruher and Salvatore (to appear)). The goal
of Gruher’s work is to construct string topological
invariants of LBG’EG�GG, where G acts on
itself via conjugation. Ultimately, one would like to
understand the relationship between this structure
and the work of Freed (2003) on twisted equivariant
K-theory, K�

G(G) and the Verlinde algebra.

The first observation in this program was to
notice that the key ingredient in the forming of the
Chas–Sullivan loop product is that the fibration
ev : LM!M is a fiberwise monoid over a closed
oriented manifold. The fiber is �M, which has the
usual Pontrjagin product.

The following was proved by Gruher and
Salvatore:

Lemma 3 Let G!E!M be a fiberwise monoid
over a closed manifold M. Then E�TM is a ring
spectrum.

D2
D1

D3

D5
D4

D6

Figure 4 Open–closed cobordism.
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The following construction gives a large supply of
examples of such fiberwise monoids over manifolds.

Let G!P!M be a principal G bundle over a
closed manifold M. We can construct the corre-
sponding adjoint bundle,

AdðPÞ ¼ P�GG!M

It is an easy observation that G!Ad(P)!M is a
fiberwise monoid.

Theorem 4 Ad(P)�TM is a ring spectrum. This ring
structure is natural with respect to maps of principal
G-bundles.

Let BG be classifying space of compact Lie
groups. It is possible to construct a filtration of BG,

M1 ,!M2 ,! 	 	 	 ,!Mi�Miþ1 ,! 	 	 	 ,!BG

where the Mi’s are compact, closed manifolds. An
example of this is filtering BU(n) by Grassmannians.

Let G!Pi!Mi be the restriction of EG!BG.
By the above theorem one obtains an inverse system
of ring spectra

P�TM1

1  P�TM2

2  	 	 	  P�TMi

i  P�TMiþ1

iþ1  	 	 	

Theorem 5 The homotopy type of this pro-ring-
spectrum is a well-defined invariant of BG. It is
referred to as the ‘‘string topology of BG.’’

Potential Application: Twisted K-theory
and the Verlinde Algebra

Let G be a connected, compact Lie group. Using the
observation that the loop space of a classifying space
is the classifying space of the loop group,
L(BG)’B(LG), the string topology gives new
structure on the classifying space of these loop
groups. In particular, one has new structure on the
K-theory of these classifying spaces. Now classical
results of Atiyah and Segal suggest that K-theory of
classifying spaces should be related to the representa-
tion theory of the group. In this case, the representa-
tion theory of loop groups has been widely studied
and is very important in conformal field theory.

Understanding the precise relationship between the
string topology of the classifying space and
this representation theory is an interesting area of
current research. To motivate this, first recall that the
loop space, LBG, has a well-known description as

LBG’EG�AdG

where the right-hand side refers to the homotopy
orbit space of the conjugation (or adjoint) action of
G on itself. Thus, the homology H�(LBG) is the
equivariant homology HG

� (G). Similarly, the

K-theory K�(LBG) maps to the equivariant K-theory,
K�G(G). Now in recent work of Freed (2003) twisted
equivariant K-homology, K�

G(G) was shown to be
isomorphic to the Verlinde algebra. This algebra is a
space of representations of the loop group, LG. The
multiplication in this algebra is the ‘‘fusion product,’’
coming from conformal field theory. One topic of
current research is to understand the relationship
between multiplicative structure coming from the
string topology of BG, and this fusion product in the
Verlinde algebra. More generally, the goal is to bring
to bear the considerable calculational techniques of
algebraic topology that are available in string
topology, to understand the recently uncovered field
theoretic structure of twisted K-theory (Freed 2003),
and its applications to string theory.
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Poincaré Duality Groups (in preparation).

Chas M and Sullivan D (1999) String topology. To appear in

Annals of Mathematics. Preprint: math.GT/9911159.
Cohen RL and Godin V (2004) A polarized view of string

topology. In: Topology, Geometry, and Quantum Field Theory,
London Math. Soc. Lecture Notes, vol. 308, pp. 127–154.

Cohen RL and Jones JDS (2002) A homotopy theoretic realization

of string topology. Mathematisches Annalen 324: 773–798.

Freed D, Hopkins M, and Teleman C Twisted K-theory and loop

group representations. Preprint: math.AT/0312155.
Godin V (2004) A Category of Bordered Fat Graphs and the

Mapping Class Group of a Bordered Surface. Ph.D. thesis,

Stanford University.

Gruher K Ph.D. thesis, Stanford University (in preparation).
Gruher K and Salvatore P String Topology of Classifying Spaces

(in preparation).

Harrelson E (2004) On the homology of open–closed string

theory. Preprint: math.AT/0412249.
Harer JL (1985) Stability of the homology of the mapping class groups

of orientable surfaces. Annals of Mathematics 121: 215–249.

Penner R (1987) The decorated Teichmuller space of punctured
surfaces. Communications in Mathematical Physics 113:

299–339.

Ramirez A (2005) Open–Closed String Topology. Ph.D thesis,

Stanford University.
Strebel K (1984) Quadratic Differentials. Berlin: Springer.

Sullivan D (2004) Open and closed string field theory interpreted

in classical algebraic topology. In: Tillman U (ed.) Topology,
Geometry, and Quantum Field Theory, London Math.
Soc. Lecture Notes, vol. 308, pp. 344–357. Cambridge:

Cambridge University Press.

114 String Topology: Homotopy and Geometric Perspectives



Superfluids
D Einzel, Bayerische Akademie der Wissenschaften,
Garching, Germany

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Superfluidity has been known to exist since the
1930s. This widespread phenomenon occurs in
many-particle Bose and Fermi systems as different
as liquid 4He, liquid 3He, atomic gases like Rb and
Li, atomic nuclei, pulsars and last, but not least, in
metals, where the itinerant electrons may become
superfluid. This article is devoted to a unifying
theoretical description of Bose and Fermi super-
fluidity. The mechanisms leading to superfluidity
include Bose–Einstein condensation (BEC) and
Bardeen, Cooper, and Schrieffer (BCS)–Leggett
pairing correlations. We hope to be able to
demonstrate why this fascinating phenomenon is –
even roughly 80 years after its experimental discov-
ery and its first theoretical explanation – still a
subject of intensive research.

The phenomenon of superfluidity is closely
connected with the apparent lack of any measurable
flow resistance, which scales with the shear viscosity
of the fluid. Its complete absence implies that
the system is frictionless moving with zero viscosity.
The observation of superfluidity is usually precluded
by the solidification of most liquids as the tempera-
ture is lowered. Only systems with particularly
light atoms (like the helium isotopes 4He and 3He)
stay liquid down to the lowest temperatures.
These systems are referred to as ‘‘quantum liquids,’’
since their liquid state is caused by the quantum-
mechanical zero-point motion of the atoms. It
should be noted that the Helium isotopes
belong to two different kinds of elementary
particles which can be distinguished by their
statistics: 4He is a spin-0 boson and 3He a spin-
1/2 fermion.

In 1924, Satyendra Nath Bose and Albert Einstein
proposed that below a characteristic degeneracy
temperature TB, a macroscopic number of bosons
can condense into the state of lowest energy �k = 0.
In the 1930s, Fritz London and Heinz London
showed that this so-called Bose–Einstein condensate
can be described by a macroscopic quantum-
mechanical wave function like the one for a single
elementary particle, but with the probability density
replaced by the density of the condensed particles.
By the end of the 1930s, the experimental results of
Allen, Kamerlingh–Onnes, Keesom, Kapitza,

Miesener, Wolfke, and others accumulated the
evidence that liquid 4He undergoes a second-order
phase transition at T� = 2.17 K to a state referred to
as a superfluid, since the liquid could flow without
any sign of a flow resistance. This superfluid state
was interpreted in terms of Bose condensation of the
4He atoms in the liquid (London 1938).

In Figure 1 the P–T phase diagram of liquid 4He is
shown with a normal liquid phase, a solid phase and
the superfluid phase below the �-line at about 2 K.

Fermions cannot condense in a way similar to the
BEC, due to the Pauli exclusion principle. In 1957
Bardeen, Cooper, and Schrieffer came up with their
ingenious proposal that the superfluidity of the
electron system (usually referred to as superconduc-
tivity) comes about through the formation of
fermion pairs (quasibosons) in k-space in a spin-
singlet state. In 1971, several superfluid phases of
liquid 3He at a few mK were discovered by Lee,
Osheroff, and Richardson at Cornell University.
Experimental aspects connected with the spin
degrees of freedom of the quantum liquid gave
strong evidence for Cooper pairing of the 3He atoms
in a spin-triplet state. In Figure 2 the zero-field P–T
phase diagram of liquid 3He is shown with a normal
(Fermi) liquid phase, a solid phase and the super-
fluid A and B phases.

Immediately after this discovery, Anthony
J Leggett applied the BCS ideas to liquid 3He and
introduced a generalized scheme, that allowed for
triplet-pairing correlations. His theory turned out to
describe a large variety of experimental results
accurately. A new and exciting development set in
when Bose–Einstein condensates were discovered for
the first time in dilute gases of alkali atoms in 1995
by Cornell and Wiemann et al. (Rb), Ketterle et al.
(Na), and Hulet et al. (Li).
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Figure 1 The phase diagram of liquid 4He. Courtesy of Erkki

Thuneberg.
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Boson and Fermion Degeneracy

In what follows, the energy dispersion of Bose and
Fermi systems is denoted as �k (free bosons/fermions
would be represented by �k = �h2k2=2m). A large
number of bosons can occupy Bose quantum states
jki, the average occupation is dictated by the Bose–
Einstein distribution

nk ¼
1

eð�k��Þ=kBT � 1
½1�

For Bose systems, the chemical potential is negative
�=�kBT� and � is fixed by the condition

n ¼ 1

V

X
k

0
nk ¼

1

�3
T

B3
2
ð�Þ ½2�

where the prime indicates the summation over
excited states jkj > 0. In [2], �T = h=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�mkBT

p
denotes the thermal de Broglie wavelength which
provides a criterion for the importance of quantum
effects or degeneracy through n�3

T � O(1). The Bose
integrals B�(�) originate from the conversion of the
momentum sum into an energy integral and read for
parabolic dispersion:

B�ð�Þ ¼
1

�ð�Þ

Z 1
0

dy y��1

eyþ� � 1
¼
X1
�¼1

e���

��
½3�

with B�(0) = 	(�), � the Euler �-function and 	 denot-
ing the Riemann 	-function. It is important to under-
stand that in order to have a constant total density
n, B3=2(�) has to increase /T�3=2 in the same way as
�3

T . This is, however, impossible at all temperatures
since the chemical potential of the Bose gas vanishes
(�! 0) at a finite temperature TB given by

TB ¼
2��h2

mkB

n

	ð3=2Þ

� �2=3

½4�

for which n�3
TB

= B3=2(0) = 	(3=2) = 2.612 . . . .

In sharp contrast, fermions obey the Pauli exclu-
sion principle, which states that only one fermion
can occupy a quantum state jk,�i specified in
addition by the spin projection �. The average
statistical occupation is given by the Fermi–Dirac
distribution

fk ¼
1

eð�k��Þ=kBT þ 1
½5�

Figure 3 shows a comparison of Bose–Einstein
and Fermi–Dirac momentum distributions nk plotted
vs. �k. The chemical potential is shown for fermions
only, �F = kBT� is always positive and the total
density can be expressed as

n ¼ 1

V

X
k; �

fk ¼
2

�3
T

F3
2
ð�Þ ½6�

where the factor of 2 originates from the spin
degeneracy. For parabolic dispersion, the Fermi
integral reads:

F�ð�Þ ¼
1

�ð�Þ

Z 1
0

dy y��1

ey�� þ 1 ¼
T!0 ð�=kBTÞ�

�ð�þ 1Þ ½7�

One recognizes that the degeneracy condition
n�

3=2
T � 1 corresponds to the limit T � TF =

�(0)=kB, which is connected with the formation of
a ‘‘Fermi sea,’’ with �(0) � EF the Fermi energy:

� ¼T!0 �h2

2m
ð3�2nÞ

2
3 ¼ EF ½8�

To summarize, quantum behavior in Bose and
Fermi system sets in below the degeneracy tempera-
ture T�, defined through n�3

T� = O(1). For bosons,
T�= TB is the temperature at which the chemical
potential vanishes, whereas for fermions T�= TF is
the Fermi temperature.
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Figure 2 The phase diagram of liquid 3He. Courtesy of Erkki
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London Quantum Hydrodynamics

For a general treatment of the quantum-mechanical
origin of the equations describing Bose and Fermi
superfluidity, it is convenient to introduce a para-
meter � which describes single bosons (�= 1) or
Fermion pairs (�= 2) of mass M = �m. The basic
assumption (London 1938) is that the laws of
quantum mechanics are applicable also to a macro-
scopic number of single (�= 1) or composite (�= 2)
particles of density 
s=�m, the so-called condensate,
which is represented by a macroscopic wave func-
tion  (r, t).  has the property

 ðr; tÞ �ðr; tÞ ¼ 

sðr; tÞ
�m

; � ¼ 1; 2

The dynamics of the condensate is governed by
the Schrödinger equation

i
�h

�

@ 

@t
¼ � �h2r2

2�2m
þ �

 !
 ½9�

in which � represents the condensate’s chemical
potential. After performing a Madelung transforma-
tion (Madelung 1926):

 ¼ aei’; a2 ¼ 
s

�m

one arrives at two coupled hydrodynamic equations,
the first of which reads

@
s

@t
þr � jsm ¼ 0

jsm ¼ 
svs; vs ¼ �h

�m
r’

½10�

Equation [10] can be interpreted as a continuity
equation, which represents the conservation law for
the condensate mass density 
s. The second equation

� �h

�

@’

@t
¼ 1

2
mvs2 þ �þOð�h2r2Þ ½11�

assumes the form of the Hamilton–Jacobi equation
for the action field of classical mechanics �h’, if the
quasiclassical limit (terms /O(�h2r2)! 0) is taken.

From [10] and [11] a condensate acceleration
equation can be derived, which resembles the Euler
equation of classical hydrodynamics (�=�0 þ ��):

@vs

@t
þ ðvs � rÞvs ¼ � 1

m
r�� ½12�

The physical nature of the driving force becomes
evident after applying the Gibbs–Duhem relation

n��= �P� �0�T. Finally, the acceleration of the
mass supercurrent jsm is of the form

@jsm
@t
¼ � 


s



r �P� �0�Tð Þ ½13�

It turns out that the London equations [10] and
[13], in which 
s is an unknown phenomenological
parameter, explain many experimental observations
such as persistent currents, U-tube oscillations,
thermomechanical (e.g., fountain-) effects, beaker
flow phenomena, and many others.

Bose–Einstein Condensation (BEC)

In order to understand the macroscopic quantum
state in case of Bose systems, we consider first the
simple case of a Bose gas. Let us decompose the
energy eigenstates �k into those with �k = �0 = 0
(condensate) and average occupation number

n0 ¼
N0

V
¼ 1

V

1

e� � 1
½14�

and those with �k > 0 (excited states) and average
occupation number

nex ¼
Nex

V
¼
X

k

0
nk ¼ n

B3/2ð�Þ
B3/2ð0Þ

T

TB

� �3/2

½15�

with the total density n = nex þ n0. The consequence of
the chemical potential vanishing at TB clearly is a mac-
roscopic occupation of the ground state of the Bose gas:

N0 =
�!0 1

1þ �þ � � � � 1
¼ 1

�
!1 ½16�

This phenomenon is referred to as BEC. Below
TB,�= 0 and from [15] we see that

nex ¼free bosons
n

T

TB

� �3=2

; T < TB ½17�

The average occupation of the ground state is given by

n0ðTÞ ¼ n� nexðTÞ; T < TB ½18�

It is important to understand that the number
density of condensed particles nex has nothing to
do with the current response function 
s (eqn [10]).
A derivation of 
s will be given in the section ‘‘Local
response of condensates and excitation gases.’’

Let us now discuss the structure of the excitation
spectrum, which will turn out to be crucial for the
observability of superfluidity, in some more detail.
Suppose that a macroscopic object of mass M moves
through the superfluid. Then one may ask the question,
at what velocity does this motion cause the creation of
an excitation of energy Ep and momentum p. The
condition can be formulated in terms of the velocity
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difference vi � vf as Ep = M(v2
i � v2

f )=2 and
p = M(vi � vf ). Eliminating vf yields �p = p � vi þ
O(M�1) so that condition for the creation of an excit-
ation leads to the so-called Landau critical velocity

vL ¼ min
Ep

jpj

� �
> 0 ½19�

It is immediately clear that for free bosons vL = 0.
This means that a free Bose gas can never be a
superfluid, since drag forces on moving objects will
start to act even at smallest velocities.

It turns out that interaction effects can drastically
modify the nature of the elementary excitations. In
1947, Nikolai Bogoliubov showed (for the first time
using the method of second quantization) that even in
the limit of weak repulsive interactions the excitation
spectrum is phonon-like Ep = cjpj, with c the sound
velocity. Lev Landau and Richard Feynman investi-
gated the situation for superfluid 4He, where the
interactions between the atoms are far from weak.
Landau (1947) postulated the following form for the
excitation spectrum, for which Feynman (1953) gave
the microscopic justification. At low momenta, the
spectrum is phonon-like and linear in p:

lim
p!0

Ep ¼ Ephon
p ¼ cjpj ½20�

At higher momenta, the spectrum is reminiscent
of that of crystal phonons in that Ep passes though a
maximum, and then, at a characteristic momentum
p0 approaches the next minimum, which, however,
is located at a finite energy D. Feynman called this
part of the spectrum the ‘‘roton’’ (mass mr) in an
analogy with a ‘‘smoke ring,’’ since it is connected
with the forward motion of a particle accompanied
by a ring of back-flowing other particles:

lim
jpj!p0

Ep ¼ Erot
p ¼ D þ ðjpj � p0Þ2

2mr
½21�

Figure 4 shows a sketch of the phonon–roton
spectrum of superfluid 4He. Clearly, the Landau

critical velocity for the phonon–roton spectrum is
characterized by the roton minimum and is given by
vL 	 D=p0.

BCS–Leggett Pair Condensation

The key assumptions of the weak-coupling mean-
field BCS–Leggett pairing model can be summarized
as follows: one first assumes that at sufficiently low
temperatures it is energetically favorable that a
temperature-dependent part of the fermions forms
so-called Cooper pairs. This pair formation is caused
by an attractive interaction in k-space near the
Fermi surface:

�
ðsÞ
kp
< 0; j�kj; j�pj < �c

Here �k = �k � � measures the energy from the
chemical potential. The index s denotes the total
spin of the pair. Classical superconductors have
pairs in a relative singlet state s = 0, ms = 0 whereas
the superfluid phases of liquid 3He have pairs in a
relative spin-triplet state s = 1, ms = 0, 
1, with ms

the magnetic quantum number. The amplitude of
spontaneous pair formation is

gk�1�2
� hĉ�k�1

ĉk�2
i 6¼ 0; T � Tc ½22�

with k = k1 � k2 the relative momentum of the
pair. The attractive interaction that drives the
Cooper-pair formation connects the pairing ampli-
tude gk�1�2

with a new energy scale, the so-called
pair potential

Dk�1�2
¼
X

p

�
ðsÞ
kp

gp�1�2
½23�

As a consequence of triplet pairing the spin part of
the pair potential is ‘‘even’’ upon interchange of �1

and �2: Dk�2�1
= Dk�1�2

. Then the Pauli principle
requires that Dk�1�2

must be ‘‘odd’’ with respect
to the interchange of k1 and k2 or, equivalently,
k! �k. The k-dependence can now be classified by
an orbital quantum number ‘ with the special cases
of ‘= 1 (p-wave) pairing, ‘= 3 (f-wave) pairing, etc.
All superfluid phases of 3He are characterized by
p-wave orbital symmetry.

The transition temperature Tc from [23] reads

kBTc ¼
2e


�
�ce
�1=ðNF�ðsÞÞ

with NF = 3n=2EF the density of states at the Fermi
level and 
= 0.577 . . . the Euler constant. The
energies �k can trivially be divided into particle-like
(�k > 0) and hole-like (�k < 0) terms. The presence
of the pair potential Dk leads to a mixing of particle-
and hole-like contributions to the energy, which

Rotons

Phonons

p0
0

Ep

Δ

p0

Figure 4 The phonon–roton spectrum.
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becomes a matrix in particle–hole, or Nambu space
(Nambu 1960), and generates what is referred to as
off-diagonal long-range order (ODLRO):

�
k
¼

�k1 Dk

Dy
k
��k1

 !
½24�

As usual, the diagonalization of �
k

(Bogoliubov
1958) leads to the energy dispersion of the relevant
thermal excitations of the superfluid state, the so-
called Bogoliubov quasiparticles or ‘‘bogolons’’:

Ek ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2

k
þ D2

k

q
; D2

k ¼ Dk � Dyk ½25�

In Figure 5, the dispersion Ep of Bogoliubov
quasiparticles vs. jpj is shown. It turns out that the
superfluid phases (A and B) of liquid 3He in zero
magnetic field are characterized by unitary matrices
Dk, so that the scalar quantity Dk can be interpreted
as the energy gap in the bogolon spectrum, which, in
general, may be anisotropic in k-space.

The energy gap Dk of the superfluid B-phase can
be represented in the simple nodeless (pseudoiso-
tropic) and BCS-like form (Balian and Werthamer,
(BW), 1963):

Dk ¼ DðTÞ; Dð0Þ
kBTc

¼ �

e

½26�

Its spin structure is characterized by the presence of all
three triplet components ms = 0, 
1 and will be
discussed further with respect to the magnetization
response (see next section). The gap symmetry of 3He-A
is uniaxial with respect to an axis ‘̂ (Anderson and
Morel 1960; Anderson and Brinkman 1973)

�k ¼ �0ðTÞ sin�k;
�0ð0Þ
kBTc

¼ �e5=6

2e

½27�

where cos�k = k � ‘̂, and characterized by two point
nodes of Dk at the zeros (�k = 0, �) on the Fermi
surface. It has furthermore turned out that only the

ms = 
1 components of the spin triplet contribute
to its spin dependence (equal spin pairing (ESP)).

Local Response of Condensates
and Excitation Gases

In the previous sections we have seen that the
structure (energy dispersion, statistics, critical flow
velocity) of the relevant thermal excitations is of
crucial importance for the superfluidity. We can
now aim at a generalized statistical description of
bosonic (phonons, rotons) and fermionic (bogolons)
excitation gases, by introducing a generalized
momentum distribution

n�fEkg ¼
1

eEk=kBT � � ½28�

and its energy derivative

’k;� ¼ �
@n�fEkg
@Ek

¼ 1

2kBT coshðEk/kBTÞ � �½ � ½29�

Special cases are

� ¼ 1; Bose ðphonons; rotonsÞ
�1; Fermi ðbogolonsÞ

�

Introducing the spin s = (1� �)=4, the total
momentum density response to the presence of a
superfluid velocity

vs ¼ �hr’
ð2sþ 1Þm ; s ¼ 0;

1

2

and a normal fluid velocity vn can be written in the
general form

jm ¼
2sþ 1

V

X
k

pn� Ek þ �Ekf g þ 
vs ½30�

After Taylor-expanding n� with respect to the
small energy shifts �Ek = p � (vs � vn), one may
introduce the so-called normal fluid density tensor


n
ij ¼

2sþ 1

V

X
k

’k;�pipj ½31�

and the momentum density assumes the form

jm ¼ 
s � vs þ 
n � vn; 
s ¼ 
1� 
n ½32�

Equation [32] forms the central result of this
essay because it represents the microscopic counter-
part of the generalized London equation [10]. It is
clearly seen how the phenomenon of superfluidity
originates from 
s > 0 due to a qualitative change
in the dispersion of the elementary excitations,
which may in particular be characterized by a gap in

Bogolons

0

Δ

0 pF

Ep

p

Figure 5 The bogolon energy dispersion.
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the excitation spectrum. Equation [32] is more general
than [10] in that it introduces a two-fluid picture in
which the mass supercurrent jsm = 
svs (eqn [10]) is
complemented by a normal (excitation) mass current
jnm = 
nvn in the presence of a macroscopic velocity
field vn of the excitation gas obeying arbitrary
statistics. The temperature dependence of 
s(T) can
now be computed via [31] and the result depends on
the dispersion of the thermal excitation under con-
sideration. Figure 6 shows the temperature depen-
dence of the normal and superfluid density of
superfluid 4He. The normal fluid density of superfluid
3He is, in general, a tensor quantity


n
ij ¼


n
k ‘̂i‘̂j þ 
n

?ð�ij � ‘̂i‘̂jÞ; 3He-A


n�ij;
3He-B

(
½33�

The short-range Fermi liquid interaction leads to a
quasiparticle mass enhancement m�=m = 1þ Fs

1=3
characterized by the pressure-dependent dimensionless
Landau parameter Fs

1. In Figure 7, the normal fluid
density (
n

k,? for 3He-A, 
n for 3He-B) is shown as a
function of reduced temperature at a pressure of 27
bar, where Fs

1 = 12.53. The entropy density of an
excitation system of arbitrary statistics below the
transition can be written as

�0 ¼ kB
ð2sþ 1Þ

V

X
k

Pk�

Pk� ¼ �ð1þ �n�Þ lnð1þ �n�Þ � n� ln n�

½34�

with n� = n�{Ek}, from which one may derive the
specific heat capacity

T�� ¼ 2sþ 1

V

X
k

Ekn�
Ek þ @Ek

@T �T

kBðT þ �TÞ

( )

¼ cV�T ½35�

After a Taylor expansion of n� with respect to the small
local temperature change �T, the result for cV(T) reads

cV ¼
2sþ 1

V

X
k

’k;�

E2
k

T
� Ek

@Ek

@T

� �
½36�

In Figures 8 and 9 we show the cusp-like specific heat
of a Bose gas as compared with the specific heat of
3He-A, B, which display discontinuities at Tc.

Finally, the superfluid phases of 3He are char-
acterized in addition by the spin degrees of freedom,
reflected by the bogolon spin magnetization
response to an external magnetic field B:

Mn ¼ 
�h

2V

X
k;�

�n�1 Ek � 
�h�B=2f g ¼ �0B ½37�

where 
 denotes the gyromagnetic ratio of the fermions.
The bogolon spin susceptibility �0 is obtained after a
Taylor expansion of n�1 with respect to B as

�0 ¼

�h

2

� �2 1

V

X
k;�

’k;�1 �

�h

2

� �2

NFYðTÞ ½38�
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1
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Figure 6 The normal and superfluid density for He-II.
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Figure 7 The normal fluid density for 3He-A, B.
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Figure 8 The specific heat capacity of a Bose gas.
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Note that eqn [38] accounts only for the ms = 0
(bogolon) contribution to the spin-triplet suscept-
ibility, the temperature dependence of which is given
by the so-called Yosida function Y(T) = N�1

FP
k� ’k,�1. The total susceptibility reads

�tot ¼ �0|{z}
bogolons

þ�1 þ ��1|fflfflfflfflfflffl{zfflfflfflfflfflffl}
condensate

½39�

with the condensate contributing through �ms =
1 a
fraction of 2/3 of the normal state Pauli suscept-
ibility. In Figure 10, the reduced spin susceptibility
�=�N of 3He-A, B is plotted vs. reduced tempera-
ture. While the constant susceptibility is character-
istic of the ESP pairing state, the reduction of the
B-phase susceptibility is due to the lack of the
nonmagnetic ms = 0 contribution to the spin triplet
in the low-temperature limit. Exchange interaction
effects, characterized by the dimensionless Landau
parameter Fa

0, lead to a further reduction of the
Balian-Werthamer (BW)-state susceptibility, which
is shown for 27 bar, where Fa

0 = �0.755. Note that
the theoretical picture reflected in Figure 10, and
also in Figures 6, 7, and 9, is in quantitative
agreement with experimental observations.

In summary, superfluidity is a quantum-mechanical
phenomenon seen on a macroscopic scale. It occurs
below the degeneracy temperature T� / n2=3=m of
both Bose and Fermi many-particle systems (like liquid
4He and 3He) and is a property of a macroscopic
number of particles, the condensate. The role of (weak
or strong) interactions is manifested in the structure of
the relevant elementary excitations, which always exist
in addition to the condensate at finite temperatures and
above certain critical velocities. These excitations form
a gas, referred to as the normal fluid, since it gives rise
to temperature-dependent thermodynamic and response

functions and contributes to the entropy and the flow
dissipation. Superfluidity is now well understood using
various aspects of the concept of the macroscopic wave
function. On the microscopic level, the mechanisms of
BEC and BCS–Leggett pair formation have been
successfully invoked to understand the fascinating
properties of Bose and Fermi superfluids.

See also: Bose–Einstein Condensates; Bosons and
Fermions in External Fields; High Tc Superconductor
Theory; Topological Knot Theory and Macroscopic
Physics; Variational Techniques for Ginzburg–Landau
Energies; Vortex Dynamics.
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Introduction: Minimal D = 4 Supergravity

The essential idea of supersymmetry is an extension of
the relativistic structure group of spacetime, which in
ordinary four-dimensional physics in the absence of
gravity is the Poincaré group ISO(3, 1). In a minimal
supersymmetric theory in flat D = 4 spacetime, the
minimal supersymmetry algebra (the ‘‘graded Poincaré
algebra’’) adds spinorial generators Q� to the Lorentz
generators Mmn and the translational generators
(momenta) Pm, where m = 0, 1, 2, 3. The core relation
is the ‘‘anticommutator’’ of two Q�:

fQ�; �Q�g ¼ �2�m
��Pm ½1�

where �Q = Qy�0 and the �m are the Dirac gamma
matrices. In the minimal D = 4 supersymmetry
algebra, the spinor generator Q� is taken to be
Majorana: Q = C( �Q)T, where C is the charge-
conjugation matrix and AT denotes the transpose
of the matrix A. The full supersymmetry algebra
adjoins to the anticommutation relation [1] the
usual commutation relations among the Lorentz
generators and the commutators of the Lorentz
generators with the momenta and the spinors Q�;
the latter express respectively the vectorial and
spinorial characters of Pm and Q�:

i½Mmn;Mpq� ¼ �npMmq � �mpMnq ½2�

i½Mmn;Pq� ¼ �nqPm � �mqPn ½3�

i½Mmn;Q�� ¼ 1
2 ð�mnQÞ� ½4�

where �mn = (1=2)(�m�n � �n�m) and �mn = diag(�1,
1, 1, 1) is the Minkowski metric. The final relation
in the supersymmetry algebra expresses the flatness
of Minkowski space:

½Pm;Pn� ¼ 0 ½5�

This algebra has been considered as an extension of the
symmetry algebra of particle physics since the work of
Gol’fand and Likhtman in 1971, and especially since
the linearly realized supersymmetric model of Wess
and Zumino in 1974. That model contains a pair of
D = 4 scalar fields and a D = 4 Majorana spinor, so
the numbers of bosonic and fermionic degrees of
freedom are equal; this is a fundamental characteristic
of supersymmetric theories.

The work of Wess and Zumino led to an
explosion of interest in supersymmetry, especially

once it was realized that renormalizable supersym-
metric models display a cancellation of some of the
divergences that have plagued relativistic quantum
field theory since its inception in the 1930s. In
particular, in renormalizable flat-space field theory
models, divergences quadratic in a high-momentum
cutoff vanish as a result of cancellations between
virtual bosonic and fermionic particles. This is a
very attractive feature for control of the ‘‘hierarchy
problem’’ in particle physics, especially for the
instability inherent in having vastly different scales
within the same theory, for example, the TeV scale
of ordinary electroweak physics and the 1016 GeV
scale where unification with the strong interactions
might come in.

When one includes gravity, the stability problems
of particle physics become much more severe.
Einstein’s theory of general relativity is itself non-
renormalizable, that is, its ultraviolet divergences are
of different forms from the terms present in the
original ‘‘classical’’ action and there is no acceptable
finite set of correction terms that can be added to it
to remove this defect. Moreover, when otherwise
tolerably behaved matter field theories that are
renormalizable in a flat-spacetime context are
coupled to general relativity, the gravitational
couplings pollute the matter theories with non-
renormalizable divergences. This is a key aspect of
the great difficulty that has been encountered in
interpreting gravity as a quantum theory.

Supersymmetry, with its divergence-canceling
powers, was thus a very attractive option in the
struggle to formulate a quantum theory of gravity, and
the creation of a supergravity theory was thus a very
high priority task. This was achieved in 1976 by
Freedman, Ferrara, and Van Nieuwenhuizen using the
technique of iterative Noether coupling to build up this
nonlinear theory order-by-order in powers of the
fermionic fields. The fermionic partner of the massless
spin-2 ‘‘graviton’’ field is a massless fermionic spin-3/2
field that has come to be called the ‘‘gravitino.’’

A second 1976 paper by Deser and Zumino soon
followed, emphasizing how supergravity manages to
circumvent the well-known problems of coupling
spins higher than 1 to gravity. A key point in
achieving this result is the role played by the local
version of the supersymmetry algebra [1]–[5]. As
one can see from the translations occurring on the
right-hand side of [1], when one replaces translation
symmetry by local general coordinate invariance in a
gravitational context, the supersymmetry transfor-
mations must themselves become local as well. Local
symmetries allow for transformation parameters
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that are local in the spacetime coordinates xm, and
in interacting theories they require coupling of the
corresponding ‘‘gauge field’’ to a conserved current.
In the case of supergravity, the gravitino field  m�

plays this gauge-field role, and its coupling to the
conserved current of supersymmetry is the key to
allowing a consistent coupling between the spin-2
graviton and the spin-3/2 gravitino.

The Minimal Supergravity Action

The action for minimal supergravity in D = 4
dimensions can be written, using the vierbein
formalism where the metric is expressed as a
quadratic expression in a nonsymmetric 4� 4
vierbein matrix ea

m, gmn = ea
meb

n�ab, as

I ¼ 1

2�2

Z
d4x detðeÞRðe; !ðeÞ þ Kð ÞÞ

� i

2

Z
d4x�mnpq � m�5�nDpðe; !ðeÞ þ Kð ÞÞ q ½6�

where �=
ffiffiffiffiffiffiffiffiffiffi
8�G
p

is the gravitational coupling
constant,

!ab
m ðeÞ ¼ 1

2 ena eb
n;m � eb

m;n

� �
� 1

2 enb ea
n;m � ea

m;n

� �
þ 1

2 enaerbðenc;r � erc;nÞec
m ½7�

is the usual vierbein formalism spin connection (in
which eb

n, m = @meb
n and ema is the matrix inverse of

ema), and

Kab
m ð Þ ¼

i�2

4
ð � m�

a b þ � a�m 
b � � m�

b aÞ ½8�

is the fermionic contorsion, an additional part of the
covariant derivative Dm(eþ K( )) appearing in the
action [6]. (Indices m, n are taken to be ‘‘world’’
indices while indices a, b are ‘‘tangent space’’ indices;
one can convert from one type to another using the
vierbein ea

m and its inverse, e.g.,  a� = em
a  m�.)

Keeping the terms in the action grouped as above
using the nonstandard covariant derivative eab

m þ Kab
m

is what has been called ‘‘1.5 order formalism’’: this
greatly simplifies the writing and analysis of the
supergravity action [6]. In the action [6], one has the
Ricci scalar R(e,!(e)þ K( )) written in terms of this
generalized torsional spin connection. One may of
course expand out all the !ab

m þ Kab
m combinations

and write the nonlinear fermionic terms separately.
Doing this produces a quartic term

L4 ¼
�2

32
½ � b�a cð � b�a c þ 2 � a�b cÞ

� 4ð � a�b cÞð � a�b cÞ�

showing the highly nonlinear nature of supergravity
theory – when expanded out, the theory becomes
much more cumbersome to study. The 1.5 order
formalism trick is one of a large number of algebraic
simplifications that had to be developed in order to
master the technical aspects of supergravity. It also
reveals a characteristic physical feature: this theory
naturally involves a connection with torsion built
from the fermionic fields.

In terms of the torsional covariant derivative
Dm�(x) = (@m þ (1=4)(!ab

m (e)þ Kab
m ( ))�ab)�(x) of the

infinitesimal supersymmetry parameter �(x), the
local supersymmetry transformations which leave
the action [6] invariant (up to the integral of a total
derivative) are

	ea
m ¼ i���a m ½9�

	 m ¼ 2��1Dm� ½10�

The inhomogeneous part 2��1@m� in the gravitino
transformation [10] demonstrates the gauge-field
nature of the gravitino field. For a distribution of
‘‘supermatter’’ fields (e.g., Wess–Zumino model
scalars and spinors), the integrated ‘‘charge’’ that
one would get from a Gauss’s law surface integral at
spatial infinity using the gravitino gauge field is the
total supercharge Q�, which in turn plays the role of
the supersymmetry generator in the original matter-
sector supersymmetry algebra [1].

Both the gravitational field and the gravitino field
are thus effectively gauge fields, albeit not of a
standard Yang–Mills type. The local algebra is a
deformation of the rigid supersymmetry algebra [1]–
[5], generalizing the relation between general covar-
iance and flat-space Poincaré symmetry. Some basic
consequences of the flat-space algebra are preserved,
however. An extremely important instance of this is
energy positivity. As one can see by multiplying [1]
by �0 and then contracting on the spinor index,

E ¼ P0 ¼ 1

2

X
�

fQ�;Q
y
�g

The right-hand side is manifestly non-negative
provided the theory is quantized in a positive-metric
Hilbert space. One can see this even more explicitly
in a Majorana spinor basis, where Qy� = Q�.
Accordingly, for flat-space supersymmetric theories,
one obtains directly the result that energy is
non-negative. This carries over to the local algebra
of supergravity, where the total energy is obtained
from a Gauss’s law integral over the sphere at
spatial infinity.

In general relativity, an integrated energy can be
defined with respect to an asymptotic timelike
Killing vector at spatial infinity. Showing that this
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energy is non-negative remained for decades a
famously unsolved problem in gravitational physics;
it was ultimately proven in Yau’s positive-energy
theorem. The algebraic structure of supergravity
makes energy positivity much more transparent,
however. Since pure general relativity can be
obtained by setting the gravitino field to zero, this
result is inherited by pure Einstein theory as a
consequence of its being embeddable into super-
gravity. Energy positivity can thus be proved even at
the classical level using ideas taken from super-
gravity, as was done by Witten and later streamlined
by Nester, in an argument much simpler than Yau’s
proof. This argument writes the energy as an
integral over a positive-semidefinite expression
quadratic in a commuting spinor field which is
analogous to the (anticommuting) spinor parameter
of supergravity in the transformations [9] and [10].

Auxiliary Fields and Superspace

Supergravity shares with flat-space supersymmetric
theories a curious technical feature that gives a hint
of a new underlying geometry. Standard counting of
the gauge-invariant continuous degrees freedom of
the graviton and the gravitino in momentum space
yield the same result per momentum value: two
bosonic degrees of freedom and two fermionic
degrees of freedom. This accords with the general
requirement in supersymmetric theories that the
numbers of bosonic and fermionic degrees of free-
dom match. This count follows from the Einstein
and spin-3/2 equations of motion, or ‘‘on-shell.’’
If one compares the count of nongauge degrees
of freedom without using the equations of motion
(i.e., ‘‘off-shell’’), one obtains an imbalance, how-
ever: six nongauge graviton versus 12 nongauge
fermion fields. This is directly related to another
puzzling feature of the supergravity realization of
local supersymmetry: the local supersymmetry alge-
bra closes onto a finite set of transformations only
when the equations of motion are imposed.

As in flat-space supersymmetry, the cure for this
problem is to add nondynamical ‘‘auxiliary’’ fields
to the action. In the supergravity case, the
imbalance in the off-shell bose–fermi field count
indicates that an additional six bosonic fields are
needed. In the minimal set of auxiliary fields, these
organize into a vector bm and a scalar-pseudoscalar
pair M, N; the additional terms in the action [6] are
simply Z

d4x detðeÞ � 1
3 M2 � 1

3 N2 þ 1
3 bmbm

� �

while the local supersymmetry transformations are
changed to include the auxiliary fields, e.g., the
gravitino transformation becomes

	 m¼ 2��1Dmð!;KÞ�
þ �5 bm � 1

3 �m�
nbn

� �
�� 1

3 �mðMþ �5NÞ�Þ

while the auxiliary fields transform into expressions
that vanish on-shell. Since the field equations for the
auxiliary fields are algebraic in character and since
for source-free supergravity they have the simple
solution bm = M = N = 0, one can directly regain the
on-shell formalism by algebraically eliminating the
auxiliary fields.

The inclusion of auxiliary fields is not an empty
trick, however. The local supersymmetry transfor-
mations including the auxiliary fields form a closed
set without the use of equations of motion (‘‘off-
shell closure’’). This standardizes the form of the
supersymmetry transformations so that they remain
the same even when supermatter is coupled to
supergravity instead of needing a case-by-case
Noether construction as in the case without the
auxiliary fields. In this way, a standard set of
coupling rules can be drawn up, known as the
‘‘tensor calculus.’’ This tensor calculus is of great
importance as it allows for the construction of
general models of supergravity coupled to super-
matter (Wess–Zumino multiplets and super Yang–
Mills multiplets consisting of spin-1 gauge fields and
spin-1=2 ‘‘gaugino’’ fields). These general couplings
form the basis for essentially all supersymmetric
phenomenology, and in particular for the formula-
tion of the Minimal Supersymmetric Standard
Model. Since supersymmetry is not directly observed
in low-energy physics, it must be spontaneously
broken, like many other gauge symmetries. As it
happens, the physically realistic mechanisms of
supersymmetry breaking all originate from super-
gravity couplings derived using the tensor calculus.

Given the regular set of tensor calculus rules for
coupling supergravity to supermatter, one is led to
suspect that a geometrical structure lies in the
background. This is indeed the case; the correspond-
ing construction is known as ‘‘superspace.’’

The basic idea of superspace is a generalization of
the coset space construction of Minkowski space as
the coset space given by the Poincaré group divided
by the Lorentz group: M4(xm) = ISO(3, 1)=SO(3, 1).
For supersymmetric theories, one analogously con-
structs Superspace(xm,
�)=Graded Poincaré/SO(3, 1).
The basic ideas of superspace were introduced by
Akulov and Volkov in 1972, while the idea of
expanding in ‘‘functions’’ on this space, thus yielding
‘‘superfield,’’ was introduced by Salam and Strathdee
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in 1974. This led to a formulation of the Wess–
Zumino model in terms of a chiral superfield �(x,
),
which is subjected to a covariant superspace
constraint.

In order to manage the formalism of superspace
more efficiently, it is convenient to use a two-
component spinor formalism corresponding to the
Weyl basis for the Dirac gamma matrices, in which
the Majorana spinor coordinate 
 is represented as


 ¼ 
�
�


_�

� �

where two-component indices �, �̇= 1, 2 are raised
and lowered with the covariant two-index antisym-
metric tensors ���, ��̇�̇, which both take the numer-
ical value i�2. The flat-space fermionic covariant
derivatives are then

D� ¼
@

@
�
þ i�m

� _�
�


_�
@m

�D _� ¼ �
@

@ �

_�
þ i�


�
�m
� _�@m

½11�

where the �m
��̇

= (1, �i) for m = (0, i) (where �i are the
Pauli matrices) are the Van der Waerden matrices
which establish the mapping between vector indices
and (chiral, antichiral) spinor index pairs. The
Wess–Zumino multiplet is then described by a
complex chiral superfield satisfying the constraint
�D�̇�= 0. Unlike the situation in Minkowski space,
where the only Lorentz-covariant solution to a
constraint that sets to zero the @=@xm derivatives is
a constant, superspace has a reducible set of
coordinates (xm, 
�, �
�̇) and, as a result, requiring �
to be annihilated by �D�̇ does not require the whole
superfield to be a constant.

Since the fermionic coordinates of superspace

�, �
�̇ are anticommuting (i.e., they are elements of
a Grassman algebra), and since �, �̇= 1, 2 have an
index range of two, powers of them higher than the
second order necessarily vanish. As a result, super-
fields like � can be expanded into sets of component
fields, each of which is an ordinary field in
Minkowski space. In this way, a chiral superfield
expands into (A(x), B(x),
�(x), �
�̇(x), F(x), G(x)),
where the fields A, B, 
, and �
 are the physical
fields of the Wess–Zumino model, while F and G
are dimension-2 auxiliary fields. In this way, the
auxiliary fields of supersymmetry naturally fit into a
superspace formalism as higher components in a
superfield expansion. It is in this sense that they
point toward the superspace formulations of super-
symmetric theories.

For supergravity, there are a number of different
approaches to realizing the theory in superspace,

and these correspond naturally to the various
possible choices of auxiliary-field sets. With the
minimal set, the supergravity multiplet is described
by a superfield carrying a vector index Hm(x, 
, �
);
this superfield is called the prepotential of super-
gravity. Note the fact that since the divisor group in
the coset-space construction of superspace is the
Lorentz group, superfields may carry indices corre-
sponding to any Lorentz representation. The com-
ponent-field expansion of the Hm superfield yields
the physical ea

m, m�, � m�̇ and auxiliary fields
(bm, M, N) together with a number of other compo-
nents of dimension lower than those of the physical
fields. This is not, however, all that surprising: even
the physical fields ea

m, m�, � m�̇ contain components
that are not directly related to the physical modes
because we are dealing with a gauge theory. What
occurs in superspace is a redundant expression of
the supergravity multiplet with the presence of
various component gauge fields.

The full expression of local supersymmetry in
superspace can be given in a number of different
formalisms. Suffice it here to indicate the transfor-
mation of the linearized theory expanded in small
fluctuations about empty flat superspace. Convert-
ing the vector index of Hm into a (chiral, antichiral)
spinor index pair via H�, �̇ = �m

��̇
Hm, the linearized

local symmetry transformation of the supergravity
multiplet is

	H� _� ¼ D�
�L _� � �D _�L� ½12�

where the transformation parameter superfield L�

carrying a spinor index is antichiral: D�
�L�̇ = 0

(while the conjugate parameter superfield �L� is
chiral). Expanding in component fields and compar-
ing with the expansion of Hm, one sees that the
chiral spinor superfield contains precisely the com-
ponents needed to provide the standard gauge
symmetries of ea

m and  m�, m�̇ and also to trans-
form the other gauge components of Hm as well.
One can then make various gauge choices according
to taste in a given context.

One frequently encountered superspace gauge
choice sets to zero all the fields in Hm except for
the physical and auxiliary fields (ea

m, m�, � m�̇,
bm, M, N). This is called a Wess–Zumino gauge
following the analogy to a similar construction for
super Maxwell theory (containing spins 1 and 1/2).
Wess–Zumino gauge choices are not, however,
supersymmetrically covariant. This shows up when
one works out the supersymmetry algebra in such a
gauge: the presence of auxiliary fields gives closure,
as required, without use of the equations of motion,
but the anticommutator of two supersymmetry
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transformations when acting on a gauge field such
as the Maxwell field or the vierbein gives a
combination of the anticipated translation with an
admixture of a gauge transformation with a field-
dependent parameter.

The prepotential superfield of minimal super-
gravity can itself be fit into larger formalisms in
superspace that are analogous to standard differen-
tial geometry, with supervielbeins, superspin con-
nections and so forth. An unavoidable feature of
these more seemingly geometric constructions, how-
ever, is their high degree of redundancy: superspace
vielbeins and spin connections carrying Lorentz
indices have many component fields in addition to
those found in the prepotential. This redundancy is
then cut down in turn by imposing superspace
constraints on the geometrical superfields, for
example, on the components of the torsion tensor
in superspace.

Extended Supergravities and
Supergravities in Higher Dimensions

The possible graded extensions of the Poincaré
algebra allow for more than one spinorial generator.
Thus, one can have N supersymmetry generators
Qi
�, �Q�̇j, i, j = 1, . . . N, with basic anticommutators

(in Lorentz two-component notation)

fQi
�;

�Q _�ig ¼ 2	i
j�

m
� _�

Pm ½13�

fQi
�;Q

j
�g ¼ 2���a‘ijZ‘ ½14�

f �Q _�i; �Q _�jg ¼ 2� _� _��a‘ijZ‘ ½15�

The right-hand sides of [14] and [15] allow for the
possibility of nonvanishing commutators between
supersymmetry generators of the same chirality. As
one can see from the overall symmetry in pairs of
indices (�i, �j), the coefficients a‘ij must be antisym-
metric in the i, j indices, so such nonvanishing same-
chirality anticommutators cannot occur for N = 1.
The corresponding abelian generators Z‘ are called
central charges since they must commute with all the
other (Qi

�, �Q�̇], j, Pm) elements of the algebra.
The i, j indices may be endowed with a symmetry

meaning as well, although this is not obligatory in
every model. When the central charges are absent,
Z‘ = 0, one has U(N) (or SU(N)) as the maximal
such external automorphism; the choice of index
placement on Qi

� and �Q�̇j anticipates this. If such a
symmetry is realized in a given model, the fact that
the Qi

�, �Q�̇j carry representations both for that
symmetry and for the spacetime Poincaré symmetry
demonstrates how supersymmetry evades the no-go

theorem barring unified spacetime and internal
symmetries. This theorem (the Coleman–Mandula
theorem) can be evaded, since at the time it was
written, graded Lie symmetry algebras were not yet
considered. For nonzero central charges, the exter-
nal automorphism algebra becomes a subalgebra of
U(N) determined by the requirement that invariant
antisymmetric tensors a‘ij exist.

The representations of the algebra [13]–[14] span
an increasing range of spins as the number N of
D = 4 supersymmetries increases. For massive repre-
sentations without central charges, the spins of the
smallest supersymmetry representation extend from
states of spin 0 (scalars) up to spin N/2; with central
charges, the spin range can be shortened down to a
minimum range of N=4. For massless representa-
tions, the range of helicities in a PCT (parity–
change–time reversal) symmetric multiplet is from
�N=4 to N=4. This spin range has an important
implication for the maximal extension of super-
symmetry that can be realized in an interacting
supersymmetric field theory, because no interacting
theories with a finite set of spins exist for spins >2.
Accordingly, the maximal extension of supersym-
metry is N = 8 for massless theories, and in order to
have massive states with spins that do not exceed
spin 2 in an N = 8 theory, the central charges have
to be active for maximal multiplet shortening.

The N = 8 supergravity theory, found by Crem-
mer and Julia in 1978, is thus the largest possible
supergravity in D = 4 dimensions. It contains the
following ‘‘spin’’ range (allowing for a certain
imprecision of expression: for massless fields one
should really speak only of helicities)

In order to realize the automorphism SU(8) symme-
try, one has to consider the field strengths for the 28
spin-1 fields, separated into complex self-dual and
anti-self-dual parts in their antisymmetric Lorentz
indices. These complex field strengths can then be
endowed with a complex 28-dimensional represen-
tation of SU(8). The 70 scalars, on the other hand,
fit precisely into the four-index antisymmetric
self-dual representation of SU(8), �i1i2i3i4 =
1=(4!)�i1i2i3i4j1j2j3j4 ��j1j2j3j4 . It is the use of the eight-
index epsilon tensor here that restricts the auto-
morphism group to SU(8) instead of U(8).

The SU(8) automorphism symmetry of N = 8
supergravity theory is linearly realized. It plays an
important role in another symmetry of this theory
which is highly nonlinear. This theory has a

N = 8 supergravity spins

Spin 2 3
2

1 1
2

0

Multiplicity 1 8 28 56 70
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remarkable nonlinear E7 symmetry. In fact, the 70
scalars form a nonlinear sigma model with the fields
taking their values in the coset space E7=SU(8) (of
dimension 133� 63 = 70), where the SU(8) divisor
is the linearly realized automorphism group dis-
cussed above.

The extended supergravities point to another
aspect of supergravity theory: the existence of
higher-dimensional supergravities, from which the
extended theories in D = 4 spacetime can be derived
by Kaluza–Klein dimensional reduction. If one
considers a D0 dimensional massless theory in a
spacetime where d dimensions form a compact
d-torus, then the theory can be viewed as a D = D0 � d
dimensional theory in which the discrete Fourier
modes arising from the periodicity requirements on
the d-torus give rise to towers of equally spaced
massive Kaluza–Klein states, plus a massless sector
in D0 � d dimensions corresponding to the modes
with no dependence on the d-torus coordinates.

Importantly, N = 8 supergravity in four-
dimensional spacetime can be obtained in this way
from a supergravity theory that exists in 11 space-
time dimensions. Upon dimensional reduction on a
7-torus to four dimensions, one obtains N = 8, D = 4
supergravity at the massless level, plus an infinite
tower of massive N = 8 supermultiplets with central
charges so that their spin range extends only up to
spin 2. This D = 11 supergravity was in fact found
before the N = 8 theory by Cremmer, Julia, and
Scherk, with the details of the more complicated
N = 8, D = 4 theory being worked out via the
techniques of Kaluza–Klein dimensional reduction.
The fields of the D = 11 theory include an exotic
field type not encountered in D = 4 theories: the
bosonic fields of the theory comprise the graviton eA

M

plus a three-index antisymmetric tensor gauge field
CMNP. Counting the number of propagating modes
of these fields for a given momentum value gives
44þ 84 = 128 bosonic degrees of freedom. This
precisely balances the 128 fermionic degrees of
freedom coming from the D = 11 gravitino  M�.

Supergravity Effective Theories, Strings
and Branes

The hope for a cancellation of the ultraviolet
divergences in a supersymmetric theory of gravity
turned out to be ephemeral, although there is in fact
a postponement of the divergence onset until a
higher order in quantum field loops. There is
agreement that the nonmaximal supergravities
diverge at the three-loop order. For the
N = 8, D = 4 theory, the situation remains unclear,

but divergences are nonetheless expected to occur at
some finite loop order.

This persistence of nonrenormalizability in D = 4
supergravity theories is no longer seen as a disaster,
however, because these theories are now seen as
effective theories for the massless modes arising
from a deeper microscopic quantum theory. In
addition, the theories that are most directly con-
nected to this underlying quantum theory are,
surprisingly, the maximal supergravities in space-
time dimensions 10 and 11. D = 11 supergravity can
be dimensionally reduced on a 1-torus (i.e., a circle)
to D = 10 where the massless sector yields type IIA
supergravity theory. This theory is the effective
theory for a consistent quantum theory of type IIA
superstrings in D = 10. Theories of relativistic
strings (i.e., one-dimensional extended objects)
have strikingly different properties from theories of
point particles. In particular, the spread-out nature
of the interactions leads to a damping out of the
quantum field theory divergences, while the under-
lying supersymmetry causes a cancellation of other
infinities that could have arisen owing to the two-
dimensional nature of the string world sheets. This
gives, for the first time, a perturbatively well-defined
quantum theory including gravity.

In addition to the type IIA theory, there are four
other consistent superstring theories in D = 10, and
these are in turn related to various D = 10 super-
gravity effective theories for the massless modes:
type IIB, E8�E8 heterotic, SO(32) heterotic, and
SO(32) type I. Remarkably, the maximal D = 11
supergravity enters into this picture as well, as a
consequence of a pattern of duality symmetries that
have been found among the superstring theories.

The dualities of string theory are directly related
to the nonlinear symmetries of the dimensionally
reduced supergravities in D = 4. The string quantum
corrections do not respect the E7 symmetry of the
classical N = 8 theory, but they do respect a discrete
subgroup of this symmetry in which the E7 group
elements are required to take integer values: E7(Z).

This quantum-level restriction to a discrete sub-
group can be seen from another phenomenon
characteristic of superstring theories: the existence
of ‘‘electric’’ and ‘‘magnetic’’ brane solutions. The
antisymmetric-tensor (or ‘‘form’’) fields of the
higher-dimensional supergravities naturally give rise
to solitonic solutions in which pþ 1 dimensions
form a flat Poincaré invariant subspace. This can be
interpreted as the world volume of an infinite
p-brane extended object. In the D = 11 supergravity
theory, the branes that emerge in this way are a
2-brane and a 5-brane. The three-dimensional world
volume of the 2-brane naturally couples to the
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3-form field CMNP, just as an ordinary Maxwell
vector field couples to the one-dimensional world
line of a point particle (or 0-brane). The 2-brane is
thus naturally electrically charged with respect to
the 3-form field; its charge can be obtained, in a
direct generalization of the Maxwell case, from a
Gauss’ law integral of the field strength H[4] = dC[3]

over a 7-sphere at spatial infinity in the eight
directions transverse to the brane worldvolume.
The 5-brane, on the other hand, has a magnetic
type charge; it is the 7-form dual to H[4] that is
integrated to give its charge. In addition to these
static infinite p-branes, the theory contains dynami-
cal finite-extent branes as well, although for these
one generally does not have explicit solutions.

As one reduces a higher-dimensional supergravity
to lower and lower dimensions, there is a proliferation
of solitonic brane solutions of varying dimensionality,
and of both electric and magnetic charge types. In a
quantum theory context, these electrically and magne-
tically charged branes pair up in ways that must satisfy
a generalization of the Dirac quantization condition
for D = 4 electric and magnetic point particles. This
ends up requiring all the supergravity solitonic brane
charges to lie on a charge lattice. It is the requirement
that this discrete brane-charge lattice be respected that
restricts the classical supergravity nonlinear symmetry
groups to discrete duality subgroups.

The dualities relate brane solutions within a given
theory and also between different string theories.
They include transformations that invert the radii of
compactifying tori, giving a large–small compactifi-
cation scale duality. They also include transforma-
tions that invert the string coupling constant, thus
interchanging strong and weak coupling. The type
IIB theory, for example, is self-dual under strong–

weak coupling duality. In the case of the type IIA
theory, however, something remarkable happens.
The strong coupling limit of this theory turns out to
be related by duality, not to another string theory,
but to the maximal D = 11 supergravity. The role of
the Kaluza–Klein massive modes for the 11 to 10
reduction is played by an infinite tower of extremal
charged black holes.

Thus, even D = 11 supergravity theory has a role
to play in the effective theory of the underlying
quantum dynamics. This underlying theory has been
dubbed ‘‘M-theory.’’ It is still only partially under-
stood, but many of its most important properties are
presaged by the remarkable nonlinear structure of
the classical supergravities.

See also: Brane Construction of Gauge Theories; Brane
Worlds; Branes and Black Hole Statistical Mechanics;
Random Algebraic Geometry, Attractors and Flux Vacua;
Renormalization: General Theory; Spinors and Spin
Coefficients; Stability of Minkowski Space;
Supermanifolds; Superstring Theories;
Supersymmetric Particle Models; Symmetries
and Conservation Laws; Symmetries in Quantum
Field Theory: Algebraic Aspects.
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Introduction

A supermanifold is a generalization of a classical
manifold to include coordinates that are in some
sense anticommuting. Much of the motivation for
the study of supermanifolds comes from super-
symmetric physics, where it is useful to have a
formalism which treats fermions and bosons in the
same way. The underlying reason for the effective-
ness of supermanifolds is that anticommuting
coordinates allow the fermionic canonical anti-
commutation relations to be handled in a way
analogous to the bosonic canonical commutation
relations. Supersymmetric methods have proved
immensely effective in fundamental physics; they
also play a considerable role in geometrical index
theory in mathematics. In this article we describe
supermanifolds from two points of view – geometric
and algebraic – and consider some of the standard
features of manifold calculus, including integration
since this is an area where the distinctive features of
this generalized geometry are particularly apparent.
One situation where supermanifolds are used in
physics is in the superspace formulation of super-
gravity, where the physical fields are found in the
component fields in the Taylor expansion of func-
tions on the supermanifold in anticommuting vari-
ables. More fundamentally, the symmetry groups of
supersymmetric theories have commuting and anti-
commuting generators, and are examples of super Lie

groups, which are supermanifolds with a compatible
group structure.

Some Algebraic Preliminaries

The coordinates of a supermanifold have particular
algebraic features which are best understood by
introducing some of the basic concepts of super-
algebra. (The word super here does not imply
superiority, simply the extension of some classical
concept to have odd as well as even, anticommuting
as well as commuting, elements.) A ‘‘super vector
space’’ is a vector space V together with a direct sum
decomposition

V ¼ V0 � V1 ½1�

The subspaces V0 and V1 are referred to, respec-
tively, as the even and odd parts of V. A general
element v of V thus has the unique decomposition
v = v0 þ v1 with v0 in V0 and v1 in V1. We will
normally consider homogeneous elements, that is,
elements v which are either even or odd, with parity
denoted by jvj, so that jvj= i if v is in Vi, i = 0, 1.
(Arithmetic of parity indices i = 0, 1 is always
modulo 2.) A superalgebra is a super vector space
whose elements can be multiplied together in such a
way that the product of an even element with an
even element and that of an odd element with an
odd element are both even, while the product of an
odd element with an even element is odd; more
formally:

Definition 1
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(i) A ‘‘superalgebra’’ is a super vector space
A = A0 � A1 which is also an algebra which
satisfies AiAj � Aiþj.

(ii) The superalgebra is ‘‘supercommutative’’ if, for
all homogeneous a, b in A, ab = (�1)(jajjbj)ba.

If the algebra is supercommutative then odd
elements anticommute, and the square of an odd
element is zero. The basic supercommutative super-
algebra used is the real Grassmann algebra with
generators 1, �1, �2, . . . and relations

1�i ¼ �i1 ¼ �i; �i�j ¼ ��j�i ½2�

A typical element of this algebra is then

a ¼ a;1þ
X

i

ai�i þ
X
i<j

aij�i�j � � � ½3�

This algebra, which is denoted RS, is a superalgebra
with RS := RS,0 � RS,1, where RS,0 consists of linear
combinations of products of even numbers of the
anticommuting generators, while RS,1 is built simi-
larly from odd products.

The Grassmann algebra RS is used to build the
(m, n)-dimensional superspace Rm,n

S in the following
way:

Definition 2. An (m, n)-dimensional superspace is
the space

Rm;n
S ¼ RS0 � � � � � RS0|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

m copies

�RS1 � � � � �RS1|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
n copies

½4�

A typical element of Rm, n
S is written as

(x1, . . . , xm; �1, . . . , �n), where the convention is
used that lower case Latin letters represent even
objects and lower case Greek letters represent odd
objects, while small capitals are used for objects of
mixed or unspecified parity.

As will be described in more detail below, in the
geometric approach supermanifolds are spaces
locally modeled on Rm,n

S . In order to define a
supermanifold, we will need to define a topology
on this space, and to have some notion of
differentiation. Consider first multilinear functions
of purely anticommuting variables. If there are n
such variables, �1, . . . , �n, then a multilinear function
F can be expressed in the form

Fð�1; . . . ; �nÞ ¼ F; þ
Xn

i¼1

Fi�
i þ

Xn

1¼i<j

Fij�
i�j þ � � �

þ F1...n�
1 . . . �n ½5�

where the coefficients F;, Fi and so on are real

numbers. Such functions will be known (anticipating
the terminology for functions of both odd and even
variables) as supersmooth. (A useful notation will be
to write

Fð�1; . . . ; �nÞ ¼
X
�

F��
� ½6�

with � a multi-index �=�1 � � ��k and �� =
��1 � � � ��k1. The set of multi-indices is restricted to
those where 1 � �1 < � � � < �k � n.) More general
supersmooth functions, with the coefficients F;, . . .
taking values in C, RS, or some other algebra are
also possible.

Differentiation of supersmooth functions of anti-
commuting variables is defined by linearity together
with the rule

@ð��1��2 . . . ��rÞ
@�j

¼ ð�1Þk�1��1 . . . c��k . . . ��r if j ¼ �k

0 otherwise

�
½7�

where the caret b indicates an omitted factor.
In order to extend the notion of supersmoothness

to functions on the more general superspace Rm,n
S ,

we should strictly take note of the fact that an even
Grassmann variable is not simply a real or complex
variable, as explained in the appendix. Assuming
this done, a supersmooth function on the general
superspace Rm, n

S can then be defined as a function of
the form

Fðx1; . . . ; xm; �1; . . . ; �nÞ ¼
X
�

F�ðx1; . . . ; xmÞ�� ½8�

with each coefficient function F� a smooth function
on Rm.

The final preparatory idea needed is the topology
on the superspace Rm, n

S . It turns out that a coarse,
non-Hausdorff topology leads to most of the super-
manifolds used in physics. In order to define this
topology, we introduce a mapping

� : RS ! R

defined by

�

�
a;1þ

X
i

ai�i þ
X
i<j

aij�i�j � � �
�
¼ a; ½9�

and the related mapping

� : Rm;n
S ! Rm

defined by
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�ððx1; . . . ; xm; �1; . . . ; �nÞÞ ¼ ð�ðx1Þ; . . . ; �ðxmÞÞ ½10�

These maps project out all the nilpotent Grass-
mann generators, leaving simply the real part. The
topology involves the inverse of these projection
maps: a subset U of Rm,n

S is said to be open if and
only if there exists an open set V in Rm such that
U = ��1(V). Thus, an open set is unlimited in the
nilpotent directions.

In the sequel, where we consider integration, the
superdeterminant of the matrix M of an endo-
morphism of a super vector space V will be useful.
If V is an (m, n)-dimensional super vector space
(so that V0 has dimension m and V1 dimension n),
then M will have the block diagonal form

M00 M01

M10 M11

� �

where the entries of M00 and M11 are even, whereas
those of M10 and M10 are odd. If N = M�1 has block
form

N00 N01

N10 N11

� �

then the superdeterminant of M is defined by

S det M ¼ det M00 det N11

It can be shown that the superdeterminant obeys the
product rule, unlike the obvious generalization of
the determinant to the super case.

The Geometric Approach to
Supermanifolds

A manifold is a space locally modeled on the
topological space Rm, where m is the dimension of
the manifold. Thus, each point in a manifold has a
neighborhood which is essentially a neighborhood in
Rm. The most geometrically intuitive approach to
supermanifolds is to generalize this directly by
modeling a space locally on an extension of Rm to
include anticommuting variables; the most straight-
forward space with the required algebraic property
is the superspace Rm, n

S built from a Grassmann
algebra, leading to a supermanifold of dimension
(m, n). (The dimension of a supermanifold is a pair
of integers, indicating the numbers of even and odd
coordinates of each point.)

The formal definition of a supermanifold will now
be given in a manner very closely analogous to that
of a classical manifold.

Definition 3. Let M be a set.

(i) An (m, n) open chart on M is a pair (U,�) such
that U is a subset of M and � is an injective map
of U into Rm,n

S , with the image �(U) an open set
in Rm,n

S .
(ii) An (m, n) atlas on M is a collection {(U�,��)} of

(m, n) charts on M such that the U� cover M
and, whenever U� \U� is not empty, the change
of coordinate function �� 	 ��1

� is supersmooth.

An (m, n)-dimensional supermanifold is a set M
together with a maximal (m, n) atlas on M.

The space M is given a topology by defining U �M
to be open if and only if, for each � such that U \U�

is not empty, the set ��(U \U�) is an open subset
of Rm,n

S .
Examples of supermanifolds include Rm,n

S itself, and
also supermanifolds constructed from the data of a
vector bundle over a classical manifold in a manner
which will now be described. If N is a classical
m-dimensional real manifold and E is an n-dimensional
vector bundle over N, then an (m, n)-dimensional
supermanifold can be constructed in the following
way: suppose that {(V�, �)} is an atlas of charts on N,
so that each V� is an open subset of N and each  � is
an injective map of V� onto an open subset of Rm,
with  � 	  �1

� smooth. Suppose further that the V� are
also local trivialization neighborhoods of the bundle E
with transition functions g�� : V� \ V� ! GL(n).
Then we build the supermanifold M by patching
together the sets ��1( �(V�)� R0, n

S ) in a consistent
way. This leads to a supermanifold with coordinate
change functions

�� 	 ��1
� x1

�; . . . xm
� ; �

1
�; . . . ; �n

�

� �
¼ x1

�; . . . xm
� ; �

1
�; . . . ; �n

�

� 	
where

x1
�; . . . xm

�

� 	
¼  � 	  �1

� x1
�; . . . xm

�

� �

�j
� ¼

Xn

k¼1

g��jk x1
�; . . . ; xm

�

� �
�k
�

½11�

(Here again we refer to the appendix for the way in
which functions of even Grassmann variables, as
opposed simply to real numbers, are handled.)
Particular examples of this construction are the
tangent bundle over N and bundles of spinors over
N. It was actually shown by Batchelor that all real,
supersmooth supermanifolds are of this form.

A similar definition may be made of a complex
supermanifold using a complex Grassmann algebra,
with the coordinate transition functions required to
be superanalytic. In this case, supermanifolds which
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are not related to vector bundles in the manner
described above are possible, basically because
partitions of unity do not exist in the analytic
setting. An example is the twisted supertorus, which
is built over the standard torus and has transition
functions (z, �) ! (zþ 1, �) and (z, �) ! (zþ aþ
��, � þ �), extending the standard torus with transi-
tion functions z ! zþ 1, z ! zþ a. (Here a,� are,
respectively, even and odd constants.) This super-
manifold is an example of a super Riemann surface;
such surfaces play an important role in the quanti-
zation of the spinning string.

As with classical manifolds, a natural class of
functions can be defined on a supermanifold:
a function f on an open subset U of the super-
manifold M is said to be supersmooth if, for each �
such that U \U� is nonempty, the function f 	 ��1

� is
supersmooth on ��(U \U�). In local coordinates
supersmooth functions are such that
f (x1, . . . , xm, �1, . . . , �n) =

P
� f��(x1, . . . , xm)�� with

each f�� a smooth function.

The Algebraic Approach to
Supermanifolds

In the algebraic approach to supermanifolds, it is the
algebra of functions, rather than the manifold
itself, which is extended to include anticommuting
elements. In this approach an (m, n)-dimensional
supermanifold is defined to be a pair (N, A), where
N is an m-dimensional classical manifold and A is a
sheaf of superalgebras over N with various proper-
ties, described below. The statement that A is a
sheaf of algebras over N means that corresponding
to each open subset U of N there is an algebra A(U);
also, if V � U, there is a ‘‘restriction map’’ 	U, V

mapping A(U) into A(V), and the various restriction
maps obey certain consistency conditions. A parti-
cular example of such a sheaf (with trivial odd part)
is the sheaf A; of real-valued functions on N, with
A;(U) = C1(U), the set of real-valued smooth func-
tions on U and 	U, V mapping a function in C1(U)
to its restriction in C1(V). The defining property of
the sheaf corresponding to an (m, n)-dimensional
supermanifold is that there is a cover {U�} of N for
which the algebras A(U�) have the form A(U�) ffi
C1(U�)� �(Rn), so that a typical element f of
A(U�) may be expressed as f =

P
� f��

�, where f� 2
C1(U�) and �1, . . . , �n are generators of �(Rn). The
notation here is chosen to emphasize the close
correspondence with the algebra of smooth func-
tions described at the end of the previous section.
This makes it clear that, despite an apparent

difference, the two approaches lead to essentially
equivalent supermanifolds.

The advantage of the algebraic approach is its
mathematical elegance and economy – there is no
need to introduce the auxiliary Grassmann algebra
RS in which coordinate functions take values – but
from the point of view of physicists, the geometric
point of view has two advantages: first, it is closer to
the standard manifold picture and thus easier to
grasp, and, second, it allows a wider class of
supermanifolds, because Grassmann constants are
allowed; for instance, the twisted supertorus
described above cannot be included in the algebraic
approach without either introducing an auxiliary
algebra or moving to the more difficult concept of a
family of supermanifolds.

While there have been various attempts to develop
infinite-dimensional supermanifolds, most of the
constructions have been developed for very specific
purposes, such as path integration and functional
integration methods for theories with fermions.
Even the question of defining a basic infinite-
dimensional superalgebra with the necessary
analytic properties, such as a Hilbert–Banach super-
algebra, requires sophisticated procedures, so that
the development of a theory of infinite-dimensional
supermanifolds becomes extremely technical.

Calculus on Supermanifolds

Much of the calculus of functions on supermanifolds
proceeds in simple analogy to that of classical
manifolds, with addition sign factors occurring when-
ever two odd quantities are transposed. For instance, a
vector field on M may be described as a super-
derivation of the algebra of supersmooth functions
on M, that is, a linear mapping of this space obeying
the super Leibnitz rule X fg = Xf gþ (�1)(jXjjf j)f Xg.
Standard examples of vector fields (defined locally) are
coordinate derivatives @=@xi and @=@�j, defined by
(@=@xi)f = @i(f 	 �) and (@=@�j)f = @jþm(f 	 �) with �
the coordinate function corresponding to the coordi-
nates (x1, . . . , xm; �1, . . . , �n). Equipped with this con-
cept of vector field, much of differential calculus on
manifolds can be directly generalized to supermani-
folds in a relatively straightforward way. However, in
the case of integration the situation is quite different.
The standard approach to integration of anticommut-
ing variables is the Berezin integral, which is a formal,
algebraic integral that is not an antiderivative and has
no measure-theoretic features. There are various
reasons why such an integral is used: for instance,
even the simple function � of a single anticommuting
variable has no antiderivative, while the topology on
Rm,n

S does not allow open sets which discriminate in
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odd directions. Additionally, when changing variables
on Rm,n

S it is the superdeterminant of the Jacobian
matrix which must be used. In the purely odd sector,
differentials thus transform the ‘‘wrong’’ way.

The Berezin integral of a function f of n anti-
commuting variables is defined byZ

dn�
X
�

f��
�

 !
¼ f1...n ½12�

In other words, Berezin integration simply picks out
the coefficient of the highest-order term, thus
resembling differentiation more than integration in
the classical sense. Nonetheless, the Berezin integral
has very useful properties, in particular allowing
direct analoges of Fourier transformations and
integral kernel. Given that it is the algebra of
functions, and the operators acting on these alge-
bras, which is the key element in supergeometry,
these are vital properties of the integral.

The transformation rule under change of variable
is the inverse of that which one expects. For
instance, in the case of a single variable, if one
makes the transformation �! �= a� þ � with a and
� constants, a direct calculation shows that the
integral is invariant provided that one sets d�= a d�.

Integration on Rm,n
S is essentially defined by

combining classical integration for the even variables
with Berezin integration for odd variables, givingZ

��1ðVÞ
dmx dn�

X
�

f�ðx1; . . . ; xmÞ��
 !

¼
Z

V

dmx f1...nðx1; . . . ; xmÞ
� 	

½13�

This also defines integration on supermanifolds,
provided that we can find a rule for the change of
variable. This, as indicated above, may be done by
using the superdeterminant of the Jacobian matrix.
Suppose that (y,�) are a new set of coordinates on
our supermanifold. Then an invariant definition of
integral is obtained if we set

dmy dn� ¼ Sdet

@y

@x

@y

@�

@�

@x

@�

@�

0
BB@

1
CCA dmx dn� ½14�

Appendix

We now describe the device which allows functions
of even Grassmann variables to be handled simply as
functions of conventional variables. The necessary
class of functions is captured by defining super-
smooth functions on Rm,0

S as extensions by Taylor
expansion from smooth functions on Rm.

Definition 4. The function F : Rm,0
S ! RS is said to

be supersmooth if there exists a smooth function
~F : Rm ! R, such that

Fðx1; . . . ; xmÞ

¼ ~Fð�ðxÞÞ þ
Xm
i¼1

ðxi � �ðxiÞ1Þ @
~F

@xi
ð�ðxÞÞ

þ 1

2

Xm
i;j¼1

ðxi � �ðxiÞ1Þ

� ðxj � �ðxjÞ1Þ @2~F

@xi@xj
ð�ðxÞÞ . . . ½15�

(Although this Taylor series will in general be
infinite, it gives well-defined coefficients for each
�� in the expansion [3], so that the value of F is a
well-defined element of RS.) A number of different
classes of function can be obtained, by varying the
space in which the function ~F takes its value.

See also: Batalin–Vilkovisky Quantization; BRST
Quantization; Graded Poisson Algebras; Path-Integrals in
Non Commutative Geometry; Random Matrix Theory in
Physics; Supergravity; Superstring Theories;
Supersymmetric Particle Models; Supersymmetric
Quantum Mechanics.
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Introduction

String theory postulates that all elementary particles
in nature correspond to different vibration states of
an underlying relativistic string. In the quantum
theory both the frequencies and the amplitudes of
vibration are quantized, so that the quantum states
of a string are discrete. They can be characterized by
their mass, spin, and various gauge charges. One of
these states has zero mass and spin equal to 2�h, and
can be identified with the messenger of gravitational
interactions, the graviton. Thus, string theory is a
candidate for a unified theory of all fundamental
interactions, including quantum gravity.

In this article, we discuss the theory of superstrings
as consistent theories of quantum gravity. The aim is
to provide a quick (mostly lexicographic and biblio-
graphic) entry to some of the salient features of the
subject for a nonspecialist audience. Our treatment is
thus neither complete nor comprehensive – there exist
for this several excellent expert books, in particular

by Green, et al. (1987) and by Polchinski (1998). An
introductory textbook by Zwiebach (2004) is also
highly recommended for beginners. Several other
complementary reviews on various aspects of super-
string theories are available on the internet (see the
‘‘Further reading’’ section); some more will be given
as we proceed.

The Five Superstring Theories

Theories of relativistic extended objects are tightly
constrained by anomalies, that is, quantum viola-
tions of classical symmetries. These arise because the
classical trajectory of an extended p-dimensional
object (or ‘‘p-brane’’) is described by the embedding
X�(�a), where �a = 0,..., p parametrize the brane world
volume, and X�= 0,..., D�1 are coordinates of the
target space. The quantum mechanics of a single
p-brane is therefore a (pþ 1)-dimensional quantum
field theory, and as such suffers a priori from
ultraviolet divergences and anomalies. The case
p = 1 is special in that these problems can be exactly
handled. The story for higher values of p is much
more complicated, as will become apparent later on.

The theory of ordinary loops in space is called
closed bosonic string theory. The classical trajectory
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of a bosonic string extremizes the Nambu–Goto
action (proportional to the invariant area of the
world sheet)

SNG¼�
1

2��0

Z
d2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�detðG��@aX�@bX�Þ

q
½1�

where G��(X) is the target-space metric, and �0 is
the Regge slope (which is inversely proportional to
the string tension and has dimensions of length
squared). In flat spacetime, and for a conformal
choice of world-sheet parameters ��= �0 � �1, the
equations of motion read:

@þ@�X� ¼ 0 and ���@�X�@�X� ¼ 0 ½2�

with ��� the Minkowski metric. The X� are thus free
two-dimensional fields, subject to quadratic phase-
space constraints known as the Virasoro conditions.
These can be solved consistently at the quantum
level in the critical dimension D = 26. Otherwise,
the symmetries of eqns [2] are anomalous: either
Lorentz invariance is broken, or there is a conformal
anomaly leading to unitarity problems. (For D < 26,
unitary noncritical string theories in highly curved
rather than in the originally flat background can be
constructed.)

Even for D = 26, bosonic string theory is, how-
ever, sick because its lowest-lying state is a tachyon,
that is, it has negative mass squared. This follows
from the zeroth-order Virasoro constraints,

m2 ¼ �pMpM ¼
4

�0
ðNL � 1Þ ¼ 4

�0
ðNR � 1Þ ½3�

where NL (NR) is the sum of the frequencies of all
left(right)-moving excitations on the string world
sheet. The negative contribution to m2 comes from
quantum fluctuations, and is analogous to the well-
known Casimir energy. The tachyon has
NL = NR = 0. Its presence signals an instability of
Minkowski spacetime, which in bosonic string
theory is expected to decay, possibly to some
lower-dimensional highly curved geometry. The
details of how this happens are not, at present,
well understood.

The problem of the tachyon is circumvented by
endowing the string with additional, anticommuting
coordinates, and requiring spacetime supersymmetry.
This is a symmetry that relates string states with
integer spin, obeying Bose–Einstein statistics, to
states with half-integer spin obeying Fermi–Dirac
statistics. There exist two standard descriptions of the
superstring: the Ramond–Neveu–Schwarz (RNS)
formulation, where the anticommuting coordinates
 � carry a spacetime vector index, and the Green–
Schwarz (GS) formulation in which they transform as
a spacetime spinor 	�. Each has its advantages and

drawbacks: the RNS formulation is simpler from the
world sheet point of view, but awkward for describ-
ing spacetime fermionic states; in the GS formulation,
on the other hand, spacetime supersymmetry is
manifest but quantization can only be carried out in
the restrictive light-cone gauge. A third formulation,
possibly combining the advantages of the other two,
has been proposed more recently by Berkovits (2002) –
it is still being developed.

Anomaly cancelation leads to five consistent super-
string theories, all defined in D = 10 flat spacetime
dimensions. They are referred to as type IIA, type IIB,
heterotic SO(32), heterotic E8 � E8, and type I. The
two type II theories are given (in the RNS formula-
tion) by a straightforward extension of eqns [2]:

@þ@�X�¼ @� �� ¼ 0 and ��� 
�
�@�X� ¼ 0 ½4�

The left- and right-moving world sheet fermions can
be separately periodic or antiperiodic – these are
known as Ramond (R) and Neveu–Schwarz (NS)
boundary conditions. Ramond fermions have zero
modes obeying a Dirac 
-matrix algebra, and which
must thus be represented on spinor space. As a
result, out of the four possible boundary conditions
for  �þ and  ��, namely NS–NS, R–R, NS–R, or
R–NS, the first two give rise to string states that are
spacetime bosons, while the other two give rise to
states that are spacetime fermions. Consistency of
the theory further requires that one only keep states
of definite world-sheet fermion parities – an opera-
tion known as the Gliozzi–Scherk–Olive (GSO)
projection. This operation removes the would-be
tachyon, and acts as a chirality projection on the
spinors. The type IIA and IIB theories differ only in
that the spinors coming from the left and right
Ramond sectors have the opposite chirality in type
IIA and the same chirality in type IIB.

The fact that string excitations split naturally into
noninteracting left and right movers is crucial for
the construction of the heterotic strings. The key
idea is to put together the left-moving sector of the
D = 10 type II superstring and the right-moving
sector of the D = 26 bosonic string. A subtlety arises
because the left–right asymmetry may lead to extra
anomalies, under global reparametrizations of the
string world sheet. These are known as modular
anomalies, and we will come back to them in the
following section. Their cancelation imposes strin-
gent constraints on the zero modes of the unmatched
(chiral) bosons in the right-moving sector. The free-
field expansion of these bosons can be written as:

Xð��Þ ¼ xR þ �0pR�
� þ

ffiffiffiffiffi
�0

2

r X
n 6¼0

i

n
an e�2in�� ½5�
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where bold-face letters denote 16-component vec-
tors. Modular invariance then requires that the
generalized momentum pR take its values in a
sixteen-dimensional, even self-dual lattice. There
exist two such lattices, and they are generated by
the roots of the Lie groups Spin(32)=Z2 and E8 � E8.
They give rise to the two consistent heterotic string
theories.

In contrast to the type II and heterotic theories,
which are based on oriented closed strings, the type I
theory has unoriented closed strings as well as open
strings in its perturbative spectrum. The closed
strings are the same as in type IIB, except that one
only keeps those states that are invariant under
orientation reversal (�þ$ ��). Open strings must
also be invariant under this flip, and can further-
more carry pointlike (Chan–Paton) charges at their
two endpoints. This is analogous to the flavor
carried by quarks at the endpoints of the chromo-
electric flux tubes in QCD. Ultraviolet finiteness
requires that the Chan–Paton charges span a
32-dimensional vector space, so that open strings
transform in bifundamental symmetric or antisym-
metric representations of SO(32). For a thorough
review of type I string theory, see the reference
Angelantonj and Sagnotti (2002, 2003).

Interactions and Effective Theories

Strings interact by splitting or by joining at a point,
as is illustrated in Figure 1. This is a local
interaction that respects the causality of the theory.
To compute scattering amplitudes, one sums over all
world sheets with a given set of asymptotic states,
and weighs each local interaction with a factor of
the string coupling constant �. The expansion in
powers of � is analogous to the Feynman-diagram
expansion of point-particle field theories. These
latter are usually defined by a Lagrangian, or more
exactly by a functional-integral measure, and they
make sense both for off-shell quantities as well as at
the nonperturbative level. In contrast, our current
formulation of superstring theory is in terms of a
perturbatively defined S-matrix. The advent of
dualities has offered glimpses of an underlying
nonperturbative structure called M-theory, but

defining it precisely is one of the major outstanding
problems in the subject. (One approach consists in
trying to define a second-quantized string field
theory; see String Field Theory).

Another important expansion of string theory,
very useful when it comes to extracting spacetime
properties, is in terms of the characteristic string
length ls =

ffiffiffiffiffi
�0
p

. At energy scales Els � 1, only a
handful of massless string states propagate, and their
interactions are governed by an effective low-energy
Lagrangian. In the type II theories, the massless
bosonic states (or rather their corresponding fields)
consist of the metric G��, a scalar field � called the
dilaton, and a collection of antisymmetric n-form
fields coming from both the NS–NS and the R–R
sectors. For type IIA, these latter are an NS–NS
2-form B2, an R–R 1-form C1, and an R–R 3-form
C3. The leading-order action for these fields reads:

SIIA¼
1

2�2

Z
d10x

� ffiffiffiffiffiffiffiffi
�G
p

e�2�ðRþ4@��@��� 1
2jH3j2Þ

�
ffiffiffiffiffiffiffiffi
�G
p

ð12jF2j2þ 1
2jF4�C1^H3j2Þ

� 1
2B2^F4^F4

�
½6�

where F2 =dC1, H3 =dB2, and F4 =dC3 are field
strengths, the wedge denotes the exterior product of
forms, and jFnj2 = (1=n!)F�1����nF

�1����n . The dimen-
sionful coupling � can be expressed in terms of the
string-theory parameters, 2�2 = (2�)7�2�04. A similar
expression can be written for the IIB theory, whose
R–R sector contains a 0-form, a 2-form, and a
4-form potential, the latter with self-dual field
strength.

The action [6], together with its fermionic part,
defines the maximally supersymmetric nonchiral
extension of Einstein’s gravity in ten dimensions
called type IIA supergravity (see Supergravity and
Salam and Sezgin (1989)). The dilaton and all
antisymmetric tensor fields belong to the super-
multiplet of the graviton – they provide together the
same number of (bosonic) states as a ten-dimensional
nonchiral gravitino. Supersymmetry fixes further-
more completely all two-derivative terms of the
action, so that the theory defined by [6] is (almost)
unique. (There exists in fact a massive extension of
IIA supergravity, which is the low-energy limit of
string theory with a nonvanishing R–R 10-form field
strength.) It is, therefore, not surprising that it should
emerge as the low-energy limit of the (nonchiral)
superstring theory. The latter provides, however, an
ultraviolet completion of an otherwise nonrenorma-
lizable theory, a completion which is, at least
perturbatively, finite and consistent.Figure 1 A four-particle and a four-string interaction.
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The finiteness of string perturbation theory has
been, strictly speaking, only established up to two
loops – for a recent review see D’Hoker and Phong
(2002). However, even though the technical pro-
blem is open and hard, the qualitative case for all-
order finiteness is convincing. It can be illustrated
with the torus diagram which makes a one-loop
contribution to string amplitudes. The thin torus of
Figure 2 could be traced either by a short, light
string propagating (virtually) for a long time, or by a
long, heavy string propagating for a short period of
time. In conventional field theory, these two virtual
trajectories would have made distinct contributions
to the amplitude, one in the infrared and the second
in the ultraviolet region. In string theory, on the
other hand, they are related by a modular transfor-
mation (that exchanges �0 with �1) and must not,
therefore, be counted twice. A similar kind of
argument shows that all potential divergences of
string theory are infrared – they are therefore
kinematical (i.e., occur for special values of the
external momenta), or else they signal an instability
of the vacuum and should cancel if one expands
around a stable ground state.

The low-energy limit of the heterotic and type I
string theories is N = 1 supergravity plus super
Yang–Mills. In addition to the N = 1 graviton
multiplet, the massless spectrum now also includes
gauge bosons and their associated gauginos. The
two-derivative effective action in the heterotic case
reads:

Shet ¼
1

2�2

Z
d10x
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where !
gauge
3 = tr(AdAþ (2=3)A3) is the Chern–

Simons gauge 3-form. Again, supersymmetry fixes
completely the above action – the only freedom is in
the choice of the gauge group and of the Yang–Mills

coupling gYM. Thus, up to redefinitions of the fields,
the type I theory has necessarily the same low-
energy limit.

The D = 10 supergravity plus super Yang–Mills
has a hexagon diagram that gives rise to gauge and
gravitational anomalies, similar to the triangle
anomaly in D = 4. It turns out that for the two
special groups E8 � E8 and SO(32), the structure of
these anomalies is such that they can be canceled by
a combination of local counter-terms. One of them
is of the form

R
B2 ^X8(F, R), where X8 is an 8-form

quartic in the curvature and/or Yang–Mills field
strength. The other is already present in the lower
line of expression [7], with the replacement
!

gauge
3 !!

gauge
3 � !Lorentz

3 , where the second Chern–
Simons form is built out of the spin connection.
Note that these modifications of the effective action
involve terms with more than two derivatives, and
are not required by supersymmetry at the classical
level. The discovery by Green and Schwarz that
string theory produces precisely these terms (from
integrating out the massive string modes) was called
the ‘‘first superstring revolution.’’

D-Branes

A large window into the nonperturbative structure
of string theory has been opened by the discovery of
D(irichlet)-branes, and of strong/weak-coupling
duality symmetries. A Dp brane is a solitonic
p-dimensional excitation, defined indirectly by the
property that open string endpoints can attach to its
world volume (see Figure 3). Stable Dp branes exist
in the type IIA and type IIB theories for p even,
respectively, odd, and in the type I theory for p = 1
and 5. They are charged under the R–R (pþ 1)-form
potential or, for p > 4, under its magnetic dual.
Strictly speaking, only for 0 	 p 	 6 do D-branes
resemble regular solitons the word stands for
‘‘solitary waves’’). The D7 branes are more like

Time

Space

Figure 2 The same torus diagram viewed in two different

channels. Figure 3 D-branes and open strings.
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cosmic strings, the D8 branes are domain walls,
while the D9 branes are spacetime filling. Indeed,
type I string theory can be thought as arising from
type IIB through the introduction of an orientifold
9-plane (required for tadpole cancelation) and of 32
D9 branes.

The low-energy dynamics of a Dp brane is
described by a supersymmetric abelian gauge theory,
reduced from ten down to pþ 1 dimensions. The
gauge field multiplet includes 9� p real scalars,
plus gauginos in the spinor representation of the
R-symmetry group SO(9� p). These are precisely
the massless states of an open string with endpoints
moving freely on a hyperplane. The real scalar fields
are Goldstone modes of the broken translation
invariance, that is, they are the transverse coordinate
fields ~Y(
a) of the D-brane. The bosonic part of the
low-energy effective action is the sum of a Dirac–
Born–Infeld (DBI) and a Chern–Simons (CS) like
term:

Ip ¼ �Tp

Z
dpþ1


 e��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�detðĜab þ F abÞ

q
� �p

Z X
n

Ĉn ^ eF ½8�

where F ab = B̂ab þ 2��0Fab, hats denote pullbacks
on the brane of bulk tensor fields (e.g., Ĝab =
G��@aY

�@bY�), Fab is the field strength of the
world-volume gauge field, and in the CS term
one is instructed to keep the (pþ 1)-form of the
expression under the integration sign. The constants
Tp and �p are the tension and charge density of the
D-brane. As was the case for the effective super-
gravities, the above action receives curvature
corrections that are higher order in the �0 expan-
sion. Note however that a class of higher-order
terms have been already resummed in expression
[8]. These involve arbitrary powers of Fab, and are
closely related more precisely T-dual, see later) to
relativistic effects which can be important even in
the weak-acceleration limit. When refereing to the
D9 branes of the type I superstring, the action [8]
includes the GS terms required to cancel the gauge
anomaly.

The tension and charge density of a Dp brane can
be extracted from its coupling to the (closed-string)
graviton and R–R (pþ 1)-form, with the result:

T2
p ¼ �2

p ¼
�

�2
ð4�2�0Þ3�p ½9�

The equality of tension and charge follows from
unbroken supersymmetry, and is also known as a
Bogomol’nyi–Prasad–Sommerfeld (BPS) condition.

It implies that two or more identical D-branes
exert no net static force on each other, because
their R–R repulsion cancels exactly their gravita-
tional attraction. A nontrivial check of the result
[9] comes from the Dirac quantization condition
(generalized to extended objects by Nepomechie
and Teitelboim). Indeed, a Dp brane and a
D(6� p)-brane are dual excitations, like electric
and magnetic charges in four dimensions, so their
couplings must obey

2�2�p�6�p ¼ 2�k where k 2 Z ½10�

This ensures that the Dirac singularity of the long-
range R–R fields of the branes does not lead to an
observable Bohm–Aharonov phase. The couplings
[9] obey this condition with k = 1, so that D-branes
carry the smallest allowed R–R charges in the
theory.

A simple but important observation is that open
strings living on a collection of n identical D-branes
have matrix-valued wave functions  ij, where
i, j = 1, . . . , n label the possible endpoints of the
string. The low-energy dynamics of the branes is
thus described by a nonabelian gauge theory, with
group U(n) if the open strings are oriented, and
SO(n) or Sp(n) if they are not. We have already
encountered such Chan–Paton factors in our discus-
sion of the type I superstring. More generally, this
simple property of D-branes has led to many insights
on the geometric interpretation and engineering of
gauge theories, which are reviewed in the articles
Brane Construction of Gauge Theories and Gauge
Theories from Strings. It has also placed on a firmer
footing the idea of a brane world, according to
which the fields and interactions of the standard
model would be confined to a set of D-branes, while
gravitons are free to propagate in the bulk (for
reviews, see Brane Worlds and reference Lust
(2004)). It has, finally, inspired the gauge/string
theory or AdS/CFT correspondence (see Ads/CFT
Correspondence and Aharony et al. (2000)) on
which we will comment later.

Dualities and M Theory

One other key role of D-branes has been to provide
evidence for the various nonperturbative duality
conjectures. Dual descriptions of the same physics
arise also in conventional field theory. A prime
example is the Montonen–Olive duality of four-
dimensional, N = 4 supersymmetric Yang–Mills,
which is the low-energy theory describing the
dynamics of a collection of D3 branes. The action
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for the gauge field and six associated scalars �I (all in
the adjoint representations of the gauge group G) is

SN¼4¼�
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� F��F
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D��ID��Iþ
X
I<J

2½�I;� J�2
 !

� 	

32�2

Z
d4x tr F��


F��
� �

þ fermionic terms ½11�

Consider for simplicity the case G=SU(2). The
scalar potential has flat directions along which the
six �I commute. By an SO(6) R-symmetry rotation,
we can set all but one of them to zero, and let
<tr(�1�1)>= v2 in the vacuum. In this ‘‘Coulomb
phase’’ of the theory, a U(1) gauge multiplet stays
massless, while the charged states become massive
by the Higgs effect. The theory admits furthermore
smooth magnetic-monopole and dyon solutions, and
there is an elegant formula for their mass:

M ¼ vjnel þ �nmgj; where � ¼ 	

2�
þ 4�i

g2
½12�

and nel(nmg) denotes the quantized electric (mag-
netic) charge. This is a BPS formula that receives
no quantum corrections. It exhibits the SL(2, Z)
covariance of the theory,

� ! a� þ b

c� þ d

and

ðnel; nmgÞ ! ðnel; nmgÞ
a b

c d

� 	�1

½13�

Here a, b, c, d are integers subject to the condition
ad � bc = 1. Of special importance is the transfor-
mation �! �1=� , which exchanges electric and
magnetic charges and (at least for 	= 0) the strong-
with the weak-coupling regimes. For more details
see the review by Harvey (1996).

The extension of these ideas to string theory can be
illustrated with the strong/weak- coupling duality
between the type I theory, and the Spin(32)=Z2

heterotic string. Both have the same massless spec-
trum and low-energy action, whose form is dictated
entirely by supersymmetry. The only difference lies in
the relations between the string and supergravity
parameters. Eliminating the latter, one finds

�het ¼
1

2�I
and �0het ¼

ffiffiffi
2
p

�I�
0
I ½14�

It is thus tempting to conjecture that the strongly
coupled type I theory has a dual description as a

weakly coupled heterotic string. These are, indeed,
the only known ultraviolet completions of the
theory [7]. Furthermore, for �I � 1, the D1 brane
of the type I theory becomes light, and could be
plausibly identified with the heterotic string. This
conjecture has been tested successfully by comparing
various supersymmetry-protected quantities (such as
the tensions of BPS excitations and special higher-
derivative terms in the effective action), which can be
calculated exactly either semiclassically, or at a given
order in the perturbative expansion. Testing the duality
for nonprotected quantities is a hard and important
problem, which looks currently out of reach.

The other three string theories have also well-
motivated dual descriptions at strong coupling �.
The type IIB theory is believed to have an SL(2, Z)
symmetry, similar to that of the N = 4 super Yang–
Mills. (Note that � is a dynamical parameter, that
changes with the vacuum expectation value of the
dilaton <�>. Thus, dualities are discrete gauge
symmetries of string theory.) The type IIA theory
has a more surprising strong-coupling limit: it grows
one extra dimension (of radius R11 = 1=�

ffiffiffiffiffi
�0
p

), and
can be approximated at low energy by the maximal
11-dimensional supergravity of Cremmer, Julia, and
Scherk. The latter is a very economical theory – its
massless bosonic fields are only the graviton and a
3-form potential A3. The bosonic part of the action
reads

S11D ¼
1

2�2
11

Z
d11x
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12�2
11
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The electric and magnetic charges of the 3-form are a
(fundamental?) membrane and a solitonic 5-brane.
Standard Kaluza–Klein reduction on a circle maps S11D

to the IIA supergravity action [6], where G�� ,�, and C1

descend from the 11-dimensional graviton, and B2 and
C3 from the 3-form A3. Furthermore, all BPS excita-
tions of the type IIA string theory have a counterpart in
11 dimensions, as summarized in Table 1. Finally, if
one compactifies the eleventh dimension on an interval
(rather than a circle), one finds the conjectured strong-
coupling limit of the E8 � E8 heterotic string.

The web of duality relations can be extended by
compactifying further to D 	 9 dimensions. Readers
interested in more details should consult Polchinski
(1998) or one of the many existing reviews of the
subject (Townsend (1996), see also ‘‘Further Read-
ing’’ section). In nine dimensions, in particular, the
two type II theories, as well as the two heterotic
superstrings, are pairwise T-dual. T-duality is a
perturbative symmetry (thus firmly established, not
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only conjectured) which exchanges momentum and
winding modes. Putting together all the links one
arrives at the fully connected web of Figure 4. This
makes the point that all five consistent superstrings,
and also 11-dimensional supergravity, are limits of a
unique underlying structure called M theory. (For
lack of a better definition, ‘‘M’’ is sometimes also
used to denote the D = 11 supergravity plus
supermembranes, as in Figure 4.) A background-
independent definition of M theory has remained
elusive. Attempts to define it as a matrix model of
D0 branes, or by quantizing a fundamental mem-
brane, proved interesting but incomplete. A diffi-
culty stems from the fact that in a generic
background, or in D = 11 Minkowski spacetime,
there is only a dimensionful parameter fixing the
scale at which the theory becomes strongly coupled.

Other Developments and Outlook

We have not discussed in this brief review some
important developments covered in other contribu-
tions to the encyclopedia. For the reader’s conve-
nience, and for completeness, we enumerate (some
of) them giving the appropriate cross-references:

Compactification. To make contact with the
standard model of particle physics, one has to

compactify string theory on a six-dimensional
manifold. There is an embarassment of riches,
but no completely realistic vacuum and, more
significantly, no guiding dynamical principle to
help us decide (see Compactification of Superstring
Theory). The controlled (and phenomenologically
required) breaking of spacetime supersymmetry is
also a problem.

Conformal field theory and quantum geometry.
The algebraic tools of 2D conformal field theory,
both bulk and boundary (see Two-Dimensional
Conformal Field Theory and Vertex Operator
Algebras), play an important role in string theory.
They allow, in certain cases, a resummation of �0

effects, thereby probing the regime where classical
geometric notions do not apply.

Microscopic models of black holes. Charged extre-
mal black holes can be modeled in string theory by BPS
configurations of D-branes. This has led to the first
microscopic derivation of the Bekenstein–Hawking
entropy formula, a result expected from any consistent
theory of quantum gravity. As with the tests of duality,
the extension of these results to neutral black holes is a
difficult open problem – see Branes and Black Hole
Statistical Mechanics.

AdS/CFT and holography. A new type of (holo-
graphic) duality is the one that relates supersym-
metric gauge theories in four dimensions to string
theory in asymptotically anti-de Sitter spacetimes.
The sharpest and best-tested version of this duality
relates N = 4 super Yang–Mills to string theory in
AdS5 � S5. Solving the �-model in this latter back-
ground is one of the keys to further progress in the
subject (see AdS/CFT Correspondence).

String phenomenology. Finding an experimental
confirmation of string theory is clearly one of the most
pressing outstanding questions. There exist several
interesting possibilities for this – cosmic strings, large
extra dimensions, modifications of gravity, primordial
cosmology (see String Theory: Phenomenology for a

Table 1 BPS excitations of type IIA string theory, and their counterparts in M theory compactified on a circle of radius R11
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review). Here we point out the one supporting piece
of experimental evidence: the unification of the
gauge couplings of the (supersymmetric, minimal)
standard model at a scale close to, but below the
Planck scale, as illustrated in Figure 5. This is a
generic ‘‘prediction’’ of string theory, especially in its
heterotic version.

See also: AdS/CFT Correspondence; Boundary
Conformal Field Theory; Brane Construction of Gauge
Theories; Brane Worlds; Branes and Black Hole
Statistical Mechanics; Compactification of Superstring
Theory; Derived Categories; Electroweak Theory;
Gauge Theories from Strings; Noncommutative
Geometry from Strings; Supermanifolds; String Field
Theory; String Theory: Phenomenology; Supergravity;
Two-Dimensional Conformal Field Theory and Vertex
Operator Algebras; Wheeler–DeWitt Theory.

Further Reading

Aharony O, Gubser SS, Maldacena JM, Ooguri H, and Oz Y

(2000) Large N field theories, string theory and gravity.
Physics Report 323: 183 (arXiv:hep-th/9905111).

Angelantonj C and Sagnotti A (2002) Open strings. Physics
Report 371: 1.

Angelantonj C and Sagnotti A (2003) Open strings – erratum.

Physics Report 376: 339 (arXiv:hep-th/0204089).

Bachas CP (1997) Lectures on D-branes. In: Olive DI and West

PC (eds.) Duality and Supersymmetric Theories, Proceedings,
Easter School, Newton Institute, Euroconference, Cambridge,

UK, April 7–18, arXiv:hep-th/9806199.

Berkovits N (2002) ICTP lectures on covariant quantization of the
superstring, arXiv:hep-th/0209059.

D’Hoker E and Phong DH (2002) Lectures on two-loop super-

strings, arXiv:hep-th/0211111.

Green MB, Schwarz JH, and Witten E (1987) Superstring Theory.
Vol. 1: Introduction; Vol. 2: Loop Amplitudes, Anomalies and
Phenomenology. Cambridge: Cambridge University Press.

Harvey JA (1996) Magnetic monopoles, duality, and super-

symmetry. arXiv:hep-th/9603086.
Kiritsis E (2004) D-branes in standard model building, gravity

and cosmology. Fortschritte der Physik 52: 200 (arXiv:hep-th/

0310001).

Lust D (2004) Intersecting brane worlds: A path to the standard
model? Classical and Quantum Gravity 21: S1399 (arXiv:hep-

th/0401156).

Obers NA and Pioline B (1999) U-duality and M-theory. Physics
Report 318: 113 (arXiv:hep-th/9809039).

Polchinski J (1998) String Theory. Vol. 1: An Introduction to the
Bosonic String; Vol. 2: Superstring Theory and Beyond.
Cambridge: Cambridge University Press.

Salam A and Sezgin E (1989) Supergravities in Diverse Dimen-
sions. Amsterdam: North-Holland/World Scientific.

Sen A (1997) An introduction to non-perturbative string theory,

arXiv:hep-th/9802051.
The following URL of the HEP-SPIRES database: http://www.slac.-

stanford.edu collects many popular string theory reviews.

Townsend PK (1996) Four lectures on M-theory, arXiv:hep-th/
9612121.

Zwiebach B (2004) A First Course in String Theory. Cambridge:

Cambridge University Press.

Supersymmetric Particle Models
S Pokorski, Warsaw University, Warsaw, Poland

ª 2006 Elsevier Ltd. All rights reserved.

Introduction

Supersymmetric quantum field theories (see Super-
gravity) are characterized by the existence of one
(N = 1 supersymmetry) or several (N > 1 extended
supersymmetry) conserved Noether-like charges
QA A = 1, . . . , N, which establish symmetry links
between particle states of different spin. Super-
symmetry ensures equal numbers of bosonic and
fermionic particle states. If it is exact, bosons and
fermions related by supersymmetry transformations
have equal masses. Moreover, supersymmetry

imposes stringent relations between interactions
which involve particles of different spin. This gives
rise to a special ultraviolet behavior of supersym-
metric theories. Their ultraviolet divergences are
much softer than in nonsupersymmetric theories. In
particular, N = 4 supersymmetric quantum field
theories are finite and for any N they are free from
quadratic divergences plaguing ordinary theories
with elementary scalars. N > 4 supersymmetric
theories necessarily involve particles of spin higher
than 1 and are not renormalizable. Supersymmetry
promoted to a local symmetry includes gravity.

Only N = 1 supersymmetric theories allow for
chiral fermions which are the fundamental objects in
elementary particle interactions (see Standard Model
of Particle Physics). This is because parity and

α3

α2

α1

log E (GeV)
3 17

κ

Figure 5 The unification of couplings.
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charge conjugation symmetries are violated in weak
interactions. Therefore, N > 1 theories may not be
of immediate phenomenological relevance. How-
ever, they may be useful for constructing super-
symmetric theories in more than four dimensions
(more than three spatial dimensions). Chiral (effec-
tive) theory in four dimensions can be then obtained
after compactification of extra dimensions. For
instance, N = 2 theory in five dimensions (x�, y)
compactified on a circle with reflection symmetry
y!�y (orbifold compactification) gives chiral
N = 1 theory in four dimensions.

Absence of quadratic divergences in supersym-
metric theories is the main argument supporting the
belief that fundamental interactions of elementary
particles at energies not higher that O(1 TeV) should
be described by an (approximately) N = 1 super-
symmetric extension of the standard model (SM).
Indeed, supersymmetric models elegantly solve the
so-called hierarchy problem of the SM. At present,
supersymmetry remains a theoretical hypothesis.
No experimental evidence for it has been found yet
(for experimental lower bounds on the masses of
supersymmetric particles see Eidelman et al. (2004)).
Supersymmetric models will be tested experimentally
at the Large Linear Collider at CERN (Geneva), after
the completion of its construction in 2007. Super-
gravity theories may be physically relevant as an
intermediate step in constructing phenomenologically
viable models from superstring theories.

The essence of the hierarchy problem of the
standard model (SM) – the successful SU(3)c�
SU(2)L�U(1)Y gauge theory of interactions of
quarks and leptons at energies up to about 100 GeV –
is the following. By itself, the SM does not explain the
value of the Fermi scale v of the electroweak
SU(2)L�U(1)Y symmetry breaking (v�G

�1=2
F where

GF is the Fermi constant determined by the life time
of the muon). Indeed, in the SM, the electroweak
symmetry breaking is realized by an elementary Higgs
field H (an SU(2) doublet) with a potential

V¼m2 HyH þ �
2
ðHyHÞ2 ½1�

where m and � are free parameters of the SM. When
m2 < 0 is chosen, the minimum of the potential
occurs when

hHyHi¼ �m2

�
� v2

2
½2�

that is, the Higgs doublet acquires SU(2)�U(1)Y

breaking vacuum expectation value v which is just
the Fermi scale. The masses of the intermediate
vector bosons W� and Z0 are proportional to v and
depend also on the gauge couplings. Within the SM

understood as a theory with the momentum cut-off
�SM, quantum corrections to the mass parameter m2

in eqn [1] are quadratically divergent:

�m2 ¼ 3

64�2
3g2

2 þ g2
1 þ �� 8y2

t

� �
�2

SM þ � � � ½3�

Here, g1, g2, and yt are the gauge couplings of the
groups U(1)Y , SU(2)L, and the top-quark Yukawa
coupling, respectively. This means that if, above the
energy scale �SM, the SM is replaced by some more
fundamental theory, in which there are particles of
masses M & �SM, the quantum corrections to m2 are
quadratically dependent on the new mass scale M.
For M	 v, this is very unnatural even if the original
parameter m2 remains a free parameter of this
underlying theory and particularly difficult to accept
if in the underlying theory m2 is fixed by some more
fundamental considerations. If the SM was the
correct theory up to, for example, the mass scale
suggested by the see-saw mechanism for the neu-
trino masses, �SM� 1015 GeV

j�m2j � 1028 GeV2� 1024v2!

Clearly, this excludes the possibility of understand-
ing the magnitude of the Fermi scale v in any
sensible way. Thus, for naturalness of the Higgs
mechanism in the SM there should exist a new mass
scale M & v, say only one order of magnitude higher
than v and the theory describing the physics above
that scale should be free of quadratic divergences.
(Approximate) supersymmetry is at present the most
elegant and theoretically most complete solution to
the hierarchy problem of the SM.

Supersymmetric Extensions of the SM

In supersymmetry, the gauge fields Aa
� are promoted

to vector superfields V̂a = (Aa
�,�a, Da), one for each

gauge symmetry group generator, where �a’s are
Weyl fermions (called gauginos) and Da’s are
nondynamical auxiliary fields. A renormalizable
supersymmetric gauge theory is completely defined
(see, e.g., Sohnius (1985) and Wess and Bagger
(1992)) by specifying the gauge group, the set of
chiral supermultiplets �̂i = (�i, i, Fi) representing
matter fields, and the superpotential – a holo-
morphic polynomial function of at most third
order in the chiral superfields which determines
Yukawa couplings of the fermions  i and scalars �i.
Auxiliary fields Da and Fi can be eliminated via their
(algebraic) equations of motion.

The so-called minimal supersymmetric SM
(MSSM) encodes the main features of any super-
symmetric extension of the SM. Its gauge group is
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SU(3)� SU(2)�U(1) – the same as in the SM – and
the chiral superfields are associated to each of the
SM quark and lepton fields. Thus, quarks and
leptons get scalar spin zero superpartners, the
squarks and sleptons, carrying the same quantum
numbers as their corresponding fermions and the
vector superfields provide spin 1/2 superpartners for
the gauge fields – the gluinos, the winos, and the
bino. The SM Higgs doublet with weak hypercharge
Y = 1=2 becomes a scalar component of a chiral
superfield Ĥu which contains in addition one
doublet of Weyl fermions – the Higgsinos. The
chiral anomaly cancelation condition requires that
there be also a second Higgs chiral superfield Ĥd

with Y =�1=2. Such a superfield is also required for
giving masses to all flavors of quarks; because of the
holomorphicity of the superpotential the same Higgs
doublet cannot couple simultaneously to all quarks.

With the MSSM superfield content, the most
general renormalizable superpotential consistent
with the gauge symmetry has the form

W¼ YuÛcQ̂ĤuþYdD̂cQ̂ĤdþYlÊ
cL̂Ĥdþ�ĤdĤu

þ�1D̂cQ̂L̂þ�2ÊcL̂L̂þ�3ÛcD̂cD̂cþ�4L̂Ĥu ½4�

(flavor indices are suppressed) where the superfield Q̂
contains the SU(2) quark doublet Q and its scalar
superpartner ~Q and similarly for the lepton doublet
L̂, quark singlets Û,D̂, and lepton singlet Ê super-
fields. The three first terms in [4] give the SM-like
Yukawa couplings of quarks and leptons to the Higgs
fields together with Yukawa couplings of the corre-
sponding superpartners. The fourth term has no SM
analogy; it gives supersymmetric masses to the Higgs
scalar and Higgsinos. The interactions in the second
line do not conserve baryon and lepton numbers,
respectively B and L, and should be forbidden (or
strongly suppressed) by some additional symmetry of
the theory as they would lead to rapid proton decay. A
discrete symmetry, called R-parity R= (�1)2Sþ3(B�L),
where S is the spin of the field, is an interesting
possibility. R-parity acts differently on the different
components of the superfields: it is even for all SM
particles and odd for their superpartners. Its conserva-
tion implies that superpartners must appear in pairs in
any interaction vertex. Thus, with R-parity imposed,
the lightest supersymmetric particle is stable and it is an
excellent candidate for the dark matter in the universe.

Supersymmetry cannot be an exact symmetry of
nature because there do not exist elementary fermions
and bosons degenerate in mass. The superpotential
[4] does not break supersymmetry spontaneously but
even if it did the elementary fermions and bosons
would on average have equal masses (they would
satisfy some mass sum rule) which is also

contradicted by the experimental data. Therefore, in
the MSSM, supersymmetry has to be broken expli-
citly but in such a way that the soft ultraviolet
behavior remains intact. Remarkably, the super-
symmetry breaking terms which can be added to the
MSSM Lagrangian without reintroducing quadratic
divergences make heavy just those fields which are
opposite statistics superpartners of the SM gauge
bosons and fermions. These so-called soft terms are:

Lsoft ¼� 1
2

~G ~Ga ~Ga� 1
2

~W ~Wa ~Wa� 1
2
~B~B~B

�m2
Qj ~Qj

2�m2
Uj ~Ucj2�m2

Dj ~Dcj2

�m2
Lj~Lj

2�m2
Ej~Ecj2�m2

Hu
jHuj2

�m2
Hd
jHdj2�m2

3ðHuHd þ c:c:Þ

þAU
~Uc ~QHuþAD

~Dc ~QHd þAE
~Ec ~LHd ½5�

and yield gaugino (gluino ~G, wino ~W, and bino ~B)
and scalar mass terms as well as explicit trilinear
couplings between scalars (scalar mass terms and
A-terms are 3� 3 matrices in the flavor space). As a
result, supersymmetry is broken in the mass spectra
but not in the dimensionless couplings.

The origin of the soft supersymmetry breaking
remains an open issue. Terms [5] are most probably
remnants of the spontaneous supersymmetry break-
ing in the so-called ‘‘hidden’’ sector – a hypothetical
set of fields that do not interact directly with the
MSSM fields. For example, in the popular scenario,
they interact with the MSSM fields only gravitation-
ally and spontaneous supersymmetry breaking in the
hidden sector is communicated to the MSSM sector
by gravitational interactions giving rise to terms [5].
Several other mechanisms of supersymmetry break-
ing transmission have also been proposed (gauge
mediation, anomaly mediation, etc.).

The mass parameters and A-terms in [5] are free
parameters of the low-energy supersymmetric theory
and, combined with the interactions like Q ~Q ~G
originating from supersymmetric kinetic terms, may
be a new, troublesome, source of flavor changing
neutral currents and of CP violation.

Higgs Sector of the MSSM

The MSSM Higgs potential reads

V¼m2
1jHdj2 þm2

2jHuj2 þm2
3ðHuHd þ c:c:Þ

þ g2
1 þ g2

2

8
jHdj2 � jHuj2
� �2

½6�

Its quartic part is uniquely determined by the
structure of the supersymmetric gauge theory. The
parameters m2

1, m2
2, and m2

3 are determined by
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the soft supersymmetry breaking Higgs boson
masses [5] and the � parameter in [4]. The potential
[6] is bounded from below for m2

1 þm2
2 > 2m4

3, and
for m2

1m2
2 �m2

3 < 0 it has the electroweak symmetry
breaking minimum at vu = hH0

ui 6¼ 0, vu = hH0
di 6¼ 0.

The ratio vu=vd � tan � is then phenomenologically
a very important parameter.

Quantum corrections to the mass parameters in
[6] are controlled by the mass scale Msoft of the
supersymmetry breaking terms [5]; at the one-loop
level instead of [3], one finds

�m2
1;2�

1

16�2
3g2

2 þ g2
1 � 12y2

b;t

� �
M2

soft ln
�2

NEW

M2
soft

½7�

where yb and yt are the bottom- and top-quark
Yukawa couplings, respectively and �NEW is the scale
at which the soft supersymmetry breaking terms are
generated by the putative supersymmetry breaking
transmission mechanism. In gravity mediation scenar-
ios, �NEW�MPl. In gauge mediation scenarios, �NEW

is low but it is a new scale, introduced by hand.
In the softly broken supersymmetric models, the

hierarchy problem is solved for Msoft . O(10)v.
Moreover, eqn [7] shows that via quantum correc-
tions the large top-quark Yukawa coupling yt drives
the mass parameter m2

2 to a negative value, inducing
the electroweak symmetry breaking. This means that
in supersymmetric models the electroweak scale is
calculable in terms of the known coupling constants
and the (unknown) scales Msoft and cutoff scale
�NEW to the MSSM. If Msoft . O(10)v, the correct
electroweak scale is obtained for �NEW�MGUT.
This nicely fits with unification of the gauge
couplings.

In supersymmetric models, the quartic couplings
in the Higgs potential are restricted. This typically
leads to a strong upper bound on the mass of the
lightest Higgs particle. In the minimal model with
the potential [6], at the tree level

MHiggs < MZ
 91 GeV ½8�

This bound is substantially modified by quantum
corrections. They depend quadratically on the top-
quark mass and logarithmically on the stop mass
scale M~t�Msoft:

M2
Higgs < �v2 ½9�

where � is given by

� ¼ 1
8 g2

2 þ g2
1

� �
cos2 2� þ��

with �� ¼ 3g2
2

8�2

m4
t

v2M2
W

ln
M2

~t

m2
t

½10�

For M~t < 1 TeV, MHiggs < 130 GeV.

The minimal-model bound on the Higgs mass can
be relaxed in models with extended Higgs sector.
For instance, if an additional gauge group singlet
chiral superfield couples to the Higgs doublets, the
Higgs self-coupling � in [9] receives additional
contributions. Explicit calculations show that in
such and other models, with Msoft . 1 TeV, the
bound on the Higgs mass cannot be raised above
�150 GeV if one wants to preserve perturbative
gauge coupling unification.

Supersymmetric Grand Unified Theories

There are two striking aspects of the matter
spectrum in the SM. One is the chiral anomalies
cancelation (Weinberg 1996–2000, Pokorski 2000),
which is necessary for a unitary (and renormaliz-
able) theory, and occurs thanks to certain conspiracy
between quarks and leptons suggesting a deeper link
between them. The second one is that the spectrum
fits into simple representations of the SU(5) and
SO(10) groups (Ross 1985). Indeed, each generation
of the SM matter fills 5� þ 10þ 1 (if the right-handed
neutrino is included into the spectrum) representations
of SU(5) and for SO(10), 16 = 5� þ 10þ 1. The
assignment of fermions to the SU(5) or SO(10)
representations fixes the normalization of the U(1)Y

generator. Both facts suggest unification of strong and
electroweak elementary forces in a grand unified
theory with some bigger gauge symmetry group. Such
unification implies that all the SM gauge forces
become of equal strength at some unification scale.
Their strength is measured by the running gauge
couplings �i = g2

i =4�, i = 1, 2, 3, of the three group
factors SU(3)c� SU(2)L�U(1)Y . The energy scale
dependence of �i is governed by the renormalization
group equations. In the first nontrivial approximation,
they read:

1

�iðQÞ
¼ 1

�iðMZÞ
� b

ðiÞ
0

2�
ln

Q

MZ

� �
½11�

Here, 1=�i(MZ) = (58.98� 0.04, 29.57� 0.03,
8.40� 0.14) are the experimental values of the
gauge couplings at the Fermi scale and b(i)

0 are the
coefficients which depend on the matter content of
the theory. They are

b0 ¼ 1
10þ 4

3Ng;�43
6 þ 4

3Ng;�11þ 4
3Ng

� �
in the SM and

b0 ¼ 3
5þ 2Ng;�5þ 2Ng;�9þ 2Ng

� �
in the MSSM, where Ng is the number of fermion
generations. In the SM, the running gauge couplings
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approach each other at high scale of order 1013 GeV
but never unify.

In the MSSM, with sparticle spectrum character-
ized by Msoft
 1 TeV and for the initial Fermi scale
values given above, the three gauge couplings unify
with high precision at the scale MGUT� 1016 GeV.
Therefore, the MSSM can be embedded into super-
symmetric grand unified theories with no hierarchy
problem for the Fermi scale (it is stable with respect
to radiative corrections generated by particles with
masses �MGUT) and no conflict with the measured
values of the gauge couplings.

In the SM, the baryon number is (perturbatively)
conserved since there are no renormalizable couplings
violating this symmetry. Experimental search for
proton decay, for example, p! eþ�0, p!Kþ	, is
one of the most fundamental tests for particle physics.
The present limit on the proton life time is 
p >
1033 yr. In grand unified theories, baryon number
conservation is violated by interactions mediated by
the heavy gauge bosons corresponding to the enlarged
gauge symmetry (e.g., SU(5)), spontaneously broken at
MGUT to the SM gauge symmetry. Such interactions
manifest themselves at low energy as additional,
nonrenormalizable interactions added to the SM
Lagrangian. Proton decay is then induced by the set
of dimension-6 operators of the form

O
ð6Þ
i ¼

c
ð6Þ
i

M2
ð6Þ

qqql ½12�

where q, l denote quarks and leptons, respectively.
For c(6)

i ��GUT
 1=25, the experimental limit on

p requires M(6) & 1015 GeV, consistently with
MGUT = 1016 GeV in supersymmetric GUTs. How-
ever, in supersymmetric GUTs, there is still another,
genuinely supersymmetric, source of contributions
to the proton decay amplitudes. These are the
dimension-5 operators

O
ð5Þ
i ¼

c
ð5Þ
i

M2
ð5Þ

qq~q~l ½13�

where ~q,~l denote squarks and sleptons, respectively.
Such operators originate from the exchange of the
color triplet scalars present in the Higgs boson GUT
multiplets, with M(5)�MGUT� 1016 GeV, and
c(5)

& 10�7 is given by the Yukawa couplings.
Inserted into diagrams with gaugino exchanges they
give rise to dimension-6 operators of the form [12].
One then gets c(6) =�GUTc(5), M2

(6) = M(5) MSUSY.
Given various uncertainties, for example, in the
unknown squark, gaugino, and heavy Higgs boson
mass spectrum, such contributions in supersym-
metric GUT models predict the proton life time to

be consistent with but close to the present experi-
mental limits.

Summary

Supersymmetry is distinct in several very important
points from all other proposed solutions to the
hierarchy problem. First of all, it provides a general
theoretical framework which allows one to address
many physical questions. Supersymmetric models,
like the MSSM or its simple extensions, satisfy a
very important criterion of ‘‘perturbative calculabil-
ity.’’ In particular, they are easily consistent with
the precision electroweak data. The SM is their
low-energy approximation in the sense of the
Appelquist–Carazzone decoupling, so most of the
successful structure of the SM is built into super-
symmetric models. The quadratically divergent quan-
tum corrections to the Higgs mass parameter (the
origin of the hierarchy problem in the SM) are absent
in any order of perturbation theory. Therefore, the
cutoff to a supersymmetric theory can be as high as
the Planck scale, and ‘‘small’’ scale of the electroweak
breaking is still natural. Supersymmetry is not only
consistent with grand unification of elementary forces
but, in fact, makes it very successful. And, finally,
supersymmetry is needed for string theory.

However, there are also some problems to be solved:
the hierarchy problem of the electroweak scale is solved
but the origin of the soft supersymmetry breaking scale
Msoft remains an open question: spontaneous super-
symmetry breaking and its transmission to the visible
sector is a difficult problem and a fully satisfactory
mechanism which would yield Msoft hierarchically
smaller than the Planck (string) scale has not yet been
found. On the phenomenological side, there are new
potential sources of flavor-changing neutral current
transitions and of CP violation, and baryon and lepton
numbers are not automatically conserved by the
renormalizable couplings. But even those problems
can at least be discussed in a concrete quantitative way.

See also: Brane Construction of Gauge Theories;
Perturbation Theory and its Techniques; Seiberg–Witten
Theory; Standard Model of Particle Physics;
Supergravity; Supermanifolds.
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Introduction

Supersymmetric quantum mechanics is a specific
extension of quantum mechanics with fermionic
degrees of freedom. In quantum field theory and
many-body theory, a fermionic degree of freedom is
one which is subject to Pauli’s principle: any
nondegenerate quantum state associated with a
fermionic degree of freedom can be occupied at
most once at any time. Similarly, in quantum
mechanics, one associates a fermionic degree of
freedom with an observable, the eigenvalue spec-
trum of which is restricted to the discrete set (0, 1).

The simplest example of a purely fermionic
quantum system is the fermionic oscillator. It is
represented by conjugate operators (f , f y) such that

f 2 ¼ 0; f y2 ¼ 0; ff y þ f yf ¼ 1 ½1�

with a Hamiltonian H given by the bilinear
expression

Hf ¼ "f þ �h!f yf ½2�

The state space of this system is spanned by two
independent state vectors j0i and j1i, such that

f j0i ¼ 0; f yj0i ¼ j1i
f j1i ¼ j0i; f yj1i ¼ 0

½3�

By construction, the states jnf i are eigenstates of
fermion number,

Nf ¼ f yf ; N2
f ¼ Nf ½4�

with eigenvalue nf = (0, 1); this implements the Pauli
principle. The states have energy eigenvalues

Enf
¼ "f þ nf �h!; nf ¼ ð0; 1Þ ½5�

differing in energy by �E = �h!. Physically, the system
can be identified with a single fixed magnetic dipole in

an external magnetic field, the only polarization states
of the dipole being spin up or spin down.

In the Schrödinger representation of quantum
mechanics (wave mechanics), fermionic degrees of
freedom are represented by anticommuting Grassmann
variables. These have no immediate classical analog,
but can be used to construct quasiclassical obser-
vables like spin.

A supersymmetric quantum system is a system
possessing both fermionic and bosonic degrees of
freedom, characterized by a degeneracy between
states with even and odd fermion number. In the
Schrödinger representation, this is manifest in a
symmetry transforming bosonic (Grassmann-even)
into fermionic (Grassmann-odd) variables. The
generators of the supersymmetry transformations
square to the Hamiltonian of the system.

The Supersymmetric Oscillator

An elementary example of a supersymmetric quan-
tum system is the supersymmetric oscillator. It is a
physical system combining a standard bosonic
quantum oscillator with a fermionic oscillator of
the same frequency. The ordinary harmonic oscilla-
tor is described by the pair of lowering and raising
operators (b, by), with commutator

bby � byb ¼ 1 ½6�

and the Hamiltonian

Hb ¼ "b þ �h!byb ½7�

In this case, the eigenvalue spectrum of the occupa-
tion number

Nb ¼ byb ½8�

consists of all non-negative integers nb = 0, 1, 2, . . . ,
with corresponding energy eigenvalues. To construct
the supersymmetric oscillator, the harmonic oscilla-
tor is combined with a fermionic oscillator [2] of the
same frequency:

Hs ¼ "0 þ �h! bybþ f yf
� �

½9�
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where "0 = "b þ "f . The ground state of this system is
the state annihilated by both b and f:

bj0; 0i ¼ f j0; 0i ¼ 0 ½10�

The full set of energy eigenstates of the system is
constructed by taking

jnb; nf i ¼
1ffiffiffiffiffiffiffi
nb!
p bynb f ynf j0; 0i

nb ¼ ð0; 1; 2; . . .Þ; nf ¼ ð0; 1Þ
½11�

with the energy eigenvalue spectrum

Eðnb; nf Þ ¼ "0 þ n�h!; n ¼ nb þ nf ½12�

Clearly, there is a degeneracy in energy between the
states jnb þ 1, 0i and jnb, 1i, which have the same
total occupation number n, but differ in the bosonic
and fermionic occupation number by one unit. This
is illustrated in Figure 1. Such pairs of states which
are degenerate in energy can be transformed into
each other by the operators

Q ¼
ffiffiffiffiffiffiffiffiffi
2�h!
p

byf ; Qy ¼
ffiffiffiffiffiffiffiffiffi
2�h!
p

f yb ½13�

The explicit transformations are

jnb þ 1; 0i ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðnb þ 1Þ�h!

p Qjnb; 1i

jnb; 1i ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðnb þ 1Þ�h!
p Qyjnb þ 1; 0i

½14�

The operations [14] are called supersymmetry
transformations, and the operators Q and Qy are
called supercharges.

As the zero point of energy is arbitrary in systems
without gravitational interactions, it is customary to
take "0 = 0, that is, "f = � "b; with the normal-
ization [13], the Hamiltonian H is then the symme-
trized absolute square of the supercharges:

QQy þQyQ ¼ 2H ½15�

whilst

Q2 ¼ Qy2 ¼ 0 ½16�

The above relations suffice to guarantee that the
supercharges (Q, Qy) are conserved:

½Q;H� ¼ Qy;H
� �

¼ 0 ½17�

a result re-expressing the degeneracy between states
with the same n but different nb and nf . The real
form of the supercharges is

Q1 ¼
1

2
QþQy
� �

; Q2 ¼
1

2i
Q�Qy
� �

½18�

In this representation

H ¼ Q2
1 þQ2

2 ½19�

An important observation is that the ground state is the
only state annihilated by both supersymmetry operators:

Qj0; 0i ¼ 0; Qyj0; 0i ¼ 0 ½20�

Indeed, it is the only state with zero energy
eigenvalue, and only such a state can be an
invariant supersinglet; all other states have positive
energy and they necessarily occur in supersymmetry
pairs.

Anticommuting Variables

Fermionic degrees of freedom can be described in a
pseudoclassical formulation by anticommuting vari-
ables � taking values in an infinite-dimensional
Grassmann algebra:

��0 þ �0� ¼ 0 ½21�

With an anticommuting variable �, we can associate
a derivative operator @=@�, which is an element of
another Grassmann algebra such that

@

@�
; �

� �
¼ @

@�
� þ � @

@�
¼ 1;

@2

@�2
¼ 0 ½22�

This extends the original Grassmann algebra to a
Clifford algebra. Integration with respect to an
anticommuting variable is defined in the same
way: Z

d� � � ¼ 1;

Z
d� � 1 ¼ 0 ½23�

that is, integration is the same as differentiation for
anticommuting variables. With these definitions,
we can represent the fermionic raising and lowering
operators in terms of anticommuting variables as

f y ! �; f ! @

@�
½24�

21 nb
430

(0, 0)

(0, 1) (1, 0)

(1, 1) (2, 0)

(2, 1) (3, 0)

(3, 1) (4, 0)

States (nb, nf)

1

0

2

3

4

E/hω

Figure 1 Spectrum of states of the supersymmetric oscillator.
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and the states by

j0i ! 1; j1i ! � ½25�

Then an arbitrary state takes the form of a linear
superposition

j�i ¼  0j0i þ  1j1i ! �ð�Þ ¼  0 þ  1� ½26�

and the standard positive-semidefinite inner product
on the state space is represented on the wave
functions by the double integral

h�j�i ¼
Z

d� d�� e
��� ��ð��Þ�ð�Þ ¼ ��0 0 þ ��1 1 ½27�

By construction, f y= � and f = @=@� are conjugates
with respect to this inner product:Z

d� d�� e
�����ð��Þ��ð�Þ ¼

Z
d�� e

��� @�

@�

	 
�
ð��Þ�ð�Þ ½28�

The real (self-conjugate) forms of the fermion
operators are, therefore, defined by

�1 ¼ � þ @

@�

	 

; �2 ¼ i � � @

@�

	 

½29�

which satisfy the Pauli–Dirac anticommutation
relations

�i�j þ �j�i ¼ 2�ij ½30�

By taking the product, we obtain

�3 ¼ �i�1�2 ¼ 1� 2�
@

@�
¼ 1� 2Nf

, Nf ¼
1

2
1� �3ð Þ ½31�

Thus, we may think of the wave functions as two-
component spinors, the components being labeled
either by the eigenvalues of the spin operator �3, or
equivalently by the fermion number Nf , which is a
projection operator on the states with negative spin.

The action of the Hamiltonian on a wave function
�(�) is represented by the integral

½H��ð�Þ ¼
Z

d�0 d�� e
��ð�0��ÞHð�; ��Þ�ð�0Þ ½32�

where H(�, ��) is the ordered symbol of the Hamiltonian:

Hð�; ��Þ ¼ "f þ �h!��� ½33�

This expression is to be considered as the classical
Hamiltonian of the system. In particular, the
exponent of the action

S ¼
Z 2

1

dt i�h�� _� �Hð�; ��Þ
� �

¼ �h

Z 2

1

dt i�� _� þ !���
� �

þ "f ðt2 � t1Þ ½34�

provides the integrand for the path-integral repre-
sentation of the evolution operator in the quantum
theory. The proof is not given here; the reader is
referred to the literature. In passing, note that as the
anticommuting variables (�, ��) are taken to be
dimentionless, one actually should identify the
momentum conjugate to � with �= � i�h��; in the
quantum theory, this is replaced by the operator
�i�h@=@�.

Classical Supersymmetry

The classical action for the supersymmetric oscilla-
tor with bosonic amplitude x and fermionic ampli-
tude � is

S ¼
Z 2

1

dt
1

2
_x2 � !

2
x2 þ i�� _� þ !���

	 

½35�

As inferred from the quantum theory, it is a
combination of a linear harmonic oscillator and a
fermionic oscillator of the same frequency. A factorffiffiffi

�h
p

is also absorbed in � and ��; equivalently, we can
use natural units in which �h = 1. In the following,
we use this convention.

The action [35] is invariant under infinitesimal
symmetry transformations

�x ¼ �i ��� þ ���
� �

�� ¼ ð _xþ i!xÞ�; ��� ¼ ð _x� i!xÞ��
½36�

with (��, �) Grassmann-odd parameters. The Noether
theorem then implies that there are conserved
fermionic charges

Q ¼ ðp� i!xÞ�; �Q ¼ ðpþ i!xÞ�� ½37�

with the momentum defined by p = ẋ. The other
conserved quantity is the energy, represented by the
Hamiltonian

H ¼ 1

2
p2 þ !2x2
� �

þ !��� ½38�

The canonical phase-space formulation is obtained
by defining brackets of two functions (A, B) on the
phase space (x, p ; �, ��) by

fA;Bg¼ @A

@x

@B

@p
� @A

@p

@B

@x

þ ið�1ÞA @A

@�

@B

@��
þ @A

@��

@B

@�

	 

½39�

where (�1)A is the Grassmann parity of A. In terms
of these brackets, the time evolution and super-
symmetry transformations take the form

_A ¼ � H;Af g; �A ¼ i ��Qþ � �Q;A
� �

½40�
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Moreover, the charges Q and �Q satisfy the bracket
algebra

Q; �Q
� �

¼ �2iH; Q;Hf g ¼ �Q;H
� �

¼ 0 ½41�

Thus, the action [35] is the classical counterpart of
the quantum theory [9]–[17] in the correspondence
limit i{A, B} ! [A, B]�= AB� BA. For these the-
ories, supersymmetry is rooted in the classical
transformations [36].

Supersymmetric Quantum Mechanics

The construction for the supersymmetric oscillator
can be generalized to other dynamical systems in
two ways. First, the nature of the interactions as
represented by the potential can be modified.
Second, the number of degrees of freedom can be
varied. This section presents a generalization of the
supersymmetric oscillator to anharmonic interac-
tions, obtained by modification of the supercharges
[37] with a general function �(x) as follows:

Q ¼ ðp� i�ðxÞÞ�; �Q ¼ ðpþ i�ðxÞÞ�� ½42�

The brackets [39] imply the supersymmetry algebra
[41] with the Hamiltonian

H ¼ i

2
Q; �Q
� �

¼ 1

2
p2 þ 1

2
�2ðxÞ þ 1

2
�0ðxÞ ��� � ���

� �
½43�

In quantum mechanics, the supercharges become
operators Q and Qy upon reinterpretation of (x, p)
as canonically conjugate operators, and the replace-
ment � ! f y and �� ! f ; this procedure involves no
ordering ambiguity. The Hamiltonian operator
defined by the anticommutator of Q and Qy then
takes the operator form associated with [43]. With
the identification

A ¼ 1ffiffiffi
2
p ðp� i�Þ; Ay ¼ 1ffiffiffi

2
p ðpþ i�Þ ½44�

and making use of the (anti)commutation relations

AAy � AyA ¼ �0ðxÞ; ff y þ f yf ¼ 1 ½45�

this Hamilton operator can be written in normal-
ordered form as

H ¼ 1
2 QQy þQyQ
� �

¼ AyAþ �0ðxÞf yf ½46�

It is positive-semidefinite by construction. All results
for the supersymmetric oscillator are reproduced
upon taking �(x) =!x.

As the Hamiltonian commutes with the fermion
number operator Nf , we can label all stationary

states jE, nf i by the energy E and the fermion
number nf = (0, 1). Moreover, all states of positive
energy are degenerate with respect to fermion
number, as they form pairs related by
supersymmetry:

QjE; 0i ¼
ffiffiffiffiffiffi
2E
p

jE; 1i; �QjE; 1i ¼
ffiffiffiffiffiffi
2E
p

jE; 0i ½47�

Only ground states with E0 = 0 can occur as singlets
under supersymmetry. The existence of such a
ground state with fermion number nf amounts to
the existence of a state j0, nf i satisfying

Ayf j0; nf i ¼ Af yj0; nf i ¼ 0 ½48�

The corresponding wave functions are of the form

j0; 0i ! �0ðx; �Þ ¼  �ðxÞ
j0; 1i ! �1ðx; �Þ ¼  þðxÞ�

½49�

where  �(x) are solutions of the equations

A � ¼ 0; Ay þ ¼ 0 ½50�

These functions are formally given by the
expressions

 �ðxÞ ¼ C�e
�
R x

0
�ðyÞ dy ½51�

For a zero-energy ground state to exist, one of these
functions must be normalizable. For example, if
�(x) is a polynomial of positive odd degree 2k� 1,
then, depending on the sign of the coefficient of
x2k�1, one of the exponents is bounded, approaching
zero for x ! �1, and as a result becomes square
integrable.

If no normalizable wave functions of the form
[51] exist, the ground state cannot have zero energy
(E0 > 0) and all states necessarily belong to
superdoublets.

Spinning-Particle Mechanics

Minimal supersymmetric classical or quantum
mechanics requires equal number of bosonic and
fermionic coordinates in configuration space (xi, �i),
rather than equal number of bosonic and fermionic
degrees of freedom in phase space. Specifically,
minimal free supersymmetric particle mechanics in
n dimensions is described by the classical
Lagrangian

L ¼ 1

2
_x2

i þ
i

2
�i

_�i; i ¼ 1; . . . ; n ½52�

It is invariant modulo a total time derivative under
infinitesimal supersymmetry transformations

�xi ¼ �i��i; ��i ¼ _xi� ½53�
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The canonical phase-space formulation is phrased
in terms of the free-particle momentum and
Hamiltonian

pi ¼ _xi; H ¼ 1
2p

2
i ½54�

and the brackets

A;Bf g ¼ @A

@xi

@B

@pi
� @A

@pi

@B

@xi
þ ið�1ÞA @A

@�i

@B

@�i
½55�

The supersymmetry transformations are generated
by the supercharge

Q ¼ pi�i; �A ¼ i� Q;Af g ½56�

with the supersymmetry algebra

i Q;Qf g ¼ 2H; Q;Hf g ¼ 0 ½57�

An important quantity in these models is the bilinear
(Grassmann-even) antisymmetric tensor

�ij ¼ i�i�j ½58�

For a free particle, it is a set of constants of motion
forming a representation of so(n), the Lie algebra of
n-dimensional rotations:

�ij; �kl

� �
¼ �jk�il � �jl�ik � �ik�jl þ �il�jk ½59�

Therefore, the physical interpretation of �ij is that it
represents the particle spin. For this reason, super-
symmetric particle mechanics is often called spin-
ning-particle mechanics.

Quantum mechanics of the spinning particle has
the same algebraic structure, with (xi, pi) the
standard canonically conjugate operators, and the
fermionic coordinates �i represented by the genera-
tors of a Clifford algebra; the irreducble representa-
tion in terms of Pauli–Dirac matrices of dimension
2[n=2] � 2[n=2] is

�i !
1ffiffiffi
2
p �i; �i�j þ �j�i ¼ 2�ij ½60�

It follows that the wave functions have 2[n=2]

components, describing different polarization states.
Furthermore, in minimal supersymmetric quantum
mechanics, the supersymmetry operator is repre-
sented by the Dirac operator:

Q! 1ffiffiffi
2
p � � p; ð� � pÞ2 ¼ p2

i ¼ 2H ½61�

Hence, the stationary states of the system solve the
Dirac equation

� � p� ¼
ffiffiffiffiffiffi
2E
p

� ½62�

The models can, without difficulty, be extended to
include interactions with external fields. As an
example, we consider the coupling to a magnetic

field described by a vector potential Ai(x). An
extension of the free-particle action [52], invariant
under the same supersymmetry transformations
[53], is

S ¼
Z

dt
1

2
_x2

i þ
i

2
�i

_�i þ qAiðxÞ _xi �
iq

2
FijðxÞ�i�j

	 

½63�

where Fij =riAj �rjAi is the field strength. The
canonical momentum in this model is

pi ¼ _xi þ qAiðxÞ ½64�

with the result that the canonical expressions for the
Hamiltonian and supercharge become

H ¼ 1
2ðpi � qAiðxÞÞ2; Q ¼ ðpi � qAiðxÞÞ�i ½65�

In the quantum theory, these constants of motion
become the covariant Laplacian and Dirac operator
in an external vector potential Ai(x). Observe that
supersymmetry requires the spin to couple to the
magnetic field with gyromagnetic ratio g= 2. Expli-
citly, the equation of motion for � can be trans-
formed into an equation for the spin precession:

_�i ¼ qFij�j ) _�ij ¼ qðFik�kj � �ikFkjÞ ½66�

In three dimensions, this is equivalent to an equation
in terms of axial vectors:

Fij ¼ "ijkBk; �ij ¼ "ijksk ) _s ¼ �qB� s ½67�

showing that the precession rate of s is given by
twice the Larmor frequency.

Extended Supersymmetry

It is possible to construct theories with more
supersymmetries by associating with every bosonic
coordinate several fermionic coordinates. An exam-
ple is the supersymmetric oscillator and its general-
izations considered earlier, which has equal number
of bosonic and fermionic degrees of freedom in
phase space, rather than equal number of bosonic
and fermionic coordinates in configuration space.
The classical phase space, spanned by variables
(xi, pi; �i, ��i) with i = 1, . . . , n, then has double the
number of fermionic variables compared to the
minimal supersymmetric particle models. Such mod-
els can be constructed for systems with an
n-dimensional bosonic configuration space. Their
supercharges take the form

Q ¼ ðpi � i�iðxÞÞ�i; �Q ¼ ðpi þ i�iðxÞÞ��i

x ¼ ðx1; . . . ; xnÞ
½68�
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whilst the Hamiltonian becomes

H ¼1
2p

2
i þ 1

2�2
i ðxÞ

þ 1
4ðrj�i þri�jÞ �i

��j � ��i�j

� �
½69�

The supercharges are conserved if the curl of �i(x)
vanishes: ri�j �rj�i = 0. It follows that at least
locally there exists a single function W(x) such that

�iðxÞ ¼ riWðxÞ ½70�

W(x) is called the superpotential. Defining the
operators

Ai ¼ pi � i�iðxÞ; Ayi ¼ pi þ i�iðxÞ
AiA

y
j � Ayj Ai ¼ ri�j þrj�i

½71�

the supersymmetric quantum theory is defined by

Q ¼ Aif
y
i ; Qy ¼ Ayi fi

H ¼ 1
2 QQy þQyQ
� � ½72�

The Hamiltonian is the direct operator translation of
the classical expression [69]; its normal-ordered form is

H ¼ Ayi Ai þ 1
2 ri�j þrj�i

� �
f yi fj ½73�

The total fermion number operator

Nf ¼ f yi fi ½74�

(summed over i) satisfying the commutation
relations

Nf ; f
y
j

h i
�
¼ f yj ; Nf ; fj

� �
�¼ �fj ½75�

commutes with the Hamiltonian. Hence, the station-
ary states can be labeled by the energy E and the total
fermion number nf = (0, . . . , n). The energy spectrum
being positive semidefinite, all positive-energy states
occur in pairs of fermion number (nf , nf þ 1); zero-
energy states exist only if the equations

Aif
y
i j0; nf i ¼ Ayi fi j0 ; nf i ¼ 0 ½76�

admit a normalizable solution. In this context, the
vanishing of the curl of �i(x) is important, as it is a
necessary condition for the formal solutions

 �ðxÞ ¼ C� exp �
Z x

0

�ðyÞ � dy

	 

¼ C0� e�WðxÞ ½77�

to be single-valued. If one of them is normalizable,
there exists a zero-energy ground state with nf = 0
or nf = n, represented by a wave function:

j0; 0i ! �0ðx; xÞ ¼  �ðxÞ
j0; ri ! �rðx; xÞ ¼  þðxÞ�1 . . . �n

½78�

Alternatively, we can represent the wave functions
as spinors of dimension 2n, on which the fermion
operators f yi and fi act as a 2n-dimensional matrix
representation of the Clifford algebra with genera-
tors �a, a = 1, . . . , 2n, defined by

�i ¼ fi þ f yi ; �iþr ¼ i fi � f yi


 �
½79�

These operators indeed satisfy the anticommutation
rule

�a�b þ �b�a ¼ 2�ab ½80�

Thus, the wave functions have 2n components, as
compared to the 2[n=2] polarization states of the
minimal models.

The Witten Index

We have noted that for supersymmetric quantum
systems, like the harmonic and anharmonic super-
symmetric oscillator, states exist in pairs of different
fermion number, degenerate in energy, except for
possibly one or more zero-energy states which are
superinvariant in the sense that

Qj0; ni ¼ �Qj0; ni ¼ 0 , Hj0; ni ¼ 0 ½81�

In the Schrödinger representation, these states are
characterized as zero modes of the Dirac operator:

� �D � ¼ 0 ½82�

where Di is an ordinary or field-dependent (e.g.,
covariant) derivative. Clearly, the existence of such
states can, in some cases, be guaranteed if there is no
state which can pair up with a given state to form a
superdoublet. Witten developed a topological char-
acterization of this condition, encoded in an index
defined by

I ¼ trð�1ÞNf ¼ nbðE ¼ 0Þ � nf ðE ¼ 0Þ ½83�

where Nf is the fermion number operator, and
nb, f (E = 0) are the number of bosonic and fermionic
zero-energy states. The trace is taken over the
complete space of states, but as all nonzero energy
states occur in pairs of a bosonic and a fermionic
state, their contributions to the trace cancel, having
opposite sign. Therefore, the trace is actually only
over the zero-energy states, and counts the number
of bosonic states with positive sign, and the number
of fermionic states with negative sign. If the index
vanishes, I = 0, then any zero-energy states necessa-
rily exist in equal number of bosonic and fermionic
states; under perturbations of the potential, these
states can form pairs and change their energy to a
positive value. However, if the index does not
vanish, I 6¼ 0, then there are states which have no
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partner of complementary fermion number; these
states can never get a nonzero energy under changes
in the parameters of the potential, as long as the
changes respect supersymmetry. Such systems, there-
fore, necessarily possess exact zero-energy states
which are invariant under all supersymmetries.

Deformations of the potential respecting super-
symmetry are those obtained by changing the
parameters in the superpotential. The usefulness of
this concept is, therefore, that the index for models
with complicated superpotentials can be computed
by comparing them with models with simple super-
potentials having similar topological properties.

Counting the number of states is not always a
simple procedure, in particular when the spectrum
includes continuum states. Therefore, in practice one
often needs a regularization procedure, by taking the
trace over the full state space of the exponentially
damped quantity

Ið	Þ ¼ trð�1ÞNf e�	H ½84�

and taking the limit 	 ! 0. The quantity [84] can be
computed in terms of a path integral with periodic
boundary conditions for the fermionic degrees of
freedom.

Finally, as the wave function representation of
supersymmetric quantum mechanics [82] links the
Witten index to the space of zero modes of a Dirac
operator, in particular cases it can be used to
describe topological aspects of sigma models and
gauge theories, and related mathematical quantities
such as the Atiyah–Singer index.

More details and references to the original
literature can be found in the reviews listed in the
Further Rea ding sect ion.

See also: Path-Integrals in Non Commutative Geometry;
Supermanifolds.
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Introduction

A prominent theme of modern condensed matter
physics is electronic transport – in particular, the
electrical conductivity – of disordered metallic
systems at very low temperatures. From the Landau
theory of weakly interacting Fermi liquids, one
expects the essential aspects of the situation to be
captured by the single-electron approximation.
Mathematical models that have been proposed and
studied in this context include random Schrödinger
operators and band random matrices.

If the physical system has infinite size, two distinct
possibilities exist: the quantum single-electron
motion may either be bounded or unbounded. In the
former case, the disordered electron system is an
insulator, in the latter case, a metal with finite
conductivity (if the electron motion is not critical
but diffusive). Metallic behavior is expected for
weakly disordered systems in three dimensions;

insulating behavior sets in when the disorder strength
is increased or the space dimension reduced.

The main theoretical tool used in the physics
literature on the subject is the ‘‘supersymmetry
method’’ pioneered by Wegner and Efetov (1979–83).
Over the past 20 years, physicists have applied the
method in many instances, and a rather complete
picture of weakly disordered metals has emerged.
Several excellent reviews of these developments are
available in print.

From the perspective of mathematics, however, the
method has not always been described correctly, and
what is sorely lacking at present is an exposition of
how to implement the method rigorously. (Unfortu-
nately, the correct exposition by Schäfer and Wegner
(1980) was largely ignored or forgotten by later
authors.) In this article, an attempt is made to help
remedy the situation, by giving a careful review of
the Wegner–Efetov supersymmetry method for the
case of Hermitian band random matrices.

Gaussian Ensembles

Let V be a unitary vector space of finite dimension.
A Hermitian random matrix model on V is defined
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by some probability distribution on Herm(V), the
Hermitian linear operators on V. We may fix some
orthonormal basis of V and represent the elements
H of Herm(V) by Hermitian square matrices.

Quite generally, probability distributions are
characterized by their Fourier transform or char-
acteristic function. In the present case this is

�ðKÞ¼ eitrHK
� �

where the Fourier variable K is some other linear
operator on V, and h. . .i denotes the expectation
value with respect to the probability distribution for
H. Later, it will be important that, if �(K) is an
analytic function of K, the matrix entries of K need
not be from R or C but can be taken from the even
part of some exterior algebra.

The probability distributions to be considered in
this article are Gaussian with zero mean, hHi= 0.
Their Fourier transform is also Gaussian:

�ðKÞ ¼ e�ð1=2ÞJðK;KÞ

with J some quadratic form. We now describe J for a
large family of hierarchical models that includes the
case of band random matrices.

Let V be given a decomposition by orthogonal
vector spaces:

V ¼V1 � V2 � � � � � Vj�j

We should imagine that every vector space Vi

corresponds to one site i of some lattice �, and the
total number of sites is j�j. For simplicity, we take
all dimensions to be equal: dim V1 = � � � = dim
Vj�j= N. Thus, the dimension of V is Nj�j. The
integer N is called the number of orbitals per site.

If �i is the orthogonal projector on the linear
subspace Vi � V, we take the bilinear form J to be

JðK;K0Þ ¼
Xj�j
i;j¼1

Jij trð�iK �jK
0Þ

where the coefficients Jij are real, symmetric, and
positive. This choice of J implies invariance under
the group U of unitary transformations in each
subspace:

U ¼ UðV1Þ � UðV2Þ � � � � � UðVj�jÞ

Clearly, �(K) = �(UKU�1) or, equivalently, the
probability distribution for H is invariant under
conjugation H 7!UHU�1, for U 2 U .

If {ea
i }a = 1,..., N is an orthonormal basis of Vi, we

define linear operators Eab
ij : Vj!Vi by Eab

ij eb
j = ea

i .
By evaluating J(Eab

ij , Eb0a0

j0i0 ) = Jij�ii0�jj0�
aa0�bb0 , one sees

that the matrix entries of H all are statistically
independent.

By varying the lattice �, the number of orbitals N,
and the variances Jij, one obtains a large class of
Hermitian random matrix models, two prominent
subclasses of which are the following:

1. For j�j= 1, one gets the Gaussian Unitary
Ensemble (GUE). Its symmetry group is U =
U(N), the largest one possible in dimension
N = dim V.

2. If ji� jj denotes a distance function for �, and f a
rapidly decreasing positive function on Rþ of
width W, the choice Jij = f (ji� jj) with N = 1
gives an ensemble of band random matrices with
bandwidth W and symmetry group U = U(1)j�j.

Beyond being real, symmetric, and positive, the
variances Jij are required to have two extra proper-
ties in order for all of the following treatment to go
through:

� They must be positive as a quadratic form. This is
to guarantee the existence of an inverse, which we
denote by wij = (J�1)ij.
� The off-diagonal matrix entries of the inverse

must be nonpositive: wij 	 0 for i 6¼ j.

Basic Tools

Green’s Functions

A major goal of random matrix theory is to
understand the statistical behavior of the spectrum
and the eigenstates of a random Hamiltonian H.
Spectral and eigenstate information can be extracted
from the Green’s function, that is, from matrix
elements of the operator (z�H)�1 with complex
parameter z 2 CnR. For the models at hand, the
good objects to consider are averages of U -invariant
observables such as

G
ð1Þ
i ðzÞ ¼ tr �iðz�HÞ�1

D E
½1�

G
ð2Þ
ij ðz1; z2Þ ¼ tr �iðz1 �HÞ�1�jðz2 �HÞ�1

D E
½2�

The discontinuity of G(1)
i (z) across the real z-axis

yields the local density of states. In the limit of
infinite volume (j�j!1), the function G(2)

ij (z1, z2)
for z1 = Eþ i", z2 = E� i", real energy E, and " > 0
going to zero, gives information on transport,
for example, the electrical conductivity by the
Kubo–Greenwood formula.

Mathematically speaking, if G(2)
ij (Eþ i", E� i") is

bounded (for infinite volume) in " and decreases
algebraically with distance ji� jj at "= 0þ , the
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spectrum is absolutely continuous and the eigen-
states are extended at energy E. On the other hand,
a pure point spectrum and localized eigenstates are
signaled by the behavior G(2)

ij 
 "�1e�� ji�jj with
positive Lyapunov exponent �.

Green’s Functions from Determinants

For any pair of linear operators A, B on a finite-
dimensional vector space V, the following formula
from basic linear algebra holds if A has an inverse:

d

dt
detðAþ tBÞ

����
t¼0

¼ detðAÞ trðA�1BÞ

Using it with A = z�H and z 2 CnR, all Green’s
functions can be expressed in terms of determinants;
for example,

G
ð2Þ
ij ðw; zÞ

¼
XN

a;b¼1

@2

@s@t

detðw�HÞ detðz�H þ tEab
ij Þ

detðw�H � sEba
ji Þ detðz�HÞ

* +�����
s¼t¼0

It is clear that, given a formula of this kind, what
one wants is a method to handle ensemble averages
of ratios of determinants. This is what is reviewed in
the sequel.

Determinants as Gaussian Integrals

Let the Hermitian scalar product of the unitary
vector space V be written as ’1,’2 7! (�’1,’2),
and denote the adjoint or Hermitian conjugate
of a linear operator A on V by A�. If
R e A := (1/2)(Aþ A�) > 0, the standard Lebesgue
integral of the Gaussian function ’ 7! e�(�’, A’)

makes sense and givesZ
e�ð�’;A’Þ ¼ det A�1 ½3�

where it is understood that we are integrating with
the Lebesgue measure on (the normed vector space)
V normalized by

R
e�(�’,’) = 1. The same integral

with anticommuting  instead of the (commuting)
’ 2 V gives Z

e�ð
� ;A Þ ¼ det A ½4�

This basic formula from the field theory of
fermionic particles is a consequence of the integra-
tion over anticommuting variables actually being
differentiation:Z

d � 1 d 1f ð � 1;  1; . . .Þ :¼ @2

@ � 1 @  1

f ð � 1;  1; . . .Þ

Fermionic Variant

The supersymmetry method of random matrix
theory is a theme with many variations. The first
variation to be described is the ‘‘fermionic’’ one. To
optimize the notation, we now write d�N, J(H) for
the density of the Gaussian probability distribution
of H:

hFðHÞi ¼
Z

FðHÞ d�N; JðHÞ

All determinants and traces appearing below will be
taken over vector spaces that are clear from the
context.

Let z1, . . . , zn be any set of n complex numbers,
put z := diag(z1, . . . , zn) for later purposes, and
consider

�ferm
n;N ðz; JÞ ¼

Z Yn

�¼1

detðz� �HÞ d�N;JðHÞ ½5�

The supersymmetry method expresses this average
of a product of determinants in an alternative way,
by integrating over a ‘‘dual’’ measure as follows.

Introducing an auxiliary unitary vector space
Cn, one associates with every site i of the lattice
� an object Qi 2 Herm(Cn), the space of Hermitian
n� n matrices. If dQi for i = 1, . . . , j�j are Lebesgue
measures on Herm(Cn), one puts DQ = const.�Q

i dQi and

d�n; JðQÞ :¼ e�ð1=2Þ�i;jðJ�1Þij tr QiQjDQ ½6�

The multiplicative constant in DQ is fixed by
requiring the density to be normalized:

R
d�n, J

(Q) = 1. By completing the square, this Gaussian
probability measure has the characteristic functionZ

ei�jtrQjKj d�n; JðQÞ¼ e�ð1=2Þ�ijJij tr KiKj

where the Fourier variables K1, . . . , Kj�j are n� n
matrices with matrix entries taken from C or
another commutative algebra.

The key relation of the fermionic variant of the
supersymmetry method is that the expectation of the
product of determinants [5] has another expression as

�ferm
n;N ðz; JÞ ¼

Z Yj�j
j¼1

detNðz� iQjÞ d�n; JðQÞ ½7�

(i =
ffiffiffiffiffiffi
�1
p

). The strategy of the proof is quite simple:
one writes the determinants in both expressions for
�ferm

n, N as Gaussian integrals over nNj�j complex
fermionic variables  1, . . . , n (each  � is a vector in
V with anticommuting coefficients), using the basic
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formula [4]. The integrals then encountered are
essentially the Fourier transforms of the distribu-
tions d�N, J(H) resp., d�n, J(Q). The result isZ

e���z�ð � �; �Þ e�ð1=2Þ�ijJij���ð � �;�i �Þð � �;�j �Þ

for both expressions of �ferm
n, N . In other words,

although the probability distributions d�N, J(H) and
d�n, J(Q) are distinct (they are defined on different
spaces), their characteristic functions coincide when
evaluated on the Fourier variables K =

P
�  �( � �, � )

for H and (Ki)�� = ( � �, �i �) for Qi. This establishes
the claimed equality of the expressions [5] and [7] for
�ferm

n, N (z, J).
What is the advantage of passing to the alternative

expression by d�n, J(Q)? The answer is that, while H
is made up of independent random variables, the new
variables Qi, called the Hubbard–Stratonovich field,
are correlated: they interact through the ‘‘exchange’’
constants wij = (J�1)ij. If that interaction creates
enough collectivity, a kind of mean-field behavior
results.

For the simple case of GUE (j�j= 1, w11 = N=�2)
with z1 = � � � = zn = E, one gets the relation

detnðE�HÞh i ¼
Z

detNðE� iQÞ e�ðN=2�2Þtr Q2

dQ

the right-hand side of which is easily analyzed by the
steepest descent method in the limit of large N.

For band random matrices in the so-called ergodic
regime, the physical behavior turns out to be governed
by the constant mode Q1 = � � � = Qj�j – a fact that can
be used to establish GUE universality in that regime.

Bosonic Variant

The bosonic variant of the present method, due to
Wegner, computes averages of products of determi-
nants placed in the denominator:

�bos
n;Nðz; JÞ ¼

Z Yn

�¼1

det�1ðz� �HÞd�N; JðHÞ ½8�

where we now require I m z� 6¼ 0 for all �= 1, . . . , n.
Complications relative to the fermionic case arise
from the fact that the integrand in [8] has poles. If
one replaces the anticommuting vectors  � by
commuting ones ’�, and then simply repeats the
previous calculation in a naive manner, one arrives at

�bos
n;Nðz; JÞ¼

?
Z Yj�j

j¼1

det�Nðz�QjÞd�n; JðQÞ ½9�

where the integral is still over Qj 2 Herm(Cn). The
calculation is correct, and relation [9] therefore

holds true, provided that the parameters z1, . . . , zn

all lie in the same half (upper or lower) of the
complex plane. To obtain information on transport
properties, however, one needs parameters in both
the upper and lower halves; see the paragraph
following [2]. The general case to be addressed
below is I m z� > 0 for �= 1, . . . , p, and I m z� < 0
for �= pþ 1, . . . , n. Careful inspection of the steps
leading to eqn [9] reveals a convergence problem for
0 < p < n. In fact, [9] with Qj in Herm(Cn) turns
out to be false in that range. Learning how to
resolve this problem is the main step toward
mathematical mastery of the method. Let us there-
fore give the details.

If s� := sgnI m z�, the good (meaning convergent)
Gaussian integral to consider isZ

ei��s� �’�;ðz��HÞ’�ð Þ ¼
Yn
�¼1

det�1 �is�ðz� �HÞð Þ

To avoid carrying around trivial constants, we now
assume i(n�2p)Nj�j= 1. Use of the characteristic
function of the distribution for H then gives

�bos
n;Nðz; JÞ ¼

Z
ei��s�z�ð�’�;’�Þ

� e�
1
2�ijJij���s�ð�’�;�i’�Þs�ð�’�;�j’�Þ ½10�

The difficulty of analyzing this expression stems
from the ‘‘hyperbolic’’ nature (due to the indefinite-
ness of the signs s� =�1) of the term quartic in the
’�, �’�.

Fyodorov’s Method

The integrand for �bos is naturally expressed in
terms of n� n matrices Mi with matrix ele-
ments (Mi)�� = (�’�, �i’�). These matrices lie in
Hermþ(Cn), that is, they are non-negative as well
as Hermitian. Fyodorov’s idea was to introduce
them as the new variables of integration. To do
that step, recall the basic fact that, given two
differentiable spaces X and Y and a smooth map
 : X!Y, a distribution � on X is pushed forward
to a distribution  (�) on Y by  (�)[f ] :=�[f 
  ],
where f is any test function on Y.

We apply this universal principle to the case at
hand by identifying X with Vn, and Y with
(Hermþ(Cn))j�j, and  with the mapping that sends

ð’1; . . . ; ’nÞ 2 X to ðM1; . . . ;Mj�jÞ 2 Y

by (Mi)�� = (�’�, �i’�). On X = Vn we are integrat-
ing with the product Lebesgue measure normalized
by
R

e���(�’�,’�) = 1. We now want the push-forward
of this flat measure (or distribution) by the mapping
 . In general, the push-forward of a measure is not
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guaranteed to have a density but may be singular
(like a Dirac �-distribution). This is in fact what
happens if N < n. The matrices Mi then have less
than the maximal rank, so they fail to be positive
but possess zero eigenvalues, which implies that
the flat measure on X is pushed forward by  into the
boundary of Y. For N � n, on the other hand, the
push-forward measure does have a density on Y; and
that density is

Qj�j
i = 1(det Mi)

N�ndMi, as is seen by
transforming to the eigenvalue representation and
comparing Jacobians. The dMi are Lebesgue mea-
sures on Herm(Cn), normalized by the conditionZ

Mi>0

e�trMiðdet MiÞN�n dMi¼
Z

e���ð�’�;�i’�Þ ¼ 1

Assembling the sign information for I m z� in a
diagonal matrix s := diag(s1, . . . , sn), and pushing the
integral over X forward to an integral over Y with
measure DM :=

Q
i dMi, we obtain Fyodorov’s

formula:

�bos
n;Nðz; JÞ ¼

Z
Y

e�ð1=2Þ�ijJijtrðsMisMjÞ

� e�ktr iszMkþðN�nÞ ln Mkð ÞDM ½11�

This formula has a number of attractive features.
One is ease of derivation, another is ready general-
izability to the case of non-Gaussian distributions.
The main disadvantage of the formula is that it does
not apply to the case of band random matrices
(because of the restriction N � n); nor does it
combine nicely with the fermionic formula [7] to
give a supersymmetric formalism, as one formula is
built on Jij and the other on wij.

Note that [11] clearly displays the dependence on
the signature of I m z: you cannot remove the s1, . . . , sn

from the integrand without changing the domain of
integration Y = (Hermþ(Cn))j�j. This important
feature is missing from the naive formula [9].

Setting q = n� p, let U(p, q) be the pseudounitary
group of complex n� n matrices T with inverse
T�1 = sT�s. Since jdet Tj= 1 for T 2 U(p, q), the
integration domain Y and density DM =

Q
i dMi of

Fyodorov’s formula are invariant under U(p, q)
transformations Mi 7!TMiT

�, and so is actually the
integrand in the limit where all parameters z1, . . . , zn

become equal. Thus, the elements of U(p, q) are
global symmetries in that limit. This observation
holds the key to another method of transforming the
expression [10].

The Method of Schäfer and Wegner

To rescue the naive formula [9], what needs to be
abandoned is the integration domain Herm(Cn) for
the matrices Qi. The good domain to use was

constructed by Schäfer and Wegner, but was largely
forgotten in later physics work.

Writing (Mk)�� = (�’�, �k’�) as before, consider
the function

FMðQÞ ¼ eð1=2Þ�ijwijtrðsQiþizÞðsQjþizÞ��ktrMkQk ½12�

viewed as a holomorphic function of

Q ¼ ðQ1; . . . ;Qj�jÞ 2 EndðCnÞj�j

If the Gaussian integral
R

FM(Q)DQ with holo-
morphic density DQ =

Q
i dQi is formally carried

out by completing the square, one gets the integrand
of [10]. This is just what we want, as it would allow
us to pass to a Q-matrix formulation akin to the one
of the previous section. But how can that formal
step be made rigorous? To that end, one needs to (1)
construct a domain on which jFM(Q)j decreases
rapidly so that the integral exists, and (2) justify
completion of the square and shifting of variables.

To begin, take the absolute value of FM(Q).
Putting (1=2)(Qj þQ�j ) =: R eQj and (1=2i)(Qj�
Q�j ) =: I m Qj, we have jFMj= e�(1=4)(f1þf2þf3) with

f1ðQÞ ¼
X

ij

wijtrðsI m Qi þ zÞðsI m Qj þ zÞ þ c:c:

f2ðQÞ ¼ �2
X

ij

wijtrðsR eQiÞðsR eQjÞ

f3ðQÞ ¼ 4
X

i

tr Mi þ sI m z
X

j

wij

 !
R eQi

These expressions suggest making the following
choice of integration domain for Qi(i = 1, . . . , j�j).
Pick some real constant � > 0 and put

R eQi ¼ �TiT
�
i ; I m Qi ¼ Pi :¼

Pþi 0

0 P�i

� �

with Ti 2 U(p, q), Pþi 2 Herm(Cp), P�i 2 Herm(Cq).
The set of matrices Qi so defined is referred to as
the Schäfer–Wegner domain Xp, q

� . The range of the
field Q = (Q1, . . . , Qj�j) is the direct product
X : = (Xp, q

� )j�j.
To show that this is a good choice of domain, we

first of all show convergence of the integralR
X

FM(Q)DQ. The matrices Pi commute with s, so

f1ðQÞjX ¼ 2R e
X

ij

wijtrðPi þ szÞðPj þ szÞ

Since the coefficients wij are positive as a quadratic
form, this expression is convex (with a positive
Hessian) in the Hermitian matrices Pi. Second, the
function

f2ðQÞjX ¼ � 2�2
X

ij

wijtr TiT
�
i

� 	�1
TjT

�
j
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is bounded from below by the constant �2�2n�iwii.
This holds true because wij is negative for i 6¼ j, and
because TiT

�
i > 0 and the trace of a product of two

positive Hermitian matrices is always positive.
Third,

f3ðQÞjX ¼ 4�
X

i

tr Mi þ sI m z
X

j

wij

 !
TiT

�
i

is positive, as ( . . . ) is positive Hermitian. As long as
sI m z > 0, the function f3 goes to infinity for all
possible directions of taking the Ti to infinity on
U(p, q).

Thus, when the matrices Qi are taken to vary on
the Schäfer–Wegner domain Xp, q

� , the absolute value
jFMj= e�(1=4)(f1þf2þf3) decreases rapidly at infinity.
This establishes the convergence of

R
X

FM(Q)DQ.
Next, let us count dimensions. The mapping

T 7!TT� for T 2 U(p, q) =: G is invariant under
right multiplication of T by elements of the unitary
subgroup H:= U(p)� U(q) – it is called the ‘‘Cartan
embedding’’ of G=H into G. The real manifold G=H
has dimension 2pq and so does its image under the
Cartan embedding. Augmenting this by the dimen-
sion of Herm(Cp) and Herm(Cq) (from Pi), one gets
dimXp, q

� = 2pqþ p2 þ q2 = (pþ q)2 = n2, which is as
it should be.

Finally, why can one shift variables and do the
Gaussian integral over Q (with translation-invariant
DQ) by completing the square? This question is
legitimate as the Schäfer–Wegner domain Xp, q

� lacks
invariance under the required shift, which is
Qi 7!Qi � iszþ

P
j JijsMjs.

To complete the square in [12], introduce a
parameter t 2 [0, 1] and consider the family of shifts

Qi 7!Qi þ t �iszþ �jJijsMjs
� 	

For fixed t, this shift takes X = (Xp, q
� )j�j into another

domain, X (t). Inspection shows that the function
[12] still decreases rapidly (uniformly in the Mi) on
X (t), as long as t < 1. Without changing the
integral, one can add pieces to X (t) (for t < 1) at
infinity to arrange for the chain X � X (t) to be a
cycle. Because X (t) is homotopic to X (0) =X , this
cycle is a boundary: there exists a manifold Y (t) of
dimension dimX þ 1 such that @Y (t) =X � X (t).
Viewed as a holomorphic differential form of degree
(n2j�j, 0) in the complex space End(Cn)j�j, the
integrand ! := FM(Q)DQ is closed (i.e., d!= 0).
Therefore, by Stokes’ theorem,

Z
X

!�
Z
X ðtÞ

! ¼
Z
@Y ðtÞ

! ¼
Z
Y ðtÞ

d! ¼ 0

which proves
R
X (t) FM(Q)DQ =

R
X

FM(Q)DQ, inde-
pendent of t. (This argument does not go through
for the nonrigorous choice sQi := TiPiT

�1
i usually

made!)
In the limit t! 1, one encounters the expressionZ
X ð1Þ

FMðQÞDQ¼
Z
X

d�n;JðisQÞ

� e�ð1=2Þ�ijJijtrðsMisMjÞþi�ktrðszMkÞ

with d�n, J as in [6]. The normalization integral over
X is defined by taking the Hermitian matrices Pi to
be the inner variables of integration. The outer
integrals over the Ti then demonstrably exist, and
one can fix the (otherwise arbitrary) normalization
of DQ by setting

R
X

d�n, J(isQ) = 1. Making that
choice, and comparing with [10], one has proved

�bos
n;N ¼

Z
’;�’

Z
X

FðMiÞ��¼ð�’�;�i’�ÞðQÞDQ

� �

The final step is to change the order of integration
over the Q- and ’-variables, which is permitted
since the Q-integral converges uniformly in ’.
Doing the Gaussian ’-integral and shifting Qk!
Qk � isz, one arrives at the Schäfer–Wegner formula
for �bos

n, N:

�bos
n;Nðz;w�1Þ ¼

Z
X

eð1=2Þ�ijwijtrðsQisQjÞ

� e�N�ktr lnðQk�iszÞDQ ½13�

which is a rigorous version of the naive formula [9].
Compared to Fyodorov’s formula, it has the dis-
advantage of not being manifestly invariant under
global hyperbolic transformations Qi 7!TQiT

� (the
integration domain X is not invariant). Its best
feature is that it does apply to the case of band
random matrices with one orbital per site (N = 1).

Supersymmetric Variant

We are now in a position to tackle the problem of
averaging ratios of determinants. For concreteness,
we shall discuss the case where the number of
determinants is two for both the numerator and the
denominator, which is what is needed for the
calculation of the function G(2)

ij (z1, z2) defined in
eqn [2]. We will consider the case of relevance for
the electrical conductivity: z1 = Eþ i	, z2 = E� i	,
with E 2 R and 	 > 0.

A Q-integral formula for G(2)
ij (z1, z2) can be

derived by combining the fermionic method for

detðz1 �HÞdet z2 �H þ t2Eab
ij


 �D E
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with the Schäfer–Wegner bosonic formalism for

det�1 z1 �H � t1Eba
ji


 �
det�1ðz2 �HÞ

D E
and eventually differentiating with respect to t1, t2 at
t1 = t2 = 0 and summing over a, b; see the subsection
‘‘Green’s functions from determinants.’’ All steps are
formally the same as before, but with traces and
determinants replaced by their supersymmetric
analogs. Having given a great many technical details
in the last two sections, we now just present the
final formula along with the necessary definitions
and some indication of what are the new elements
involved in the proof.

Let each of QBB, QFF, QBF, and QFB stand for a
2� 2 matrix. If the first two matrices have
commuting entries and the last two anticommuting
ones, they combine to a 4� 4 supermatrix:

Q ¼ QBB QBF

QFB QFF

� �

Relevant operations on supermatrices are the
supertrace,

StrQ ¼ trQBB � trQFF

and the superdeterminant,

SdetQ ¼ detðQBBÞ
detðQFF �QFBQBB

�1QBFÞ

These are related by the identity Sdet= exp 
 Str
 ln
whenever the superdeterminant exists and is
nonzero.

In the process of applying the method described
earlier, a supermatrix Qi gets introduced at every
site i of the lattice �. The domain of integration for
each of the matrix blocks (Qi)BB(i = 1, . . . , j�j) is
taken to be the Schäfer–Wegner domain X1, 1

� (with
some choice of � > 0); the integration domain for
each of the (Qi)FF is the space of Hermitian 2� 2
matrices, as before.

Let E11
BB be the 4� 4 (super)matrix with unit entry

in the upper-left corner and zeros elsewhere; simi-
larly, E22

FF has unity in the lower-right corner and
zeros elsewhere. Putting s = diag(1,�1, 1, 1) and
z = diag(z1, z2, z1, z2), the supersymmetric Q-integral
formula for the generating function of G(2)

ij –
obtained by combining the Schäfer–Wegner bosonic
method with the fermionic variant – is written as

detðz1 �HÞ detðz2 �H þ t2Eab
ij Þ

detðz1 �H � t1Eba
ji Þ detðz2 �HÞ

* +

¼
Z

DQeð1=2Þ�klwklStrðsQksQlÞ

� e�Str ln �r;cðQr�iszÞ�Ecc
rrþit1E11

BB
�Eba

ji �it2E22
FF
�Eab

ij

� 	
½14�

where the second supertrace includes a sum over
sites and orbitals, and on setting t1 = t2 = 0 becomes

e�N�rStr lnðQr�iszÞ ¼
Y

r

Sdet�NðQr � iszÞ

The superintegral ‘‘measure’’ DQ =
Q

r DQr is the
flat Berezin form, that is, the product of differentials
for all the commuting matrix entries in (Qr)BB and
(Qr)FF, times the product of derivatives for all the
anticommuting matrix entries in (Qr)BF and (Qr)FB.

To prove the formula [14], two new tools are
needed, a brief account of which is as follows.

Gaussian Superintegrals

There exists a supersymmetric generalization of the
Gaussian integration formulas given in the subsec-
tion ‘‘Determinants as Gaussian integrals’’: if
A, D(B, C) are linear operators or matrices with
commuting (resp., anticommuting) entries, and
ReA > 0, one has

Sdet�1 A B
C D

� �
¼
Z

e�ð�’;A’Þ�ð�’;B Þ�ð
� ;C’Þ�ð � ;D Þ

Verification of this formula is straightforward.
Using it, one writes the last factor in [14] as a
Gaussian superintegral over four vectors: ’1,’2, 1,
and  2. The integrand then becomes Gaussian in the
matrices Qr.

Shifting Variables

The next step in the proof is to do the ‘‘Gaussian’’
integral over the supermatrices Qr. By definition, in
a superintegral, one first carries out the Fermi
integral, and afterwards the ordinary integrations.
The Gaussian integral over the anticommuting parts
(Qr)BF and (Qr)FB is readily done by completing the
square and shifting variables using the fact that
fermionic integration is differentiation:Z

d
f ð
 � 
0Þ ¼ @

@

f ð
 � 
0Þ ¼

Z
d
f ð
Þ

Similarly, the Gaussian integral over the Hermitian
matrices (Qr)FF is done by completing the square
and shifting. The integral over (Qr)BB, however, is
not Gaussian, as the domain is not Rn but the
Schäfer–Wegner domain. Here, more advanced
calculus is required: these integrations are done by
using a supersymmetric change-of-variables theorem
due to Berezin to make the necessary shifts by
nilpotents. (There is not enough space to describe
this here, so please consult Berezin’s (1987) book.)
Without difficulty, one finds the result to agree with
the left-hand side of eqn [14], thereby establishing
that formula.

Supersymmetry Methods in Random Matrix Theory 157



Approximations

All manipulations so far have been exact and, in
fact, rigorous (or can be made so with little extra
effort). Now we turn to a sequence of approxima-
tions that have been used by physicists to develop a
quantitative understanding of weakly disordered
quantum dots, wires, films, etc. While physically
satisfactory, not all of these approximations are
under full mathematical control. We will briefly
comment on their validity as we go along.

Saddle-Point Manifold

We continue to consider G(2)
kl (Eþ i", E� i") and

focus on E = 0 (the center of the energy band) for
simplicity. By varying the exponent on the right-
hand side of [14] and setting the variation to zero
one obtains, for t1 = t2 = 0,X

j

wijsQjs�NQ�1
i ¼ 0

which is called the saddle-point equation.
Let us now assume translational invariance,

wij = f (ji� jj). Then, if �=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N=�jwij

p
, the saddle-

point equation has i-independent solutions of the
form

Qi ¼ �
qBB 0
0 qFF

� �

where for qFF there are three possibilities: two
isolated points qFF = �1 (unit matrix) coexist with
a manifold

qFF ¼ cos �1 sin �1 ei�1

sin �1 e�i�1 � cos �1

� �
½15�

which is two-dimensional; whereas the solution
space for qBB consists of a single connected
2-manifold:

qBB ¼ cosh �0 sinh �0 ei�0

sinh �0 e�i�0 cosh �0

� �
½16�

The solutions qFF = �1 are usually discarded in the
physics literature. (The argument is that they break
supersymmetry and therefore get suppressed by
fermionic zero modes. For the simpler case of the
one-point function [1] and in three space dimen-
sions, such suppression has recently been proved by
Disertori, Pinson, and Spencer.) Other solutions for
qBB are ruled out by the requirement R eQi > 0 for
the Schäfer–Wegner domain.

The set of matrices [16] and [15] – the ‘‘saddle-
point manifold’’ – is diffeomorphic to the product of
a 2-hyperboloid H2 with a 2-sphere S2. Moving

along that manifold M := H2 � S2 leaves the Q-field
integrand [14] unchanged (for z1 = z2 = t1 = t2 = 0).

One can actually anticipate the existence of such a
manifold from the symmetries at hand. These are
most transparent in the starting point of the
formalism as given by the characteristic function
he�iKHi with

KH ¼ ð�’1; H’1Þ � ð�’2; H’2Þ þ ð � 1; H 1Þ
þ ð � 2; H 2Þ

The signs of this quadratic expression are what is
encoded in the signature matrix s = diag(1, �1, 1, 1)
(recall that the first two entries are forced by I m z1 >
0 and I m z2 < 0). The Hermitian form KH is
invariant under the product of two Lie groups:
U(1, 1) acting on the ’’s, and U(2) acting on the  ’s.
This invariance gets transferred by the formalism to
the Q-side; the saddle-point manifold M is in fact an
‘‘orbit’’ of the group action of G := U(1, 1)� U(2)
on the Q-field. In the language of physics, the
degrees of freedom of M correspond to the Gold-
stone bosons of a broken symmetry.

KH also has some supersymmetries, mixing ’’s
with  ’s. At the infinitesimal level, these combine
with the generators of G to give a Lie superalgebra
of symmetries g := u (1, 1j2). One therefore expects
some kind of saddle-point supermanifold, say M , on
the Q-side.

M can be constructed by extending the above
solution q0 := diag(qBB, qFF) of the dimensionless
saddle-point equation sqs = q�1 to the full 4� 4
supermatrix space. Putting q = q0 þ q1 with

q1 ¼
0 qBF

qFB 0

� �

and linearizing in q1, one gets

sq1 s ¼ �q�1
0 q1q�1

0 ½17�

The solution space of this linear equation for q1 has
dimension 4 for all q0 2M. Based on it, one expects
four Goldstone fermions to emerge along with the
four Goldstone bosons of M.

For the simple case under consideration, one can
introduce local coordinates and push the analysis to
nonlinear order, but things get quickly out of hand
(when done in this way) for more challenging,
higher-rank cases. Fortunately, there exists an
alternative, coordinate-independent approach, as
the mathematical object to be constructed is
completely determined by symmetry!

Riemannian Symmetric Superspace

The linear equation [17] associates with every point
x 2M a four-dimensional vector space of solutions,
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Vx. As the point x moves on M the vector spaces Vx

turn and twist; thus, they form what is called a
vector bundle V over M. (The bundle at hand turns
out to be nontrivial, i.e., there exists no global
choice of coordinates for it.)

A section of V is a smooth mapping � : M!V
such that �(x) 2 Vx for all x 2M. The sections of
V are to be multiplied in the exterior sense, as they
represent anticommuting degrees of freedom;
hence the proper object to consider is the exterior
bundle, ^V.

It is a beautiful fact that there exists a unique
action of the Lie superalgebra g on the sections of
^V by first-order differential operators, or deriva-
tions for short. (Be advised however that this
canonical g -action is not well known in physics or
mathematics.)

The manifold M is a symmetric space, that is, a
Riemannian manifold with G-invariant geometry.
Its metric tensor, g, uniquely extends to a second-
rank tensor field (still denoted by g) which maps
pairs of derivations of ^V to sections of ^V, and is
invariant with respect to the g -action. This collec-
tion of objects – the symmetric space M, the
exterior bundle ^V over it, the action of the Lie
superalgebra g on the sections of ^V, and the
g -invariant second-rank tensor g – form what
the author calls a ‘‘Riemannian symmetric super-
space,’’ M .

Nonlinear Sigma Model

According to the Landau–Ginzburg–Wilson (LGW)
paradigm of the theory of phase transitions, the
large-scale physics of a statistical mechanical system
near criticality is expected to be controlled by an
effective field theory for the long-wavelength excita-
tions of the order parameter of the system.

Wegner is credited for the profound insight that
the LGW paradigm applies to the random matrix
situation at hand, with the role of the order
parameter being taken by the matrix Q. He argued
that transport observables (such as the electrical
conductivity) are governed by slow spatial variations
of the Q-field inside the saddle-point manifold.
Efetov skilfully implemented this insight in a super-
symmetric variant of Wegner’s method.

While the direct construction of the effective
continuum field theory by gradient expansion of
[14] is not an entirely easy task, the outcome of the
calculation is predetermined by symmetry. On
general grounds, the effective field theory has to be
a nonlinear sigma model for the Goldstone bosons
and fermions of M : if {�A} are local coordinates for

the bundle V with metric gAB(�) = g(@=@�A, @=@�B),
the action functional is

S ¼ 

Z

ddx@��
AgABð�Þ@��B

The coupling parameter 
 has the physical meaning
of bare (i.e., unrenormalized) conductivity. In the
present model 
= NW2a2�d, where W is essentially
the width of the band random matrix in units of the
lattice spacing a (the short-distance cutoff of the
continuum field theory). S is the effective action in
the limit z1 = z2. For a finite frequency != z1 � z2, a
symmetry-breaking term of the form i!�

R
ddxf (�),

where �= N(��)�1a�d is the local density of states,
has to be added to S.

By perturbative renormalization group analysis, that
is, by integrating out the rapid field fluctuations, one
finds for d = 2 that 
 decreases on increasing the cutoff
a. This property is referred to as ‘‘asymptotic freedom’’
in field theory. On its basis one expects exponentially
decaying correlations, and hence localization of all
states, in two dimensions. However, a mathematical
proof of this conjecture is not currently available.

In three dimensions and for a sufficiently large bare
conductivity, the renormalization flow goes toward
the metallic fixed point (
!1), where G-symmetry
is broken spontaneously. A rigorous proof of this
important conjecture (existence of disordered metals
in three space dimensions) is not available either.

Zero-Mode Approximation

For a system in a box of linear size L, the cost of
exciting fluctuations in the sigma model field is
estimated as the Thouless energy ETh = 
=�L2. In the
limit of small frequency, j!j � ETh, the physical
behavior is dominated by the constant modes
�A(x) =�A (independent of x). By computing the
integral over these modes, Efetov found the energy-
level correlations in the small-frequency limit to be
those of the GUE.

See also: Random Matrix Theory in Physics; Symmetry
Classes in Random Matrix Theory.

Further Reading

Berezin FA (1987) Introduction to Superanalysis. Dordrecht: Reidel.
Disertori M, Pinson H, and Spencer T (2002) Density of states of

random band matrices. Communication in Mathematical
Physics 232: 83–124.

Efetov KB (1997) Supersymmetry in Disorder and Chaos.
Cambridge: Cambridge University Press.

Fyodorov YV (2002) Negative moments of characteristic poly-

nomials of random matrices: Ingham–Siegel integral as an

Supersymmetry Methods in Random Matrix Theory 159



160 Symmetric Hyperbolic Systems and Shock Waves
alternative to Hubbard–Stratonovich transformation. Nuclear
Physics B 621: 643–674.

Mirlin AD (2000) Statistics of energy levels and eigen functions in

disordered systems. Physics Reports 326: 260–382.
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Introduction

Many systems of partial differential equations
arising in mathematical physics and differential
geometry are quasilinear: the top-order derivatives
enter only linearly. They may be cast in the form
of first-order systems by introducing, if needed,
derivatives of the unknowns as additional unknowns.
For such systems, the theory of symmetric–hyperbolic
(SH) systems provides a unified framework for
proving the local existence of smooth solutions if
the initial data are smooth. It is also convenient for
constructing numerical schemes, and for studying
shock waves. Despite what the name suggests, the
impact of the theory of SH systems is not limited to
hyperbolic problems, two examples being Tricomi’s
equation, and equations of Cauchy–Kowalewska
type.

Application of the SH framework usually requires a
preliminary reduction to SH form (‘‘symmetrization’’).

After comparing briefly the theory of SH systems
with other functional-analytic approaches, we col-
lect basic definitions and notation. We then present
two general rules, for symmetrizing conservation
laws and strictly hyperbolic equations, respectively.
We next turn to special features possessed by linear
SH systems, and give a general procedure to prove
existence, which covers both linear and nonlinear
systems. We then summarize those results on shock
waves, and on blow-up singularities, which are
related to SH structure. Examples and applications
are collected in the last section.

The advantages of SH theory are: a standardized
procedure for constructing solutions; the availability
of standard numerical schemes; a natural way to
prove that the speed of propagation of support is
finite. On the other hand, the symmetrization
process is sometimes ad hoc, and does not respect
the physical or geometric nature of the unknowns;
to obviate this defect to some extent, we remark that
symmetrizers may be viewed as introducing a new
Riemannian metric on the space of unknowns. The
search for a comprehensive criterion for identifying
equations and boundary conditions compatible with
SH structure is still the object of current research.

The most important fields of application of the
theory today are general relativity and fluid
dynamics, including magnetohydrodynamics.

Context of SH Theory in Modern Terms

The basic reason why the theory works may be
summarized as follows for the modern reader; the
history of the subject is, however, more involved.

Let H be a real Hilbert space. Consider a linear
initial-value problem du=dt þ Au = 0; u(0) = u0 2 H,
where A is unbounded, with domain D(A). By
Stone’s theorem, one can solve it in a generalized
sense, if the unbounded operator A satisfies Aþ
A�= 0. This condition contains two ingredients: a
symmetry condition on A, and a maximality condi-
tion on D(A), which incorporate boundary condi-
tions (von Neumann, Friedrichs). Semigroup theory
(Hille and Yosida, Phillips, and many others)
handles more general operators A: it is possible to
solve this problem in the form u(t) = S(t)u0 for t > 0,
where {S(t)}t�0 is a continuous contraction semi-
group, if and only if (Au, u) � 0, and equation xþ
Ax = y has a solution for every y in H (this is a
maximality condition on D(A)). One then says that
A is maximal monotone. For such operators, Aþ
A� � 0. SH systems are systems Qut þ Au = F,
satisfying two algebraic conditions ensuring for-
mally that Aþ A� is bounded, and that Q is
symmetric and positive definite. This algebraic
structure enables one to solve the problem directly,
without explicit reference to semigroup theory.
Precise definitions are given next.

We assume throughout that all coefficients,
nonlinearities, and data are smooth unless otherwise
specified.



Definitions

Consider a quasilinear system

MA�
B ðx; uÞ@�uB ¼ NAðx; uÞ ½1�

where u = (uA)A = 1,..., m, x = (x�)�= 0,..., n, and @� =
@=@x�. The components of u may be real or
complex. We follow the summation convention on
repeated indices in different positions; x0 = t may be
thought of as the evolution variable; we write
x = (t, x), with x = (x1, . . . , xn). Indices A, B, . . . run
from 1 to m, indices j, k, . . . from 1 to n, and Greek
indices from 0 to n. The complex conjugate of uA is
written �uA.

� Equation [1] is symmetrizable if there are func-
tions �AB(x, u) such that

M�
AB :¼ �ACMC�

B

satisfies the condition M�
AB = �M�

BA for every �.
� It is symmetric if it is symmetrizable with
�AB = �AB.
� It is symmetric-hyperbolic with respect to k� if it

is symmetric and if k�M�
AB is positive definite:

k�M�
AB�

A�B > 0 for �= (�A) 6¼ 0.

Thus, a symmetrizer (�AB) gives rise to a
Riemannian metric (k��ACMC�

B ) on the space of
unknowns, independent of any Riemannian struc-
ture on x-space. The system is SH with respect to x0

if k� = �0
�.

The simplest class of SH systems is provided by
real semilinear systems of the form

A0ðxÞ@tuþ AiðxÞ@iu ¼ Nðx; uÞ ½2�

where the A� are real symmetric matrices, A0 is
symmetric and positive definite, and k� = ��0. Writ-
ing A0 = P2, with P symmetric and positive definite,
one finds that v = Pu solves a SH system with A0 = I
(identity matrix).

Conservation laws (with ‘‘reaction’’ or ‘‘source’’
term NA) are usually defined as quasilinear systems
of the form

@�f A�ðx; uÞ ¼ NAðx; uÞ ½3�

They are common in fluid dynamics and combus-
tion. They are limiting cases of nonlinear diffusion
equations of the typical form

@�f A�ðx; uÞ ¼ NAðx;uÞ þ "@jðBAjk
B @kuBÞ ½4�

The determination of the form of the coefficients
BAjk

B is a nontrivial modeling issue; they may reflect
varied physical processes such as heat conduction,
viscosity, or bulk viscosity. They may depend on x,
u, and the derivatives of u. The simplest case is

BAjk
B = Djk�A

B with (Djk) diagonal. Some authors
require the symmetry condition

�ACBCjk
B ¼ �BCBCkj

A ½5�

Equations in which f A� = uA��0 are called reaction–
diffusion equations; they arise in physical and
biological problems in which chemical reactions
and diffusion phenomena are combined, and in
population dynamics.

A conservation law is symmetric if and only if
@f A�=@uB is symmetric in A and B, which means
that there are, locally, functions g�(x, u) such that
f A� = @g�=@uA.

A more fundamental derivation of conservation
laws would take us beyond the scope of this survey.

Symmetrization

Two general procedures for symmetrization are
available: one for conservation laws, the other for
semilinear strictly hyperbolic problems.

Conservation Laws with a Convex Entropy

Consider, for simplicity, a conservation law of
the form

@tu
A þ @jf

AjðuÞ ¼ 0 ½6�

We, therefore, assume that the f A� = f A�(u) and
f A0(u) = uA. We show that the following three
statements are equivalent locally: (1) there is a
strictly convex function U(u) such that �AB =
@2U=@uA@uB is a symmetrizer; (2) eqn [6] implies a
scalar relation of the form @�U� = 0, with U0 strictly
convex; and (3) there is a change of unknowns
vA = vA(u) such that the system satisfied by v = (vA)
is SH and (@vA=@uB) is positive definite.

In fluid dynamics, U0 may sometimes be related
to specific entropy, and Uj to entropy flux. For this
reason, if (2) holds, one says that U0 is an entropy
for eqn [6], and that (U0, Uj) is an entropy pair. A
system may have several entropies in this sense; this
fact is sometimes useful in studying convergence
properties of approximate solutions of eqn [6].

Let us now prove the equivalence of these
properties.

Assume first (3): there are new unknowns
vA = vA(u) and functions g�(v) such that
f A� = @g�=@vA. One finds that if eqn [6] holds,

@�U� ¼ 0 where U� ¼ vA
@g�

@vA
� g� ½7�

Furthermore, we have f A0 = uA; therefore, eqn [7]
gives: U0 = vAuA � g0, so that U0 is the Legendre
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transform (familiar from mechanics) of g0. It follows
that vA = @U0=@uA. Finally, (@vA=@uB) = (@2U0=
@uA@uB) is positive definite, and U0 is strictly
convex.

We have proved that (3) implies (2). Next, assume
(2): the entropy equality Ut þ @jU

j = 0 holds identi-
cally – and not just for the solution at hand. Using
[6], we find

0 ¼ @U

@uA
@tu

A þ @Uj

@uB
@ju

B

¼ � @U

@uA

@f Aj

@uB
þ @Uj

@uB

� �
@ju

B

Assumption (2), therefore, means that U is strictly
convex and satisfies

@U

@uA

@f Aj

@uB
¼ @Uj

@uB
½8�

Now, letting vA = @U=@uA and gj(v) = vAf Aj �Uj,
we find

@gj

@vA
¼ f Aj þ @U

@uA

@f Aj

@uC
� @Uj

@uC

� �
@uC

@vA

¼ f Aj ½9�

Let �AB = @2U=@uA@uB. Since U is strictly convex,
(�AB) is positive definite, and so is its inverse. We
have now proved (3). Note that uA = @g0=@vA,
where g0(v) = uAvA �U(u) is the Legendre trans-
form of U.

Next, using eqn [9], and the relations �AB =
@vA=@uB = @vB=@uA, we find

0 ¼ �AB½@tu
B þ @jf

Bj�

¼ �AB@tu
B þ @vB

@uA

@2gj

@vB@uC
@ju

C

¼ �AB@tu
B þ @2gj

@uA@uC
@ju

C

which is SH; therefore, �AB is a symmetrizer for eqn
[6], and (1) is proved. Thus, (2) implies (1) and (3).

Finally, if (1) holds, �AC@f Cj=@uB is symmetric in
A and B. It follows that

@

@uC

@U

@uA

@f Aj

@uB

� �
¼ �AC

@f Aj

@uB
þ @U

@uA

@2f Aj

@uB@uC

is symmetric in B and C, so that there are, locally,
functions Uj such that eqn [8] holds. Therefore,
(U, Uj) is an entropy pair, and we see that (1)
implies (2).

This completes the proof of the equivalence of (1),
(2), and (3).

Strictly Hyperbolic Equations

Consider the scalar equation Pf = g(t, x), where P is
the linear operator

P ¼ @N
t �

XN�1

j¼0

pN�jðt; xÞ@ j
t

of order N. Let � = (1��)1=2, where � is the Laplace
operator on the space variables. Then u = (uA), where
uA = @A�1

t �N�Af for A = 1, . . . , N, solves a first-order
pseudodifferential system of the form

ut � Lu ¼ G

If P is strictly hyperbolic, the principal symbol
a1(t, x, �) of L has a diagonal form with real
eigenvalues �j(t, x, �), and there are projectors
pj(t, x, �)(p2

j = pj) which commute with a1, such that
1 =

P
j pj, and a1 =

P
j �jpj. Let r0 =

P
j p�j pj, and

r0(D) the corresponding operator. Equation

r0ðDÞ@tu� r0ðDÞLu ¼ r0ðDÞG

is formally SH in the following sense: r0 is positive
definite and r0a1 is Hermitian.

Linear Problems

Consider a linear system

Lu :¼ Qðt; xÞ@tuþ Ajðt; xÞ@juþ Bðt; xÞu
¼ f ðt; xÞ ½10�

We assume that Q and the Aj are real and
symmetric, Q � c with c positive, and all coeffi-
cients and their first-order derivatives are bounded.

Energy Identity

Multiplying the equation by uT (transpose of u), one
derives the ‘‘energy identity’’

@tðuTQuÞ þ @jðuTAjuÞ þ uTCu ¼ 2uTf ðt; xÞ ½11�

where C = 2B� @tQ� @jA
j. C is not necessarily

positive. However, v := u exp (��t) satisfies a linear
SH system for which C is positive definite if � is
large enough.

Propagation of Support

A basic property of wave-like equations is finite
speed of propagation of support: if the right-hand
side vanishes, and if the solution at time 0 is
localized in the ball of radius r, then the solution
at time t is localized in the ball of radius rþ ct for a
suitable constant c.

This property also holds for SH systems. To see
this, let us consider the set where a solution u
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vanishes: if the initial condition vanishes for jxj � R,
we claim that u at some later time vanishes for jxj �
R� t=a, for a large enough.

Indeed, let us integrate the energy identity on a
truncated cone � := {jxj � a(t0 � t)=t0; 0 � t � t1}
with t1 < t0. The boundary of � consists of three
parts: @� = �0 [ �1 [ S, where �0 and �1 represent
the portions of the boundary on which t = 0 and t1,
respectively. The outer normal to S is proportional
to (a, t0xj=jxj). Let E(s) denote the integral of uTQu
on � \ {t = s}. Integrating eqn [11] by parts, we
obtain

Eðt1Þ � Eð0Þ þ
Z

S

uT�u ds

¼
ZZ

�

ð2uTf � uTCuÞdt dx ½12�

where � is proportional to aQþ t0

P
j xjAj=jxj.

Take a so large that � is positive definite. The
integral over S is then non-negative. If C is positive
definite and f � 0, so that E(0) = 0, we find that
E(t1) � 0. Since Q is positive definite, this implies
u � 0 on �1, as claimed.

A Numerical Scheme

System Lu = f may be discretized, for example, by
the Lax–Friedrichs method: let h be the discretiza-
tion step in space, and k the time step; write
�ju(t, x) = u(t, x1, . . . , xj þ h, . . . , xn) (translation in
the j direction). One replaces @ju by the centered
difference in the j direction: (�ju� ��1

j u)=2h; and the
time derivative by

½uðt þ k; xÞ � 1

2n

X
j

ð�juðt; xÞ þ ��1
j uðt; xÞÞ�=k ½13�

For consistency of the scheme, we require k=h =� > 0
to be fixed as k and h tend to zero; stability then
holds if � is small.

Nonlinear Problems and Singularities

We give a simple setup for proving the existence of
smooth solutions to SH systems for small times.
Such solutions may develop singularities. We limit
ourselves to two types of singularities, on which SH
structure provides some information: jump disconti-
nuities and blow-up patterns. Caustic formation is
not considered.

Construction of a Smooth Solution

Consider a real SH system (eqn [1]). Recall that a
function of x belongs to the Sobolev space Hs if its
derivatives of order s or less are square-integrable.

One constructs a solution defined for t small, which
is in Hs, s > n=2þ 1, as a function of x, by the
following procedure:

(1) Replace spatial derivatives by regularized opera-
tors, which should be bounded in Sobolev
spaces; the regularized equation is an ODE in
Hs; let u" be its solution.

(2) Write the equation satisfied by derivatives of
order s of u", and apply the energy identity to it.

(3) Find a positive T such that the solution is
bounded in Hs for jtj � T, uniformly in "; this
implies a C1 bound.

(4) Prove the convergence of the approximations
in L2.

(5) Prove the continuity in time of the Hs norm;
conclude that the u" tend to a solution in
C(�T, T; Hs).

The result admits a local version, in which
Sobolev spaces are replaced by Kato’s ‘‘uniformly
local’’ spaces. Uniqueness of the solution is proved
along similar lines. We do not attempt to identify
the infimum of the values of s for which the Cauchy
problem is well-posed.

Jump Discontinuities: Shock Waves

A ‘‘shock wave’’ is a weak solution of a system of
conservation laws admitting a jump discontinuity.
By definition, weak solutions satisfy, for any smooth
function �A(x) with compact support,ZZ

ff A�@��A þNA�Ag dt dx ¼ 0

The theory of shock waves is an attempt to
understand solutions of conservation laws which are
limits of solutions of diffusion equations; the hope is
that the influence of second-derivative terms is
appreciable only near shocks, and that, for given
initial data, there is a unique weak solution of the
conservation law which may be obtained as such a
limit, if modeling has been done correctly. This
problem may be difficult already for a single shock
(‘‘shock structure’’).

The theory of shock waves follows the one-
dimensional theory closely. We therefore describe
the main facts for a conservation law in one space
dimension (u = u(t, x)):

@tuþ @xf ðuÞ ¼ 0

If a shock travels at speed c, the weak formulation
of the equations gives the Rankine–Hugoniot rela-
tion c[u] = [f (u)], where square brackets denote
jumps. There may be several weak solutions having
the same initial condition. One restricts solutions by
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making two further requirements: (1) the system
admits an entropy pair (U, F) with a convex entropy
and (2) to be admissible, weak solutions must be
limits of ‘‘viscous approximations’’

@tuþ @xf ðuÞ ¼ "@2
xu

as "! 0. One then finds easily that the entropy
equality (@tU þ @xF = 0) must be replaced, for such
weak solutions, by the entropy condition: @tU þ
@xF � 0 in the weak sense. This condition admits a
concrete interpretation if the gradient of each
characteristic speed is never orthogonal to the
corresponding right eigenvector (‘‘genuine nonli-
nearity’’); in that case, characteristics must impinge
on the shock (‘‘shock inequalities’’).

For the equations of gas dynamics with polytropic
law (pv	 = const.), there is a unique solution with
initial condition u = ul for x < 0, u = ur for x > 0,
where ul and ur are constant (‘‘Riemann problem’’)
which satisfies the entropy condition, provided jul � urj
is small. More generally, if the equation of state
p = p(v, s) > 0 satisfies @p=@v < 0 and @2p=@v2 > 0,
the shock inequalities are equivalent to the fact that
the entropy increases after the passage of a shock
with jul � urj small.

On the numerical side, one should mention:
(1) the widely used idea of upstream differencing;
(2) the Lax–Wendroff scheme, the complete analysis
of which requires tools from soliton theory; and
(3) the availability of general results for dissipative
schemes for SH systems.

Recent trends include: (1) admissibility conditions
when genuine nonlinearity does not hold and
(2) other approximations of shock wave problems,
most notably kinetic formulations.

Some of the ideas of shock wave theory have been
applied to Hamilton–Jacobi equations and to
motion by mean curvature, with applications to
front propagation problems and ‘‘computer vision.’’

Stronger Singularities: Blow-Up Patterns

The amplitude of a solution may also grow without
bound. Examples include optical pulse propagation
in Kerr media and singularities in general relativity.
The phenomenon is common when reaction terms
are allowed. As we now explain, this phenomenon is
reducible to SH theory in many cases of interest.

Blow-up singularities are usually not governed by
the characteristic speeds defined by the principal
part, because top-order derivatives are balanced by
lower-order terms. In many applications, a systema-
tic process (Fuchsian reduction) enables one to
identify the correct model near blow-up; as a result,

one can write the solution as the sum of a singular
part, known in closed form, and a regular part. If
the singularity locus is represented by t = 0, the
regular part solves a renormalized equation of the
typical form

tMuþ Au ¼ t"N ½14�

where Mu = 0 is SH. Under natural conditions, for
any initial condition u0 such that Au0 = 0, there is a
unique solution of eqn [14] defined for small t.

The upshot is an asymptotic representation of
solutions which renders the same services as an
exact solution, and is valid precisely where numeri-
cal computation breaks down.

Fuchsian reduction enables one in particular to
study (1) the blow-up time; (2) how the singularity
locus varies when Cauchy data, prescribed in the
smooth region, are varied; and (3) expressions which
remain finite at blow-up. It is the only known general
procedure for constructing analytically singular
spacetimes involving arbitrary functions, rather than
arbitrary parameters, and is therefore relevant to the
search for alternatives to the big bang.

Examples and Applications

Wave Equation with Variable Coefficients

Consider the equation

@ttuþ 2ajðxÞ@jtu� ajkðxÞ@jku ¼ f ðt; x; u;ruÞ

with (ajk) positive definite. Letting v = (v0, . . . ,
vnþ1) := (u, @ju, @tu), we find the system

@tv0 ¼ vnþ1

@tvk � @kvnþ1 ¼ 0

@tvnþ1 þ 2ak@kvnþ1 � ajk@kvj ¼ f

It is symmetrizable, using the quadratic form
�ABvAvB = v2

0 þ ajkvjvk þ v2
nþ1.

One proves directly that, if vj = @jv0 for t = 0, this
relation remains true for all t.

Maxwell’s Equations

Maxwell’s equations may be split into six evolution
equations: @tE� curl Bþ j = 0 and @tBþ curl E = 0,
and two ‘‘constraints’’ div E� 
= 0, div B = 0. The
system of evolution equations is already in sym-
metric form; the quadratic form �ABuAuB is here
jEj2 þ jBj2.
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Compressible Fluids

Consider first the case of a polytropic gas:

@tvþ ðv 	 rÞvþ 
�1rp ¼ 0

@t
þ divð
vÞ ¼ 0
½15�

with p proportional to 
	. Taking (p, v) as
unknowns, one readily finds the SH system

1

	p
@tpþ

1

	p
ðv 	 rÞpþ div v ¼ 0 ½16�


@tvþrpþ 
ðv 	 rÞv ¼ 0 ½17�

Symmetrization for more general compressible
fluids with dissipation, including bulk viscosity, so
as to satisfy the additional condition [5] may be
achieved if we take as thermodynamic variables 

and T, and assume pressure p and internal energy "
satisfy @p=@
 > 0 and @"=@T > 0, by taking as
unknowns (
, 
v, 
("þ jvj2=2)). The specific entropy
s satisfies d"= Tds� pd(1=
). If the viscosity and
heat conduction coefficients are positive, one finds
that U = �
s is a convex entropy (in the sense of SH
theory) on the set where 
 > 0, T > 0.

Einstein’s Equations

The computation of solutions of Einstein’s equations
over long times, in particular in the study of
coalescence of binary stars, has recently led to
unexplained difficulties in the standard Arnowitt–
Deser–Misner (ADM) formulation of the initial-
value problem in general relativity. One way to
tackle these difficulties is to rewrite the field
equations in SH form; we focus on this particular
aspect of recent research.

Recall the problem: find a four-dimensional
metric gab with Lorentzian signature, such that
Rab � 1

2 Rgab =�Tab, with raTab = 0, combined
with an equation of state if necessary. Rab is the
Ricci tensor and R = gabRab is the scalar curvature;
they depend on derivatives of the metric up to order 2.
In addition to the metric, Tab involves physical
quantities such as fluid 4-velocity or an electro-
magnetic field. The conservation laws of classical
mathematical physics are all contained in the
relation raTab = 0.

Now, the field equations cannot be solved for
@2

t gab, and, as a consequence, the Taylor series of gab

with respect to time cannot be determined, even
formally, from the values of gab and @tgab for t = 0
(i.e., the Cauchy data). Furthermore, these data
must satisfy four constraint equations. If the
constraints are satisfied initially, they ‘‘propagate.’’
But in numerical computation, these constraints are

never exactly satisfied, and the computed solution
may deviate considerably from the exact solution.
Also, numerical computations depend heavily on the
way Einstein’s equations are formulated.

The simplest way to derive a SH system is to
replace Rab by R(h)

ab = Rab � 1
2 [gbc@aF

c þ gac@bFc],
where Fc:= gab�c

ab. It turns out that R(h)
ab =

� 1
2 gcd@cdgab þHab(g, @g), where the expression of

Hab is immaterial. Applying to each component of
the metric the treatment of the first example above
(wave equation with variable coefficients), one
easily derives an SH system of 50 equations for 50
unknowns: the ten independent components of the
metric, and their 40 first-order derivatives. Now, if
the �c are initially zero (coordinates are ‘‘harmo-
nic’’), they remain so at later times.

Unfortunately, the harmonic coordinate condition
does not seem to be stable in the large. More recent
formulations start with one of the standard setups
(ADM formalism, conformal equations, tetrad
formalism, Newman–Penrose formalism) and pro-
ceed by adding combinations of the constraints to
the equations, multiplied by parameters adjusted so
as to ensure hyperbolicity or symmetric–hyperboli-
city if needed. Another recent idea is to add a new
unknown � which monitors the failure of the
constraint equations; one adds to the equations a
new relation of the form @t�=�C� ��, where
C = 0 is equivalent to the constraints, and � and �
are parameters. One then adds coupling terms to
make the extended system SH. It is expected that the
set of constraints acts as an attractor.

Reported computations indicate that these meth-
ods have resulted in an improvement of the time
over which numerical computations are valid.

Tricomi’s Equation

Let ’(x, y) solve (y@2
x � @2

y )’= 0. Letting u =
e��x(@x’, @y’), one finds a symmetric system Lu = 0,
with

L ¼ y 0
0 1

� �
ð@x þ �Þ �

0 1
1 0

� �
@y

If

Z ¼ 1 y
1 1

� �

we find that K = ZL = A1@x þ A2@y þ B, where

B� 1
2 ð@xA1 þ @yA

2Þ ¼
1
2þ �y �y
�y �

� �

is positive definite if y is bounded, of arbitrary sign,
and � is small.
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Cauchy–Kowalewska Systems

Consider a complex system

@tu ¼ Ajðz; t; uÞ @u

@zj
þ Bðz; t; uÞ ½18�

where u = (uA), z = (z1, . . . , zn). The coefficients are
analytic in their arguments when z and t are close to
the origin and u is bounded by some constant K.
The Cauchy–Kowalewska theorem ensures that, for
any analytic initial condition near the origin, this
system has a unique analytic solution near z = 0,
even without any symmetry assumption on the Aj.
This result is a consequence of SH theory
(Garabedian).

Indeed, write zj = xj þ iyj, @zj = (1=2)(@xj � i@yj), and
@�zj

= (1=2)(@xj þ i@yj). Recall that analytic functions
of z satisfy the Cauchy–Riemann equations @�zj

u = 0.
Adding (�Aj)T@�zj

to [18], and using the definition of
@zj and @�zj

, we find the symmetric system

ut ¼
1

2
ðAj þ ð�AjÞTÞ@xju

þ 1

2i
ðAj � ð�AjÞTÞ@yjuþ B ½19�

Solving this system, we find a candidate u for a
solution of eqn [18]. To show that u is analytic if the
data are, we solve a second SH system for
w = w(j):= @�zj

u. If the data are analytic, w vanishes
initially, and therefore remains zero for all t.
Therefore, u is indeed analytic.

See also: Computational Methods in General Relativity:
The Theory; Einstein Equations: Initial Value
Formulation; Evolution Equations: Linear and Nonlinear;
Magnetohydrodynamics; Partial Differential Equations:
Some Examples; Semilinear Wave Equations; Shock

Wave Refinement of the Friedman–Robertson–Walker
Metric.
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Introduction: Spacetime Symmetries

Symmetries have played, and continue to play, an
important role in fundamental physics, but the part
they play is today seen as more complicated and
many-sided than it was in the early days of particle
physics, just after the Second World War. The area
in which symmetries have had their most dramatic
consequences is elementary particle physics, or

high-energy physics, and the majority of this article
is concerned with this subject. The article concludes
with some observations about symmetries and
conservation laws in general relativity.

In the early days, considerations of symmetry
were almost limited to Lorentz transformations: we
begin by reviewing this crucially important topic.
Invariance of the laws of nature under translations
in space and time are actually necessary for the
existence of science itself; if experiments did not
yield the same results today and tomorrow, and in
Paris and Moscow and on the Moon, then in effect
there would be no laws of nature. Almost as strong
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a statement could be made about invariance under
rotations; if space were not isotropic, experimental
results would depend on which direction the
apparatus was aligned in, and again any laws
would be extremely hard to find. Turning to the
question of motion, Newton and Galileo realized
that the laws of dynamics are the same in all inertial
frames in relative motion. In the Newton–Galileo
scheme, the rule for relating the space and time
coordinates of two frames of reference is (for
relative motion along the common x-axis)

x0 ¼ x� vt; t0 ¼ t ½1�

This principle of relativity was reaffirmed by
Einstein, but with the crucial modification that the
rules for relating coordinates in two frames are
given by Lorentz transformations, so that [1] is
replaced by

x0 ¼ �ðx� vtÞ; t0 ¼ � t � vx

c2

� �
½2�

Time is absolute in [1] but relative in [2]. Einstein
was of course motivated by the fact that Maxwell’s
equations are covariant under Lorentz transforma-
tions, but not under Newton–Galileo ones.

The above considerations reveal that the laws of
nature should be covariant under ten types of
transformation: three translations in space, one in
time, three parameters (angles) for rotations and
three velocities. These transformations together
form a group, the inhomogeneous Lorentz, or
Poincaré group. It is a nonabelian group whose ten
generators correspond to 4-momentum, angular
momentum, and Lorentz boosts. The seminal work
on the significance of this group in fundamental
physics is that of Wigner in 1939. Assuming that the
states of fundamental quantum systems (particles,
atoms, molecules) form the basis states for repre-
sentations of this group, these entities are described
by two quantities, mass and spin. Spin, moreover,
which was already familiar from earlier investiga-
tions in quantum physics, was described by the
rotation group (SU(2), which is homomorphic to
SO(3)) only for states with timelike momentum. For
photons, for example, with null momentum, spin is
described by the (noncompact) Euclidean group in
the plane, with the consequence that there are only
two polarization states for this massless particle.

Noether’s theorem provides the crucial link
between symmetries and conservation laws, via the
principle of least action. Noether showed that the
invariance of the action under a continuous
symmetry operation implied the existence of a
conserved quantity. The conserved quantities

corresponding to invariance under translation in
space and time are momentum and energy; con-
servation of angular momentum follows from
invariance under rotations and invariance under
Lorentz transformations gives rise to conservation
of motion of the center of mass.

Gauge Theories: Electromagnetism
and Yang–Mills Theories

A quantity whose conservation has been well known
for a long time is electric charge. The question may
then be asked: invariance under what symmetry
gives rise to conservation of electric charge? A
classical complex field has the Lagrangian density

L ¼ ð@��Þð@���Þ �m2��� ½3�

which is invariant under

�! expð�iQ �Þ� ½4�

� being the parameter for the transformation.
Noether’s theorem then yields conservation of Q,
interpreted as electric charge. With � a constant, as
above, the Lagrangian possesses a ‘‘global’’ symme-
try. This becomes a ‘‘local’’ symmetry when �
becomes space and time dependent, �(r, t) or
�(x�). In that case, however, the Lagrangian [3] is
no longer invariant under [4], because of the
derivative terms. To preserve invariance an extra
field A� must be introduced, so that [4] then
becomes

�! expð�iQ �ðx�ÞÞ�

A� ! A� þ
1

Q
@��

½5�

and the Lagrangian acquires extra terms, involving
A�. The field A� is called a gauge field and is
identified with the electromagnetic potential. The
transformation [5] is called a gauge transformation,
and since the phase factor exp (�iQ �) may be
regarded as a unitary 1� 1 matrix, we have here a
theory with U(1) gauge invariance, which describes
electromagnetism and conservation of charge.

The notion of isospin had been introduced by
Heisenberg in 1932. Isospin (then called isotopic
spin) was a vector-like quantity conserved in strong
(nuclear) interactions. Yang and Mills in 1954 made
the pioneering suggestion that isospin conservation
could also be recast as a gauge theory, by enlarging
the U(1) group of electromagnetism to SU(2)
(corresponding to rotations in ‘‘isospin space’’),
and at the same time treating the rotation angles as
functions of spacetime. Then, eqn [4] will change: if
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for example y is an isospinor field, then local
isospin rotations are given by

yðxÞ ! exp �i
t
2
� yðxÞ

n o
yðxÞ ¼ UðxÞyðxÞ ½6�

where t are the Pauli matrices: t=2 are the generators
of SU(2). The gauge field then has three components
Ai
�(i = 1, 2, 3) which may be written as a matrix

A� ¼ Ai
�

� i

2

transforming as

A� ! A0� ¼UðxÞA� U�1ðxÞ

� i

g
ð@� UðxÞÞU�1ðxÞ ½7�

where g is the coupling constant, analogous to
electric charge. The problem with this idea was that
the isospin gauge field, analogous to the photon in
electrodynamics, should, like the photon, be mass-
less and have polarization states �1 (commonly, but
inaccurately – see the work of Wigner (1939) – called
spin 1); whereas the Yukawa particle, identified as the
� meson, was massive and had spin 0, so could not act
as the isospin gauge field.

The Yang–Mills idea really came into its own
with the standard model (SM) of particle physics.
This (gauge) model has an invariance group SU(2)�
U(1)� SU(3), the first two groups corresponding to
electroweak interactions (a unification of weak
interactions and electromagnetism) and the final
SU(3) to quantum chromodynamics (QCD), the
gauge theory describing quark interactions, which
‘‘glues’’ them together to make hadrons – protons,
neutrons, pions, etc. This model is a dramatically
successful one. The QCD sector of the theory
requires essentially no further elaboration on the
Yang–Mills idea than replacing the group SU(2) by
SU(3). This is a straightforward matter of replacing
the generators t=2 of SU(2) with the eight generators
(3� 3 matrices) of SU(3). U(x) then also becomes a
3� 3 matrix. The three degrees of freedom are the
three quark ‘‘colors,’’ for which there is good
experimental evidence, and the gluons, the quanta
of the gauge fields, are indeed massless and have
good experimental support. In the electroweak
sector, however, the gauge fields, the W and Z
bosons, were found with the predicted masses of
80.3 and 91.2 GeV respectively (the proton mass, for
comparison, is 0.98 GeV). They are certainly not
massless, as the straightforward Yang–Mills theory
would require, and the explanation for this requires
the introduction of the concept of spontaneous
symmetry breaking.

Spontaneous Symmetry Breaking

The general idea of spontaneous symmetry breaking
is that the vacuum – the state of lowest energy – is
not invariant under the symmetry in question. A
simple and common illustration is a pencil balanced
vertically on its tip on a horizontal plane. The pencil
is in unstable equilibrium but the system has a
symmetry under rotations in the plane about the
axis coincident with the pencil. Eventually, the
pencil will fall into its lowest-energy state (vacuum),
lying on the table in some direction – and the
rotational symmetry is then lost. In fact, under
rotations the actual lowest-energy (vacuum) state
will be changed into another such state. There is a
degenerate vacuum.

A similar scenario may be constructed in a
complex scalar field theory. Consider such a theory
with a Lagrangian given by

L ¼ ð@��Þð@���Þ �m2���� �ð���Þ2 ½8�

that is, with a potential energy function given by

Vð�; ��Þ ¼ m2���þ �ð���Þ2 ½9�

where m is the mass of the field (quantum) and � is the
coupling of its self-interaction. The ground state is
obtained by minimizing V, hence @V=@�= 0, giving
(assuming that m2 > 0) a minimum at �=��= 0.
If, however, m2 < 0, there is a local maximum at
�= 0 and a minimum at j�j2 =�m2=2� > 0. In
quantum theory language, the vacuum expectation
value <0j�j0> of the field is nonzero. Goldstone
showed that this implied the presence of a massless
scalar particle – a Goldstone boson. There was some
interest in this result in particle physics, where the
hypothesis of ‘‘partial conservation of the axial vector
current’’ (PCAC) might result in a Goldstone boson
that could be identified with the pion; although not
massless, the pion is the lightest hadron, so ‘‘almost’’
massless.

Higgs analyzed what happens to the Goldstone
model if electromagnetism is included. The Lagran-
gian [8] is invariant under the global transformation
[4], but if this is made local, as in [5], a gauge field
must be introduced and it is found that the massless
Goldstone boson disappears and the massless gauge
field (photon) becomes massive. Thus, spontaneous
symmetry breaking of a gauge theory results in the
appearance of a massive, rather than massless, gauge
particle. (It is relevant to remark that a massless
photon possesses two polarization states, but a
massive one possesses three, so the number of spin-
polarization states is preserved – the massless
photon ‘‘eats’’ the Goldstone boson and becomes
massive.) The Higgs model was generalized to the

168 Symmetries and Conservation Laws



case of a nonabelian symmetry group by Guralnik,
Hagen, and Kibble and invoked by Weinberg in his
1971 model for the electroweak interaction in which
the gauge quanta were massive.

Higgs’ work was motivated by the theory of
superconductivity, where the Meissner effect (expul-
sion of magnetic flux from a superconductor), when
relativistic, implies that the effective mass of a
photon in a superconductor is nonzero – this is,
the ‘‘reason’’ that the flux does not penetrate. In the
theory of Bardeen, Cooper, and Schrieffer (BCS), a
superconductor is described by an effective scalar
field, a composite of electron pairs (though paired in
momentum space rather than coordinate space), and
this provides a physical analogy with the model
above. The SM of particle physics postulates a Higgs
scalar field analogous to the BCS composite scalar
field. If this field exists, Higgs particles should also
exist, but they have not yet been found. This is an
outstanding problem for the SM.

Baryon and Lepton Numbers

The fact that the proton p does not decay into
positron plus photon, eþ þ �, or muon plus photon,
�þ þ �, implies a conservation law of baryon
number B (the proton possessing B = 1 and the
others B = 0). Furthermore, the stability of �� and
t� against decay into e� þ � implies conservation of
lepton numbers Le, L�, and Lt. These are regarded
as global, not local, symmetries, so there are no
associated gauge fields or interactions. Interestingly,
however, these symmetries are not built into the SM,
so are not guaranteed by it. More interestingly, these
symmetries are actually destroyed in one attempt to
go beyond the SM. This is the hypothesis that QCD
may be unified with electroweak interactions to
produce a ‘‘grand unified’’ theory (GUT). The
simplest GUT is the one in which the SU(2)� U(1)�
SU(3) symmetry is assumed to be a subgroup of the
much tighter symmetry SU(5), and in that theory the
proton is unstable:

p! eþ þ �0 ½10�

The predicted lifetime is 1030�1 years, while a recent
estimate of the lifetime for this decay mode is >
5� 1032 years. It may be that GUTs do not exist in
nature, but since the decay [10] violates conserva-
tion of the quantities B and Le, even entertaining the
idea that the decay might take place begs the
question, ‘‘are these conservation laws sacrosanct?’’

Another recent development which leads to the
same question is the subject of neutrino oscillations.
A strong motivation for this is the solar neutrino

problem; this is the problem that the number of
electron neutrinos detected on Earth, originating in
the Sun, is less than the number predicted, by a
factor close to 3. The mismatch could be at least
partly, and perhaps completely, explained if electron
neutrinos ‘‘oscillated’’ into muon and/or tau neutri-
nos on their passage from the Sun to the Earth, since
the reaction which detects the neutrinos on Earth is
sensitive only to electron neutrinos, and not to the
other species. But oscillation is only permitted if
Le, L�, and Lt are not separately conserved quan-
tities. Oscillation can also only take place if the
masses of the different neutrinos are different – the
oscillation rate depends on �m2 – hence not all
the neutrinos may be massless.

Discrete Symmetries

Ever since parity violation was discovered in weak
interactions (nuclear beta decay) by Wu in 1957, the
whole subject of discrete symmetries has presented
problems which are still not resolved. The symme-
tries in question are

P (space inversion): (x, y, z)! (�x, �y, �z)
T (time reversal): t!�t
C (particle–antiparticle conjugation): particle$

antiparticle

Are the laws of physics invariant under these
operations? The Wu experiment revealed that weak
interactions are not invariant under P, but what
about other interactions and other operations? In
this context, the CPT theorem is highly important.
According to this theorem (based on very general
assumptions), all laws of nature must be invariant
under the combined operation CPT, so that, for
example, the fact that weak interactions are not
invariant under P means that they are not invariant
under the product CT either.

The violation of P invariance in beta decay was
soon related to the fact that the neutrino involved
(the electron neutrino – or, to be precise, antineu-
trino) was massless. Spin-1/2 particles like the
electron and neutrino obey the Dirac equation,
which may be written out as a pair of coupled
equations for left- and right-handed states. In the
case m = 0, however, these equations decouple so it
is possible to have a massless spin-1/2 particle which
is either left-handed or right-handed. Any interac-
tion involving this particle would automatically
violate parity (which turns a left-handed state into
a right-handed one). Experiments have verified that
the neutrino is indeed left-handed. The SM incorpo-
rates this in the sense that the left-handed electron
e�L and the electron neutrino �e are assigned to a
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weak isospin SU(2) doublet, while the right-handed
electron e�R transforms as a singlet. A similar
pattern is repeated for the � and t particles and
their neutrinos. The phenomenon of neutrino oscil-
lations, on the other hand, does not allow all the
neutrino states also to be purely left-handed (since
they cannot be massless). This poses a potential
problem for the SM.

For a few years after 1957 it was believed that beta
decay violated C as well as P, but conserved the
product CP; and indeed that all weak interactions
were CP invariant. In 1964, however, it was found
that there is a small element of CP violation in K0

decay. CP-violating effects are also expected in B0

decays. The physical origin of CP violation is still not
understood, but its importance is that it implies T
violation, so that in (at least some) weak interactions,
there is an ‘‘arrow of time’’ on the subnuclear scale.
(Such an arrow of time is, of course, familiar in
thermodynamics.) This is used in a cosmological
context to explain baryon–antibaryon asymmetry in
the Universe.

Baryon–Antibaryon Asymmetry

In the standard model of cosmology it is shown that
applying the known laws of physics to the early
Universe (the first few minutes) leads to the
conclusion that at an age of 226 s nuclear fusion
reactions took place resulting in a mixture of 74%
protons and 26% 	 particles, so that, hundreds of
thousands of years later, when galactic condensation
took place, it would involve precisely this admixture
of hydrogen and helium gases. Just this amount of
helium has been found in the Sun, giving great
confidence to the ‘‘big bang’’ model. Assuming that
at extremely small times the baryon number of the
Universe was zero, B = 0, and assuming also (a big
assumption, but one nevertheless made by cosmol-
ogists) that the Universe is made of matter and not
antimatter, we may then ask, why is this – where
has the antimatter gone?

Surprisingly, this question was addressed as early
as 1966 by Sakharov, who showed that, starting
with an initial state with B = 0, it would be possible
to reach a state with B 6¼ 0 as long as three
conditions obtained: B violating interactions, CP
and C violating interactions, and lack of thermal
equilibrium. GUTs and ordinary weak interactions
already provide possibilities for the first two of these
conditions. Breakdown of thermal equilibrium will
be expected to occur as the Universe expands.
When the particle density is high, reactions such as
pþ �p! � þ � will ensure an equal population of
baryons and antibaryons, even in the presence of B

violating interactions, but as the density increases
and this reaction rate becomes less than the
expansion rate, thermal equilibrium can no longer
be maintained. Thus, GUTs offer an explanation of
why there is no antimatter in the Universe. It might
be thought that this sort of explanation is implau-
sible, since the B-violating and CP-violating forces
are so weak, but actually this is not a problem, since
the ratio of baryon number to photon number in the
Universe is of the order NB=N� 	 10�9; so we may
conjure up a scenario in which the B and CP
violating forces give rise to a volume of space in
which there are, say, 109 antibaryons, 109 þ 1
baryons and approximately the same number of
photons. Then, all the antibaryons become annihi-
lated leaving one baryon and 109 photons – as
observed.

A recent development in the area of discrete
symmetries has been the suggestion by Kostelecky
and coworkers that there might exist spontaneous
violation of CPT and Lorentz symmetry.

Topological Charges

Conserved quantities of a quite different type have
received a lot of attention in recent decades. Their
conservation is a consequence of nontrivial bound-
ary conditions for the fields. A famous example is
the sine-Gordon ‘‘kink.’’ The sine-Gordon equation

@2�

@t2
� @

2�

@x2
þ 1

b2
sinðb�Þ ¼ 0 ½11�

describes a scalar field in one space and one time
dimension. It is a nonlinear equation which pos-
sesses, among others, the interesting solution

f ð
Þ¼ 4

b
arctan exp½�ð�=pbÞ
�

where 
= x� vt and �= (1� v2)�1=2. This corre-
sponds to a solitary wave which moves, preserving
its shape and size – in distinction to usual waves,
which spread out and dissipate. Waves of this type
are called solitons, and solitons have in fact been
observed moving along canals. In this case, they are
solutions to the Korteveg de Vries equation. Equa-
tion [11] clearly possesses the constant solutions

� ¼ 2�n

b
; n ¼ 0;�1;�2; . . .

which, it may be shown, all have zero energy. We
may then construct a solution of the above type, but
with n = 0 as x! �1 and n = N as x! þ1. This
so-called ‘‘kink’’ solution has finite energy and is not
continuously deformable into a solution with n = 0
everywhere, since this would involve overcoming an
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infinite energy barrier. The ‘‘kink number’’ may be
characterized as a charge: defining the current

J� ¼ b

2�
"��@��

with "�� the totally antisymmetric symbol, it is clear
that this is identically conserved, @�J� = 0. This is a
consequence of the definition of "��; it is not a
consequence of invariance of the sine-Gordon
Lagrangian under a symmetry operation, so the
current J� is not a Noether current. The associated
conserved charge is

Q ¼
Z

J0 dx ¼ b

2�

Z
@�

@x
dx

¼ b

2�
½�ð1Þ � �ð�1Þ� ¼ N

Models of the above type may be written down in
a spacetime with more than two dimensions. In that
case the above solution depends only on one
coordinate, so represents an infinite planar ‘‘domain
wall,’’ on the two sides of which the field assumes
different values. Such domain walls, as well as
‘‘cosmic strings,’’ are considered as serious possibi-
lities in cosmology.

Nonabelian gauge theories and the sigma model
also provide a fertile ground for topological excita-
tions – field configurations which for topological
reasons do not decay. Gauge theories with sponta-
neous symmetry breaking have two-dimensional
solutions corresponding to vortex lines and three-
dimensional solutions corresponding to magnetic
monopoles. In spacetime (3þ 1 dimensions), there
is a solution to the gauge field equations, with no
spontaneous symmetry breaking, corresponding to
an ‘‘instanton,’’ a finite-energy field configuration,
localized in time as well as in space (hence the name).
The gauge group here is SU(2), whose group space is
S3. Spacetime is ‘‘Euclideanized’’ into R4, whose
boundary is then S3. Asymptotic field configurations
may then be characterized by mappings of S3 in field
space into S3 in parameter space, and since the third
homotopy group of S3 is nontrivial, �3(S3) = Z, these
field configurations belong to different classes and
are not deformable into each other. These define
‘‘degenerate vacua’’ of the gauge field equations. In
quantum theory, tunneling between these vacua is
allowed and ’t Hooft has shown how this may give
rise to deuteron decay d ! eþ þ ���. Other exam-
ples of topologically nontrivial configurations are
so-called sphalerons, which may also contribute to
baryon number violation in the early Universe, and
skyrmions, constructs in the nonlinear sigma model
which serve as a model for baryon number.

Supersymmetry

Supersymmetry is a fermion–boson symmetry, pos-
tulating that multiplets of fundamental particles
contain both fermions and bosons. Thus, for
example, since electrons exist there should also be
‘‘selectrons’’ – ‘‘scalar’’ electrons, with spin 0. There
should also be photinos, with spin 1/2, to take their
place alongside photons, and so on. If supersymme-
try were exact, these particles would have the same
mass as their partners and would have all been
found, but in fact none have yet been discovered, so
presumably supersymmetry is a broken symmetry.
The feature that makes supersymmetry attractive is
that it holds some promise for solving divergence
problems in quantum field theory, since the radia-
tive corrections from fermion and boson loops are
opposite in sign and may exactly cancel. Super-
symmetric models can also help to solve the
so-called hierarchy problem in quantum field theory.

If supersymmetry is made into a local symmetry,
rather than simply a global one, extra fields must be
introduced (as the photon field was introduced
above), and it turns out that one of these is a spin-2
field, which may be identified with the graviton.
Local supersymmetry thus becomes supergravity.

General Relativity

Symmetries and conservation laws take on new aspects
when general relativity is considered. Einstein’s field
equations relate the energy–momentum tensor of
matter (and radiation) to the Ricci tensor of spacetime.
The Ricci tensor has vanishing covariant divergence,
which means that the energy–momentum tensor
possesses the same property, but conservation of
energy and momentum requires that it is the ordinary
derivative, not the covariant one, of this tensor that
should vanish. It might be expected that this problem
could be alleviated by including the contribution of the
gravitational field itself in energy–momentum tensor.
This is quite reasonable, but then problems of
interpretation arise, since at any one point in a general
spacetime, a coordinate system might be found which
is inertial (this is the force of the equivalence principle),
corresponding to no gravitational field, and therefore
no energy. The usual procedure is to introduce an
energy–momentum ‘‘pseudotensor,’’ and to conclude
that energy in a gravitational field is not localizable.

The role of symmetries in general relativity is rather
different from its role in particle physics, which is set in
Minkowski spacetime. In a general spacetime there are
no symmetries, but many examples of particular
spacetimes with their own symmetries are now
known. The symmetry operations involved are
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isometries, with corresponding groups of motion (so
that the isometry group of Minkowski space is the
Poincaré group). These groups are an important
subject of study in cosmology; for example, there is a
classification of homogeneous cosmological models,
labeled according to the Bianchi classification.

See also: Cotangent Bundle Reduction; Effective Field
Theories; Electroweak Theory; General Relativity:
Overview; Infinite-Dimensional Hamiltonian Systems;
Noncommutative Geometry and the Standard Model;
Quantum Field Theory: A Brief Introduction;
Quasiperiodic Systems; Sine-Gordon Equation;
Supergravity; Symmetries in Quantum Field Theory of
Lower Spacetime dimensions; Symmetry and Symplectic
Reduction; Symmetry Classes in Random Matrix Theory;
Topological Defects and Their Homotopy Classification.
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Symmetries in Quantum Field Theory

Symmetries have proved to be one of the most
powerful concepts in quantum theory, and in
quantum field theory in particular. From the
beginnings of quantum mechanics, it is well known
that the presence of a symmetry allows one to
predict relations between different measurements, to
classify spectra (energy or other), and to understand
the Pauli exclusion principle, to name only a few
applications. Much more remarkably, in modern
relativistic quantum field theory, designed to
describe the interactions of elementary particles,
fundamental interactions have been found to be
induced by the principle of local gauge invariance.

One distinguishes spacetime symmetries (Poincaré
or conformal transformations), which change the
position and orientation of the system in space and
time, and internal symmetries, which preserve the
localization, acting on certain internal degrees of

freedom. The Coleman–Mandula (1967) theorem
states that internal and spacetime symmetries cannot
be mixed, in the sense that the generators of internal
symmetries must be Lorentz scalars, hence the total
group of symmetries factorizes into a direct product.
Supersymmetries are an exception of this theorem
because their generators do not form a Lie algebra,
and they were in fact designed to circumvent the
Coleman–Mandula theorem.

It is well known that the structure of symmetries
of quantum systems in low-dimensional spacetime
differs significantly from that in four-dimensional
spacetime. (‘‘Low’’ means in our context two or
three, depending on the type of charge localization,
c.f. below.) To name some examples:


 Two-dimensional quantum systems may have much
higher symmetries than four-dimensional ones:
– In two dimensions, there exist massive integr-

able models with infinitely many conservation
laws and factorizable scattering matrices (see
Integrability and Quantum Field Theory).
These models exhibit solitonic superselection
sectors, c.f. below.

– The conformal group of two-dimensional
spacetime is infinite dimensional, allowing for
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the exact computation of correlation functions
by the help of Ward identities (Belavin,
Polyakov, and Zamolodchikov 1984). Only
the finite-dimensional Möbius group, however,
is also a symmetry of the vacuum state.
Möbius covariance implies that the theory
contains two subtheories of chiral fields
defined on the light rays t � x = constant,
resp. t þ x = constant, and that these can be
extended to fields defined on a circle, by
adding a ‘‘point at infinity’’ to the light ray
(Lüscher and Mack 1976). One arrives thus at
one-dimensional chiral quantum field theories
on a circle, which will play an important role
in the discussion below.

� Continuous symmetries cannot be spontaneously
broken in two dimensions. The latter is true not
only for relativistic quantum field theory (Cole-
man 1973), but also in quantum statistical
mechanics (Mermin and Wagner 1966) where
it is responsible for the absence of ferromagnet-
ism (see Symmetry Breaking in Field Theory).
Spontaneous symmetry breakdown requires
long-range order which is overcome by thermal
fluctuations down to zero temperature, because
these diverge logarithmically (in the thermody-
namical limit) in two dimensions. This theorem
thus illustrates how the spacetime dimension-
dependent size of phase space has an effect on
internal symmetries of quantum systems. A
detailed mathematical analysis of the balance
between phase space (thermal fluctuations) and
long-range order (symmetry breakdown) has
been given in a recent discussion of the Gold-
stone theorem (Buchholz, Doplicher, Longo and
Roberts 1992).
� The Coleman–Mandula theorem, excluding a

mixing between internal and spacetime symme-
tries (see above), is valid only in higher
dimensions.

In more recent times, it has become apparent that
low-dimensional quantum systems do not only
admit more symmetries, but they may exhibit
internal symmetries of an entirely new type, not
describable by groups of transformations. In this
article, we shall focus on the various ways in which
the new symmetries can arise, and how they can be
understood. In order to properly appreciate these
issues, let us first recall some basic symmetry
concepts in the conventional case.

In the traditional setting, symmetries arise in the
form of groups of transformations of the quantum
system which leave observable quantities (e.g.,
vacuum expectation values and correlation

functions) invariant. The symmetries form a group
of �-automorphisms of the algebra of fields:

�gð�1�2Þ ¼ �gð�1Þ�gð�2Þ
�gð�Þ
� �� ¼ �gð��Þ
�g1

�g2
¼ �g1g2

½1�

(typically given by linear transformations of field
multiplets). In the strongest case, the automorphisms
are implemented by unitary operators on the state
space

UðgÞ�UðgÞ� ¼ �gð�Þ ½2�

The implementers form a representation of the
group of automorphisms,

Uðg1ÞUðg2Þ ¼ Uðg1g2Þ ½3�

and there is an invariant vector state (a ground state,
or the vacuum state in relativistic quantum field
theory),

UðgÞ� ¼ � ½4�

However, depending on the dynamics of the
quantum system, these relations cannot always be
fully realized. One therefore considers several
weaker or more general notions of symmetries
relevant in four dimensions:

� Spontaneously broken symmetries. The transfor-
mations are given as automorphisms of an
algebra, but which are not unitarily implemented
in a given irreducible representation of the
algebra. Invariant pure states do not exist.
� Projective representations. The symmetries are

unitarily implemented, but the implementers fail
to satisfy the group law [3]. They give rise to ray
(projective) representations or representations of a
covering group. In particular, an invariant state
vector as in [4] cannot exist in an irreducible
representation.
� Infinitesimal symmetries. Lie algebras of infinite-

simal transformations, given as derivations of an
algebra, which cannot be integrated to finite
transformations. Derivations may or may not be
implemented in a given representation of the algebra
by commutators with self-adjoint generators.
� Supersymmetry. The infinitesimal transforma-

tions form a graded Lie algebra.
� Local gauge symmetries form an infinite-

dimensional group which are, however, not
realized as automorphisms of the quantum alge-
bra. Quantization of classical gauge interactions
usually proceeds by breaking the gauge invariance
in some way and restoring it at a later stage.
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The Connection between Symmetry
and Superselection Sectors

It is often convenient to describe a model in terms of
localized fields which do not represent an observable
(in the sense of quantum mechanics that an operator
corresponds to some measurement prescription). For
example, Fermi fields which violate the principle of
causality because they anticommute with each other
at spacelike distance rather than commute are not
observables. Only fields which are quadratic in the
Fermi fields (densities of charge, current, energy) are
observables. This means that an internal symmetry
is used in order to distinguish the observables as
those operators which are invariant under the
symmetry: in the example, the symmetry transfor-
mation multiplies each Fermi field by �1 (by the
spin-statistics theorem, this transformation coincides
with the univalence of the Lorentz group). We
characterize this situation by writing

AðOÞ ¼ FðOÞG ½5�

where A(O) and F(O) stand for the algebras of
observables and fields localized in some spacetime
region O, respectively, G is the internal symmetry
group acting by automorphisms on each F(O)
without affecting the localization, and F(O)G � {a 2
F(O),�g(a) = a for all g 2 G} denotes the subalgebra
of invariants. The internal symmetry group G which
distinguishes the observables according to [5] is
usually called the ‘‘(global) gauge group.’’

If the gauge symmetry G is unbroken in the
vacuum state, then there is a well-known connec-
tion between symmetry and superselection rules
(see Symmetries and Conservation Laws): namely,
the observables act reducibly on the vacuum
Hilbert space representation of F because they
commute with the unitary operators which imple-
ment the symmetry (or with their infinitesimal
generators, usually called charges). As a conse-
quence, the validity of the superposition principle is
restricted because two eigenstates of different
eigenvalues of the charges cannot exhibit interfer-
ence. In other words, they belong to different
superselection sectors. Wick, Wightman, and
Wigner (1952) were the first to point out this
relation. We therefore call this scenario the ‘‘WWW
scenario’’ for brevity.

In the WWW scenario, the decomposition of the
Hilbert space is determined by the central decom-
position of the internal symmetry group (the
eigenvalues of the Casimir operators). In this way,
the superselection sectors are in one-to-one corre-
spondence with the irreducible representations of
the internal symmetry group.

Superselection sectors of two-dimensional models
do not follow this scheme expected by the WWW
scenario (see below). This was most strikingly
demonstrated through the classification of the
unitary highest-weight representations of the
Virasoro algebra (Friedan, Qiu, and Shenker)
which is nothing other than the classification of the
superselection sectors of the observable algebra
generated by the chiral stress–energy tensor, and
through the determination of their fusion rules by
Belavin, Polyakov, and Zamolodchikov (1984).

In two dimensions, one is therefore lacking a
compelling a priori ansatz, like the WWW scenario,
for describing the system in terms of auxiliary
nonobservable charged fields. At this point, one
may argue that from an operational point of view, a
quantum field theory, and in particular its symme-
tries, should be understood entirely in terms of its
observables. (This viewpoint is emphasized in the
algebraic approach to QFT, see Algebraic Approach
to Quantum Field Theory.) We shall therefore now
ask the opposite question: suppose we are given an
algebra A of local observables (without knowledge
of a field algebra and its gauge group). We define
the superselection sectors intrinsically as (the unitary
equivalence classes of) the positive-energy represen-
tations of A. Then the question is: do these sectors
arise through a WWW scenario from some field
algebra and a gauge symmetry, and if so, can the
latter be reconstructed from the given observables
alone?

The answer in four dimensions is positive, thanks
to a deep result due to Doplicher and Roberts
(1990). Let us sketch the line of reasoning leading to
this result in some detail, because it shows how the
connection between (global) gauge symmetry on the
one hand and spacetime geometry on the other hand
emerges through the principle of causality (locality)
of relativistic quantum field theory, and because it
makes apparent what is different in low-dimensional
spacetime.

The analysis is based on the general structure
theory of superselection sectors due to Doplicher,
Haag, and Roberts (DHR, 1971). The latter starts
with a selection criterion invoking the concept of a
localized charge: a superselection sector which by
measurements within the causal complement of
some spacetime region O cannot be distinguished
from the vacuum sector. The heuristic idea is, of
course, that the sector is obtained from the vacuum
sector by placing some charge in the region O (e.g.,
by the application of a localized charged field
operator to the vacuum vector).

It has been shown (Buchholz and Fredenhagen
1982) that positive-energy representations of

174 Symmetries in Quantum Field Theory of Lower Spacetime Dimensions



massive theories always satisfy this selection criter-
ion with a localization region O of the form of a
narrow cone extending in spacelike direction. (In
massless theories with long-range interactions, such
as QED, the situation is more complicated because
the charge creates an electric field whose flux at
infinity does not vanish (Gauss’ law) and is not
Lorentz invariant.) DHR assume that the localiza-
tion region is even compact, and can be chosen
arbitrarily within the unitary equivalence class of the
representation.

Exploiting a strong version of locality (Haag
duality) for the vacuum representation of the
observables, DHR proceed to define an associative
composition (or fusion) law for positive-energy
representations. This law is commutative only up
to unitary equivalence. The crucial point is that the
unitary intertwiner establishing this equivalence (the
statistics operator) can be chosen in a unique way
provided any pair of spacelike disconnected locali-
zation regions can be continuously deformed into
any other such pair.

This point marks the separation between high and
low dimensions. In two dimensions, in each pair of
spacelike disconnected regions, one region is to the
left of the other, thus distinguishing the pair
(O1, O2) from (O2, O1). Consequently, they cannot
be deformed into each other, and there arise two
statistics operators. The same holds in three dimen-
sions when the localization regions are spacelike
cones, and O1, O2 are taken within (the causal
complement of) some larger spacelike cone. If the
spacetime dimension is at least 4, or if in three
dimensions the localization regions are compact,
then the statistics operator is unique and, as a
consequence, coincides with its inverse.

The (non-)uniqueness of the statistics operator has
far-reaching consequences concerning our original
question about the underlying gauge symmetry.
Namely, the DHR analysis proceeds to show that
the set of positive-energy representations equipped
with the composition law, and the linear spaces of
inertwiners between different representations,
together form the mathematical structure of a C�

tensor category. The statistics operators which are
distinguished intertwiners give additional structure
to this category: this structure is called a (permuta-
tion) symmetry if the statistics operators coincide
with their inverse, and it is called a braiding
otherwise. (It gives rise to a representation of the
permutation group or the braid group, respectively.)
In other words, the spacetime topology, through the
intervention of the uniqueness of the statistics
operator, causes the tensor category to be symmetric
in high dimensions, and braided in low dimensions.

At a more elementary level, one may think of
statistics operators as reflecting commutation rela-
tions between the searched-for charged fields. Mak-
ing an ansatz for the commutation relations at
spacelike separation, essentially the same topological
argument as before implies, together with Poincaré
invariance, that the coefficients appearing in this
relation should form a representation of the permu-
tation group, or of the braid group, respectively. The
DHR approach, however, is entirely intrinsic,
avoiding any a priori assumption of charged fields.

The duality theorem due to Doplicher and
Roberts (1990) now states that every symmetric C�

tensor category (with some further qualifications
valid in the DHR setting) is isomorphic to the
category of unitary representations of a compact
group, in which the composition law is the tensor
product and the (permutation) symmetry is the
natural one. Moreover, the category uniquely
determines the group, and by a crossed product
construction (an action of the category on the
algebra A) one reconstructs a field algebra F such
that [5] holds. If fermionic sectors are present, then
there is some arbitrariness in the commutation
relations among the corresponding fermionic fields,
which can be exploited to produce the normal
commutation relations (fermionic fields anticom-
mute among each other, and bosonic fields commute
with any field at spacelike separation). This fixes the
field algebra F up to unitary equivalence. The
conclusion is that the WWW scenario is the most
general in four dimensions (apart from the reserva-
tions due to long-range forces, see above).

Generalized Symmetries in Low
Dimensions

In view of the success of this program in four
dimensions and the advantage of the WWW
scenario for model building, the obvious challenge
is to search for an analogous understanding of
superselection sectors (charges) in low dimensions in
terms of an algebra of charged fields and a gauge
symmetry distinguishing the observables. This gauge
symmetry cannot, in general, be a group for several
reasons:

� As stated before, the tensor category of super-
selection sectors possesses only a braiding, rather
than a (permutation) symmetry, hence the duality
theorem fails.
� One can associate a (statistical) dimension d� to

each superselection sector [�] which is multi-
plicative under the composition law (fusion), and
additive under direct sums. In a symmetric
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category, the dimensions are necessarily positive
integers. Indeed, in the WWW scenario, they
coincide with the naive dimension of the asso-
ciated representation of the gauge group. But in
the low-dimensional models, the dimensions turn
out to be nonintegers in general.
� Moore and Seiberg (1988) have axiomatized the

superselection structure of chiral and two-
dimensional conformal field theories in terms
of a system of recoupling and braiding coeffi-
cients controlling the fusion of sectors and its
noncommutativity. (In fact, this system is
basically equivalent to the DHR category.) For
models such as SU(2) current algebras at level
k, these coefficients turn out to coincide with
the recoupling and braiding coefficients one can
associate with a quantum group deformation
(Drinfel’d 1986) of SU(2) with deformation
parameter q = �exp i�=k. Representations of
quantum groups (quasitriangular Hopf algebras,
see Hopf Algebras and q-Deformation Quantum
Groups) have a tensor product defined in terms
of a noncocommutative coproduct. Moreover,
they possess a quantum dimension which is a
q-deformation of an integer. The quantum
dimensions precisely match the statistical dimen-
sions of the superselection sectors. All this
strongly suggests that quantum groups appear as
generalized symmetries in two dimensions, at
least in a large class of models.

A natural testing ground for the search for
appropriate generalized symmetry concepts in low
dimensions is the abundance of models in chiral and
two-dimensional conformal QFT (see Two-
Dimensional Models). As mentioned before, confor-
mal symmetry in two dimensions has far-reaching
consequences, especially the existence of chiral quan-
tum fields which are defined on a one-dimensional
light ray. As a null direction in the two-dimensional
spacetime, this ray unites both the spacelike property
of carrying a causal structure, and the timelike
property that the generator of translations has positive
spectrum (energy). These two features together with
Möbius covariance are so powerful that they allow for
the exact construction of large classes of models. The
most elementary ones (minimal models) are
completely described by the chiral stress–energy
density field, that is, the local generator of the
conformal symmetry. Other models also contain
currents which are the local generators of internal
symmetries. These models exhibit many nontrivial
superselection structures, which illustrate the wide
range of possible deviations from higher-dimensional
QFT, and at the same time exhibit possible

approaches to appropriate symmetry concepts in
low dimensions.

Attempts to classify the possible algebraic struc-
tures of generalized internal symmetries in a model-
independent setting start from the idea that the
representation category of the internal symmetries of
a given model should be equivalent to the tensor
category of its superselection sectors. Several alge-
braic structures have been proposed as candidates,
complying with this idea. They all assume specific
modifications or deformations of eqns [1]–[5] above,
highly constrained by self-consistency. Among these
proposals are:

� quantum groups (see e.g., Fröhlich and Kerler
1993),
� weak quasiquantum groups (Mack and Schomerus

1992) and rational Hopf algebras (Fuchs et al.
1994),
� weak C� Hopf algebras (Rehren 1997, Böhm and

Szlachányi 1996) or quantum groupoids (Nik-
shych and Vainerman 1998), and
� braided groups (Majid 1991).

In several cases, the respective ‘‘symmetry alge-
bra’’ can be reconstructed from the tensor category
of superselection sectors, and a field algebra with
linear transformation behavior can be constructed
which contains the observables as invariant ele-
ments as in [5]. However, the situation is unsatis-
factory for various reasons. First, the class of QFT
models for which these constructions have been
performed is quite restricted (most constructions
work only for rational models, i.e., models with a
finite set of charges); second, the reconstructed
symmetry algebra is not unique and finally, the
constructed field algebras have features which
diverge significantly from the WWW scenario. For
example, it is not always warranted that the
quantum symmetries are consistent with the
�-structure, indispensable for Hilbert space positiv-
ity (a necessary prerequisite for the probability
interpretation of quantum theory). Moreover, typi-
cally there are global gauge transformations which
are implemented by localized field operators, thus
exhibiting a mixing of local and global concepts. It
also happens that this holds for elements in the
center of the symmetry algebra, which implies that
the field algebra is not local relative to its gauge
invariant elements, that is, the charged fields do not
commute with the gauge-invariant elements at
spacelike separation. In other constructions, the
field algebra is not associative, or there are no finite
field multiplets.

Historically, the first candidate for a ‘‘symmetry
algebra’’ compatible with braid group statistics has
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been the structure of a quantum group, as men-
tioned above. However, in physically interesting
models, the quantum group is not semisimple and
thus has too many (namely, indecomposable) repre-
sentations. Solutions to this problem have been:

1. A BRS approach in an indefinite-metric frame-
work (Hadjiivanov et al. 1991),

2. ‘‘Truncation,’’ that is, discarding the ‘‘unphysi-
cal’’ representations. Fröhlich and Kerler (1993)
have done this consistently in a categorical
framework. In fact, they have given a complete
classification of the possible braided tensor
categories generated by a single irreducible object
with statistical dimension d satisfying 1 < d < 2,
in terms of categories constructed from the
‘‘truncated’’ representations of Uq(sl2). Trunca-
tion can also be performed by dividing the
quantum group itself through the ideal which is
annihilated by all ‘‘physical’’ representations,
leading to a weak quasiquantum group (Mack
and Schomerus 1992).

3. Relaxing the axioms, thus admitting the more
general structures mentioned above.

All the above approaches assume a given general-
ized symmetry concept and show to what extent
field algebras complying with it can be constructed.
They thus concern nonobservable objects, and it is
no contradiction if different symmetry concepts can
be associated with the same observable data.

A more radical concept of global gauge symmetry,
applicable to the low-dimensional case, has been
developed by Longo and Rehren (1995). Its point of
departure is the notion of a conditional expectation,
which has the same abstract properties as a group
average. In the WWW scenario, the Haar measure
of the compact gauge group defines an average

� : F 3 � 7!
Z

d�ðgÞ�gð�Þ 2 A ½6�

which is a positive linear map respecting the
localization, and the observables are invariant,
�(a) = a. In fact, the observables are exactly the
image of this map, that is, [5] is equivalently
formulated, but without reference to the group
transformations, as

AðOÞ ¼ �ðFðOÞÞ ½7�

Turning to the observables A of a quantum field
theory in low dimensions, one looks for a quantum
field theory F, containing A and equipped with a
conditional expectation � such that [7] holds, and
which preserves the vaccum state. F may not satisfy
local commutativity, but it should be local relative

to the observables in the sense mentioned before. In
rational chiral CFT, such extensions can be classi-
fied (and indeed constructed) in terms of the super-
selection category of A, giving direct access to the
decomposition of the vacuum Hilbert space of F into
superselection sectors of A. The advantage here is
that no problems with Hilbert space structure can
arise (because the approach is entirely in terms of
operator algebras); a drawback is that in general F is
not unique, and nonvacuum representations of F
also have to be considered in order to generate all
sectors of A.

The method can be used to classify and construct
both nonlocal chiral extensions as candidates for
sector-generating field algebras for a theory A of
chiral observables, and local two-dimensional quan-
tum field theories containing two given chiral
subtheories, that is, observable algebras of two-
dimensional models (Kawahigashi and Longo 2004).
The chiral sector structure of the latter models is
described by a ‘‘modular invariant.’’ In many cases,
this means that their thermal partition functions are
invariant under the group PSL(2, Z) of modular
transformations of the temperature (see below).

At this point, another link between spacetime and
internal symmetries may be noted. The modular
theory of von Neumann algebras (see Tomita–
Takesaki Modular Theory) associates a one-para-
meter group of automorphisms (called the ‘‘modular
group’’) with a state and an algebra ‘‘in standard
position.’’ In quantum field theory, for the vacuum
state and an algebra of observables localized in
certain wedge regions of Minkowski spacetime, this
group can be identified with a boost subgroup of the
Lorentz group (Bisognano and Wichmann 1975).
Similarly, in chiral CFT on the circle, the modular
group associated with the observables in an interval
and the vacuum coincides with a subgroup of the
Möbius group. For nonlocal theories, there may be
an obstruction, however. On the other hand, if a
subalgebra is stable under the modular group of
some algebra, then there is a conditional expectation
from the larger algebra onto the smaller algebra.
Combining these general theorems, the Möbius
covariance of the inclusions A(O) � F(O) implies
the existence of a conditional expectation, that is,
the above generalization of the average over the
internal symmetry. Moreover, assuming a general-
ized notion of compactness (‘‘finite index’’) for the
generalized internal symmetry, the Bisognano–Wich-
mann property holds also for nonlocal theories
(Longo and Rehren 2004).

Of course, there is also a WWW scenario in chiral
theories, that is, one may restrict a local theory to its
invariants under some group of internal gauge
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symmetries (‘‘orbifold models’’). It then happens
that the invariants not only have the expected
superselection sectors in correspondence with the
representations of the gauge group, but in addition
‘‘twisted’’ sectors appear which, together with the
former, constitute a ‘‘quantum double’’ structure.
The twisted sectors arise by restriction of solitonic
sectors of the original theory, which are in one-to-one
correspondence with the elements of the gauge
group (Müger 2005). Solitonic sectors are localiz-
able with respect to two different vacua, and do
not admit an unrestricted composition law.
Special Issues

A particularly simple situation is the case of anyons,
that is, when all sectors have statistical dimension 1.
Then the sectors form an abelian group Ĝ under
fusion, and one can construct a WWW scenario with
global gauge group G the dual of Ĝ. The ensuing
quantum fields satisfy generalized commutation rela-
tions at spacelike separation, given by an abelian
representation of the braid group, where the coeffi-
cients can be arbitrary complex phases (responsible
for the name ‘‘anyons’’). However, it is known that
there can arise an obstruction, which enforces the
‘‘local’’ global gauge transformations (mentioned
before) to be present. In this case, the gauge
symmetry can also be described by a quasiquantum
group. It is noteworthy that free anyon fields have
been constructed in two-dimensional spacetime,
while in three dimensions there can be no (cone-)
localized massive anyon fields which are free in the
sense that they generate only single-particle states
from the vacuum (Mund 1998).

The charge structure of massive quantum field
theories in two dimensions is very different both
from that encountered in conformal quantum field
theories, and from the charge structure in high
dimensions. It has been observed long ago that, in
contrast to four dimensions, the strong locality
property (Haag duality) which is necessary to set
up the DHR analysis of superselection sectors, fails
for the algebra of invariants under an internal gauge
group in two dimensions. This algebraic feature can
be traced back to the fact that the causal comple-
ment of a point is disconnected in two dimensions,
or, in physical terms, that ‘‘a charge cannot be
transported around a detector’’ without passing
through its region of causal dependence. Müger
(1998) has shown that any algebra of observables
which satisfies Haag duality, cannot possess any
nontrivial DHR superselection sectors at all, and
that the only sectors which can exist are solitonic
sectors. This general result nicely complies with the
experience with integrable models, as mentioned
before.

There are also some results giving interesting
insight, which can be obtained intrinsically in terms
of the observables. One of them concerns ‘‘central’’
observables (generalized Casimir operators).

Casimir operators in the WWW scenario are
functions of the generators of the internal symmetry
which usually are integrals over densities belonging
to the field algebra F (Noether’s theorem). Since
they also commute with the generators, they can be
approximated by local observables, and are there-
fore defined in each representation of the latter. By
Schur’s lemma, they are multiples of the identity in
each irreducible sector. Since the eigenvalues of
Casimir operators distinguish the representations of
the gauge group, they also distinguish the sectors.

In chiral CFT extended to the circle (see above),
one can find global ‘‘charge measuring operators’’
Ci, one for each sector �i, in the center of the
observable algebra (Fredenhagen et al. 1992) which
have similar properties. They arise as a consequence
of an algebraic obstruction to define the charged
sectors on the circle, related to a nontrivial effect if a
charge is ‘‘transported once around the circle,’’ and
form an operator representation of the fusion rules
within the global algebra of observables. Under
rather natural conditions clarified by Kawahigashi,
Longo, and Müger (2001), the matrix of eigenvalues
�j(Ci) is nondegenerate, that is, the generalized
Casimir operators completely distinguish the super-
selection sectors. In this case, the superselection
category is a modular category (see Braided and
Modular Tensor Categories): the matrix with entries
d�j
�j(Ci) and the diagonal matrix with entries �j(U)

(where U is the Möbius rotation by 2�) are multi-
ples of the generators S and T of the ‘‘modular
group’’ PSL(2, Z), in a matrix representation labeled
by the superselection sectors of the chiral observa-
bles. The physical significance of this matrix
representation is that it relates thermal expectation
values for different values of the temperature (Cardy
1986, Kac and Peterson 1984, Verlinde 1988)

These examples, together with the failure of the
Coleman–Mandula theorem, may illustrate the
intricate relations among spacetime geometry, cov-
ariance, and internal symmetry (charge structure) in
low dimensions. In relativistic quantum field theory,
the link is provided by the principle of locality,
which ‘‘turns geometry into algebra.’’

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Braided and Modular
Tensor Categories; Hopf Algebras and q-Deformation
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Introduction

This article treats the most important results and
concepts relating to symmetry and conservation
laws in quantum field theory. It includes such results
as Wigner’s theorem, Goldstone’s theorem, the
Bisognano–Wichmann theorem, the quantum
Noether theorem, and the theorem on the existence
of gauge groups and a field net. It is written within
the framework of algebraic quantum field theory,
this being the simplest setting capable of expressing
all these concepts and results.

Symmetries come in many guises. They are to a
physical system what automorphisms are to a
mathematical theory. In fact, when a physical
system is described in mathematical terms, its
symmetries correspond to the automorphisms of
the mathematical structure and in particular form a
group, its symmetry group. The reader should bear
in mind this simple picture throughout its diverse
variations. Readers unfamiliar with the mathemati-
cal terminology should consult the appendix.
Elementary Quantum Mechanics

Before turning to quantum field theory, let us
comment on symmetries in elementary quantum
mechanics. These systems have the density matrices,
that is, positive operators of trace 1, on an infinite-
dimensional separable Hilbert space as states, the
self-adjoint operators as observables. The expecta-
tion value of the bounded observable A in the state
determined by � is given by tr �A. Having specified
the mathematical structure, the notion of symmetry
follows. With a suggestive notation, it is a pair of
mappings A 7! �A, � 7! ���1 such that

tr ���1�A ¼ tr �A

for all observables A and states �.
If we take � and A to be the projections onto C�

and C for unit vectors � and  , then the above
condition corresponds to the conservation of



transition probabilities j(�, )j2. This formed the
starting point for Wigner’s analysis, who concluded:

Theorem Every symmetry is of the form A 7!
UAU�1 and � 7! U�U�1, where U is a unitary or
antiunitary operator.

As could have been foreseen from the outset, this
simple result in no way distinguishes one elementary
quantum-mechanical system from another. A more
useful notion of symmetry results if the Hamiltonian
is reckoned as part of the information describing the
system and, therefore, has to be left invariant by a
symmetry. The operator U above must therefore
satisfy the condition UHU�1 = H and it commutes
with the Hamiltonian. As the Hamiltonian is the
generator of time translations, U is a constant of
motion. This is the genesis of the relation between
symmetries and conservation laws.

Quantum Field Theories

The simplest types of quantum field theories can be
described by von Neumann algebras A(O) depend-
ing on double cones O and subject to

O1 � O2 ) AðO1Þ � AðO2Þ

a structure referred to as the net of observables.
An alternative approach would be to use the

Wightman formalism. This would need a discussion
of pointlike fields and the domains of definition of
unbounded operators, thus complicating a general
exposition of symmetry.

Comparing this description of a quantum field
theory with that of an elementary quantum-
mechanical system, the net clearly substitutes obser-
vables but nothing has yet been said about states.
Since the set of double cones is directed under
inclusion, the union of the A(O) is a �-algebra A and
a state of our system is a state on this algebra.

Most states are of no physical relevance. A
characterization of the states of physical relevance,
even say to elementary particle physics, is not
known although some progress has been made.

The net structure is the hallmark of a field theory
and allows us to distinguish two important classes of
symmetries. An internal symmetry � satisfies the
condition

�ðAðOÞÞ ¼ AðOÞ

for all double cones O. By contrast, a spacetime
symmetry is an automorphism �L implementing a
Poincaré transformation L and hence satisfying the
condition

�LðAðOÞÞ ¼ AðLOÞ

for every double cone O. It is usually the case that
internal symmetries commute with spacetime
symmetries.

The state of prime relevance to elementary particle
physics is the vacuum state !0. The corresponding
Gelfand–Naimark–Segal (GNS) representation �0 is
called the vacuum representation. Now the vacuum
state of a quantum field theory is typically unique
and as such invariant under a symmetry of the system
!0�

�1 =!0.

Spacetime Symmetries

Since the vacuum state is invariant, we have a
unitary representation of the Poincaré group imple-
menting the spacetime symmetries in the vacuum
representation. To illustrate the role of representa-
tions up to a factor, we take instead the GNS
representation of a pure state corresponding to a
particle of half-integral spin. Here we need a unitary
representation of the covering group of the Poincaré
group, inhomogeneous SL(2, C) to implement the
symmetries. The situation for the subgroup of
rotations is the same.

The most important property of these representa-
tions is positivity of the energy. More precisely, in a
representation of relevance to elementary particle
physics such as the vacuum representation, the
generator P0 of time translations is a positive
operator P0 � 0. Expressed in a frame-independent
way, the spectrum of spacetime translations is
contained in the closed forward light cone. It is
one of the basic principles to be exploited in
applying quantum field theory to elementary particle
physics. Notice that the principle is no longer valid
for an equilibrium state.

A similar situation arises in conformal field
theory. Here the role of double cones in Minkowski
space is played by intervals on the circle and that of
the Poincaré group by the Möbius group on the
circle PSL(2, R). Again, the Möbius group cannot
always be unitarily implemented and conformal
invariance is defined via a continuous unitary
representation of its covering group. Most impor-
tantly, there is an analog of positivity of the energy.
The generator of rotations of the circle is a positive
operator.

A remarkable aspect of spacetime symmetries was
discovered by Bisognano and Wichmann in an
application of modular theory in the field-theoretical
context looking not at double cones but at wedges.
A wedge W is a Poincaré transform of the standard
wedge x1 > jx0j. They found that the modular
automorphisms of A(W) and the vacuum vector �0
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have a geometric significance. For the standard
wedge, they got the following result.

Theorem If the net is derived from Wightman
fields, the modular operator is e�2�K, where K is the
generator of boosts in the 1-direction and the
modular conjugation is ZR�, where � is the TCP-
operator, R is the rotation through � about the
1-axis, and Z is the unitary operator equal to 1 on
the Bose subspace and �i on the Fermi subspace.

The modular data for A(O) and �0 also admit a
geometric interpretation for the free massless scalar
field.

These facts enhance our understanding of space-
time symmetries. The ideas have meanwhile been
applied to curved spacetime to select a state with
vacuum-like properties using the principle of the
geometric action of the modular conjugation.

Gauge Symmetry

Gauge symmetries do not fit into our scheme in that
they act trivially on the observable algebra A. To
exhibit a gauge symmetry we need a larger net F
called the field net. The gauge group will be the
group of automorphisms of F leaving the subnet A
pointwise fixed and A the subnet of F of fixed
points under G. This has the merit of indicating the
mathematical framework for gauge symmetry but
otherwise begs important questions. A priori one
does not know what properties F should have nor
how it should be constructed.

The right approach is to understand what intrinsic
structure of A governs the existence of a nontrivial
gauge group. This brings us back to the states or
representations relevant to elementary particle phy-
sics. A condition for selecting some of these relevant
representations is that asymptotically they be like
the vacuum in spacelike directions. More precisely,
� must be unitarily equivalent to the vacuum
representation �0 on the spacelike complement of
every double cone.

The resulting theory of superselection sectors
hinges on the property of Haag duality that, for
each double cone O,

AðOÞ ¼ AðO0Þ0

where O0 denotes the spacelike complement of O. It
implies that every representation satisfying the
selection criterion is unitarily equivalent to one of
the form �0�, where � is an endomorphism of A
localized in some fixed but arbitrary double cone,
that is, �(A) = A if A 2 A(O0). The endomorphisms
thus obtained are closed under composition and

hence the objects of a full tensor subcategory T of
the category of all endomorphisms and their inter-
twiners. There is a dimension function d defined on
the objects of T , d(�) = 1, 2, . . . ,1. If T f denotes
the full subcategory whose objects have finite
dimension, then the following result holds.

Theorem T f is equivalent to the tensor category of
finite-dimensional continuous unitary representa-
tions of a canonical compact group G. There is a
canonical field net F with Bose–Fermi commutation
relations extending A such that G is the group of
automorphisms of F leaving A pointwise fixed.

The first step in the proof is to define and analyze
the statistics of the representations in question. The
statistics of an irreducible representation � can be
classified as being para-Bose or para-Fermi of order
d(�). The second step is to show that each � of finite
dimension has a well-defined conjugate up to
equivalence. The third and most difficult step is
showing that T f can be embedded in the tensor
category of Hilbert spaces.

The Local Implementation
of Symmetries

Gauge symmetry has its associated conservation
laws in that the different sectors of the last section
are labeled by conserved quantities such as baryon
number, lepton number, or electric charge, gener-
ically called charges. The theory is built round the
idea of creating charge and elements of the field net
carry charges. But there should be a dual approach
based on measuring charges. One would like to
prove the existence of local conserved currents
corresponding to these charges. This has not proved
possible but there is a good substitute, described
below, which can be regarded as a weak version of a
quantum Noether theorem.

If O1 � O2 is a strict inclusion of double cones,
then the theory is said to satisfy the split property if
there is a type I factor M such that

AðO1Þ � M � AðO2Þ

where a type I factor is a von Neumann algebra
isomorphic to some B(H). In this case M can be
chosen in a canonical fashion and there is an
isomorphism  called the universal localizing map
of B(H) onto M, where H is the underlying Hilbert
space. We have  (A) = A for A 2 A(O1).

Theorem If U is an implementing representation of
the internal symmetry group G,  (U) will be a
representation of G in M that continues to imple-
ment the symmetry on A(O1). If G is a Lie group
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then the infinitesimal generators in the representa-
tion are an analog of locally integrated current
densities.

Spontaneously Broken Symmetry

The standard physical example of a spontaneously
broken symmetry is magnetization. Despite the
overall rotational symmetry, a magnet picks out a
preferred direction as its direction of magnetization.
The chosen state breaks the symmetry.

The phenomenon of spontaneously broken sym-
metry involves an interplay of symmetries and
certain classes of states, vacuum states, ground
states, or equilibrium states. If such an ! is induced
by a vector cyclic and separating for a local algebra
A(O), then, as explained in the appendix, given O,
modular theory yields a canonical unitary represen-
tation V of the internal symmetry group G:

gA ¼ VgAV�g ; A 2 AðOÞ

The results concern the breaking of a one-
parameter group � 7! �� of symmetries. More
precisely, one asks whether !�= 0 or not, where �
is the infinitesimal generator of � 7!��,

�ðFÞ ¼ lim
�!0

��1ð��ðFÞ � FÞ

where norm convergence is understood and holds on a
dense domain. �, the derivation, is an infinitesimal
symmetry. Goldstone first showed that the sponta-
neous breaking of such symmetries requires the
presence of massless bosons. The following result is
taken from a more modern treatment.OR here denotes
the double cone whose base is the ball in t = 0 of radius
R centered on the origin and D the domain of �.

Theorem Let � be a derivation on a field net F in
s > 1 spatial dimensions such that for F 2 F
(OR) \ D

j!0�Fj � cR;"ðkF�k þ kF��kÞ þ "k�Fk

(i) If lim infR!1 cR,"R
�(s�1)=2 = 0, then !0�= 0.

(ii) If lim infR!1 cR,"R
�(s�1)=2 <1, then !0� 6¼ 0 is

only possible if the spectrum of the translations
coincides with the forward light cone Vþ and the
boundary @Vþ={0} has non-trivial spectral mea-
sure (i.e., there are massless particles in the
theory).

(iii) If cR," is polynomially bounded in R, then
!0� 6¼ 0 is only possible if the spectrum of
translations coincides with Vþ but there are
not necessarily any massless particles.

Symmetries of the S-matrix

Scattering theory not only allows one to construct
the multiparticle scattering states but also shows
that internal symmetries and spacetime symmetries
continue to act on these states and are therefore
symmetries of the S-matrix. We can, however, ask
what are all the symmetries of the S-matrix. An
answer was provided by Coleman and Mandula,
who showed that, when there is nontrivial scatter-
ing, there are no further symmetries of the S-matrix.

Appendix

In an effort to make this article more self-contained,
this appendix collects together a few simple perti-
nent concepts and results from the theory of
operator algebras. A C�-algebra is a �-algebra A
with a norm k � k making it into a Banach algebra
and satisfying

kA�Ak ¼ kAk2

for every A 2 A. Any C�-algebra can be realized as a
norm closed �-subalgebra of the C�-algebra B(H) of
all bounded operators on a Hilbert space H. A von
Neumann algebra R is a C�-algebra that is the dual
space of a Banach space. This Banach space R�, the
predual of R, is intrinsically defined. The topology
on R determined by duality with R� is called the
�-topology. B(H) is a von Neumann algebra and its
predual is the set of trace class operators. Any
von Neumann algebra can be realized as a �-closed
unital �-subalgebra of some B(H).

A state on a C�-algebra A is a positive linear
functional ! of norm 1. If A has a unit I the
normalization condition can be expressed as
!(I) = 1. Of fundamental importance is the relation
between representations and states. A representation
of A on a Hilbert space H is just a structure-
preserving mapping or morphism of A into B(H).
For simplicity, we suppose that A has a unit. Given
a state !, there is an associated representation �!
defined by a vector � such that �!(A)� is dense in
the Hilbert space in question, that is, it is a cyclic
vector for the representation and

!ðAÞ ¼ ð�; �!ðAÞ�Þ; A 2 A

that is, the cyclic vector implements the given state.
This is referred to as the GNS construction. Given
any two such representations, there is a unique
unitary operator mapping the one cyclic vector onto
the other and realizing the equivalence of the
representations.
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A state of a von Neumann algebra is said to be
normal if it is continuous in the �-topology. If ! is
normal, then �!(R) is �-closed.

An inclusion of unital von Neumann algebras has
the split property if there is an intermediate type I
factor, that is, if it has the form R1 � B(H) � R2.

The following elementary observation is often
used in treating symmetries. If � is an automorphism
of A with !��1 =!, there is a unique unitary
operator leaving the cyclic vector � invariant and
inducing � in the representation �!. In other words,
U� = � and

U�!ðAÞU�1 ¼ �!ð�AÞ

If we apply the above lemma to a group G of
symmetries leaving a state invariant, it yields a
group U(g) of unitaries satisfying the condition

UðghÞ ¼ UðgÞUðhÞ; g; h 2 G

since U(g) is uniquely defined by the above
conditions.

When there is no invariant state, the situation is
more complicated. Suppose there is a group G of
symmetries and a representation � of A where each
g is unitarily implemented. Thus, there is a unitary
U(g) with

UðgÞ�ðAÞUðgÞ�1 ¼ �ðgAÞ; A 2 A

All we can now conclude is that

UðghÞ ¼ Zðg; hÞUðgÞUðhÞ

where Z(g, h) is a unitary in A0, the commutant of
A, satisfying the 2–cocycle identity

Zðgh;kÞZðg; hÞ ¼ Zðg; hkÞgZðh; kÞ

where gX = U(g)XU(g)�1. U is said to be a repre-
sentation up to a factor. It can be chosen to be a
representation if the cocycle Z is a coboundary, that
is, if there is a unitary Y(g) in A0 such that

YðgÞgYðhÞ ¼ YðghÞZðg; hÞ

In general, little is known about solving problems
of this kind, but there are a number of results when
� is irreducible and the unitary group of its
commutant reduces to the circle.

We turn now to consider the modular theory of
von Neumann algebras. A vector � is said to be
separating for a von Neumann algebra R if A� = 0
and A 2 R implies A = 0. If � is both cyclic and
separating, there is a uniquely determined closed
antilinear involution S with SA� = A�� for A 2 R.
If S = J�1=2 is the polar decomposition of S, then the
unitary operators �it induce automorphisms �it of R

and JRJ =R0. J is called the modular conjugation, �
the modular operator, and �it the modular auto-
morphisms. The closure of {�1=4A�: A 2 R, A � 0}
is a cone, called the natural cone. Every normal state
of R is implemented by a unique vector in the
natural cone. If � is an automorphism of R, there is
therefore a unique vector �� in the natural cone
such that, for every A 2 R,

ð�; ��1ðAÞ�Þ ¼ ð��;A��Þ

There is now a canonical unitary operator V�

defined by

V�A� ¼ �ðAÞ��

V� maps the natural cone into itself and � 7! V� is an
implementing representation of the group of auto-
morphisms of R. Under these circumstances, we do
not have to deal with representations up to a factor.

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Boundary Conformal
Field Theory; Current Algebra; Quantum Fields with
Topological Defects; Supergravity; Symmetries in
Quantum Field Theory of Lower Spacetime Dimensions;
Two-Dimensional Models.
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Introduction

The same symmetries may underlie diverse contexts
such as phase transitions of crystals (Landau
theory), fluid dynamics, and problems in biology
and chemical engineering. Hence, seemingly unre-
lated systems may exhibit similar phenomena in
regard to symmetries of patterns and transitions
between patterns (spontaneous symmetry breaking).
It is natural to focus attention on aspects of pattern
formation that are universal or model independent –
aspects depending on underlying symmetries rather
than model-specific details.

The general framework is that the underlying
system is governed by an evolution equation

_x ¼ f ðxÞ ½1�

with symmetry group �. To avoid technicalities, we
assume that [1] is an ordinary differential equation
(ODE), the vector field f : Rn ! Rn is as smooth as
desired, and � is a compact Lie group acting linearly
on Rn. An inner product may be chosen so that
� acts orthogonally. The vector field in [1] is
�-equivariant if

f ð�xÞ ¼ �f ðxÞ for all x 2 Rn; � 2 � ½2�

Equivalently, if x(t) is a solution and � 2 �, then
�x(t) is a solution.

In this article, we are interested in the dynamics to
be expected for equivariant vector fields, and
transitions that arise as parameters are varied. The
symmetry group � is taken as given, whereas f is a
general �-equivariant vector field. (Other features
such as energy conservation or time reversibility
must be built into the general setup, but are
excluded in this article.)

Isotropy Subgroups and Commuting
Linear Maps

Let � be a compact Lie group acting linearly on Rn.
The isotropy subgroup of x 2 Rn is defined to be

�x ¼ f� 2 �: �x ¼ xg

Note that ��x = ��x�
�1 for all x 2 Rn, � 2 �.

Given an isotropy subgroup � � �, define the
fixed-point subspace

Fix � ¼ fy 2 Rn: �y ¼ y for all � 2 �g

If f : Rn!Rn is a �-equivariant vector field, then
f (Fix �) � Fix � for each isotropy subgroup �.
Hence Fix � is flow invariant.

The normalizer N(�) = {� 2 � : ����1 = �} is the
largest subgroup of � that acts on Fix �, and
f� = f jFix� is (N(�)=�)-equivariant.

An isotropy subgroup � is axial if dim Fix � = 1,
and then N(�)=� ffi Z2 or 1. More generally, � is
maximal if there are no isotropy subgroups T with
� � T � � other than T = � and T = �. Then
N(�)=� acts fixed-point freely on Fix � and the
connected component of the identity (N(�=�)0 ffi 1,
SO(2) or SU(2). Correspondingly � is called real,
complex, or quaternionic. In the complex case
dim Fix � is even; in the quaternionic case dim Fix
� � 0 mod 4.

The dihedral group � = Dm of order m is the
symmetry group of the regular m-gon, m � 3. Its
standard action on R2 is generated by

� ¼
cos 2�=m � sin 2�=m

sin 2�=m cos 2�=m

 !

� ¼
1 0

0 �1

 !

For m even, the isotropy subgroups up to conjugacy
are

Dm; Z2ð�Þ; Z2ð��Þ; 1

where Zj(g) denotes the cyclic group of order j
generated by g. The maximal isotropy subgroups
� = Z2(�), Z2(��) are axial with N(�)=� ffi Z2. For
m odd, Z2(��) is conjugate to Z2(�) leaving three
conjugacy classes of isotropy subgroups, and
� = Z2(�) is axial with N(�)=� = 1.

The space of commuting linear maps

Hom�ðRnÞ ¼ L : Rn!Rn linear:f
L� ¼ �L for all � 2 �g

is completely described representation-theoretically.
Recall that � acts irreducibly on Rn if the only
�-invariant subspaces of Rn are Rn and {0}. Then
Hom�(Rn) is a real division ring (skew field) D ffi R,
C or H. The representation is called absolutely
irreducible when D= R and nonabsolutely irreduci-
ble when D= C or H.
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If the action of � is not irreducible, write Rn =
V1 � 	 	 	 � Vk (nonuniquely) as a sum of irreducible
subspaces. Summing together irreducible subspaces
that are isomorphic to form isotypic components W
gives the (unique) isotypic decomposition
Rn = W1 � 	 	 	 �W‘. If L 2 Hom�(Rn), then
L(Wj) �Wj for each j, hence Hom�(Rn) =
Hom�(W1)� 	 	 	 �Hom�(W‘). Each Wj consists of
kj isomorphic copies of an irreducible representation
with division ring Dj. Let Mk(D) denote the space of
k
 k matrices with entries in D. Then

Hom�ðRnÞ ffiMk1
ðD1Þ � 	 	 	 �Mk‘ðD‘Þ ½3�

Spectral properties of commuting linear maps can be
recovered from the decomposition [3], paying due
attention to multiplicity and complex conjugates of
eigenvalues.

Equivariant Dynamics

The dynamics of equivariant systems includes
(relative) equilibria and periodic solutions, robust
heteroclinic cycles/networks, and symmetric chaotic
attractors.

Equilibria

Consider the ODE [1] with �-equivariant vector
field f satisfying [2]. If x(t) � x0 is an equilibrium,
f (x0) = 0, then there is a group orbit �x0 of
equilibria.

Let � = �x0
be the isotropy subgroup of x0. If

dim � = dim �, then generically (for an open dense
set of �-equivariant vector fields), the eigenvalues of
(df )x0

have nonzero real part, hence x0 is hyperbolic.
If the eigenvalues all have negative real part, then x0

is asymptotically stable. If at least one eigenvalue
has positive real part, then x0 is unstable. Hyper-
bolic equilibria are isolated and persist under
perturbations of f; the perturbed equilibria continue
to have isotropy �. Since (df )x0

2Hom�(Rn),
decomposition [3] for the action of � on Rn

facilitates stability computations for x0.
If dim � < dim �, then �x0 is a continuous group

orbit of equilibria. Generically, dim ker (df )x0
=

dim �� dim � and ker (df )0 = {�x0 : � 2 L�}, where
L� is the Lie algebra of �. The remaining k = n�
dim �þ dim � eigenvalues generically have nonzero
real part so �x0 is normally hyperbolic. If all k
eigenvalues have nonzero real part, then �x0 is
asymptotically stable. If at least one has positive real
part, then �x0 is unstable. When N(�)=� is finite,
generically x0 is an isolated equilibrium in Fix � and
persists as an equilibrium with isotropy � under
perturbation.

Relative Equilibria and Skew Products

A point x0 2 Rn (or the corresponding group orbit
�x0) is a relative equilibrium if f (x0) 2 Tx0

�x0 =
L�x0. If x0 has isotropy �, then x0 is a relative
equilibrium if f (x0) 2 LD�x0, where D� = (N(�)=�)0.

Write f (x0) = �x0, where � 2 LD�. The closure of
the one-parameter subgroup exp(t�) is a maximal
torus in D� for almost every �. All maximal tori are
conjugate with common dimension d = rank D�.
The solution x(t) = exp(t�)x0 is typically a
d-dimensional quasiperiodic motion. ‘‘Typically’’
holds in both the topological and probabilistic sense
and there is no phase-locking. When d = 1, x(t) is
periodic, often called a rotating wave.

Choose a �-invariant local cross section X to the
group orbit �x0 at x0. There is a �-invariant
neighborhood of �x0 that is �-equivariantly diffeo-
morphic to (�
X)=�, where � acts freely on �
X
by

� 	 ð�; xÞ ¼ ð���1; �xÞ

and � acts by left multiplication on the first
factor. The �-equivariant ODE on (�
X)=� lifts
to a (�
 �)-equivariant skew product on �
X

_� ¼ ��ðxÞ; _x ¼ hðxÞ ½4�

where � : X!L�, h : X!X satisfy the �-equivariance
conditions

�ð�xÞ ¼ Ad��ðxÞ ¼ ��ðxÞ��1

hð�xÞ ¼ �hðxÞ

and h(x0) = 0.
Thus, dynamics near the relative equilibrium

�x0 � Rn reduces to dynamics near the ordinary
equilibrium x0 2 X for the �-equivariant vector
h : X!X, coupled with � drifts. In particular, the
stability of �x0 is determined by (dh)x0

.

Periodic Solutions

A nonequilibrium solution x(t) is periodic if x(t þ T) =
x(t) for some T > 0. The least such T is the (absolute)
period. The spatial symmetry group � is the isotropy
subgroup of x(t) for some, and hence all, t 2 R. The
periodic solution P = {x(t): 0 � t < T} lies inside
Fix �. Define the spatiotemporal symmetry group
� = {� 2 � : �P = P}. Note that � is a normal subgroup
of � and either �=� ffi S1 (P is a rotating wave) or
�=� ffi Zq and P is called a standing wave or a discrete
rotating wave. For each � 2 �, there exists T� 2 [0, T)
such that �x(t) = x(t þ T�). The relative period of x(t)
is the least T > 0 such that x(T) 2 �x0.

If dim � = dim �, then generically P is hyperbolic,
hence isolated, the stability of P is determined by its
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Floquet exponents, and P persists under perturba-
tion as a periodic solution with spatial symmetry �
and spatiotemporal symmetry �. For � infinite and
N(�)=� finite, generically P is isolated in Fix � and
the neutral Floquet exponent has multiplicity
dim �� dim �þ 1.

Relative Periodic Solutions

A solution x(t) is a relative periodic solution if it is
not a relative equilibrium and x(T) 2 �x(0) for some
T > 0. The least such T is the relative period. The
spatial symmetry group � = �x(t) for some, hence
all, t. The spatiotemporal symmetry group � is the
closed subgroup of � generated by � and �, where
x(T) = �x(0), and generically �=� ffi Td 
Zq is a
maximal topologically cyclic (Cartan) subgroup of
N(�)=� containing ��. Then x(t) is a (d þ 1)-
dimensional quasiperiodic motion.

The dynamics near the relative periodic solution
is again governed by a skew product. There exists
n � 1 such that �n = exp (n�), where � 2 LZ(�)
and Z(�) � � is the centralizer of �. Define
�= exp(��)�. Form a semidirect product � o Z2n

by adjoining to � an element Q of order 2n such
that Q	Q�1 = �	��1 for 	 2 �.

In a comoving frame with velocity �, a neighbor-
hood of the relative periodic orbit is �-equivariantly
diffeomorphic to (�
X
 S1)=� o Z2n, where X is
a � o Z2n-invariant cross section, S1 = R=2nZ and
� o Z2n acts on �
X
 S1 as

	 	 ð�; x; 
Þ ¼ ð�	�1; 	x; 
Þ
Q 	 ð�; x; 
Þ ¼ ð���1;Qx; 
þ 1Þ

The �-equivariant ODE on (�
X
 S1)=� o Z2n

lifts to a �
 (� o Z2n)-equivariant skew product

_� ¼ ��ðx; 
Þ; _x ¼ hðx; 
Þ; _
 ¼ 1 ½5�

where � : X
 S1!L�, h : X
 S1!X satisfy appro-
priate � o Z2n-equivariance conditions.

Robust Heteroclinic Cycles

Heteroclinic cycles, degenerate in systems without
symmetry, arise robustly in equivariant systems. Let
x1, . . . , xm 2 Rn be saddles with Wu(xi)� {xi} �
�Ws(xiþ1) (where mþ 1 = 1). If �1, . . . , �m � � are
isotropy subgroups, Wu(xi) � Fix �i, and xiþ1 is a
sink in Fix �i, then saddle–sink connections from xi

to xiþ1 persist for nearby �-equivariant flows. The
union

S
m
i = 1 �Wu(xi) forms a robust heteroclinic cycle

(see the subsection ‘‘Dynamics’’ for an example). Such
cycles, when asymptotically stable, are a mechanism
for intermittency or bursting, notably in rotating
Rayleigh–Bénard convection (where rolls disappear

and reorient themselves at approximately 60�), and
provide a possible intrinsic explanation for irregular
reversals of the Earth’s magnetic field.

Asymmetric perturbations (deterministic or noisy)
destroy the cycles, but the perturbed attractors
inherit the bursting behavior.

Establishing the existence of heteroclinic connec-
tions is often straightforward when dim Fix �i = 2
and nontrivial with dim Fix �i �3. Criteria for
asymptotic stability of heteroclinic cycles are given
in terms of real parts of eigenvalues of (df )xi

, and
depend on the geometry of the representation of �.

Robust cycles exist also between more complicated
dynamical states such as periodic solutions or chaotic
sets (cycling chaos). When Wu(xi) connects to two or
more distinct states, the collection of unstable
manifolds forms a heteroclinic network leading to
competition between various subnetworks.

Symmetric Attractors

Suppose that � is a finite group acting linearly on Rn.
A closed subset A � Rn has symmetry groups � =
{� 2 �: �x = x for all x 2 A}, � = {� 2 �: �A = A}.
Here, � is an isotropy subgroup and � � � � N(�).
In applications, � corresponds to instantaneous
symmetry and � to symmetry on average.

If A is an attractor (a Lyapunov stable !-limit set)
for a �-equivariant vector field f : Rn!Rn, then �
fixes a connected component of Fix �� L, where L
is the union of proper fixed-point spaces in Fix �.

Provided dim Fix � � 3, all pairs �, � satisfying
the above restrictions arise as symmetry groups of a
nonperiodic attractor A. If dim Fix � � 5, then A is
realized by a uniformly hyperbolic (Axiom A)
attractor.

If dim Fix � � 3 and � fixes a connected compo-
nent of Fix �� L, then A is realized by a periodic
sink provided �=� is cyclic. If dim Fix � = 2, then in
addition either � = � or � = N(�).

Suppose A is an attractor and � 2 �� �. Then
�A \ A = ;. Varying a parameter, A may undergo a
symmetry-increasing bifurcation: A grows until it
collides with �A producing a larger attractor with
symmetry on average generated by � and �.

Determining symmetries of an attractor by inspec-
tion is often infeasible. A detective is a �-equivariant
polynomial � : Rn!V where every subgroup of � is
an isotropy subgroup for the action on V, and each
component of � is nonzero. Suppose that A � Rn is
an attractor with physical (Sinai–Ruelle–Bowen)
measure �. By ergodicity, the time average

 A ¼ lim
T!1

1

T

Z T

0

�ðxðtÞÞdt 2 V
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is well defined for almost every trajectory x(t) in
supp�. Generically, � A

= �A so computing the
symmetry of A reduces to computing the symmetry
of a point.

If � is an infinite compact Lie group, and A is an
!-limit set containing points of trivial isotropy, then
A cannot be uniformly hyperbolic. Hence partially
hyperbolic flows arise naturally in systems with
continuous symmetry. Consider the skew product
[4] where � = 1 and h : X!X possesses a hyperbolic
basic set � � X with equilibrium measure � (for a
Hölder potential). Let 
 denote Haar measure on �.
Then �
 � is partially hyperbolic, and �
 
 is
ergodic (even Bernoulli) for an open dense set of
equivariant flows. Such stably ergodic flows possess
strong statistical properties (rapid decay of correla-
tions, central-limit theorem); a possible explanation
for hypermeander (Brownian-like motion) of spiral
waves in planar excitable media.

Forced Symmetry Breaking

In applications, symmetry is not perfect and account
should be taken of �0-equivariant perturbations of
[1] for �0 a subgroup of � (including �0= 1). This
topic is not discussed in this article, except in the
subsec tions ‘‘R obust heterocl inic cycles’’ an d
‘‘Branc hing pa tterns an d finite deter minacy. ’’

Equivariant Bifurcation Theory

Consider families of ODEs _x = f (x,�), with bifurca-
tion parameter � 2 R and vector field f : Rn 

R!Rn satisfying f (0, 0) = 0 and the �-equivariance
condition

f ð�x; �Þ ¼ �f ðx; �Þ
for all x 2 Rn; � 2 R; � 2 �

A local bifurcation from the equilibrium x = 0
occurs if (df )0, 0 is nonhyperbolic. The center sub-
space Ec is the sum of generalized eigenspaces
corresponding to eigenvalues on the imaginary
axis, and is �-invariant. By center manifold theory,
local dynamics ((x,�) near (0, 0)) are captured by the
center manifold Wc. After center manifold reduction
(or Lyapunov–Schmidt reduction if the focus is on
equilibria), it may be assumed that Rn = Ec.

If (df )0, 0 possesses zero eigenvalues, then there is
a steady-state bifurcation. Generically, (df )0, 0 = 0
and Ec is absolutely irreducible. There are two
subcases.

If � acts trivially on Rn, then n = 1 and generically
there is a saddle–node (or limit point) bifurcation
where the zero sets of f (x,�) and 
x2 
 � are
diffeomorphic for (x,�) near (0, 0). Higher-order

degeneracies can be treated using singularity theory.
The equilibria and their stability determines the
local dynamics. All bifurcating equilibria have
isotropy �, so there is no symmetry breaking.

From now on, consider the remaining subcase
where � acts absolutely irreducibly and nontrivially
on Rn. Then Fix � = {0}, f (0,�) � 0, and (df )0,� =
c(�)In where generically c0(0) 6¼ 0. Assume that
c0(0) > 0, so the ‘‘trivial solution’’ x = 0 is asympto-
tically stable subcritically (� < 0) and unstable
supercritically (� > 0). Bifurcating solutions lie out-
side Fix � and hence there is spontaneous symmetry
breaking.

Axial Isotropy Subgroups

The ‘‘equivariant branching lemma’’ guarantees
branches of equilibria with isotropy � for each
axial isotropy subgroup. There are three associated
branching patterns, see Figure 1.

If N(�)=� = Z2, then f� is odd. Generically,
@3

xf�(0, 0) 6¼ 0, since (x2
1 þ 	 	 	 þ x2

n)x is �-equivar-
iant, and there are two branches of equilibria
bifurcating supercritically or subcritically together,
and lying on the same group orbit. The branches
form a symmetric pitchfork whose direction of
branching is determined by sgn @3

xf�(0, 0).
If N(�)=� ffi 1, then generically f� is even. If all

quadratic �-equivariant maps vanish on Fix �, then
the bifurcation is sub/supercritical depending on
sgn @3

xf�(0, 0) but the branches lie on distinct group
orbits. This is an asymmetric pitchfork.

If @2
xf�(0, 0) 6¼ 0, then the equilibria exist tran-

scritically: for � < 0 and � > 0.
The natural actions of Dm on R2 are absolutely

irreducible. The axial branches are symmetric
pitchforks for m � 4 even, asymmetric pitchforks
for m � 5 odd, and transcritical for m = 3.

The actions of Dm, m � 5 odd, provide the
simplest instances of hidden symmetries, where
certain N(�)=�-equivariant mappings on Fix � do
not extend to smooth �-equivariant mappings on Rn.

Nonaxial Maximal Isotropy Subgroups

For � a real maximal isotropy subgroup, dim Fix �
odd, there exist branches of equilibria with isotropy

(a) (b) (c)

Figure 1 Axial branches: (a) supercritical symmetric pitchfork,

(b) supercritical asymmetric pitchfork, and (c) transcritical

branches.
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�. When dim Fix � is even, there are examples
where equilibria exist and examples where no
equilibria exist. For � complex or quaternionic,
there exist branches of rotating waves with isotropy
�. In the quaternionic case, the rotating waves
foliate the SU(2) group orbits according to the Hopf
fibration.

Submaximal Isotropy Subgroups

It has been conjectured falsely that steady-state
bifurcation leads generically to equilibria only with
maximal isotropy. The simplest counterexample is
the 24-element group � = Z3Z3

2 generated by

� ¼
0 1 0
0 0 1
1 0 0

0
@

1
A; � ¼

1 0 0
0 1 0
0 0 �1

0
@

1
A

(Alternatively, � = T�Z2(�I3), where T � SO(3) is
the tetrahedral group.)

The isotropy subgroup � = Z2(�) has two-
dimensional fixed-point subspace Fix � = {(x, y, 0)}.
The only one-dimensional fixed-point spaces con-
tained in Fix � are the x- and y-axes. The general
�-equivariant vector field is

_x ¼ gðx2; y2; z2; �Þx
_y ¼ gðy2; z2;x2; �Þy
_z ¼ gðz2; x2; y2; �Þz

After scaling,

gðx2; y2; z2; �Þ
¼ �� x2 � ay2 � bz2 þ oðx2; y2; z2; �Þ ½6�

Restricting to Fix � and dividing out the axial
solutions x = 0 and y = 0 yields at lowest order the
equations �= x2 þ ay2 = y2 þ bx2. Submaximal
solutions exist provided sgn(a� 1) = sgn(b� 1).

In general, the existence of equilibria with
submaximal isotropy must be treated on a case-
by-case basis (for each absolutely irreducible repre-
sentation of � and isotropy subgroup �).

Asymptotic Stability

Subcritical and axial transcritical branches are
automatically unstable. Moreover, the existence of
a quadratic �-equivariant mapping q : Rn!Rn and
x 2 Fix � such that (dq)x has eigenvalues with
nonzero real part guarantees that branches of
equilibria with axial isotropy � are generically
unstable (even when qjFix� � 0).

There are no general results for asymptotic
stability, and calculations must be done on a case-
by-case basis. (The remarks in the subsection
‘‘Equi libria ’’ are useful here.)

Branching Patterns and Finite Determinacy

The following notion of finite determinacy is based
on equivariant transversality theory. Assume � acts
absolutely irreducibly. Consider the set F of
�-equivariant vector fields f : Rn 
 R!Rn satisfy-
ing (df )0, 0 = 0. For an open dense subset of F ,
branches of relative equilibria near (0, 0) are
normally hyperbolic. The collection of branches of
relative equilibria, together with their isotropy type,
direction of branching, and stability properties, is
called a branching pattern. These persist under small
perturbations and are finitely determined: there exist
q = q� � 2 and an open dense subset U(q) � F such
that the branching patterns of f and f þ g are
identical for f 2 U(q), g 2 F , provided g(x,�) =
o(kxkq).

Furthermore, branching patterns are strongly
finitely determined: there exist d � 2 and an open
dense subset S(d) � F such that the branching
patterns of f and f þ g are identical for f 2 S(d)
and all (not necessarily equivariant) g satisfying
g(x,�) = o(kxkd).

For example, consider the hyperoctahedral group
SnZn

2, n � 1. Here Sn acts by permutations of the
coordinates (x1, . . . , xn) and Zn

2 consists of diagonal
matrices with entries
1. Let � = T Zn

2, where T � Sn

is a transitive subgroup. Then � acts absolutely
irreducibly on Rn and is strongly 3-determined.
Submaximal branches of equilibria exist except when
T = Sn, T = An and, if n = 6, T = PGL2(F5).

Dynamics

Absolutely irreducible representations have arbitra-
rily high dimension, so steady-state bifurcation
leads to rich dynamics. The group � = Z3Z3

2 with
sgn(a� 1) 6¼ sgn(b� 1) and aþ b > 2 in [6] yields
asymptotically stable heteroclinic cycles with planar
connections connecting equilibria in the x-, y- and
z-axes (see Figure 2). In R4, there is the possibility of
instant chaos where chaotic dynamics bifurcates
directly from the equilibrium 0.

Figure 2 Robust heteroclinic cycle for the group � = Z3n Z3
2.
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In the absence of quadratic equivariants, the
invariant-sphere theorem gives an open set of
equivariant vector fields for which an attracting
normally hyperbolic flow-invariant (n� 1)-dimen-
sional sphere bifurcates supercritically. This simpli-
fies computations of nontrivial dynamics.

Hopf Bifurcation and Mode Interactions

Equivariant Hopf Bifurcation

The setting is the same as in the last section, except
that L = (df )0, 0 has imaginary eigenvalues 
i! of
algebraic and geometric multiplicity n=2. Generic-
ally, Rn = Ec is �-simple: either the direct sum of
two isomorphic absolutely irreducible subspaces, or
nonabsolutely irreducible.

By Birkhoff normal-form theory (see below), for
any k � 1 there is a �-equivariant change of
coordinates after which f (x,�) = fk(x,�)þ o(kxkk),
where fk is (�
 S1)-equivariant. Here S1 =
{exp(tL): t 2 R} acts freely on Rn and �
 S1 acts
complex irreducibly (D= C). Hence, dim Fix J is
even for each isotropy subgroup J � �
 S1, and
N(J)=J ffi S1 when J is maximal. The equivariant
Hopf theorem guarantees, generically, branches of
rotating waves with absolute period approximately
2�=! for each maximal isotropy subgroup J.

The notions of finite and strong finite determinacy
extend to complex irreducible representations and the
rotating waves persist as periodic solutions for the
original �-equivariant vector field f. Define the
spatial and spatiotemporal symmetry groups � �
� � � as in the subsection ‘‘Periodic solutions.’’ Then
J = {(�, 
(�)): � 2 �} is a twisted subgroup, with

 : �! S1 a homomorphism and � = J \ � = ker 
.

In the non-symmetry-breaking case, where � acts
trivially on R2, phase–amplitude reduction leads to
Z2-equivariant amplitude equations on R and
higher-order degeneracies are amenable to Z2-
equivariant singularity theory. Similar comments
apply to O(2)-equivariant Hopf bifurcation where
the amplitude equations are D4-equivariant. The
technique fails for general groups �.

Mode Interactions and Birkhoff Normal Form

Steady-state and Hopf bifurcations are codimen-
sion 1 and occur generically in one-parameter
families of �-equivariant vector fields. Multipara-
meter families may undergo higher-codimension
bifurcations called mode interactions. Suppressing
parameters, steady-state/steady-state bifurcation
occurs when Rn = Ec = V1 � V2, where V1 and V2

are absolutely irreducible and L = (df )0 has zero
eigenvalues. If V1 and V2 are nonisomorphic then

L = 0, otherwise L is nilpotent and there is an
equivariant Takens–Bogdanov bifurcation. Similarly,
there are codimension-2 steady-state/Hopf and Hopf/
Hopf bifurcations.

Write L = SþN (uniquely), where S is semisimple,
N is nilpotent, and SN = NS. Then {exp tS: t 2 R} is
a torus Tp, where p � 0 is the number of rationally
independent eigenvalues for L.

For each k � 1, there is a �-equivariant degree-k
polynomial change of coordinates P : Rn!Rn satis-
fying P(0) = 0, (dP)0 = I transforming f to Birkhoff
normal form fk þ o(kxkk), where fk is (�
 Tp)-
equivariant.

If N 6¼ 0, then {exp tNT : t 2 R} ffi R and fk can be
chosen so that the nonlinear terms are (�
 Tp 
R)-
equivariant. The linear terms are not R-equivariant.

The study of mode interactions proceeds by first
analyzing (�
Tp)-equivariant normal forms, then
considering exponentially small effects of the
�-equivariant tail. Versions of the equivariant branch-
ing lemma and equivariant Hopf theorem establish
existence of certain solutions. There are numerous
examples of robust heteroclinic cycles connecting
(relative) equilibria and periodic solutions, symmetric
chaos, and symmetry-increasing bifurcations.

Bifurcations from Relative Equilibria
and Periodic Solutions

Using the skew product [4], bifurcations from
a relative equilibrium with isotropy � for a
�-equivariant vector field reduce to bifurcations
from a fully symmetric equilibrium for a
�-equivariant vector field h coupled with � drifts.
If h possesses (relative) equilibria or periodic
solutions, then the drift is determined generically as
in the subsec tions ‘‘R elative equ ilibria and sk ew
produ cts’’ and ‘‘Relative peri odic solut ions.’’ Never-
theless, solving the drift equation can be useful for
understanding behavior in physical space. This is
facilitated by making equivariant polynomial
changes of coordinates (�Q(x), P(x)) putting h into
Birkhoff normal form and simplifying �.

Bifurcations from (relative) periodic solutions also
reduce, mainly, to bifurcations from equilibria (with
enlarged symmetry group). Based on the discussion
in the sub section ‘‘Relativ e peri odic solut ions,’’ it
suffices to consider bifurcations from isolated
periodic solutions P = {x(t)} with spatial symmetry
� and spatiotemporal symmetry �. Write x(T) =
�x(0), where T is the relative period and � is chosen
so that the automorphism 	 7! ��1	�, 	 2 �, has
finite order k. Form the semidirect product
� o Z2k by adjoining to � an element � of order
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2k such that ��1	� = ��1	�, for 	 2 �. Codimension-
1 bifurcations from P are in one-to-one correspon-
dence (modulo tail terms) with bifurcations from
fully symmetric equilibria for a (� o Z2k)-equivariant
vector field. In particular, period-preserving and
period-doubling bifurcations from P reduce to
steady-state bifurcations, and Naimark–Sacker
bifurcations reduce to Hopf bifurcations. This
framework incorporates issues such as suppression
of period doubling. Similar results hold for higher-
codimension bifurcations.

The skew products [4] and [5] are valid for proper
actions of certain noncompact Lie groups � pro-
vided the spatial symmetries are compact, leading to
explanations of spiral and scroll wave phenomena in
excitable media.

When the spatial symmetry group is noncompact,
Ec may be infinite-dimensional and center manifold
reduction may break down due to continuous-
spectrum issues. For Euclidean symmetry, there
is a theory of modulation or Ginzburg–Landau
equations.

See also: Bifurcation Theory; Bifurcations in Fluid
Dynamics; Bifurcations of Periodic Orbits; Central
Manifolds, Normal Forms; Chaos and Attractors;
Electroweak Theory; Finite Group Symmetry Breaking;
Hyperbolic Dynamical Systems; Quantum Spin Systems;
Quasiperiodic Systems; Singularity and Bifurcation
Theory.
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Introduction

The use of symmetries in the quantitative and
qualitative study of dynamical systems has a long
history that goes back to the founders of mechanics.
In most cases, the symmetries of a system are used to
implement a procedure generically known under the

name of ‘‘reduction’’ that restricts the study of its
dynamics to a system of smaller dimension. This
procedure is also used in a purely geometric context
to construct new nontrivial manifolds having var-
ious additional structures.

Most of the reduction methods can be seen as
constructions that systematize the techniques of
elimination of variables found in classical
mechanics. These procedures consist basically of
two steps. First, one restricts the dynamics to flow-
invariant submanifolds of the system in question
and, second, one projects the restricted dynamics
onto the symmetry orbit quotients of the spaces
constructed in the first step. Sometimes, the
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flow-invariant manifolds appear as the level sets of a
momentum map induced by the symmetry of the
system.

Symmetry Reduction

The Symmetries of a System

The standard mathematical fashion to describe the
symmetries of a dynamical system (see Dynamical
Systems in Mathematical Physics: An Illustration
from Water Waves) X 2 X(M) defined on a mani-
fold M(X(M) denotes the Lie algebra of smooth
vector fields on M endowed with the Jacobi–Lie
bracket [� , �]) consists in studying its invariance
properties with respect to a smooth Lie group
� : G�M!M (continuous symmetries) or Lie
algebra � : g!X(M) (infinitesimal symmetry)
action. Recall that � is a (left) action if the map
g 2 G 7!�(g, �) 2 Diff(M) is a group homomorph-
ism, where Diff(M) denotes the group of smooth
diffeomorphisms of the manifold M. The map � is a
(left) Lie algebra action if the map � 2 g 7!�(�) 2
X(M) is a Lie algebra antihomomorphism and the
map (m, �) 2M� g 7!�(�)(m) 2 TM is smooth. The
vector field X is said to be G-symmetric whenever it
is equivariant with respect to the G-action �, that is,
X � �g = T�g �X, for any g 2 G. The space of
G-symmetric vector fields on M is denoted by
X(M)G. The flow Ft of a G-symmetric vector
field X 2 X(M)G is G-equivariant, that is,
Ft � �g = �g � Ft, for any g 2 G. The vector field X is
said to be g-symmetric if [�(�), X] = 0, for any � 2 g.

If g is the Lie algebra of the Lie group G (see Lie
Groups: General Theory) then the infinitesimal gen-
erators �M 2 X(M) of a smooth G-group action
defined by

�MðmÞ :¼
d

dt

����
t¼0

�ðexp t�;mÞ; � 2 g; m 2M

constitute a smooth Lie algebra g-action and we
denote in this case �(�) = �M.

If m 2M, the closed Lie subgroup Gm := {g 2 Gj
�(g, m) = m} is called the isotropy or symmetry
subgroup of m. Similarly, the Lie subalgebra
gm := {� 2 g j�(�)(m) = 0} is called the isotropy or
symmetry subalgebra of m. If g is the Lie algebra of
G and the Lie algebra action is given by the
infinitesimal generators, then gm is the Lie algebra
of Gm. The action is called free if Gm = {e} for every
m 2M and locally free if gm = {0} for every m 2M.
We will write interchangeably �(g, m) = �g(m) =
�m(g) = g �m, for m 2M and g 2 G.

In this article we will focus mainly on continuous
symmetries induced by proper Lie group actions.

The action � is called proper whenever for any
two convergent sequences {mn}n2N and {gn �mn :=
�(gn, mn)}n2N in M, there exists a convergent
subsequence {gnk

}k2N in G. Compact group actions
are obviously proper.

Symmetry Reduction of Vector Fields

Let M be a smooth manifold and G a Lie group
acting properly on M. Let X 2 X(M)G and Ft be its
(necessarily equivariant) flow. For any isotropy
subgroup H of the G-action on M, the H-isotropy
type submanifold MH := {m 2M jGm = H} is pre-
served by the flow Ft. This property is known as the
law of conservation of isotropy. The properness of
the action guarantees that Gm is compact and that
the (connected components of) MH are embedded
submanifolds of M for any closed subgroup H of G.
The manifolds MH are, in general, not closed in M.
Moreover, the quotient group N(H)=H (where N(H)
denotes the normalizer of H in G) acts freely and
properly on MH. Hence, if �H : MH!MH=(N(H)=H)
denotes the projection onto orbit space and
iH : MH ,!M is the injection, the vector field X
induces a unique vector field XH on the quotient
MH=(N(H)=H) defined by XH � �H = T�H �X � iH,
whose flow FH

t is given by FH
t � �H = �H � Ft � iH. We

will refer to XH 2 X(MH=(N(H)=H)) as the H-isotropy
type reduced vector field induced by X.

This reduction technique has been widely
exploited in handling specific dynamical systems.
When the symmetry group G is compact and we are
dealing with a linear action, the construction of the
quotient MH=(N(H)=H) can be implemented in a
very explicit and convenient manner by using the
invariant polynomials of the action and the theo-
rems of Hilbert and Schwarz–Mather.

Symplectic Reduction

Symplectic or Marsden–Weinstein reduction is a
procedure that implements symmetry reduction for
the symmetric Hamiltonian systems defined on a
symplectic manifold (M,!). The particular case in
which the symplectic manifold is a cotangent bundle
is dealt with separately (see Cotangent Bundle
Reduction). We recall that the Hamiltonian vector
field Xh 2 X(M) associated to the Hamiltonian
function h 2 C1(M) is uniquely determined by the
equality !(Xh, �) = dh. In this context, the symme-
tries � : G�M!M of interest are given by sym-
plectic or canonical transformations, that is,
��g!=!, for any g 2 G. For canonical actions each
G-invariant function h 2 C1(M)G has an associated
G-symmetric Hamiltonian vector field Xh. A Lie
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algebra action ’ is called symplectic or canonical if
£�(�)!= 0 for all � 2 g, where £ denotes the Lie
derivative operator. If the Lie algebra action is
induced from a canonical Lie group action by taking
its infinitesimal generators, then it is also canonical.

Momentum Maps

The symmetry reduction described in the previous
section for general vector fields does not produce a
well-adapted answer for symplectic manifolds (M,!)
in the sense that the reduced spaces MH=(N(H)=H)
are, in general, not symplectic. To solve this
problem one has to use the conservation laws
associated to the canonical action, which often
appear as momentum maps.

Let G be a Lie group acting canonically on the
symplectic manifold (M,!). Suppose that for any � 2 g,
the vector field �M is Hamiltonian, with Hamiltonian
function J� 2 C1(M) and that � 2 g 7! J� 2 C1(M) is
linear. The map J : M! g� defined by the relation
h J(z), �i= J�(z), for all � 2 g and z 2M, is called
a momentum map of the G-action (see Hamiltonian
Group Actions). Momentum maps, if they exist, are
determined up to a constant in g� for any connected
component of M.

Examples 1

(i) (Linear momentum) The phase space of an
N-particle system is the cotangent space T�R3N

endowed with its canonical symplectic struc-
ture. The additive group R3, whose Lie algebra
is abelian and is also equal to R3, acts
canonically on it by spatial translation on each
factor: v � (qi, pi) = (qi þ v, pi), with i = 1, . . . , N.
This action has an associated momentum map
J : T�R3N!R3, where we identified the dual of
R3 with itself using the Euclidean inner pro-
duct, which coincides with the classical linear
momentum J(qi, pi) =

PN
i = 1pi.

(ii) (Angular momentum) Let SO(3) act on R3

and then, by lift, on T�R3, that is, A � (q, p) =
(Aq, Ap). This action is canonical and has as
associated momentum map J : T�R3! s o(3)� ffi
R3, the classical angular momentum J(q, p) =
q� p.

(iii) (Lifted actions on cotangent bundles) The
previous two examples are particular cases of
the following situation. Let � : G�M!M be a
smooth Lie group action. The (left) cotangent
lifted action of G on T�Q is given by g � �q : =
T�g�q�g�1 (�q) for g 2 G and �q 2 T�Q. Cotan-
gent lifted actions preserve the canonical 1-form
on T�Q and hence are canonical. They admit
an associated momentum map J : T�Q! g�

given by h J(�q), �i=�q(�Q(q)), for any �q 2
T�Q and any � 2 g.

(iv) (Symplectic linear actions) Let (V,!) be a
symplectic linear space and let G be a subgroup
of the linear symplectic group, acting naturally
on V. By the choice of G this action is canonical
and has a momentum map given by
h J(v), �i= (1=2)!(�V(v), v), for � 2 g and v 2 V
arbitrary.

Properties of the Momentum Map

The main feature of the momentum map that makes it of
interest for use in reduction is that it encodes conserva-
tion laws for G-symmetric Hamiltonian systems.
Noether’s theorem states that the momentum map is a
constant of the motion for the Hamiltonian vector field
Xh associated to any G-invariant function h 2 C1(M)G

(see Symmetries and Conservation Laws).
The derivative TJ of the momentum map satisfies

the following two properties: range (Tm J) = (gm)� and
ker Tm J = (g�m)!, for any m 2M, where (gm)�

denotes the annihilator in g� of the isotropy subalgebra
gm of m, g�m := Tm(G�m) = {�M(m)j� 2 g} is the
tangent space at m to the G-orbit that contains this
point, and (g�m)! is the symplectic orthogonal space
to g�m in the symplectic vector space (TmM,!(m)).
The first relation is sometimes called the bifurcation
lemma since it establishes a link between the symmetry
of a point and the rank of the momentum map at
that point.

The existence of the momentum map for a given
canonical action is not guaranteed. A momentum
map exists if and only if the linear map 	 : [�] 2
g=[g, g] 7! [!(�M, �)] 2 H1(M, R) is identically zero.
Thus, if H1(M, R) = 0 or g=[g, g] = H1(g, R) = 0
then 	 � 0. In particular, if g is semisimple, the
‘‘first Whitehead lemma’’ states that H1(g, R) = 0
and therefore a momentum map always exists for
canonical semisimple Lie algebra actions.

A natural question to ask is when the map
(g, [� , �])! (C1(M), {� , �}) defined by � 7! J�, � 2 g,
is a Lie algebra homomorphism, that is,
J[�,
] = { J�, J
}, �, 
 2 g. Here {� , �} : C1(M)�
C1(M)!C1(M) denotes the Poisson bracket asso-
ciated to the symplectic form ! of M defined by
{f , h} :=!(Xf , Xh), f , h 2 C1(M). This is the case if
and only if Tz J(�M(z)) =�ad�� J(z), for any � 2 g,
z2M, where ad� is the dual of the adjoint
representation ad : (�, 
) 2 g� g 7! [�, 
] 2 g of g on
itself. A momentum map that satisfies this relation
in called infinitesimally equivariant. The reason
behind this terminology is that this is the infinitesi-
mal version of global or coadjoint equivariance: J is
G-equivariant if Ad�g�1 � J = J � �g or, equivalently,
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JAd
g �(g � z) = J�(z), for all g 2 G, � 2 g, and z 2M;

Ad� denotes the dual of the adjoint representation
Ad of G on g. Actions admitting infinitesimally
equivariant momentum maps are called Hamilto-
nian actions and Lie group actions with coadjoint
equivariant momentum maps are called globally
Hamiltonian actions. If the symmetry group G is
connected then global and infinitesimal equivariance
of the momentum map are equivalent concepts. If g
acts canonically on (M,!) and H1(g, R) = {0} then
this action admits at most one infinitesimally
equivariant momentum map.

Since momentum maps are not uniquely defined,
one may ask whether one can choose them to be
equivariant. It turns out that if the momentum map is
associated to the action of a compact Lie group, this
can always be done. Momentum maps of cotangent
lifted actions are also equivariant as are momentum
maps defined by symplectic linear actions. Canonical
actions of semisimple Lie algebras on symplectic
manifolds admit infinitesimally equivariant momen-
tum maps, since the ‘‘second Whitehead lemma’’
states that H2(g, R) = 0 if g is semisimple. We shall
identify below a specific element of H2(g, R) which is
the obstruction to the equivariance of a momentum
map (assuming it exists).

Even though, in general, it is not possible to
choose a coadjoint equivariant momentum map, it
turns out that when the symplectic manifold is
connected there is an affine action on the dual of the
Lie algebra with respect to which the momentum
map is equivariant. Define the nonequivariance
1-cocycle associated to J as the map � : G�! g�

given by g 7! J(�g(z))�Ad�g�1 ( J(z)). The connectivity
of M implies that the right-hand side of this equality
is independent of the point z 2M. In addition, � is a
(left) g�-valued 1-cocycle on G with respect to the
coadjoint representation of G on g�, that is,
�(gh) = �(g)þ Ad�g�1�(h) for all g, h 2 G. Relative to
the affine action � : G� g� �! g� given by
(g,�) 7�!Ad�g�1�þ �(g), the momentum map J is
equivariant. The ‘‘reduction lemma,’’ the main
technical ingredient in the proof of the reduction
theorem, states that for any m 2M we have

gJðmÞ�m ¼ g�m \ ker Tm J ¼ g�m \ ðg�mÞ!

where gJ(m) is the Lie algebra of the isotropy group
GJ(m) of J(m) 2 g� with respect to the affine action
of G on g� induced by the nonequivariance
1-cocycle of J.

The Symplectic Reduction Theorem

The symplectic reduction procedure that we now
present consists of constructing a new symplectic

manifold out of a given symmetric one in which the
conservation laws encoded in the form of a
momentum map and the degeneracies associated to
the symmetry have been eliminated. This strategy
allows the reduction of a symmetric Hamiltonian
dynamical system to a dimensionally smaller one.
This reduction procedure preserves the symplectic
category, that is, if we start with a Hamiltonian
system on a symplectic manifold, the reduced system
is also a Hamiltonian system on a symplectic
manifold. The reduced symplectic manifold is
usually referred to as the symplectic or Marsden–
Weinstein reduced space.

Theorem 2 Let � : G�M!M be a free proper
canonical action of the Lie group G on the connected
symplectic manifold (M,!). Suppose that this action
has an associated momentum map J : M! g�, with
nonequivariance 1-cocycle � : G! g�. Let � 2 g� be
a value of J and denote by G� the isotropy of � under
the affine action of G on g�. Then:

(i) The space M� := J�1(�)=G� is a regular quotient
manifold and, moreover, it is a symplectic
manifold with symplectic form !� uniquely
characterized by the relation

���!� ¼ i��!

The maps i� : J�1(�) ,!M and �� : J�1(�)!
J�1(�)=G� denote the inclusion and the projec-
tion, respectively. The pair (M�,!�) is called the
symplectic point reduced space.

(ii) Let h 2 C1(M)G be a G-invariant Hamiltonian.
The flow Ft of the Hamiltonian vector field Xh

leaves the connected components of J�1(�)
invariant and commutes with the G-action, so
it induces a flow F�t on M� defined by
�� � Ft � i� = F�t � ��.

(iii) The vector field generated by the flow F�t on
(M�,!�) is Hamiltonian with associated
reduced Hamiltonian function h� 2 C1(M�)
defined by h� � �� = h � i�. The vector fields
Xh and Xh� are ��-related. The triple
(M�,!�, h�) is called the reduced Hamiltonian
system.

(iv) Let k 2 C1(M)G be another G-invariant func-
tion. Then {h, k} is also G-invariant and
{h, k}� = {h�, k�}M�

, where {� , �}M�
denotes the

Poisson bracket associated to the symplectic
form !� on M�.

Reconstruction of Dynamics

We pose now the question converse to the reduction
of a Hamiltonian system. Assume that an integral
curve c�(t) of the reduced Hamiltonian system Xh�
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on (M�,!�) is known. Let m0 2 J�1(�) be given. One
can determine from this data the integral curve of
the Hamiltonian system Xh with initial condition
m0. In other words, one can reconstruct the solution
of the given system knowing the corresponding
reduced solution. The general method of reconstruc-
tion is the following. Pick a smooth curve d(t) in
J�1(�) such that d(0) = m0 and ��(d(t)) = c�(t). Then,
if c(t) denotes the integral curve of Xh with
c(0) = m0, we can write c(t) = g(t)�d(t) for some
smooth curve g(t) in G� that is obtained in two
steps. First, one finds a smooth curve �(t) in g�
such that �(t)M(d(t)) = Xh(d(t))� d(t). With the
�(t) 2 g� just obtained, one solves the nonautono-
mous differential equation _g(t) = TeLg(t)�(t) on G�

with g(0) = e.

The Orbit Formulation of the Symplectic
Reduction Theorem

There is an alternative approach to the reduction
theorem which consists of choosing as numerator of
the symplectic reduced space the group invariant
saturation of the level sets of the momentum map.
This option produces as a result a space that is
symplectomorphic to the Marsden–Weinstein quo-
tient but presents the advantage of being more
appropriate in the context of quantization problems.
Additionally, this approach makes easier the com-
parison of the symplectic reduced spaces corres-
ponding to different values of the momentum map
which is important in the context of Poisson
reduction (see Poisson Reduction). In carrying out
this construction, one needs to use the natural
symplectic structures that one can define on the
orbits of the affine action of a group on the dual of
its Lie algebra and that we now quickly review.

Let G be a Lie group, � : G! g� a coadjoint
1-cocycle, and � 2 g�. Let O� be the orbit through �
of the affine G-action on g� associated to �. If
� : g� g!R defined by

X
ð�; 
Þ :¼ d

dt

����
t¼0

h�ðexpðt�Þ; 
i

is a real-valued Lie algebra 2-cocycle (which is
always the case if � is the derivative of a smooth
real-valued group 2-cocycle or if � is the non-
equivariance 1-cocycle of a momentum map), that
is, � : g� g!R is skew-symmetric and �([�, 
], �)þ
�([
, �], �)þ �([�, �], 
) = 0 for all �, 
, � 2 g, then
the affine orbit O� is a symplectic manifold with
G-invariant symplectic structure !	O� given by

!	O�ð
Þð�g� ð
Þ; 
g� ð
ÞÞ ¼ 	h
; ½�; 

i � �ð�; 
Þ ½1


for arbitrary 
 2 O�, and �, 
 2 g. The symbol
�g� (
) :=�ad��
 þ �(�, �) denotes the infinitesimal
generator of the affine action on g� associated to
� 2 g. The symplectic structures !O�

	 on O� are
called the (	)-orbit or Kostant–Kirillov–Souriau
(KKS) symplectic forms.

This symplectic form can be obtained from
Theorem 2 by considering the symplectic reduction
of the cotangent bundle T�G endowed with the
magnetic symplectic structure !� :=!can � ��B�,
where !can is the canonical symplectic form on
T�G,� : T�G!G is the projection onto the base,
and B� 2 �2(G)G is a left-invariant 2-form on G
whose value at the identity is the Lie algebra
2-cocycle � : g� g!R. Since � is a cocycle, it
follows that B� is closed and hence !� is a
symplectic form. Moreover, the lifting of the left
translations on G provides a canonical G-action on
T�G that has a momentum map given by
J(g,�) = �(g,�), (g,�) 2 G� g� ’ T�G, where the
trivialization G� g� ’ T�G is obtained via left
translations. Symplectic reduction using these ingre-
dients yields symplectic reduced spaces that are
naturally symplectically diffeomorphic to the affine
orbits O� with the symplectic form [1].

Theorem 3 (Symplectic orbit reduction). Let � : G�
M!M be a free proper canonical action of the Lie
group G on the connected symplectic manifold (M,!).
Suppose that this action has an associated momentum
map J : M! g�, with nonequivariance 1-cocycle
� : G! g�. Let O� := G � � � g� be the G-orbit of the
point � 2 g� with respect to the affine action of G on
g� associated to �. Then the set MO� := J�1(O�)=G
is a regular quotient symplectic manifold with
the symplectic form !O� uniquely characterized by
the relation i�O�!= ��O�!O� þ J�O�!

þ
O� , where JO� is

the restriction of J to J�1(O�) and !þO� is the (þ)–
symplectic structure on the affine orbit O�. The maps
iO� : J�1(O�) ,!M and �O� : J�1(O�)!MO� are nat-
ural injection and the projection, respectively. The pair
(MO� ,!O�) is called the symplectic orbit reduced space.
Statements similar to (ii)–(iv) in Theorem 2 can be
formulated for the orbit reduced spaces (MO� ,!O� ).

We emphasize that given a momentum value � 2 g�,
the reduced spaces M� and MO� are symplectically
diffeomorphic via the projection to the quotients of the
inclusion J�1(�) ,! J�1(O�).

Reduction at a general point can be replaced by
reduction at zero at the expense of enlarging the
manifold by the affine orbit. Consider the canonical
diagonal action of G on the symplectic difference
M
Oþ� , which is the manifold M�O� with the
symplectic form ��1!� ��2!Oþ� , where �1 : M�
O�!M and �2 : M�O�!O� are the projections.
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A momentum map for this action is given by J �
�1 � �2 : M
Oþ� ! g�. Let (M
Oþ� )0 := (( J � �1 �
�2)�1(0)=G, (!
 !þO�)0) be the symplectic point
reduced space at zero.

Theorem 4 (Shifting theorem). Under the hypoth-
eses of the symplectic orbit reduction theorem
(Theorem 3), the symplectic orbit reduced space
MO� , the point reduced spaces M�, and (M
Oþ� )0

are symplectically diffeomorphic.

Singular Reduction

In the previous section we carried out symplectic
reduction for free and proper actions. The freeness
guarantees via the bifurcation lemma that the
momentum map J is a submersion and hence the
level sets J�1(�) are smooth manifolds. Freeness and
properness ensure that the orbit spaces
M� := J�1(�)=G� are regular quotient manifolds.
The theory of singular reduction studies the proper-
ties of the orbit space M� when the hypothesis on
the freeness of the action is dropped. The main
result in this situation shows that these quotients are
symplectic Whitney stratified spaces, in the sense
that the strata are symplectic manifolds in a very
natural way; moreover, the local properties of this
Whitney stratification make it into what is called a
cone space. This statement is referred to as the
‘‘symplectic stratification theorem’’ and adapts to
the symplectic symmetric context the stratification
theorem of the orbit space of a proper Lie group
action by using its orbit type manifolds. In order to
present this result, we review the necessary defini-
tions and results on stratified spaces (see Singularity
and Bifurcation Theory for more information on
singularity theory).

Stratified Spaces

Let Z be a locally finite partition of the topological
space P into smooth manifolds Si � P, i 2 I. We
assume that the manifolds Si � P, i 2 I, with their
manifold topology are locally closed topological sub-
spaces of P. The pair (P,Z) is a decomposition of P with
pieces in Z when the following condition is satisfied:

Condition (DS) If R, S 2 Z are such that R \ �S 6¼ ;,
then R � �S. In this case we write R � S. If, in
addition, R 6¼ S we say that R is incident to S or that
it is a boundary piece of S and write R � S.

The above condition is called the frontier condition
and the pair (P,Z) is called a decomposed space. The
dimension of P is defined as dim P = sup{dim Si j Si 2
Z}. If k 2 N, the k-skeleton Pk of P is the union of all
the pieces of dimension smaller than or equal to k; its

topology is the relative topology induced by P. The
depth dp(z) of any z 2 (P,Z) is defined as

dpðzÞ :¼ sup k 2 N j 9 S0; S1; . . . ; Sk 2 Zf
with z 2 S0 � S1 � � � � � Skg

Since for any two elements x, y 2 S in the same piece
S 2 P we have dp(x) = dp(y), the depth dp(S) of the
piece S is well defined by dp(S) := dp(x), x 2 S.
Finally, the depth dp(P) of (P,Z) is defined by
dp(P) := sup{dp(S) j S 2 Z}.

A continuous mapping f : P!Q between the
decomposed spaces (P,Z) and (Q,Y) is a morphism
of decomposed spaces if, for every piece S 2 Z, there
is a piece T 2 Y such that f (S) � T and the
restriction f jS : S!T is smooth. If (P,Z) and (P, T )
are two decompositions of the same topological
space we say that Z is coarser than T or that T is
finer than Z if the identity mapping (P, T )! (P,Z)
is a morphism of decomposed spaces. A topological
subspace Q � P is a decomposed subspace of (P,Z)
if, for all pieces S 2 Z, the intersection S \Q is a
submanifold of S and the corresponding partition
Z \Q forms a decomposition of Q.

Let P be a topological space and z 2 P. Two subsets
A and B of P are said to be equivalent at z if there is an
open neighborhood U of z such that A \U = B \U.
This relation constitutes an equivalence relation on the
power set of P. The class of all sets equivalent to a
given subset A at z will be denoted by [A]z and called
the set germ of A at z. If A � B � P, we say that [A]z is
a subgerm of [B]z, and denote [A]z � [B]z.

A stratification of the topological space P is a map
S that associates to any z 2 P the set germ S(z) of a
closed subset of P such that the following condition
is satisfied:

Condition (ST) For every z 2 P there is a neighbor-
hood U of z and a decomposition Z of U such that
for all y 2 U the germ S(y) coincides with the set
germ of the piece of Z that contains y.

The pair (P,S) is called a stratified space. Any
decomposition of P defines a stratification of P by
associating to each of its points the set germ of the
piece in which it is contained. The converse is, by
definition, locally true.

The Strata

Two decompositions Z1 and Z2 of P are said to be
equivalent if they induce the same stratification of P.
If Z1 and Z2 are equivalent decompositions of P
then, for all z 2 P, we have that dpZ1

(z) = dpZ2
(z).

Any stratified space (P,S) has a unique decomposi-
tion ZS associated with the following maximality
property: for any open subset U � P and any
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decomposition Z of P inducing S over U, the
restriction of ZS to U is coarser than the restriction
of Z to U. The decomposition ZS is called the
canonical decomposition associated to the stratifica-
tion (P,S). It is often denoted by S and its pieces are
called the strata of P. The local finiteness of the
decomposition ZS implies that for any stratum S
of (P,S) there are only finitely many strata R with
S � R. Henceforth, the symbol S in the stratification
(P,S) will denote both the map that associates to
each point a set germ and the set of pieces associated
to the canonical decomposition induced by the
stratification of P.

Stratified Spaces with Smooth Structure

Let (P,S) be a stratified space. A singular or
stratified chart of P is a homeomorphism
� : U!�(U) � Rn from an open set U � P to a
subset of Rn such that for every stratum S 2 S
the image �(U \ S) is a submanifold of Rn and
the restriction �jU\S : U \ S!�(U \ S) is a diffeo-
morphism. Two singular charts � : U!�(U) � Rn

and ’ : V!’(V) � Rm are compatible if for any
z2U \ V there exist an open neighborhood
W�U\V of z, a natural number N � max {n, m},
open neighborhoods O, O0 � RN of �(U)� {0} and
’(V)� {0}, respectively, and a diffeomorphism
 : O!O0 such that im � ’jW = � in � �jW , where
in and im denote the natural embeddings of Rn and
Rm into RN by using the first n and m coordinates,
respectively. The notion of singular or stratified
atlas is the natural generalization for stratifications
of the concept of atlas existing for smooth mani-
folds. Analogously, we can talk of compatible and
maximal stratified atlases. If the stratified space
(P,S) has a well-defined maximal atlas, then we say
that this atlas determines a smooth or differentiable
structure on P. We will refer to (P,S) as a smooth
stratified space.

The Whitney Conditions

Let M be a manifold and R, S �M two submani-
folds. We say that the pair (R, S) satisfies the
Whitney condition (A) at the point z 2 R if the
following condition is satisfied:

Condition (A) For any sequence of points {zn}n2N

in S converging to z 2 R for which the sequence of
tangent spaces {Tzn

S}n2N converges in the Grass-
mann bundle of dim S–dimensional subspaces of TM
to � � TzM, we have that TzR � � .

Let � : U!Rn be a smooth chart of M around
the point z. The Whitney condition (B) at the point

z 2 R with respect to the chart (U,�) is given by the
following statement:

Condition (B) Let {xn}n2N � R \U and {yn}n2N �
S \U be two sequences with the same limit

z ¼ lim
n!1

xn ¼ lim
n!1

yn

and such that xn 6¼ yn, for all n 2 N. Suppose that
the set of connecting lines �(xn)�(yn) � Rn con-
verges in projective space to a line L and that the
sequence of tangent spaces {Tyn

S}n2N converges in
the Grassmann bundle of ( dim S)-dimensional sub-
spaces of TM to � � TzM. Then, (Tz�)�1(L) � � .

If the condition (A) (respectively (B)) is verified
for every point z 2 R, the pair (R, S) is said to satisfy
the Whitney condition (A) (respectively (B)). It can
be verified that Whitney’s condition (B) does not
depend on the chart used to formulate it. A stratified
space with smooth structure such that, for every pair
of strata, Whitney’s condition (B) is satisfied is
called a Whitney space.

Cone Spaces and Local Triviality

Let P be a topological space. Consider the equiva-
lence relation � in the product P� [0,1) given by
(z, a) � (z0, a0) if and only if a = a0= 0. We define the
cone CP on P as the quotient topological space P�
[0,1)=� . If P is a smooth manifold then the cone
CP is a decomposed space with two pieces, namely,
P� (0,1) and the vertex which is the class
corresponding to any element of the form (z, 0),
z2P, that is, P� {0}. Analogously, if (P,Z) is a
decomposed (stratified) space then the associated
cone CP is also a decomposed (stratified) space
whose pieces (strata) are the vertex and the sets of
the form S� (0,1), with S 2 Z. This implies, in
particular, that dim CP = dim Pþ 1 and dp(CP) =
dp(P)þ 1.

A stratified space (P,S) is said to be locally trivial
if for any z 2 P there exist a neighborhood U of z, a
stratified space (F,SF), a distinguished point 0 2 F,
and an isomorphism of stratified spaces

 : U! ðS \UÞ � F

where S is the stratum that contains z and  satisfies
 �1(y, 0) = y, for all y 2 S \U. When F is given by a
cone CL over a compact stratified space L then L is
called the link of z.

An important corollary of ‘‘Thom’s first isotopy
lemma’’ guarantees that every Whitney stratified
space is locally trivial. A converse to this implication
needs the introduction of cone spaces. Their defini-
tion is given by recursion on the depth of the space.
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Definition 5 Let m 2 N [ {1,!}. A cone space of
class Cm and depth 0 is the union of countably many
Cm manifolds together with the stratification whose
strata are the unions of the connected components
of equal dimension. A cone space of class Cm and
depth d þ 1, d 2 N, is a stratified space (P,S) with a
Cm differentiable structure such that for any z 2 P
there exists a connected neighborhood U of z, a
compact cone space L of class Cm and depth d called
the link, and a stratified isomorphism

 : U! ðS \UÞ � CL

where S is the stratum that contains the point z, the
map  satisfies  �1(y, 0) = y, for all y 2 S \U, and 0
is the vertex of the cone CL.

If m 6¼ 0 then L is required to be embedded into a
sphere via a fixed smooth global singular chart
’ : L! Sl that determines the smooth structure
of CL. More specifically, the smooth structure of
CL is generated by the global chart � : [z, t] 2
CL 7�! t’(z) 2 Rlþ1. The maps  : U! (S \U)�
CL and ’ : L! Sl are referred to as a cone chart
and a link chart, respectively. Moreover, if m 6¼ 0
then  and  �1 are required to be differentiable of
class Cm as maps between stratified spaces with a
smooth structure.

The Symplectic Stratification Theorem

Let (M,!) be a connected symplectic manifold acted
canonically and properly upon by a Lie group G.
Suppose that this action has an associated momen-
tum map J : M! g� with nonequivariance 1–cocycle
� : G! g�. Let � 2 g� be a value of J, G� the
isotropy subgroup of � with respect to the affine
action � : G� g� ! g� determined by �, and let
H�G be an isotropy subgroup of the G-action on
M. Let Mz

H be the connected component of the
H-isotropy type manifold that contains a given
element z 2M such that J(z) =� and let G�Mz

H be
its G�-saturation. Then the following hold:

1. The set J�1(�)\G�Mz
H is a submanifold of M.

2. The set M(H)
� := [ J�1(�) \G�Mz

H]=G� has a unique
quotient differentiable structure such that the
canonical projection �(H)

� : J�1(�) \G�Mz
H �!

M(H)
� is a surjective submersion.

3. There is a unique symplectic structure !(H)
� on

M(H)
� characterized by

iðHÞ�� ! ¼ �ðHÞ�� !ðHÞ�

where i(H)
� : J�1(�) \G�Mz

H ,!M is the natural

inclusion. The pairs (M(H)
� ,!(H)

� ) will be called

singular symplectic point strata.

4. Let h 2 C1(M)G be a G-invariant Hamiltonian.
Then the flow Ft of Xh leaves the connected
components of J�1(�) \G�Mz

H invariant and com-
mutes with the G�-action, so it induces a flow F�t on
M(H)

� that is characterized by �(H)
� � Ft � i(H)

� =
F�t � �(H)

� .
5. The flow F�t is Hamiltonian on M(H)

� , with
reduced Hamiltonian function h(H)

� : M(H)
� !R

defined by h(H)
� ��(H)

� = h � i(H)
� . The vector fields

Xh and Xh(H)
�

are �(H)
� -related.

6. Let k : M!R be another G-invariant function.
Then {h, k} is also G-invariant and {h, k}(H)

� = {h(H)
� ,

k(H)
� }M(H)

�
, where { , }M(H)

�
denotes the Poisson bracket

induced by the symplectic structure on M(H)
� .

Theorem 6 (Symplectic stratification theorem). The
quotient M� := J�1(�)=G� is a cone space when
considered as a stratified space with strata M(H)

� .

As was the case for regular reduction, this theorem
can also be formulated from the orbit reduction point
of view. Using that approach one can conclude
that the orbit reduced spaces MO� are cone
spaces symplectically stratified by the manifolds
M(H)
O� :=G � (J�1(�)\Mz

H)=G that have symplectic
structure uniquely determined by the expression

i
ðHÞ�
O� ! ¼ �ðHÞ�O� !

ðHÞ
O� þ J

ðHÞ�
O� !þO�

where i(H)
O� : G � ( J�1(�) \Mz

H) ,!M is the inclusion,
J(H)
O� : G � ( J�1(�) \Mz

H)!O� is obtained by restric-
tion of the momentum map J, and !þO� is the
(þ)–symplectic form on O�. Analogous statements
to (7)–(6) above with obvious modifications are valid.

See also: Cotangent Bundle Reduction; Dynamical
Systems in Mathematical Physics: An Illustration
from Water Waves; Graded Poisson Algebras;
Hamiltonian Group Actions; Lie Groups: General Theory;
Poisson Reduction; Singularity and Bifurcation Theory;
Symmetries and Conservation Laws.
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Introduction

Spontaneous symmetry breaking in its simplest form
occurs when there is a symmetry of a dynamical
system that is not manifest in its ground state or
equilibrium state. It is a common feature of many
classical and quantum systems. In quantum field
theories, in the infinite-volume limit, there are new
features, the appearance of unitarily inequivalent
representations of the canonical commutation
relations, and the possibility of a true phase
transition – a point in the phase space where the
thermodynamic free energy is nonanalytic. The
spontaneous breaking of a continuous global sym-
metry implies the existence of massless particles, the
Goldstone bosons, while in the local-symmetry case
some or all of these may be eliminated by the Higgs
mechanism. Spontaneous symmetry breaking in
gauge theories is however a more elusive concept.

Breaking of Global Symmetries

In a quantum-mechanical system a (time-independent)
symmetry is represented by a unitary operator Û
acting on the Hilbert space of quantum states which

commutes with the Hamiltonian Ĥ. If the ground state
j0i of the system in not invariant under Û, then
j00i= Ûj0i 6¼ cj0i is also a ground state. In other
words, the ground state is degenerate.

For a system with a finite number of degrees
of freedom, whose states are represented by vectors
in a separable Hilbert space H, symmetry breaking
of an abelian symmetry group G is impossible,
unless there are additional accidental symmetries.
Consider, for example, a particle in a double-well
potential

V ¼m!2

4a2
ðx2 � a2Þ2 ½1


which has the discrete symmetry group G = Z2; the
inversion symmetry operator Û satisfies Û2 = 1̂.
There are then two approximate ground states j0i
and j00i= Ûj0i, with wave functions proportional to
exp[�ð1/2Þm!(x� a)2]. However, there is an over-
lap between these, and the off-diagonal matrix
element h0jĤj00i is nonzero, although exponentially
small, so the true energy eigenstates are, approxi-
mately, j0	i= (1=

ffiffiffi
2
p

)(j0i 	 j00i). (More accurate
energy eigenfunctions and eigenvalues may be
found by using the WKB approximation.)

Of course, if the symmetry group is nonabelian,
and the ground state belongs to a nontrivial
representation, then degeneracy is unavoidable. For
example, if G is the rotation group SO(3) (or SU(2))
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and the ground state has angular momentum j 6¼ 0,
then it is (2jþ 1)-fold degenerate.

The situation is different, however, in a quantum
field theory. In the infinite-volume limit, even abelian
symmetries can be spontaneously broken. Take, for
example, a real scalar field with Lagrangian

L ¼ 1
2@��@

��� V ¼ 1
2

_�2 � 1
2ðr�Þ

2 � V ½2�

(where we set c = �h = 1), again with a double-well
potential

V ¼ 1
8�ð�

2 � �2Þ2 ½3�

exhibiting a Z2 symmetry under which
�(x) 7! ��(x).

At least in the semiclassical or tree approxi-
mation, there are two degenerate vacuum states j0i
and j00i, with

h0j�̂ðxÞj0i � � and h00j�̂ðxÞj00i � �� ½4�

If we quantize the system in a box of finite volume
V, then, as earlier, there is an off-diagonal matrix
element of the Hamiltonian connecting the two
states, so the true ground state is (approximately)
(1=

ffiffiffi
2
p

)(j0i þ j00i). However, this matrix element
goes to zero exponentially as V ! 0. Even for large
but finite volume, the rate of transitions from j0i to
j00i is exponentially slow.

Similarly, we can consider a complex scalar field
theory with a sombrero potential:

L ¼ j _�j2 � jr�j2 � V

V ¼ 1
2� j�j

2 � 1
2�

2
� �2 ½5�

This model is invariant under the U(1) group of phase
transformations, �(x) 7!�(x)ei�, so we now have a
continuously infinite set of degenerate vacuum states
j0�i labeled by an angle �, and satisfying

h0�j�̂ðxÞj0�i �
1ffiffiffi
2
p �ei� ½6�

Once again, one finds that in the infinite-volume
limit there are no matrix elements connecting the
different vacuum states. Moreover, in this limit no
polynomial formed from the field operators �̂(x) in
a finite volume can have nonzero matrix elements
between j0�i and j0�i for � 6¼ �. Applying the
operators �̂(x) to any one of these vacuum states
j0�i, we can construct a Fock space H�, and the
representations of the canonical commutation rela-
tions on these separate Hilbert spaces are unitarily
inequivalent. Formally, we can introduce operators
Û� that perform the symmetry transformations:

Û��̂ðxÞÛ�1
� ¼ �̂ðxÞei� ½7�

However, these are not unitary operators on the
spaces H�, but rather maps from one space to
another: Û� :H� ! H�þ� – or, alternatively, opera-
tors on the nonseparable Hilbert space H=

L
�H�.

So far, our discussion has been restricted to the
tree approximation. For a full quantum treatment,
V(�) must be replaced by the effective potential
Veff(�), which may be defined as the minimum value
of the mean energy density in all states in which the
field �̂ has the uniform expectation value h�̂(x)i=�.
Veff may be computed by summing vacuum loop
diagrams.

A point to note is that although the degenerate
vacua j0�i are mathematically distinct, in the
absence of any external definition of phase, they
are physically identical. There is no internal obser-
vational test that will distinguish them.

Symmetry-Breaking Phase Transitions

Spontaneous symmetry breaking often occurs in the
context of a phase transition. At high temperature,
T � �, there are large fluctuations in � and the
central hump of the potential is unimportant. Then
the equilibrium state is symmetric, with h�̂i= 0.
However, as the temperature falls, it becomes less
probable that the field will fluctuate over the top of
the hump. It will tend to fall into the trough, and
acquire a nonzero average value h�̂i – the order
parameter for the phase transition – thus breaking
the symmetry. The direction of symmetry breaking
(e.g., the phase of � in the U(1) model) is random,
determined in practice by small preexisting fluctua-
tions or interactions with the environment.

One way of studying this process is to compute
the temperature-dependent effective potential
Veff(�, T). In the one-loop approximation, at high
temperature, the leading corrections to the zero-
temperature effective potential Veff(�, T) are of the
form

Veffð�;TÞ¼Veffð�; 0Þ �
�2

90
N�T

4

þ 1

24
M2
�ð�ÞT2 þOðTÞ ½8�

where N� is the total number of helicity states of light
particles (those with masses 	T), and M2

�, which
depends on �, is the sum of their squared masses.
(Fermions if present contribute to N� with a factor of
7/8 and to M2

� with a factor of 1/2.) In the simplest
case, where we have only a multiplet f = (�a)a = 1, ...;N

of real scalar fields, N�= N and M2
� = M2

aa

Symmetry Breaking in Field Theory 199



(summation over a implied), where the mass-squared
matrix is

M2
ab ¼

@2V

@�a@�b
½9�

For example, in an O(N) theory, with V = (1/8)
�(f2 � �2)2, where f2 =�a�a, one has

M2
ab ¼ 1

2�ðf
2 � �2Þ	ab þ ��a�b ½10�

whence

Veffðf;TÞ �
1

8
�ðf2 � �2Þ2 � �

2

90
NT4

þ 1

48
�T2½ðN þ 2Þf2 �N�2� ½11�

It is then easy to see that the minimum occurs at
f = 0 for T > Tc, where in this approximation
Tc

2 = 12�2=(N þ 2), while below the critical tem-
perature the minimum is at

f2 ¼ �2
eqðTÞ � �2 �N þ 2

12
T2 ½12�

As T ! 0, the equilibrium state approaches one of
the vacuum states j0ni, labeled by an N-dimensional
unit vector n, such that h0njf̂j0ni= �n.

It is often convenient to introduce a classical
symmetry-breaking potential. For example, in the
O(N) model, we may take Vsb =�j 
 f(x), where j
is a constant N-vector. This has the effect of tilting the
potential, thus removing the degeneracy. A character-
istic of spontaneous symmetry breaking is that the
limits j ! 0 and V ! 1 do not commute. If (for
T < Tc) we take the infinite-volume limit first, and
then let j ! 0, we get different equilibrium states,
depending on the direction from which j approaches
zero; if we fix n and let j = jn, j ! 0, then we find

lim
j!0

lim
V!1
hf̂ðxÞijn ¼ �eqðTÞn ½13�

We may also regard j as representing an interac-
tion with the external environment (e.g., other
fields). If such a term is present during the cooling
of the system through the phase transition, it will
constrain the direction of the spontaneous symmetry
breaking. Note that one always arrives in this way
at one of the degenerate vacua j0ni, not a linear
combination of them.

Goldstone Bosons

The Goldstone theorem states that spontaneous
breaking of any continuous global symmetry leads
inevitably (except, as we discuss later, in the

presence of long-range forces) to the appearance of
massless modes – the Goldstone bosons.

The proof is straightforward. Associated with any
continuous symmetry there is a Noether current
satisfying the continuity equation @� ĵ� = 0 and such
that infinitesimal symmetry transformations are
generated by the spatial integral of ĵ0. The fact that
the symmetry is broken means that there is some
scalar field �̂(x) whose vacuum expectation value
h0j�̂(0)j0i is not invariant under the symmetry
transformation. Hence,

lim
V!0

i

Z
V

d3xh0j½̂j0ðxÞ; �̂ð0Þ�j0ijx0¼0 6¼ 0 ½14�

Moreover, the time derivative of this integral is

lim
V!0

i

Z
V

d3xh0j½@0̂j0ðxÞ; �̂ð0Þ�j0ijx0¼0

¼ �lim
V!0

i

Z
@V

dSkh0j½̂jkðxÞ; �̂ð0Þ�j0ijx0¼0 ¼ 0 ½15�

where @V is the bounding surface of V. This vanishes
because the surface integral is zero – in a relativistic
theory, because the commutator vanishes at space-
like separation, and more generally in the absence of
long-range interactions because it tends rapidly to
zero at large spatial separation.

Now, inserting a complete set of momentum
eigenstates jn, pi in [14], we can see that there must
exist states such that hn, pj�̂(0)j0i 6¼ 0, with p0 ! 0
in the limit jpj ! 0, that is, massless modes.

One can see this more directly in the U(1) model
above. Consider a vacuum state j0i such that
h0j�̂j0i= �=

ffiffiffi
2
p

is real. Then it is useful to shift the
origin of � by writing

�ðxÞ ¼ 1ffiffiffi
2
p ½� þ ’1ðxÞ þ i’2ðxÞ� ½16�

where ’1 and ’2 are real. Then the Lagrangian
becomes

L ¼ 1
2 _’2

1 � ðr’1Þ2 þ _’2
2 � ðr’2Þ2 � ��2’2

1

h
���’1 ’2

1 þ ’2
2

� �
� 1

4� ’2
1 þ ’2

2

� �2
i

½17�

Evidently, the field ’1, corresponding to radial
oscillations in �, is massive, with mass

ffiffiffi
�
p

�. But
there is no term in ’2

2, so ’2 is massless.
In the case of spontaneous symmetry breaking of

nonabelian symmetries, there may be several Gold-
stone bosons, one for each broken component of the
continuous symmetry. In our theory with symmetry
group G = O(N), the possible values of the vacuum
expectation value at T = 0 are h0nj�̂(0)j0ni � �n,
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where n is an arbitrary unit vector. In this case, for
given n, there is an unbroken symmetry subgroup

H ¼ fR 2 OðNÞ : Rn ¼ ng ¼ OðN � 1Þ ½18�

and the number of broken symmetries is

dim G� dim H ¼ N � 1 ½19�

Thus, the radial component of � is massive, and
there are N � 1 Goldstone bosons, the N � 1
transverse components.

Spontaneously Broken Gauge Theories

As we shall see, symmetry breaking in gauge
theories is a more problematic concept but, for the
moment, these complications are ignored and the
present discussion will continue with an approach
similar to that used above.

The simplest local gauge symmetry theory is a
U(1) Higgs model, a model of a complex scalar field
�(x) interacting with a gauge potential A�(x),
described by the Lagrangian

L ¼ D��
�D��� 1

4F�
F
�
 � Vðj�jÞ ½20�

where V is a sombrero potential as in [5], while the
covariant derivative D�� and gauge field F�
 are
given by

D�� ¼ @��þ ieA��; F�
 ¼ @�A
 � @
A� ½21�

The model is invariant under the local U(1) gauge
transformations

�ðxÞ 7!�ðxÞei�ðxÞ

A�ðxÞ 7!A�ðxÞ �
1

e
@��ðxÞ

½22�

The Goldstone theorem does not apply to local-
symmetry theories. The problem is that to have a
Hilbert space containing only physical states one
must eliminate the gauge freedom by choosing a
gauge condition (e.g., in the U(1) case the Coulomb
gauge @kAk(x) = 0, which has the effect of restricting
the number of polarization states of photons to
two). This necessarily breaks manifest Lorentz
invariance, although the theory is, of course, still
fully Lorentz invariant. The proof of the theorem
fails because the current is no longer local; the long-
range Coulomb interaction makes the commutator
fall off only like 1=r2, so the surface integral no
longer vanishes in the infinite-volume limit. (The
theorem also fails for nonrelativistic models with
long-range forces.)

Again, consider a vacuum state j0i in which
h0j�̂j0i= �=

ffiffiffi
2
p

, and make the same decomposition,
[16]. Then, if we set

A0� ¼ A� þ
1

e�
@�’2 ½23�

we find that the kinetic term for ’2 has been
absorbed into a mass term (1/2)e2�2A0�A0� for the
vector field. We have a model with only massive
fields: the ‘‘Higgs field’’ ’1 with mass

ffiffiffi
�
p

� and the
gauge field A0� with mass e�. The Goldstone bosons
have been ‘‘eaten up’’ by the vector field to provide
its longitudinal mode. This is the Higgs mechanism,
first noted by Anderson in the context of the photon
in a plasma becoming a massive plasmon.

A more elegant way of seeing this is to note that
we can always make a gauge transformation to
ensure that � is real (at least so long as � 6¼ 0; where
it is zero, there may be problems). This means that
�(x) = ð1/

ffiffiffi
2
p
Þ(� þ ’1); ’2 disappears altogether, and

its kinetic term reduces to ð1/2Þe2A�A�(� þ ’1)2,
which includes the mass term for A� as well as cubic
and quartic interaction terms.

As before, the discussion can be generalized to
nonabelian theories, although there are additional
problems to be discussed later. If we have a local
symmetry group G that breaks spontaneously to
leave an unbroken subgroup H, then the gauge fields
associated with H remain massless. Each of the
(dim G� dim H) complementary fields ‘‘eats up’’
one of the Goldstone bosons, becoming massive in
the process. We are left only with other, ‘‘radial’’
components of f, the massive Higgs fields.

Consider, for example, a local SO(3) model,
with scalar fields f = (�a)a=1,2,3 and gauge potentials
A�= (Aa�). The infinitesimal gauge transformations are

	f ¼ dw � f; 	A� ¼ dw � A� 1

e
@�dw ½24�

where dw is the gauge parameter. The Lagrangian is

L ¼ 1
2D�f 
D�f � 1

4F�
 
 F
�
 � 1

8�ðf
2 � �2Þ2 ½25�

where the covariant derivative and gauge field are

D�f ¼ @�f þ eA� � f
F�
 ¼ @�A
 � @
A� þ eA� � A


½26�

If we take hf̂i in the 3-direction, the fields A1� and
A2� absorb the Goldstone fields �1, �2 to become
massive. As in the abelian case, we can use the local
SO(3) invariance to rotate f everywhere to the
3-direction, and write f = (0, 0, � þ ’3). In this
gauge the kinetic term ð1/2Þ(eA� � f)2 gives a mass
e� to the fields A1�, A2� while A3� remains massless,
and the Higgs field ’3 again has mass

ffiffiffi
�
p

�.
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Elitzur’s Theorem; the Role of
Gauge Fixing

The concept of spontaneous symmetry breaking in
the context of a local symmetry requires further
discussion, in particular because of Elitzur’s theo-
rem, proved in 1975, which states in essence that
‘‘spontaneous breaking of a local symmetry is
impossible.’’ In the light of this theorem, it may
seem that a ‘‘spontaneously broken gauge theory’’ is
an oxymoron. In fact, it means something rather
different, although even that is not unproblematic.

The theorem was proved in the context of lattice
gauge theory, where the spatial continuum is
replaced by a discrete lattice. The scalar field is
then represented by values fx at each lattice site, and
the gauge potential by values Ax,� on the links of the
lattice. This is significant because on the lattice one
can use a manifestly gauge-invariant formalism.
Expectation values of gauge-invariant physical
variables can be found, for example, by a Monte
Carlo algorithm that effectively averages over all
possible gauges. In this context, it is possible to
show that the expectation value of any gauge-
noninvariant operator (such as f̂x) necessarily
vanishes identically.

To be more specific, suppose we incorporate a
symmetry-breaking term of the form �j 


P
x fx, and

consider the limits V ! 1 followed by j! 0. In the
global-symmetry case, as we noted earlier, this yields
the nonzero result [13]. However, in the case of a
local gauge symmetry, one can show rigorously that

lim
j!0

lim
V!1
hf̂xijn ¼ 0 ½27�

The essential reason for this is that we can make a
gauge transformation in the neighborhood of the
point x to make fx have any value we like without
changing the energy by more than a very small
amount that goes to zero as j! 0. Within this
manifestly gauge-invariant formalism, it is clear that
the expectation value of a gauge-noninvariant
operator such as f̂ is not an appropriate order
parameter. One must instead look for a gauge-
invariant order parameter.

It is important to note, however, that this result
applies only in the context of a manifestly gauge-
invariant formalism. But, in general, gauge theories
cannot be quantized in a manifestly gauge-invariant
way. In a path-integral formalism, the action
functional, which appears in the exponent, is
constant along the orbits of the gauge-group action.
Consequently, the integral contains an infinite
factor, the volume of the (infinite-dimensional)
gauge group. There are corresponding divergences

in the perturbation series. As is well known, this
problem can be dealt with by introducing a gauge-
fixing term, which explicitly breaks the gauge
symmetry, and renders Elitzur’s theorem inapplic-
able. But this procedure leaves a global symmetry
unbroken, and it is in fact that global symmetry that
is broken spontaneously.

One example is the Landau–Ginzburg model of a
superconductor, which is essentially just the non-
relativistic limit of the abelian Higgs model,
although there is one significant difference: here
the field �̂ annihilates a Cooper pair, a bound pair
of electrons with equal and opposite momenta and
spins, so e above is replaced by the charge 2e of a
Cooper pair. The appearance of a condensate of
Cooper pairs in the low-temperature superconduct-
ing phase corresponds to a state in which h�̂i is
nonzero. This would not be possible without fixing
a gauge. In the nonrelativistic context, the obvious
gauge to choose is the Coulomb gauge, defined by
the condition @kAk = 0. This gauge-fixing condition
breaks the local symmetry explicitly, but it leaves
unbroken the global symmetry �(x) ! �(x)ei� with
constant �. It is that global symmetry that is
spontaneously broken when h�̂i 6¼ 0.

For a model with nonabelian local symmetry the
standard procedure used to derive a perturbation
expansion is that of Faddeev and Popov. Consider,
for example, the SO(3) gauge theory discussed in the
preceding section. To fix the gauge, we can choose a
set of functions F = (Fa) of the fields, and introduce
into the path integral a gauge-fixing term of the form

Lgf ¼ �
1

2�
F2 ½28�

where � is an arbitrary real constant. However, to
ensure that this does not bias the integral, so that the
gauge-fixed theory is at least formally equivalent to
the original gauge-invariant theory, one must also
include the determinant of the Jacobian matrix

Jabðx; yÞ ¼
	FaðxÞ
	!bðyÞ

½29�

The easiest way to do this is to introduce Faddeev–
Popov ghost fields �C, C, which are scalar Grassmann
variables, and an appropriate term in the
Lagrangian

LFP ¼ �C 
 J 
C ½30�

For the SO(3) model, a convenient choice of gauge is
the R� gauge defined by

F ¼ @�A� � �e�n� f ½31�
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where n is an arbitrarily chosen unit vector. It is
clear that the full Lagrangian L þ Lgf þ LFP is no
longer invariant under the full SO(3) gauge group,
although there is a residual U(1) gauge invariance
corresponding to rotations about n. In this gauge,
the arbitrary choice of n means that the global
SO(3) symmetry is also broken. However, for other
choices, such as the Lorentz gauge F ¼ @�A� or
axial gauge F ¼ A3, the Lagrangian is invariant
under global SO(3) rotations of all the fields. This
global symmetry is then spontaneously broken, with
f̂ acquiring as before a nonzero expectation value of
the form hf̂(x)i= �n.

It is interesting to look again at the particle
content of this model. By setting f(x) = �nþ j(x)
with n = (0, 0, 1), one finds that in the quadratic part
of the Lagrangian, the cross-terms between A� and j
combine to form a total divergence which can be
dropped. As before, ’3 is the Higgs field, with
m2 =��2, A3� is the massless gauge field corres-
ponding to the unbroken gauge symmetry, and the
three transverse components of A1� and A2�

represent the massive vector fields, with m2 = e2�2.
There are, however, also unphysical fields with
�-dependent masses: ’1, 2, C1, 2, �C1, 2, and the long-
itudinal components @�A�

1, 2 all have m2 = �e2�2. We
can now compute the effective potential Veff(T, j).
One point that should be noted in performing this
calculation is that the ghost fields C, �C contribute
negatively. Obviously, Veff, being �-dependent, is
not itself physically meaningful. Nevertheless, it can
be shown that the stationary points of Veff are
physical, and correspond to the possible equilibrium
states of the theory. Moreover, the extremal values
of Veff are independent of � and give correctly the
thermodynamic potential in the corresponding equi-
librium states. The negative contributions from the
ghost fields to N� and M2

� ensure that the �
dependence cancels out, and we find as expected
N�= 9 and M2

� = (�þ 6e2)�2.

Phase Transitions and Crossovers

Our discussion so far has for the most part been
restricted to a semiclassical or mean-field approx-
imation. It is important to bear in mind, however,
that this approximation does not suffice to deter-
mine whether a phase transition (where the thermo-
dynamic free energy is nonanalytic) exists, or what
its nature is. Determining the detailed characteristics
of phase transitions requires other methods, such as
the renormalization group or lattice simulations. In
many cases, it is far from trivial to establish the
order of the transition, or even whether a true phase
transition actually exists.

Gauge theories pose particular problems because
of the infrared divergences in the thermal field
theory at high temperature, and because in asymp-
totically free nonabelian theories the coupling
becomes large at very low energy. Even when they
appear to exhibit spontaneous symmetry breaking,
they do not necessarily undergo a true phase
transition. Lattice gauge theory calculations have
led to the conclusion that in nonabelian gauge
theories with the Higgs field in the fundamental
representation, there are values of the coupling
constants for which there is no phase transition,
only a rapid but smooth crossover from one type of
behavior to another, so that the high- and low-
temperature phases are analytically connected. If the
coupling constant is small, there is a first-order
phase transition, and for moderate values the theory
exhibits a very rapid crossover that looks quite
similar to a symmetry-breaking phase transition.
Nevertheless, the analytic connection between the
two phases implies that there cannot exist an order
parameter that is strictly zero above the transition
and nonzero below it.

In particular, it appears that for physical values
of the Higgs mass, the electroweak theory does not
undergo in fact undergo a true phase transition. It is
somewhat ironic that the most famous example of a
spontaneously broken gauge theory probably does
not, strictly speaking, exhibit a symmetry-breaking
phase transition!

Conclusions

We have discussed the main features of spontaneous
symmetry breaking in both the global- and local-
symmetry cases, especially the appearance of Gold-
stone bosons when a continuous global symmetry
breaks, and their elimination in the local-symmetry
case by the Higgs mechanism, as well as the
problems attaching to the concept of spontaneous
symmetry breaking in gauge theories.

See also: Abelian Higgs Vortices; Effective Field
Theories; Electroweak Theory; Finite Group Symmetry
Breaking; Lattice Gauge Theory; Noncommutative
Geometry and the Standard Model; Phase Transitions in
Continuous Systems; Quantum Central Limit Theorems;
Quantum Spin Systems; Symmetries in Quantum Field
Theory of Lower Spacetime Dimensions; Topological
Defects and their Homotopy Classification.
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Introduction

A classification of random matrix ensembles by
symmetries was first established by Dyson, in an
influential 1962 paper with the title ‘‘the threefold
way: algebraic structure of symmetry groups and
ensembles in quantum mechanics.’’ Dyson’s three-
fold way has since become fundamental to various
areas of theoretical physics, including the statistical
theory of complex many-body systems, mesoscopic
physics, disordered electron systems, and the field of
quantum chaos.

Over the last decade, a number of random matrix
ensembles beyond Dyson’s classification have come
to the fore in physics and mathematics. On the
physics side, these emerged from work on the low-
energy Dirac spectrum of quantum chromodynamics
(QCD) and from the mesoscopic physics of low-
energy quasiparticles in disordered superconductors.
In the mathematical research area of number theory,
the study of statistical correlations in the values of
Riemann zeta and similar functions has prompted
some of the same generalizations.

In this article, Dyson’s fundamental result will be
reviewed from a modern perspective, and the recent
extension of Dyson’s threefold way will be moti-
vated and described. In particular, it will be
explained why symmetry classes are associated
with large families of symmetric spaces.

The Framework

Random matrices have their physical origin in the
quantum world, more precisely in the statistical
theory of strongly interacting many-body systems
such as atomic nuclei. Although random matrix
theory is nowadays understood to be of relevance to

numerous areas of physics – see Random Matrix
Theory in Physics – quantum mechanics is still
where many of its applications lie. Quantum
mechanics also provides a natural framework in
which to classify random matrix ensembles.

Following Dyson, the mathematical setting for
classification consists of two pieces of data:

� A finite-dimensional complex vector space V with
a Hermitian scalar product h
, 
i, called a ‘‘unitary
structure’’ for short. (In physics applications,
V will usually be the truncated Hilbert space of
a family of quantum Hamiltonian systems.)
� On V there acts a group G of unitary and

antiunitary operators (the joint symmetry group
of the multiparameter family of quantum systems).

Given this setup, one is interested in the linear space
of self-adjoint operators on V – the Hamiltonians H
– with the property that they commute with the
G-action. Such a space is reducible in general, that
is, the matrix of H decomposes into blocks. The goal
of classification is to list all of the irreducible blocks
that occur.

Symmetry Groups

Basic to classification is the notion of a symmetry
group in quantum Hamiltonian systems, a notion
that will now be explained.

In classical mechanics, the symmetry group G0 of
a Hamiltonian system is understood to be the group
of canonical transformations that commute with the
phase flow of the system. An important example is
the rotation group for systems in a central field.

In passing from classical to quantum mechanics,
one replaces the classical phase space by a quantum-
mechanical Hilbert space V and assigns to the
symmetry group G0 a (projective) representation by
unitary C-linear operators on V. Besides the one-
parameter continuous subgroups, whose significance
is highlighted by Noether’s theorem, the compo-
nents of G0 not connected with the identity play an
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important role. A prominent example is provided by
the operator for space reflection. Its eigenspaces are
the subspaces of states with positive and negative
parity; these reduce the matrix of any reflection-
invariant Hamiltonian to two blocks.

Not all symmetries of a quantum-mechanical
system are of the canonical, unitary kind: the
prime counterexample is the operation of inverting
the time direction, called time reversal for short. In
classical mechanics, this operation reverses the sign
of the symplectic structure of phase space; in
quantum mechanics, its algebraic properties reflect
the fact that inverting the time direction, t 7! �t,
amounts to sending i =

ffiffiffiffiffiffi
�1
p

to �i. Indeed, time t
enters in the Dirac, Pauli, or Schrödinger equation
as i�hd=dt. Therefore, time reversal is represented in
the quantum theory by an antiunitary operator T,
which is to say that T is complex antilinear:

TðzvÞ ¼ �zTv ðz 2 C; v 2 VÞ

and preserves the Hermitian scalar product or
unitary structure up to complex conjugation:

Tv1 ;Tv2h i ¼ v1 ; v2h i ¼ v2 ; v1h i

Another operation of this kind is charge conjugation
in relativistic theories such as the Dirac equation.

By the symmetry group G of a quantum-mechanical
system with Hamiltonian H, one then means the group
of all unitary and antiunitary transformations g of V
that leave the Hamiltonian invariant: gHg�1 = H. We
denote the unitary subgroup of G by G0, and the set of
antiunitary operators in G by G1 (not a group). If V
carries extra structure, as will be the case for some
extensions of Dyson’s basic scheme, the action of G on
V has to be compatible with that structure.

The set G1 may be empty. When it is not, the
composition of any two elements of G1 is unitary, so
every g 2 G1 can be obtained from a fixed element of
G1, say T, by right multiplication with some U 2 G0:
g = TU. In other words, when G1 is nonempty the
coset space G=G0 consists of exactly two elements, G0

and T �G0 = G1. We shall assume that T represents
some inversion symmetry such as time reversal or
charge conjugation. T must then be a (projective)
involution, that is, T2 = z� Id with z a complex
number of unit modulus, so that conjugation by T2 is
the identity operation. Since T is complex antilinear,
the associative law T2 � T = T � T2 forces z to be real,
and hence T2 =�Id.

Finding the total symmetry group of a Hamiltonian
system need not always be straightforward, but this
complication will not be an issue here: we take the
symmetry group G and its action on the Hilbert
space V as fundamental and given, and then ask

what are the corresponding symmetry classes,
meaning the irreducible spaces of Hamiltonians on
V that commute with G.

For technical reasons, we assume the group G0 to
be compact; this is an assumption that covers most
(if not all) of the cases of interest in physics. The
noncompact group of space translations can be
incorporated, if necessary, by wrapping the system
around a torus, whereby translations are turned into
compact torus rotations.

While the primary objects to classify are the
spaces of Hamiltonians H, we shall focus for
convenience on the spaces of time evolutions
Ut = e�itH=�h instead. This change of focus results in
no loss, as the Hamiltonians can always be retrieved
by linearizing in t at t = 0.

Symmetric Spaces

We appropriate a few basic facts from the theory of
symmetric spaces.

Let M be a connected m-dimensional Riemannian
manifold and p a point of M. In some open subset
Np of a neighborhood of p there exists a map
sp : Np!Np, the geodesic inversion with respect to
p, which sends a point x 2 Np with normal
coordinates (x1, . . . , xm) to the point with normal
coordinates (�x1, . . . ,�xm). The Riemannian mani-
fold M is called locally symmetric if the geodesic
inversion is an isometry, and is called globally
symmetric if sp extends to an isometry sp : M!M,
for all p 2M. A globally symmetric Riemannian
manifold is called a symmetric space for short.

The Riemann curvature tensor of a symmetric
space is covariantly constant, which leads one to
distinguish between three cases: the scalar curvature
can be positive, zero, or negative, and the symmetric
space is said to be of compact type, Euclidean type,
or noncompact type, respectively. (In mesoscopic
physics, each type plays a role: the first provides us
with the scattering matrices and time evolutions, the
second with the Hamiltonians, and the third with
the transfer matrices.) The focus in the current
article will be on compact type, as it is this type that
houses the unitary time evolution operators of
quantum mechanics. The compact symmetric spaces
are subdivided into two major subtypes, both of
which occur naturally in the present context, as
follows.

Type II

Consider first the case where the antiunitary
component G1 of the symmetry group is empty, so
the data are (V, G) with G = G0. Let U (V) denote
the group of all complex linear transformations that
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leave the structure of the vector space V invariant.
Thus, U (V) is a group of unitary transformations if
V carries no more than the usual Hermitian scalar
product; and is some subgroup of the unitary group
if V does have extra structure (as is the case for the
Nambu space of quasiparticle excitations in a
superconductor). The symmetry group G0, by acting
on V and preserving its structure, is contained as a
subgroup in U (V).

Let now H be any Hamiltonian with the pre-
scribed symmetries. Then the time evolution
t 7!Ut = e�itH=�h generated by H is a one-parameter
subgroup of U (V) which commutes with the
G0-action. The total set of transformations Ut that
arise in this way is called the (connected part of the)
‘‘centralizer’’ of G0 in U (V), and is denoted by Z.
This is the ‘‘good’’ set of unitary time evolutions –
the set compatible with the given symmetries of an
ensemble of quantum systems.

The centralizer Z is obviously a group: if U and
U0 belong to Z, then so do their inverses and their
product. What can one say about the structure of
the group Z?

Since G0 is compact by assumption, its group
action on V is completely reducible and V is
guaranteed to have an orthogonal decomposition

V ¼
M
�

V�

where the sum runs over isomorphism classes of
irreducible G0-representations �, and the vector
spaces V� are called the G0-isotypic components of
V. For example, if G0 is the rotation group SO3, the
G0-isotypic component V� of V is the subspace
spanned by all the states with total angular
momentum �.

Consider now any U 2 Z. Since U commutes with
the G0-action, it does not connect different
G0-isotypic components. (Indeed, in the example of
SO3-invariant dynamics, angular momentum is
conserved and transitions between different angular
momentum sectors are forbidden.) Thus, every
G0-isotypic component V� is an invariant subspace
for the action of Z on V, and Z decomposes as
Z =

Q
� Z� with blocks Z� = Z jV�

.
To say more, fix a standard irreducible

G0-module R� of isomorphism class � and consider

L� :¼ HomG0
ðR�;V�Þ

the linear space of C-linear maps l : R�!V� that
intertwine the G0-actions on R� and V�. An element
of L� is called a G0-equivariant homomorphism. By
Schur’s lemma, L� ffi C if V� is G0-irreducible. More
generally, dimL� =: m� counts the multiplicity of
occurrence of R� in V�; for example, in the case of

G0 = SO3 we take R� to be the standard irreducible
module of dimension 2�þ 1; and m� then is the
number of times a multiplet of states with total
angular momentum � occurs in V�.

The natural mapping L� � R�!V� by l � r 7! l(r)
is an isomorphism,

V� ffi L� � R�

and using it we can transfer the entire discussion
from V� to L� � R�. The group G0 acts trivially on
L� ffi Cm� and irreducibly on R�. Therefore, the
component Z� of the centralizer Z is the unitary
group

Z� ffi UðL�Þ ffi Um�

if V is a unitary vector space with no extra structure.
In the presence of extra structure (which, by
compatibility with the G0-action, restricts to every
subspace V�), the factor Z� is some subgroup of
Um�

. In all cases, Z is a direct product of connected
compact Lie groups Z�.

To make the connection with symmetric spaces, write
M := Z�. Since M is a group, the operation of taking
the inverse, U 7!U�1, makes sense for all U 2M.
Moreover, being a compact Lie group, the manifold M
admits a left- and right-invariant Riemannian structure
in which the inversion U 7!U�1 is an isometry. By
translation, one gets an isometry sU1

: U 7!U1U�1U1

for every U1 2M. All of these maps sU1
are globally

defined, and the restriction of sU1
to some neighborhood

of U1 coincides with the geodesic inversion with respect
to U1. Thus, M is a symmetric space by the definition
given above. Symmetric spaces of this kind are called
type II.

Type I

Consider next the case of G1 6¼ ;, where some
antiunitary symmetry T is present. As before, let Z
be the connected component of the centralizer of G0

in U (V). Conjugation by T,

U 7! �ðUÞ :¼ TUT�1

is an automorphism of U (V) and, owing to T2 =�Id,
� is involutive. Because G0 	 G is a normal
subgroup, � restricts to an involutive automorphism
(still denoted by �) of Z. Now recall that T is
complex antilinear and the good Hamiltonians are
subject to THT�1 = H. The good time evolutions
Ut = e�itH=�h clearly satisfy �(Ut) = U�t = U�1

t . Thus,
the good set to consider is M := {U 2 Z jU = �(U)�1}.
The set M is a manifold, but in general is not a
Lie group.

Further details depend on what � does with the
factorization Z =

Q
� Z�. If V� is a G0-isotypic
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component of V, then so is TV�, since T normalizes
G0. Thus, either V� \ TV� = 0, or TV� = V�. In the
former case, the involutive automorphism � just
relates U 2 Z� with �(U) 2 ZTV�

, whence no intrin-
sic constraint on Z� results, and the time evolutions
(U, �(U)�1) 2 Z� � ZTV�

constitute a type-II sym-
metric space, as before.

A novel situation occurs when TV� = V�, in which
case � restricts to an automorphism of Z�. Let
therefore TV� = V�, put K 
 Z� for short, and
consider

M :¼ fU 2 KjU ¼ �ðUÞ�1g

Note that if two elements p, p0 of K are in M,
then so is the product p0p�1p0. The group K acts on
M 	 K by

k �U ¼ kU�ðkÞ�1 ðk 2 KÞ

and this group action is transitive, that is, every U 2M
can be written as U = k�(k)�1 with some k 2 K.
(Finding k for a given U is like taking a square root,
which is possible since exp : Lie K!K is surjective.)
There exists such a K-invariant Riemannian structure
for M that for all p0 2M the mapping sp0

: M!M
defined by

sp0
ðpÞ ¼ p0p�1p0

is the geodesic inversion with respect to p0 2M.
Thus, in this natural geometry M is a globally
symmetric Riemannian manifold and hence a sym-
metric space. The present kind of symmetric space is
called type I. If K� is the set of fixed points of � in K,
the symmetric space M is analytically diffeomorphic
to the coset space K=K� by

K=K� !M 	 K; UK� 7!U�ðUÞ�1

which we call the ‘‘Cartan embedding’’ of K=K�

into K.
In summary, the solution to the problem of

finding the set of unitary time evolution operators
that are compatible with a given symmetry group G
and structure of Hilbert space V is always a
symmetric space. This is a valuable insight, as
symmetric spaces are rigid objects and have been
completely classified by Cartan.

If the dimension of V is kept variable, the
irreducible symmetric spaces that occur belong to
one of the large families listed in Table 1.

Dyson’s Threefold Way

Recall the goal: given a Hilbert space V and a
symmetry group G acting on it, one wants to classify

the (irreducible) spaces of time evolution operators
U that are ‘‘compatible’’ with G, meaning

U ¼ g0Ug�1
0 ¼ g1U�1g�1

1

ðfor all g� 2 G�Þ

As we have seen, the spaces that arise in this way are
symmetric spaces of type I or II depending on the
nature of the time reversal (or other antiunitary
symmetry) T.

An even stronger statement can be made when
more information about the Hilbert space V is
specified. In Dyson’s classification, the Hermitian
scalar product of V is assumed to be the only
invariant structure that exists on V. With that
assumption, only three large families of symmetric
spaces arise; these correspond to what we call the
‘‘Wigner–Dyson symmetry classes.’’

Class A

Recall that in Dyson’s case, the connected part of the
centralizer of G0 in U (V) is a direct product of
unitary groups, each factor being associated with one
G0-isotypic component V� of V. The type-II situation
occurs when the set G1 of antiunitary symmetries is
either empty or else exchanges different V�. In both
cases, the set of good time evolution operators
restricted to one G0-isotypic component V� is a
unitary group Um�

, with m� being the multiplicity of
the irreducible G0-representation � in V�.

The unitary groups UN = m�
or, to be precise, their

simple parts SUN, are called type-II symmetric spaces
of the A family or A series – hence the name class A.
The Hamiltonians H, the generators of time evolu-
tions Ut = e�itH=�h, in this class are represented by

Table 1 The large families of symmetric spaces. The form of H

in the header applies to the last seven families

Family Symmetric

space Form of H =
W Z
Z y ��W

� �

A UN Complex Hermitian

AI UN=ON Real symmetric

AII U2N=USp2N Quaternion self-adjoint

C USp2N Z complex symmetric,

W = W y

C I USp2N=UN Z complex symmetric,

W = 0

D SO2N Z complex skew,

W = W y

DIII SO2N=UN Z complex skew,

W = 0

AIII Upþq=Up � Uq Z complex p � q, W = 0

BDI SOpþq=SOp � SOq Z real p � q, W = 0

CII USp2pþ2q=USp2p

�USp2q

Z quaternion

2p � 2q, W = 0
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complex Hermitian N �N matrices. By putting a
UN-invariant Gaussian probability measure

exp �trH2=2�2
� �

dH ð� 2 RÞ

on that space, one gets what is called the GUE – the
Gaussian unitary ensemble – which defines the
Wigner–Dyson universality class of unitary symmetry.

Classes AI and AII

Consider next the case G1 6¼ ;, with antiunitary
generator T. Let V� = TV� be any G0-isotypic
component of V invariant under T (the type-I
situation). The mapping U 7!TUT�1 = �(U) then is
an automorphism of the groups U(V�), G0 and
K = Z� ffi Um�

. If K� is the subgroup of fixed points
of � in K, the space of good time evolutions can be
identified with the symmetric space K=K� by the
Cartan embedding. Our task is to determine K� .

To simplify the notation let us write V� 
 V, R� 

R, and L� 
 L. We now ask what happens with
T : V!V in the process of transfer to L� R ffi V.
The answer, so we claim, is that T transfers to a
pure tensor made from antiunitary maps � : L!L
and � : R!R,

T ¼ �� �

To prove this claim, let C be the antilinear map
from V to the dual vector space V� by v 7!hv,�i.
Because the elements of G0 are represented by
unitaries, the C-linear operator CT : V!V� inter-
twines G0-actions:

CT aðgÞ ¼ g�1�CT ðg 2 G0Þ

where a is the automorphism a(g) = T�1gT. From
the irreducibility of R it follows that the space of
intertwiners R!R� is one dimensional here (Schur’s
lemma). Therefore, CT : L� R!L� � R� must be a
pure tensor (as opposed to a sum of such tensors),
and since C is clearly a pure tensor, so is T. This
completes the proof.

By the involutive property T2 = "T IdV ("T =�1),
the two antiunitary factors of T =�� � cannot
but square to �2 = "�IdL and �2 = "�IdR where
"�, "� =�1 are related by "�"� = "T . The factor �
determines a nondegenerate complex bilinear form
Q : L� L!C by

Qðl1; l2Þ ¼ �l1; l2h iL ðl1; l2 2 LÞ

Since � is antiunitary one has the exchange
symmetry

Qðl1; l2Þ ¼ �2l1; �l2h iL ¼ "� Qðl2; l1Þ

Thus, the complex bilinear form (or pairing) Q is
symmetric for "� =þ1 and alternating for "� =�1.

Knowing the sign of "� =�1 we know the group
K� . Indeed, an element k 2 K� commutes with T and
after transfer from V to L still commutes with �. But
since K� is a subgroup of K = Um�

, this means that
k 2 K� preserves Q. In the case of "� =þ1, what is
preserved is a symmetric pairing, and therefore K� ffi
Om�

. For "� =�1, the multiplicity m� must be even
and K� preserves an alternating pairing (or symplec-
tic structure); in that case K� ffi USpm�

, the unitary
symplectic group.

Thus, there is a dichotomy for the sets of good
time evolutions M ffi K=K� :

Class AI : K=K� ffi UN=ON ðN ¼ m�Þ
Class AII : K=K� ffi U2N=USp2N ð2N ¼ m�Þ

Again we are referring to symmetric spaces by the
names they – or rather their simple parts SUN=SON

and SU2N=USp2N – have in the Cartan classification.
In general, there is no immediate means of

predicting the parity "�, and one has no choice but
to go through the steps of constructing �. If
� : R!R happens to be G0-invariant, however, the
situation simplifies. In that case � determines a
G0-invariant pairing R� R!C (in the same way as
� determines Q : L� L!C above). On general
grounds, an irreducible G0-representation space
admits at most one such pairing. If that pairing is
symmetric, then, as we have seen, "� = 1; if it is
alternating, then "� =�1. The parity "� is given by
"�"� = "T .

Example Consider any physical system with spin-
rotation symmetry (G0 = SU2) and time-reversal
symmetry. The physical operation of time reversal,
T, commutes with spin rotations and, hence, here
is a case where the factor � in T =�� � is
G0-invariant. On fundamental physics grounds one
has T2 = (�1)2S on states with spin S. The spin-S
representation of SU2 is known to carry an invariant
pairing which is symmetric or skew depending on
whether the integer 2S is even or odd. Therefore,
"T = "� and "� =þ1 in all cases.

Thus, T-invariant systems with no symmetries
other than energy and spin invariably are class AI.
By breaking spin-rotation symmetry (G0 = {Id},
"� = þ1) while maintaining T-symmetry for states
with half-integer spin (say single electrons, which
carry spin S = 1=2), one gets "� =�1, thereby
realizing class AII.

The Hamiltonians By passing to the tangent space
of K=K� at unity one obtains Hermitian matrices
with entries that are real numbers (class AI) or real
quaternions (class AII). When K� -invariant Gaussian
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probability measures (called GOE resp., GSE) are
put on these spaces, one gets the Wigner–Dyson
universality classes of orthogonal resp., symplectic
symmetry. In mesoscopic physics, these are realized
in disordered metals with time-reversal invariance
(absence of magnetic fields and magnetic impuri-
ties). Spin-rotation symmetry is broken by strong
spin–orbit scatterers such as gold impurities.

Warning

The word ‘‘symmetry class’’ is not synonymous with
‘‘universality class.’’ Indeed, inside a symmetry class
many different types of physical behavior are
possible. For example, random matrix models for
disordered metallic grains with time-reversal sym-
metry belong to the symmetry class of the example
above (class AI), and so do Anderson tight-binding
models with real hopping. The former are known to
exhibit energy level statistics of universal GOE type,
whereas the latter have localized eigenfunctions and
hence level statistics which is expected to approach
the Poisson limit when the system size goes to
infinity.

Disordered Superconductors

When Dirac first wrote down his famous equation in
1928, he assumed that he was writing an equation
for the wave function of the electron. Later, because
of the instability caused by negative-energy solu-
tions, the Dirac equation was reinterpreted (via
second quantization) as an equation for the ferm-
ionic field operators of a quantum field theory. A
similar change of viewpoint is carried out in reverse
in the Hartree–Fock–Bogoliubov mean-field descrip-
tion of quasiparticle excitations in superconductors.
There, one starts from the equations of motion for
linear superpositions of the electron creation and
annihilation operators, and reinterprets them as a
unitary quantum dynamics for what might be called
the quasiparticle ‘‘wave function.’’

In both cases – the Dirac equation and the
quasiparticle dynamics of a superconductor – there
enters a structure not present in the standard
quantum mechanics underlying Dyson’s classifica-
tion: the field operators for fermionic particles are
subject to a set of relations called the ‘‘canonical
anticommutation relations,’’ and these are preserved
by the quantum dynamics. Therefore, whenever
second quantization is undone (assuming it can be
undone) to return from field operators to wave
functions, the wave-function dynamics is required to
preserve some extra structure. This puts a linear
constraint on the good Hamiltonians H. For our

purposes, the best viewpoint to take is to attribute
the extra invariant structure to the Hilbert space V,
thereby turning it into a Nambu space.

Nambu Space

Adopting the standard physics conventions of
second quantization, consider some set of single-
particle creation and annihilation operators cyi and
ci, where i = 1, 2, . . . labels an orthonormal system
of single-particle states. Such operators are subject
to the canonical anticommutation relations (CARs)

cyi cj þ cjc
y
i ¼ �ij

cyi c
y
j þ cyj c

y
i ¼ 0 ¼ cicj þ cjci

½1�

When written in terms of cj þ cyj and i(cj � cyj ), these
become the standard defining relations of a Clifford
algebra over R. Field operators are linear combina-
tions y =

P
i(uici þ fic

y
i ) with complex coefficients ui

and fi.
Now take H to be some Hamiltonian which is

quadratic in the creation and annihilation operators:

H ¼
X

i;j

Wijc
y
i cj þ

1

2

X
i;j

Zijc
y
i c
y
j þ �Zijcjci

� �

and let H act on field operators y by the
commutator: H � y 
 [H, y ]. The time evolution of
y is then determined by the Heisenberg equation of
motion

�i�h
dy
dt
¼ H � y ½2�

which integrates to y (t) = eitH=�h � y (0), and is easily
verified to preserve the CARs [1].

The dynamical equation [2] is equivalent to a
system of linear differential equations for the
amplitudes ui and fi. If these are assembled into
vectors, and the Wij and Zij into matrices, eqn [2]
becomes

�i�h
d

dt

f
u

� �
¼ W Z

Zy � �W

� �
f
u

� �

The Hamiltonian matrix on the right-hand side has
some special properties due to Zij =�Zji (from
cicj =�cjci) and Wij = �Wji (from H being self-
adjoint as an operator in Fock space). To keep
track of these properties while imposing some
unitary and antiunitary symmetries, it is best to put
everything in invariant form.

So, let U be the unitary vector space of annihila-
tion operators u =

P
i uici, and view the creation

operators f =
P

i fic
y
i as lying in the dual vector space

U�. The field operators y = uþ f then are elements
of the direct sum U 
U�=: V, called ‘‘Nambu

Symmetry Classes in Random Matrix Theory 209



space.’’ On V there exists a canonical unitary
structure expressed by

y ; ~yh i ¼
X

i
ð�ui ~ui þ �fi

~fiÞ

A second canonical structure on V = U 
U� is given
by the symmetric complex bilinear form

fy ; ~yg ¼
X

i
ð~fiui þ fi~uiÞ ¼ ~f ðuÞ þ f ð~uÞ

where the last expression uses the meaning of f as a
linear function f : U!C. Note that {y , ỹ } agrees
with the anticommutator of the field operators,
y ỹ þ ỹ y .

Now recall that the quantum dynamics is deter-
mined by a Hamiltonian H that acts on y by the
commutator H � y = [H, y ]. The one-parameter
groups t 7! eitH=�h generated by this action (the time
evolutions) preserve the symmetric pairing:

fy ; ~yg ¼ feitH=�hy ; eitH=�h ~yg

since the anticommutation relations [1] do not
change with time. They also preserve the unitary
structure,

y ; ~yh i ¼ eitH=�hy ; eitH=�h ~y
D E

because probability in Nambu space is conserved.
(Physically speaking, this holds true as long as H is
quadratic, i.e., many-body interactions are negligible.)

One can now pose Dyson’s question again: given
Nambu space V and a symmetry group G acting on
it, what is the set of time evolution operators that
preserve the structure of V and are compatible with
G ? From the section ‘‘The framew ork,’’ we know
the answer to be some symmetric space, but which
are the symmetric spaces that occur?

Class D

Consider a superconductor with no symmetries in its
quasiparticle dynamics, so G = {Id}. (A concrete
example would be a disordered spin-triplet super-
conductor in the vortex phase.) The time evolutions
Ut = eitH=�h are then constrained only by invariance
of the unitary structure and the symmetric pairing
{ , } of Nambu space. These two structures are
consistent; they are related by particle–hole con-
jugation C:

fy ; ~yg ¼ Cy ; ~yh i

which is an antiunitary operator with square C2 =þId.
Let VR 	 V denote the real vector space of fixed
points of C. (The field operators in VR are called of
‘‘Majorana’’ type in physics.) The condition
{y , ỹ } = {Uty , Utỹ } selects a complex orthogonal

group SO(V), and imposing unitarity yields a real
orthogonal subgroup SO(VR) with dim VR 2 2N –
a symmetric space of the D family.

When expressed in some basis of Majorana
fermions (meaning a basis of VR), the matrix of
the time evolution generator iH 2 s o(VR) is real
skew, and that of H imaginary skew. The simplest
random matrix model for class D, the SO-invariant
Gaussian ensemble of imaginary skew matrices, is
analyzed in the second edition of Mehta’s (1991)
book. From the expressions given by Mehta it is
seen that the level correlation functions at high
energy coincide with those of the Wigner–Dyson
universality class of unitary symmetry. The level
correlations at low energy, however, show different
behavior defining a separate universality class.
This universal behavior at low energies has immedi-
ate physical relevance, as it is precisely the low-
energy quasiparticles that determine the thermal
transport properties of the superconductor at low
temperatures.

Class DIII

Let now magnetic fields and magnetic impurities
be absent, so that time reversal T is a symmetry of
the quasiparticle system: G = {Id, T}. Following the
section ‘‘The framew ork,’’ the set of goo d time
evolutions is M ffi K=K� with K = SO(VR) and K�

the set of fixed points of U 7! �(U) = TUT�1 in K.
What is K�?

The square of the time-reversal operator is T2 =�Id
(for particles with spin 1/2), and commutes with
particle–hole conjugation C, which makes P := iCT a
useful operator to consider. Since C by definition
commutes with the action of K, and hence also with
that of K� , the subgroup K� has an equivalent
description as

K� ¼ fk 2 UðVÞ j k ¼ PkP�1 ¼ �ðkÞg

The operator P is easily seen to have the following
properties: (1) P is unitary, (2) P2 = Id, and (3) trV

P = 0. Consequently, P possesses two eigenspaces
V� of equal dimension, and the condition k = PkP�1

fixes a subgroup U(Vþ)� U(V�) of U(V). Since P
contains a factor i =

ffiffiffiffiffiffi
�1
p

in its definition, it antic-
ommutes with the antilinear operator T. Therefore,
the automorphism � exchanges U(Vþ) with U(V�),
and the fixed-point set K� is the same as U(Vþ) ffi
U2N. Thus,

M ¼ K=K� ffi SO4N=U2N ðdim Vþ ¼ 2NÞ

a symmetric space in the DIII family. Note that
for particles with spin 1/2 the dimension of Vþ has
to be even.
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By realizing the algebra of involutions C, T as
Cy = (12N � i�x) �y and Ty = (12N � i�y) �y , the
Hamiltonians H in class DIII are brought into the
standard form

H ¼ 0 Z
��Z 0

� �

where the 2N � 2N matrix Z is complex and skew.

Class C

Next let the spin of the quasiparticles be
conserved, as is the case for a spin-singlet super-
conductor with no spin–orbit scatterers present, and
let time-reversal invariance be broken by a magnetic
field. The symmetry group of the quasiparticle
system then is the spin-rotation group: G = G0 =
Spin3 = SU2.

Nambu space V can be arranged to be a tensor
product V = L� R so that G0 acts trivially on L and
by the spinor representation on the spinor space R 

C2. Since two spinors combine to give a scalar, the
latter comes with an alternating bilinear form a : R�
R!C. In a suitable basis, the anticommutation
relations [1] factor on particle–hole and spin indices.
The symmetric bilinear form {,} of V correspondingly
factors under the tensor product decomposition
V = L� R as

fl1 � r1 ; l2 � r2g ¼ ½l1 ; l2� � aðr1 ; r2Þ

where [ , ] is an alternating form on L, giving L the
structure of a complex symplectic vector space.

The good set M now consists of the time
evolutions that, in addition to preserving the
structure of Nambu space, commute with the spin-
rotation group SU2:

M ¼ fU 2 UðVÞjUC ¼ CU; 8g 2 SU2 : gU ¼ Ugg

By the last condition, all time evolutions act trivially
on the factor R. The condition UC = CU, which
expresses invariance of the symmetric form of V,
then implies that time evolutions preserve the
alternating form of L. Time evolutions therefore
are unitary symplectic transformations of L, hence
M = USp(L) ffi USp2N – a symmetric space of the C
family. The Hamiltonian matrices in class C have
the standard form

H ¼ W Z
Zy � �W

� �

with W being Hermitian and Z complex and
symmetric.

Class CI

The next class is obtained by taking the time
reversal T as well as the spin rotations g 2 SU2 to
be symmetries of the quasiparticle system.

By arguments that should be familiar by now, the
set of good time evolutions is a symmetric space
M ffi K=K� with K = USp(L) and K� the set of fixed
points of � in K. Once again, the question to be
answered is: what is K�? The situation here is very
similar to the one for class DIII, with L and USp(L)
taking the roles of V and SO(VR). By adapting the
previous argument to the present case, one shows
that K� is the same as U(Lþ) ffi UN, where Lþ is the
positive eigenspace of P = iCT viewed as a unitary
operator on L. Thus,

M ¼ K=K� ffi USp2N=UN

Dirac Fermions: The Chiral Classes

Three large families of symmetric spaces remain to
be implemented. Although these, too, occur in
mesoscopic physics, their most natural realization
is by 4D Dirac fermions in a random gauge field
background.

Consider the Lagrangian L for the Euclidean
spacetime version of QCD with Nc � 3 colors of
quarks coupled to an SUNc

gauge field A�:

L ¼ i �y 	�ð@� � A�Þy þ im �y y

The massless Dirac operator D = i	�(@� � A�) anti-
commutes with 	5 = 	0	1	2	3. Therefore, in a basis
of eigenstates of 	5 the matrix of D takes the form

D ¼ 0 Z
Zy 0

� �
½3�

If the gauge field carries topological charge 
 2 Z,
the Dirac operator D has at least j
j zero modes by the
index theorem. To make a simple model of the
challenging situation where A� is distributed according
to Yang–Mills measure, one takes the matrices Z to be
complex rectangular, of size p� q with p� q = 
, and
puts a Gaussian probability measure on that space.
This random matrix model for D captures the
universal features of the QCD Dirac spectrum in the
massless limit.

The exponential of the truncated Dirac operator,
eitD (where t is not the time), lies in a space
equivalent to Upþq=Up � Uq – a symmetric space of
the AIII family. We therefore say that the universal
behavior of the QCD Dirac spectrum is that of
symmetry class AIII.

But hold on! Why are we entitled to speak of a
symmetry class here? By definition, symmetries
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always commute with the Hamiltonian, never do
they anticommute! (The relation D =�	5D 	5 is not
a symmetry in the sense of Dyson, nor is it a
symmetry in our sense.)

Class AIII

To incorporate the massless QCD Dirac operator
into the present classification scheme, we adapt it
to the Nambu space setting. This is done by
reorganizing the four-component Dirac spinor
y , �y as an eight-component Majorana spinor �,
to write

L m¼0 ¼
i

2
���ð@� � A �Þ�

The 8� 8 matrices �� are real symmetric besides
satisfying the Clifford relations ���
 þ �
�� = 2��
.
A possible tensor product realization is

�0 ¼ 1� �z � 1; �1 ¼ �x � �y � �y

�2 ¼ �y � �y � 1; �3 ¼ �z � �y � �y

The gauge field in this Majorana representation
is A� = 1� 1� (A(�)

� � A(þ)
� �y) where A(�)

� = (1=2)
(A� � At

�) are the symmetric and skew parts of
A� 2 s u (Nc).

The operator H = i��(@� � A �) is imaginary
skew, therefore eitH is real orthogonal. This means
that there exists a Nambu space V with unitary
structure h , i and symmetric pairing { , }, both of
which are preserved by the action of eitH. No change
of physical meaning or interpretation is implied by
the identical rewriting from Dirac D to Majorana H.
The fact that Dirac fermions are not truly Majorana
is encoded in a U1-symmetry Hei�Q = ei�QH gener-
ated by Q = 1� 1� �y.

Now comes the essential point: since H obeys
�H =�H, the chiral ‘‘symmetry’’ H =��5H�5 with
�5 = 1� �x � 1 can be recast as a true symmetry:

H ¼ þ�5
�H �5 ¼ THT�1

with antilinear T : � 7!�5
��. Thus, the massless

QCD Dirac operator is indeed associated with a
symmetry class in the present, post-Dyson sense:
that is class AIII, realized by self-adjoint operators

on Nambu space with Dirac U1-symmetry and an
antiunitary symmetry T.

Classes BDI and CII

Consider Hamiltonians D still of the form [3] but
now with matrix entries taken from either the real
numbers or the real quaternions. Their one-parameter
groups eitD belong to two further families of
symmetric spaces, namely the classes BDI and CII
of Table 1. These large families are known to be
realized as symmetry classes by the massless Dirac
operator with gauge group SU2 (for BDI), or with
fermions in the adjoint representation (for CII). For
the details we must refer to Verbaarschot’s (1994)
paper and the recent article by Heinzner et al. (2005).

See also: Classical Groups and Homogeneous Spaces;
Compact Groups and Their Representations;
Determinantal Random Fields; Dirac Fields in Gravitation
and Nonabelian Gauge Theory; Dirac Operator and Dirac
Field; High Tc Superconductor Theory; Integrable
Systems in Random Matrix Theory; Lie Groups: General
Theory; Random Matrix Theory in Physics; Random
Partitions; Supersymmetry Methods in Random Matrix
Theory; Symmetries and Conservation Laws.
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Introduction: Chaotic Systems Can
Synchronize

Synchronization is a ubiquitous phenomenon char-
acteristic of many processes in natural systems and
(nonlinear) science. It has permanently remained an
objective of intensive research and is today consid-
ered as one of the basic nonlinear phenomena
studied in mathematics, physics, engineering, or life
science. This word has a Greek root, syn = common
and chronos = time, which means to share the
common time or to occur at the same time, that is,
correlation or agreement in time of different
processes (Boccaletti et al. 2002). Thus, synchroni-
zation of two dynamical systems generally means
that one system somehow traces the motion of
another. Indeed, it is well known that many coupled
oscillators have the ability to adjust some common
relation that they have between them due to weak
interaction, which yields to a situation in which a
synchronization-like phenomenon takes place.

The original work on synchronization involved
periodic oscillators. Indeed, observations of (peri-
odic) synchronization phenomena in physics go back
at least as far as C Huygens (1673), who, during his
experiments on the development of improved pen-
dulum clocks, discovered that two very weakly
coupled pendulum clocks become synchronized in
phase: two clocks hanging from a common support
(on the same beam of his room) were found to
oscillate with exactly the same frequency and
opposite phase due to the (weak) coupling in terms
of the almost imperceptible oscillations of the beam
generated by the clocks.

Since this discovery, periodic synchronization has
found numerous applications in various domains,
for instance, in biological systems and living nature
where synchronization is encountered on different
levels. Examples range from the modeling of the
heart to the investigation of the circadian rhythm,
phase locking of respiration with a mechanical
ventilator, synchronization of oscillations of human
insulin secretion and glucose infusion, neuronal
information processing within a brain area and
communication between different brain areas. Also,
synchronization plays an important role in several
neurological diseases such as epilepsies and patho-
logical tremors, or in different forms of cooperative

behavior of insects, animals, or humans (Pikovsky
et al. 2001).

This process may also be encountered in celestial
mechanics, where it explains the locking of revolu-
tion period of planets and satellites.

Its view was strongly broadened with the devel-
opments in radio engineering and acoustics, due to
the work of Eccles and Vincent, 1920, who found
synchronization of a triode generator. Appleton,
Van der Pol, and Van der Mark, 1922–27, have,
experimentally and theoretically, extended it and
worked on radio tube oscillators, where they
observed entrainment when driving such oscillators
sinusoidally, that is, the frequency of a generator
can be synchronized by a weak external signal of a
slightly different frequency.

But, even though original notion and theory of
synchronization implies periodicity of oscillators,
during the last decades, the notion of synchroniza-
tion has been generalized to the case of interacting
chaotic oscillators. Indeed, the discovery of determi-
nistic chaos introduced new types of oscillating
systems, namely the chaotic generators.

Chaotic oscillators are found in many dynamical
systems of various origins; the behavior of such
systems is characterized by instability and, as a
result, limited predictability in time.

Roughly speaking, a system is chaotic if it is
deterministic, has a long-term aperiodic behavior,
and exhibits sensitive dependence on initial condi-
tions on a closed invariant set (the chaos theory is
discussed in more detail elsewhere in this encyclo-
pedia) (see Chaos and Attractors).

Consequently, for a chaotic system, trajectories
starting arbitrarily close to each other diverge
exponentially with time, and quickly become uncor-
related. It follows that two identical chaotic systems
cannot synchronize. This means that they cannot
produce identical chaotic signals, unless they are
initialized at exactly the same point, which is in
general physically impossible. Thus, at first sight,
synchronization of chaotic systems seems to be
rather surprising because one may intuitively (and
naively) expect that the sensitive dependence on
initial conditions would lead to an immediate
breakdown of any synchronization of coupled
chaotic systems. This scenario in fact led to the
belief that chaos is uncontrollable and thus unusa-
ble. Despite this, in the last decades, the search for
synchronization has moved to chaotic systems.
Significant research has been done and, as a result,
Yamada and Fujisaka (1983), Afraimovich et al.
(1986), and Pecora and Carroll (1990) showed that
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two chaotic systems could be synchronized by
coupling them: synchronization of chaos is actual
and chaos could then be exploitable. Ever since,
many researchers have discussed the theory and the
design or applications of synchronized motion in
coupled chaotic systems. A broad variety of applica-
tions has emerged, for example, to increase the
power of lasers, to synchronize the output of
electronic circuits, to control oscillations in chemical
reactions, or to encode electronic messages for
secure communications.

The publication of the seminal paper of Pecora
and Caroll (1990) had a very strong impact in the
domain of chaos theory and chaos synchronization,
and their applications. It had stimulated very intense
research activities and the related studies continue to
attract great attention. Many authors have contrib-
uted to developing this domain, theoretically or
experimentally (Boccaletti et al. 2002, Pecorra et al.
1997, references therein).

However, the special features of chaotic systems
make it impossible to directly apply the methods
developed for synchronization of periodic oscilla-
tors. Moreover, in the topics of coupled chaotic
systems, many different phenomena, which are
usually referred to as synchronization, exist and
have been studied now for over a decade. Thus,
more precise descriptions of such systems are indeed
desirable.

Several different regimes of synchronization have
been investigated. In the following, the focus will be
on explaining the essentials on this large topic,
subdivided into four basic types of synchronization
of coupled or forced chaotic systems which have
been found and have received much attention, while
emphasizing on the first three:

� identical (or complete) synchronization (IS),
which is defined as the coincidence of states of
interacting systems;
� generalized synchronization (GS), which extends

the IS phenomenon and implies the presence of
some functional relation between two coupled
systems; if this relationship is the identity, we
recover the IS;
� phase synchronization (PS), which means entrain-

ment of phases of chaotic oscillators, whereas
their amplitudes remain uncorrelated; and
� lag synchronization (LS), which appears as a

coincidence of time-shifted states of two systems.

Other regimes exist, some of them will be briefly
pointed out at the end of this article; we also will
briefly discuss the very relevant issue of the stability
of synchronous motions.

Our discussion and examples given here are based
on unidirectionally continuous systems, most of the
exposed ideas can be easily extended to discrete
systems.

Let us also emphasize that the same year, 1990,
saw the publication of another seminal paper, by
Ott, Grebogi, and Yorke (OGY) on the control of
chaos (Ott et al. 1990). Recently, it has been
realized that synchronization and control of chaos
share a common root in nonlinear control theory.
Both topics were presented by many authors in a
unified framework. However, synchronization of
chaos has evolved in its own right, even if it is
nowadays known as a part of the nonlinear control
theory.

Synchronization and Stability

For the basic master–slave configuration, where an
autonomous chaotic system (the master)

dX

dt
¼ FðXÞ; X 2 Rn ½1�

drives another system (the slave),

dY

dt
¼ GðX;YÞ; Y 2 Rm ½2�

synchronization takes place when Y asymptotically
copies, in a certain manner, a subset Xp of X. That
is, there exists a relation between the two coupled
systems, which could be a smooth invertible func-
tion  , which transforms the trajectories on the
attractor of a first system into those on the attractor
of a second system. In other words, if we know,
after a transient regime, the state of the first system,
it allows us to predict the state of the second:
Y(t) = (X(t)). Generally, it is assumed that n � m;
however, for the sake of easy readability (even if this
is not a necessary restriction) the case n = m will
only be considered; thus, Xp = X. Henceforth, if we
denote the difference Y �  (X) by X?, in order to
arrive at a synchronized motion, it is expected that

jjX?jj�! 0; as t�!þ1 ½3�

If  is the identity function, the process is called IS.

Definition of IS System [2] synchronizes with
system [1], if the set M = {(X, Y) 2 Rn �Rn, Y = X}
is an attracting set with a basin of attraction B(M � B)
such that limt!1 kX(t)� Y(t)k= 0, for all
(X(0), Y(0)) 2 B.

Thus, this regime corresponds to the situation
where all the variables of two (or more) coupled
chaotic systems converge.
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If  is not the identity function, the phenomenon
is more general and is referred to as GS.

Definition of GS System [2] synchronizes with
system [1], in the generalized sense, if there exists a
transformation  : Rn�!Rm, a manifold M =
{(X, Y) 2 Rnþm, Y = (X)} and a subset B (M � B),
such that for all (X0, Y0) 2 B, the trajectory based
on the initial conditions (X0, Y0) approaches M as
time goes to infinity. This is explained further in the
following.

Henceforth, in the case of IS, eqn [3] above means
that a certain hyperplane M, called synchronization
manifold, within R2n, is asymptotically stable.
Consequently, for the sake of synchrony motion,
we have to prove that the origin of the transverse
system X?= Y �X is asymptotically stable. That is,
to prove that the motion transversal to the synchro-
nization manifold dies out.

However, significant progress has been made by
mathematicians and physicists in studying the
stability of synchronous motions. Two main tools
are used in the literature for this aim: conditional
Lyapunov exponents and asymptotic stability. In the
examples given below, we will essentially formulate
conditions for synchronization in terms of Lyapunov
exponents, which play a central role in chaos theory.
These quantities measure the sensitive dependence
on initial conditions for a dynamical system and also
quantify synchronization of chaos.

The Lyapunov exponents associated with the
variational equation corresponding to the transverse
system X?:

dX?
dt
¼ DFðXÞX? ½4�

where DF(X) is the Jacobian of the vector field
evaluated onto the driving trajectory X, are referred
to as transverse or conditional Lyapunov exponents
(CLEs).

In the case of IS, it appears that the condition L?max <
0 is sufficient to insure synchronization, where L?max is
the largest CLE. Indeed, eqn [4] gives the dynamics of
the motion transverse to the synchronization manifold;
therefore, CLEs indicate if this motion dies out or not,
and hence, whether the synchronization state is stable
or not. Consequently, if L?max is negative, it insures the
stability of the synchronized state. This will be best
explained using two examples below.

Even if there exist other approaches for studying
synchronization, one may ask if this condition on
L?max is true in general. To answer this question,
mathematicians have recently formulated it in terms
of properties of manifolds (or synchronization
hyperplanes). Some rigorous results on (generalized)

synchronization, when the system is smooth, are
given by Josic (2000). This approach relies on the
Fenichel theory of normally hyperbolic invariant
manifolds and quantities that resemble Lyapunov
exponents, and is referred to as differentiable GS.
However, many situations correspond to the case
where, in some region of values of parameters
coupling, the function  is only continuous but not
smooth, that is, the graph of  is a complicated
geometrical object. This kind of synchronization
is called nonsmooth GS (Afraimovich et al. 2001).

Furthermore, the mathematical theory of IS often
assumes the coupled oscillators to be identical, even
if, in practice, no two oscillators are exact copies of
each other. This leads to small differences in system
parameters and then to synchronization errors.
These errors have been studied by many authors
(see, e.g., Illing (2002), and references therein).

Identical Synchronization

Perhaps the best way to explain synchronization of
chaos is through IS, also referred to as conventional
or complete synchronization (Boccaletti et al. 2002).
It is the simplest form of chaos synchronization and
generalizes to the complete replacement which is
explained below. It is also the most typical form of
chaotic synchronization often observable in two
identical systems.

There are various processes leading to synchroni-
zation; depending on the particular coupling config-
uration used these processes could be very different.
So, one has to distinguish between the following two
main situations, even if they are, in some sense,
similar: the unidirectional and the bidirectional
coupling. Indeed, synchronization of chaotic systems
is often studied for schemes of the form

dX

dt
¼ FðXÞ þ kNðX� YÞ

dY

dt
¼ GðYÞ þ kMðX� YÞ

½5�

where F and G act in Rn, (X, Y) 2 (Rn)2, is a scalar,
and M and N are coupling matrices belonging to
Rn�n. If F = G the two subsystems X and Y are
identical. Moreover, when both matrices are non-
zero then the coupling is called bidirectional, while
it is referred to as unidirectional if one is the zero
matrix, and the other nonzero.

Constructing Pairs of Synchronized Systems:
Complete Replacement

Pecora and Carroll (1990) proposed the use of
stable subsystems of given chaotic systems to
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construct pairs of unidirectionally coupled synchro-
nizing systems. Since then generalizations of this
approach have been developed and various meth-
ods now exist to synchronize systems (Wu 2002,
Hasler 1998).

One way to build a couple of synchronized
systems is then to use the basic construction method
introduced by Pecora and Carroll, who made an
important observation. They found that, when they
make a replica of part of a chaotic system and send
a system variable from the original system (trans-
mitter) to drive this replica (receiver), sometimes the
replica subsystem and the original chaotic one lock
in their steps and evolve together chaotically in
synchrony. This method can be described as follows.
Consider the autonomous n-dimensional dynamical
system,

du

dt
¼ FðuÞ ½6�

divide this system into two subsystems (u = (v, w)),

dv

dt
¼ Gðv;wÞ

dw

dt
¼ Hðv;wÞ

½7�

where v= (u1, . . . ,um), w= (umþ1, . . . ,un), G=(F1, . . . ,
Fm), and H = (Fmþ1, . . . ,Fn). Next, create a new
subsystem w0 identical to the w-subsystem. This
yields a (2n�m)-dimensional system:

dv

dt
¼ Gðv;wÞ

dw

dt
¼ Hðv;wÞ

dw0

dt
¼ Hðv;w0Þ

½8�

The first state-variable component v(t) of the (v, w)
system is then used as the input to the w0-system.
The coupling is unidirectional and the (v, w)
subsystem is referred to as the driving (or master)
system, the w0-subsystem as the response (or slave)
system. In this context, the following notions and
results are useful.

Definition If limt!þ1 kw0(t)�w(t)k= 0 and w0(t)
continues to remain in step with w(t) in the course
of the time, the two subsystems are said to be
synchronized.

Definition The Lyapunov exponents of the
response subsystem (w0) for a particular driven
trajectory v(t) are called CLEs.

Let w(t) be a chaotic trajectory with initial
condition w(0), and w0(t) be a trajectory started at
a nearly point w0(0). The basic idea of the Pecora–
Carroll approach is to establish the asymptotic
stability of the solutions of w0-subsystem by means
of CLEs. They have shown the following result
(Pecora and Carroll 1990):

Theorem A necessary and sufficient condition for
the two subsystems, w andw0, to be synchronized is
that all of the CLEs be negative.

Note that only a finite number of possible
decompositions (or couplings) v–w exist; this is
bounded by the number of different possible
subsystems, namely N(N � 1)=2. (For a description
and mathematical analysis of various coupling
schemes see Wu (2002).) Furthermore, by splitting
the main system [6] in a different way, (complete)
synchronization could not exist. Indeed, in general,
only a few of the possible response subsystems
possess negative CLEs, and may thus be used to
implement synchronizing systems using the Pecora–
Caroll method. In fact, it has been pointed out in the
literature that in some cases, the CLE criterion is not
as practical as some other criteria.

For simplicity, the idea will now be developed on
the following three-dimensional simple autonomous
system, which belongs to the class of dynamical
systems called generalized Lorenz systems (see
Derivière and Aziz-Alaoui (2003), and references
therein):

_x ¼ �9x� 9y

_y ¼ �17x� y� xz

_z ¼ �zþ xy

½9�

(This should be compared with the well-known
Lorenz system:

_x ¼ �10xþ 10y

_y ¼ 28x� y� xz

_z ¼ � 8
3 zþ xy

which differs in the signs of various terms and the
values of coefficients.) From previous observations,
it was shown that system [9] oscillates chaotically;
its Lyapunov exponents are þ0.601, 0.000, and
�16.470; it exhibits the chaotic attractor of Figure 1,
with a three-dimensional feature very similar to that
of Lorenz attractor (in fact, it satisfies the condition
z < 0, but in our context it does not matter).

Let us divide system [9] into two subsystems
v = x1 and w = (y1, z1). By creating a copy

216 Synchronization of Chaos



–30

–25

–20

–15

–10

–5

0

–15 –10 –5 0 5 10 15
–15

–10

–5

0

5

10

15

–15 –10 –5 0 5 10 15

Figure 1 The chaotic attractor of system [9]: x–y and x–z plane projections.
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w0= (y2, z2) of the w-subsystem, we obtain the
following five-dimensional dynamical system:

_x1 ¼ �9x1 � 9y1

_y1 ¼ �17x1 � y1 � x1z1

_z1 ¼ �z1 þ x1y1

_y2 ¼ �17x1 � y2 � x1z2

_z2 ¼ �z2 þ x1y2

½10�

In numerical experiments, it was observed that the
motion quickly results in the two equalities,
limt!þ1 jy2 � y1j= 0 and limt!þ1 jz2 � z1j= 0, to
be satisfied, that is, limt!þ1 kw0 �wk= 0. These
equalities persist as the system evolves. Hence, the
two subsystems w and w0 are synchronized. Figure 2
illustrates this phenomenon.

It is also easy to verify that the synchronization
persists even if a slight change in the parameters of
the system is made. The CLEs of the linearization of
the system around the synchronous state, the
negativity of which determines the stability of the
synchronized solution, are also computed easily.

Pecora–Carroll similarly built the system [10] by
using the following steps. Starting with two copies
of system [9], a signal x(t) is transmitted from the
first to the second: in the second system all x-
components are replaced with the signal from the
first system, that is, x2 is replaced by x1 in the
second system. Finally, the dx2=dt equation is
eliminated, since it is exactly the same as dx1=dt
equation, and is superfluous. This then results in
system [10]. For this reason, Pecora–Carroll called
this construction a complete replacement. Thus, it is
natural to think of the x1 variable as driving the
second system, but also to label the first system the
drive and the second system the response. In fact,
this method is a particular case of the unidirectional
coupling method explained below. Note also that
this method could be modified by using a partial
substitution approach, in which a response variable
is replaced with the drive counterpart only in certain
locations (Pecora et al. 1997).
Unidirectional IS

The IS synchronization has also been called as one-
way diffusive coupling, drive–response coupling,
master–slave coupling, or negative feedback control.

System [5], F = G and N = 0, becomes unidirec-
tionally coupled, and reads

dX

dt
¼ FðXÞ

dY

dt
¼ FðYÞ þ kMðX� YÞ

½11�

M is then a matrix that determines the linear
combination of X components that will be used
in the difference, and k determines the strength of
the coupling (see, for an interesting review on
this subject, Pecora et al. (1997)). In unidirectional
synchronization, the evolution of the first system
(the drive) is unaltered by the coupling, the second
system (the response) is then constrained to copy the
dynamics of the first. Let us consider an example
with two copies of system [9], and for

M¼
1 0 0
0 0 0
0 0 0

0
@

1
A ½12�

that is, by adding a damping term to the first equation
of the response system, we get a following unidir-
ectionally coupled system, coupled through a linear
term k > 0 according to variables x1, 2:

_x1 ¼ �9x1 � 9y1

_y1 ¼ �17x1 � y1 � x1z1

_z1 ¼ �z1 þ x1y1

_x2 ¼ �9x2 � 9y2 � kðx2 � x1Þ
_y2 ¼ �17x2 � y2 � x2z2

_z2 ¼ �z2 þ x2y2

½13�



–10
–5

0
5

 10
 15
 20

0 1 2 3 4 5

(a)

(b)

–35
–30
–25
–20
–15
–10

–5
0
5

0 1 2 3 4 5

–15

–10

–5

0

5

 10

 15

–15 –10 –5 0 5  10  15

(c)

Figure 2 Complete replacement synchronization. Time series for (a) yi (t) and (b) zi (t), i = 1, 2, in system [10]. The difference

between the variable of the transmitter and the variable of the receiver asymptotes tends to zero as time progresses, that is,

synchronization occurs after transients die down. (c) The plot of amplitudes y1 against y2, after transients die down, shows a diagonal

line, which also indicates that the receiver and the transmitter are maintaining synchronization. The plot of z1 against z2 shows a

similar behavior.
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For k = 0, the two subsystems are uncoupled; for
k > 0 both subsystems are unidirectionally coupled;
and for k�! þ1, we recover the complete replace-
ment coupling scheme explained above. Our numer-
ical computations yield the optimal value k̃ for the
synchronization; we found that for k � k̃ = 4.999,
both subsystems of [13] synchronize. That is,
starting from random initial conditions, and after
some transient time, system [13] generates the same
attractor as for system [9] (see Figure 1). Conse-
quently, all the variables of the coupled chaotic
subsystems converge: x2 converges to x1, y2 to y1,
and z2 to z1 (see Figure 3). Thus, the second system
(the response) is locked to the first one (the drive).

Alternatively, observation of diagonal lines in
correlation diagrams, which plot the amplitudes x1
against x2, y1 against y2, and z1 against z2, can also
indicate the occurrence of system synchronization.

IS was the first for which examples of unidir-
ectionally coupled chaotic systems were presented. It
is important for potential applications of chaos
synchronization in communication systems, or for
time-series analysis, where the information flow is
also unidirectional.
Bidirectional IS

A second brief example uses a bidirectional (also
called mutual or two-way) coupling. In this situa-
tion, in contrast to the unidirectional coupling, both
drive and response systems are connected in such a
way that they influence each other’s behavior. Many



 2164  2166  2168  2170  2172  2174  2176  2178  2180

–10

–5

0

5

10

 2162

–10

–5

0

5

10

 2162  2164  2166  2168  2170  2172  2174  2176  2178  2180

–25

–20

–15

–10

–5

1525 1530 1535 1540 1545 1550

Figure 3 Time series for xi (t), yi (t), and zi (t)(i = 1, 2) in system [13] for the coupling constant k = 5:0, that is, beyond the threshold

necessary for synchronization. After transients die down, the two subsystems synchronize perfectly.

Synchronization of Chaos 219
biological or physical systems consist of bidirection-
ally interacting elements or components; examples
range from cardiac and respiratory systems to
coupled lasers with feedback. Let us then take two
copies of the same system [9] as given above, but
two-way coupled through a linear constant term k >
0 according to variables x1, 2:

_x1 ¼ �9x1 � 9y1 � kðx1 � x2Þ
_y1 ¼ �17x1 � y1 � x1z1

_z1 ¼ �z1 þ x1y1

_x2 ¼ �9x2 � 9y2 � kðx2 � x1Þ
_y2 ¼ �17x2 � y2 � x2z2

_z2 ¼ �z2 þ x2y2

½14�

We can get an idea of the onset of synchronization
by plotting, for example, x1 against x2 for various
values of the coupling-strength parameter k. Our
numerical computations yield the optimal value k̃
for the synchronization: k̃ ’ 2.50 (Figure 4), both
(xi, yi, zi) subsystems synchronize and system [14]
also generates the attractor of Figure 1.

Synchronization manifold and stability Geometri-
Geometrically, the fact that systems [13] and [14],
beyond synchronization, generate the same attractor
as system [9], implies that the attractors of these
combined drive–response six-dimensional systems
are confined to a three-dimensional hyperplane (the
synchronization manifold) defined by Y = X. After
the synchronization is reached, this manifold is a
stable submanifold in the full phase space R6.
Figure 5 gives an idea of what the geometry of the
synchronous attractor of system [13] or [14] looks
like, by exhibiting the projection of the phase space
R6 onto (x1, y1, y2) subspace. But, one can simi-
larly plot any combination of variable xi, yi, and
zi (i = 1, 2), and get the same result, since the
motion, in case of synchronization, is confined to
the hyperplane defined in R6 by the equalities
x1 = x2, y1 = y2, and z1 = z2.

This hyperplane is stable since small perturbations
which take the trajectory off the synchronization
manifold decay in time. Indeed, as stated earlier,
CLEs of the linearization of the system around the
synchronous state could determine the stability of
the synchronized solution. This leads to requiring
that the origin of the transverse system, X?, is
asymptotically stable. To see this, for both systems
[13] and [14], we then switch to the new set of
coordinates, X?= Y �X, that is, x?= x2 � x1,
y?= y2 � y1, and z?= z2 � z1. The origin (0, 0, 0)
is obviously a fixed point for this transverse system,
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within the synchronization manifold. Therefore, for
small deviations from the synchronization manifold,
this system reduces to a typical variational equation:

dX?
dt
¼ DFðXÞX? ½15�

where DF(X) is the Jacobian of the vector field
evaluated onto the driving trajectory X, that is,

dx?
dt

dy?
dt

dz?
dt

0
BBBBBBB@

1
CCCCCCCA
¼ V

x?

y?

z?

0
BBBBBBB@

1
CCCCCCCA

½16�

For systems [13] and [14], we obtain

V ¼ Vi ¼
�9� ki �9 0
�17� z �1 �x

y x �1

0
@

1
A ½17�

with ki = k for system [13] and ki = 2k for system
[14]. Let us remark that the only difference between
both matrices Vi is the coupling k which has a factor
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2 in the bidirectional case. Figure 6 shows the
dependence of L?max on k, for both examples of
unidirectionally and bidirectionally coupling sys-
tems. L?max becomes negative as k increases, which
insures the stability of the synchronized state for
systems [13] and [14].

Let us note that this can also be proved
analytically as done by Derivière and Aziz-Alaoui
(2003) by using a suitable Lyapunov function, and
using some new extended version of LaSalle invar-
iance principle.
Desynchronization motion Synchronization depends
not only on the coupling strength, but also on the
vector field and the coupling function. For some
choice of these quantities, synchronization may
occur only within a finite range [k1, k2] of coupling
strength; in such a case a desynchronization phe-
nomenon occurs. Thus, increasing k beyond the
critical value k2 yields loss of the synchronized
motion (L?max becomes positive).
Generalized Synchronization

Identical chaotic systems synchronize by following the
same chaotic trajectory. However, real systems are in
general not identical. For instance, when the para-
meters of two coupled identical systems do not match,
or when these coupled systems belong to different
classes, complete IS may not be expected, because
there does not exist such an invariant manifold Y = X,
as for IS. For non-identical systems, the possibility of
some type of synchronization has been investigated
(Afraimovich et al. 1986). It was shown that when two
different systems are coupled with sufficiently strong
coupling strength, a general synchronous relation
between their states could exist and it could be
expressed by a smooth invertible function,
Y(t) = (X(t)). This phenomenon, called GS, is thus a
relaxed and extended form of IS in non-identical
systems.

However, it may also occur for pairs of identical
systems, for example, for systems having reflection
symmetry, F(�X) = �F(X). Besides these examples
of GS, others also exist that exploit symmetries of
the underlying systems (Parlitz and Kocarev 1999).

GS was introduced for unidirectionally coupled
systems by Rulkov et al. (1995). For simplicity, we
also focus on unidirectionally coupled continuous
time systems:

dX

dt
¼ FðXÞ

dY

dt
¼ GðY; uðtÞÞ

½18�

where X 2 Rn, Y 2 Rm, F : Rn�!Rn, G : Rm �
Rk�!Rm, and u(t) = (u1(t), . . . , uk(t)) with
ui(t) = hi(X(t, Xo)). Two (non-identical) dynamical
systems are said to be synchronized in a generalized
sense if there is a continuous function  from the
phase space of the first to the phase space of the
second, taking orbits of the first system to orbits of
the second.

The main problem is to know when and under
what conditions system [18] undergoes GS. Many
authors have addressed this question, and it has been
shown that asymptotic stability is equally significant
for this more universal concept (for some theoretical
results, see Rulkov et al. (1995) and Parlitz and
Kocarev (1999)). For unidirectionally coupled con-
tinuous time systems, the following results hold:

Theorem A necessary and sufficient condition for
system [18] to be synchronized in the generalized
sense is that for each u(t) = u(X(t, Xo)) the system-
is asymptotically stable.

When it is not possible to find a Lyapunov function
in order to use this theorem, one can numerically
compute the CLEs of the response system, and use the
following result:

Theorem The drive and response subsystems of
system [18] synchronize in the generalized sense iff
all of the CLEs of the response subsystem are
negative.

The definition of  has the advantage that it allows
the discussion of synchronization of non-identical
systems and, at the same time, to consider synchroni-
zation in terms of the property of synchronization
manifold. Therefore, it is important to study the
existence of the transformation  and its nature
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(continuity, smoothness, . . .). Unfortunately, except in
special cases (Afraimovich et al. 1986), rarely will one
be able to produce formulas exhibiting the mapping  .

An example of two unidirectionally coupled
chaotic systems which synchronize in the generalized
sense is given below. Consider the following Rössler
system driven by system [9]:

_x1 ¼ �9x1 � 9y1

_y1 ¼ �17x1 � y1 � x1z1

_z1 ¼ �z1 þ x1y1

_x2 ¼ �y2 � z2 � kðx2 � ðx 2
1 þ y2

1 ÞÞ

_y2 ¼ x2 þ 0:2y2 � kðy2 � ðy2
1 þ z 2

1 ÞÞ

_z2 ¼ 0:2þ z2ðx2 � 9:0Þ � kðz2 � ðx 2
1 þ z 2

1 ÞÞ

½19�

As shown in Figure 7, it appears impossible to tell
what the relation is between the transmitter sub-
system (x1, y1, z1) in eqn [19] and the two Rössler
response subsystems (x2, y2, z2) at k = 1 and k = 100.

However, GS occurs for large values of the
coupling-strength parameter k. Therefore, for such
values we expect that orbits of [19] will lie in the
vicinity of a certain synchronization manifold.
Indeed, let us define the set

S ¼fðx1; y1; z1; x2; y2; z2Þ 2 R6 : x2 ¼ x2
1 þ y2

1 ;

y2 ¼ y2
1 þ z 2

1 ; z2 ¼ x2
1 þ z2

1g

Since the projections of S onto the coordinates
(x1, y1, x2), (y1, z1, y2), and (x1, z1, z2) are parabo-
loids, we can see how the synchronization manifold
is approached. This is illustrated in Figure 8, where
the (x1, y1, x2) projections of typical trajectories are
shown at four different coupling values. (See Josic
(2000) for other examples and further develop-
ments; see also Pecora et al. (1997), where the
authors summarize a method in order to get an idea
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Figure 7 Projections onto the (x–y) plane of typical trajectories of

system [9]; (b) and (c) (x2, y2) projections at, respectively, k = 1 and
on the functional relation occurring in case of GS,
between two coupled systems.)
Phase Synchronization

For coupled non-identical chaotic systems, other
types of synchronizations exist. Recently, a rather
weak degree of synchronization, the PS, of chaotic
systems has been described (Pikovsky et al. 2001).
The Greek meaning of the word synchronization,
mentioned in the introduction, is closely related to
this type of processes. The synchronous motion is
actually not visible. Indeed, in PS the phases of
chaotic systems with PS are locked, that is, there
exists a certain relation between them, whereas the
amplitudes vary chaotically and are practically
uncorrelated. Thus, it is mostly close to synchroni-
zation of periodic oscillators.

Definition PS of two coupled chaotic oscillators
occurs if, for arbitrary integers n and m, the phase
locking condition between the corresponding
phases, jn�1(t)�m�2(t)j � constant, holds and the
amplitudes of both systems remain uncorrelated.

Let us note that such a phenomenon occurs when
a zero Lyapunov exponent of the response system
becomes negative, while, as explained above, iden-
tical chaotic systems synchronize by following the
same chaotic trajectory, when their largest trans-
verse Lyapunov exponent of the synchronized
manifold decreases from positive to negative values.

Moreover, following the definition above, this
phenomenon is best observed when a well-defined
phase variable can be identified in both coupled
systems. This can be done for strange attractors that
spiral around a ‘‘hole,’’ or a particular (fixed) point
in a two-dimensional projection of the attractor. The
typical example is given by the Rössler system, which,
for some range of parameters, exhibits a Möbius-
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system [19]. (a) (x1, y1) projection, that is, a typical trajectory of

k = 100:
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Figure 8 Generalized synchronization. (x1, y1, x2) projections of typical trajectories of system [19] after transients die out, with

(a) k = 1, (b) k = 20, (c) k = 100, and (d) k = 200. For the last value, the attractor lies in the set S, three-dimensional projections of

which are paraboloı̈ds.
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strip-like chaotic attractor with a central hole. In such
a case, a phase angle �(t) can be defined that decreases
or increases monotonically. For an illustration, we
take the following two coupled Rössler oscillators:

_x1 ¼ ��1y1 � z1 þ kðx2 � x1Þ
_y1 ¼ �1x1 þ 0:17y1

_z1 ¼ 0:2þ z1ðx1 � 9:0Þ

_x2 ¼ ��2y2 � z2 þ kðx1 � x2Þ
_y2 ¼ �2x2 þ 0:17y2

_z2 ¼ 0:2þ z2ðx2 � 9:0Þ

½20�

with a small parameter mismatch �1, 2 =
0.95	 0.04,k governs the strength of coupling.
If we can define a Poincaré section surface for
the system, then, for each piece of a trajectory
between two cross sections with this surface, we
define the phase, as done in Pikovsky et al. (2001),
as a piecewise linear function of time, so that the
phase increment is 2� at each rotation:

�ðtÞ ¼ 2�
t � tn

tnþ1 � tn
þ 2�n; tn � t � tnþ1

where tn is the time of the nth crossing of the secant
surface.

In our example, the last has been chosen as the
negative x-axis and represented by the wide segment
in Figure 9a. This definition of phases is clearly
ambiguous since it depends on the choice of the
Poincaré section; nevertheless, defined in this way,
the phase has a physically important property, it
does correspond to the direction with the zero
Lyapunov exponent in the phase space, its perturba-
tions neither grow nor decay in time. Figure 9c
shows that there is a transition from the nonsyn-
chronous phase regime, where the phase difference
increases almost linearly with time (k = 0.01 and
k = 0.05), to a synchronous state, where the relation
j�1(t)� �2(t)j < constant holds (k = 0.1), that is,
the phase difference does not grow with time.
However, the amplitudes are obviously uncorrelated
as seen in Figure 9b. This example shows that
PS could takes place for weaker degree of synchro-
nization in chaotic systems. Readers can find more
rigorous mathematical discussion on this subject,
and on the definition of phases of chaotic oscillators,
in Pikovsky et al. (2001), see also Boccaletti et al.
(2002) and references therein.
Other Treatments and Types
of Synchronization

Lag Synchronization

PS synchronization occurs when non-identical chao-
tic oscillators are weakly coupled: the phases are
locked, while the amplitudes remain uncorrelated.
When the coupling strength becomes larger, some
relationships between amplitudes may be estab-
lished. Indeed, it has been shown (Rosenblum et al.
1997), in symmetrically coupled non-identical oscil-
lators and in time-delayed systems, that there exists
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a regime of LS. This process appears as a coin-
cidence of time-shifted states of two systems:

lim
t!þ1

jjYðtÞ �Xðt � �Þjj ¼ 0

where � is a positive delay.

Projective Synchronization

In coupled partially linear systems, it was reported
by Mainieri and Rehacek (1999) that two identical
systems could be synchronized up to a scaling factor.
This type of chaotic synchronization is referred to as
projective synchronization. Consider, for example, a
three-dimensional chaotic system Ẋ = F(X), where
X = (x, y, z). Decompose X into a vector v = (x, y)
and a scalar z; the system can then be rewritten as

du

dt
¼ gðv; zÞ; dz

dt
¼ hðv; zÞ

In projective synchronization, two identical sys-
tems X1 = (x1, y1, z1) (drive) and X2 = (x2, y2, z2)
(response) are coupled through the scalar variable z.
It occurs if the state vectors v1 and v2 synchronize up
to a constant ratio, that is, limt!þ1 jj�v1(t)�
v2(t)jj= 0, where � is called a scaling factor. For
partially linear systems, it may automatically occur
provided that the systems satisfy some stability
conditions.

However, this process could not be classified as
GS, even if there exists a linear relation between the
coupled systems, because the response system of
projective synchronization is not asymptotically
stable. For more information about this subject,
the reader is referred to Mainieri and Rehacek
(1999).

Anticipating Synchronization

It is interesting to mention that a new form of
synchronization has recently appeared, the so-called
anticipating synchronization (Boccaletti et al. 2002).
It shows that some coupled chaotic systems might
synchronize such that their response anticipates the
drivers by synchronizing with their future states.

It is also interesting to mention the nonlinear H1
synchronization method for nonautonomous
schemes introduced by Suykens et al. (1997).

Spatio-Temporal Synchronization

Low-dimensional systems have rather limited useful-
ness in modeling real-world applications. This is
why the synchronization of chaos has been carried
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out in high dimensions (see Kocarev et al. (1997) for
a review). See also Chen and Dong (2001) for a
discussion of special high-dimensional systems,
namely large arrays of coupled chaotic systems.
Application to Transmission Systems
and Secure Communication

Synchronization principles are useful in practical
applications. Use of chaotic signals to transmit
information has been a very active research topic
in the last decade. Thus, it has been established that
chaotic circuits may be used to transmit information
by synchronization. As a result, several proposals
for secure-communication schemes have been
advanced (see, e.g., Cuomo et al. (1993), Hasler
(1998), and Parlitz et al. (1999)). The first labora-
tory demonstration of a secure-communication
system, which uses a chaotic signal for masking
purposes, and which exploits the chaotic synchroni-
zation techniques to recover the signal, was reported
by Kocarev et al. (1992).

It is difficult, within the scope of this article, to
give a complete or detailed discussion, and it should
be noted that there exist many competing and tested
methods that are well established.

The main idea of the communication schemes is
to encode a message by means of a chaotic
dynamical system (the transmitter), and to decode
it using a second dynamical system (the receiver)
that synchronizes with the first. In general, secure-
communication applications assume additionally
that the coupled systems used are identical.

Different methods can be used to hide the useful
information, for example, chaotic masking, chaotic
switching, or direct chaotic modulation (Hasler
1998). For instance, in the chaotic masking method,
an analog information carrying the signal s(t) is
added to the output y(t) of the chaotic system in the
transmitter. The receiver tries to synchronize with
component y(t) of the transmitted signal s(t)þ y(t).
If synchronization takes place, the information
signal can be retrieved by subtraction (Figure 10).

It is interesting to note that, in all proposed
schemes for secure communications using the idea of
synchronization (experimental realization or com-
puter simulation), there is an inevitable noise
degrading the fidelity of the original message.
Information
signal

ŝ(t )

Retrieved
information

signal

s(t ) y(t )
Receiver

Transmitter
(chaotic) Transmitted

signal
(chaotic)

Figure 10 A typical communication setup.
Robustness to parameter mismatch was addressed
by many authors (Illing et al. 2002). Lozi et al.
(1993) showed that, by connecting two identical
receivers in cascade, a significant amount of the
noise can be reduced, thereby allowing the recovery
of a much higher quality signal.

Furthermore, different implementations of chaotic
secure communication have been proposed during
the last decades, as well as methods for cracking this
encoding. The methods used to crack such a chaotic
encoding make use of the low dimensionality of the
chaotic attractors. Indeed, since the properties of
low-dimensional chaotic systems with one positive
Lyapunov exponent can be reconstructed by analyz-
ing the signal, such as through the delay-time
reconstruction methods, it seems unlikely that these
systems might provide a secure encryption method.
The hidden message can often be retrieved easily by
an eavesdropper without using the receiver. But,
chaotic masking and encoding are difficult to break,
using the state-of-the-art analysis tools, if suffi-
ciently high dimensional chaos generators with
multiple positive Lyapunov exponents (i.e., hyperch-
aotic systems) are used (see Pecora et al. (1997), and
references therein).
Conclusion

In spite of the essential progress in theoretical and
experimental studies, synchronization of chaotic
systems continues to be a topic of active investiga-
tions and will certainly continue to have a broad
impact in the future. Theory of synchronization
remains a challenging problem of nonlinear
science.

See also: Bifurcations of Periodic Orbits; Chaos and
Attractors; Fractal Dimensions in Dynamics; Generic
Properties of Dynamical Systems; Isochronous Systems;
Lyapunov Exponents and Strange Attractors; Singularity
and Bifurcation Theory; Stability Theory and KAM;
Weakly Coupled Oscillators.
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Introduction

Quantum field theory was initially invented in order
to describe high-energy elementary particles, thereby
unifying quantum mechanics and special relativity.
In other words, quantum field theory was addressed
to the so-called vacuum sector, that is, roughly
speaking physics at zero temperature and zero
particle density.

The same applies to the various mathematically
rigorous versions of quantum field theory that have
been developed since the mid-1950s. Indeed, in
Wightman’s axiomatic setting, quantum field theory
is describes in terms of a set of the so-called vacuum
expectation values. The ‘‘algebraic approach’’ to
quantum field theory developed by Araki, Haag,
Kastler, and their collaborators is more flexible in
nature. In fact, right from the beginning, the new
algebraic tools were successfully applied to lattice
models and other nonrelativistic systems with
infinitely many degrees of freedom (see Operator
algebras and quantum statistical mechanics by
O Bratteli and D W Robinson). But the need to
treat large systems of relativistic particles was
apparently not felt. Even in Haag’s recent mono-
graph, Local Quantum Physics, the subjects of
algebraic quantum field theory and algebraic quan-
tum statistical mechanics are treated separately.

It is remarkable that constructive field theory
was ahead of its time in this respect. The famous
P(�)2 model (first constructed by Glimm and Jaffe)
was adapted to thermal states by Høegh-Krohn
as early as 1974 (see Høegh-Krohn (1974)).
His paper was properly named ‘‘Relativistic quan-
tum statistical mechanics in two-dimensional

space-time,’’ but only recently has it received
proper attention.

At the same time, around 1974, cosmology and
heavy-ion collisions drew the interest of phyiscists
towards the quantum statistical mechanics of hot
relativistic quantum systems. Well-known papers
from this early stage include those by Weinberg,
Bernard, and Dolan and Jackiw. While most of the
papers used Euclidean path integrals, Umezawa and his
school developed a real-time framework called
‘‘thermo-field dynamics,’’ which involved a doubling
of the degrees of freedom. The excellent review by
Landsman and van Weert (1987) covers these early
attempts; it also explains the basic connection to the
algebraic approach.

In the following years, it became evident that
statistical mechanics (in its standard formulation) is
barely sufficient to derive the properties of bulk
matter from the underlying microscopic description
provided by quantum field theory. Thus, various
people began to establish mathematically rigorous
foundations for the description of thermal field
theory. The most successful approach was launched
by D Buchholz (with various collaborators), who,
from about 1985 onwards, started applying the
KMS condition (which describes a thermal equili-
brium state in the operator-algebraic framework of
local quantum physics) to relativistic quantum field
theory. In 1994, Buchholz and Bros managed to
integrate the holomorphic structure of Wightman
field theory into Haag’s operator-algebraic frame-
work, which led them to the notion of a relativistic
KMS condition.

The advanced mathematical concepts involved in
the formulation of entropy densities for thermal
quantum fields (see Narnhofer (1994)) do not allow
us to present this topic. The reader is referred to the
excellent book Quantum Entropy and Its Use by
M Ohya and D Petz for an introduction to the
subject. A discussion of the so-called thermalization



effects that occur as a result of a curved spacetime is
provided in Quantum Field Theory in Curved
Spacetime. Another subject, which is missing almost
completely, is perturbation theory. This subject has
been covered extensively in three well-known text-
books by Kapusta, Le Bellac, and Umezawa.

Observables and States

Following Heisenberg, we start from the basic
assumption that quantum theory can be formulated
in terms of observables which form an algebra A, that
is, a vector space with a (noncommutative) multi-
plication law. Although our emphasis on the abstract
algebraic structure may look strange, there is a
profound reason for starting out with an abstract
algebra of observables: as soon as one considers
systems with infinitely many degrees of freedom, one
encounters a possibility to realize the abstract elements
of the algebra A as operators on a Hilbert space in
various inequivalent ways. The famous equivalence
between the Heisenberg and the Schrödinger picture
simply breaks down. States which are macroscopically
different (e.g., thermal equilibrium states for different
temperatures) give rise – in a natural way, which will
be discussed in the sequel – to unitarily inequivalent
representations of the abstract algebra of observables
A, while states which only differ microscopically can
be accommodated by density matrices within the same
Hilbert space. In other words, a physical state is
described macroscopically by specifying a representa-
tion, and microscopically by a density matrix in this
representation.

In a Lagrangian approach, the algebra of obser-
vables A may be thought of as being generated by
the underlying fields, currents, etc. This leads to the
so-called polynomial algebras. It is mathematically
convenient to assume that A is an algebra of
bounded operators, generated by the bounded
functions of the underlying quantum fields. If �(x)
is any such field and if f 2 S(Rdþ1) is any real test
function with support in a bounded region of
spacetime, then the corresponding operator

Wðf Þ ¼ exp i

Z
dx f ðxÞ�ðxÞ

� �

would be a typical element of A. The set of
operators {W(f ) j supp f � O} will generate a sub-
algebra A(O) of A. The underlying fields can be
recovered by taking (functional) derivatives, once a
representation of A on a Hilbert space is specified.

The spacetime symmetry of Minkowski space
manifests itself in the existence of a representation

� : ð�; xÞ 7!��;x 2 AutðAÞ; ð�; xÞ 2 P"þ

of the (orthochronous) Poincaré group P"þ. Here
��, x is an automorphism of A, that is, a mapping
from A to A which preserves the algebraic structure.
Once a Lorentz frame is fixed by choosing a timelike
vector e 2 Vþ, the time evolution t 7!�1, te will be
denoted by t 7! �t.

For the free field, the group of automorphisms
(�, x) 7!��, x is defined by

��;xðWðf ÞÞ :¼W f ð��1ð:� xÞÞ
� �

As before, f 2 S(Rdþ1) is a Schwarz function over
the Minkowski space Rdþ1.

While the invariance of the equations of motion is
reflected in the existence of a representation of the
Poincaré group in terms of automorphisms in the
Heisenberg picture, at least the invariance with
respect to Lorentz boosts is spontaneously broken
in the Schrödinger picture for a thermal equilibrium
state.

The usual notions of vector states and density
matrices associated with a given Hilbert space
(usually Fock space) are a priori not general enough
to cover all cases of interest in thermal field theory.
The following algebraic definition of a state sub-
stantially generalizes the notion of a state: A state !
is a positive, linear, and normalized functional, that
is, a linear map ! :A ! C such that

!ða�aÞ � 0 and !ð1Þ ¼ 1

Once a state ! is distinguished on physical grounds,
the GNS reconstruction theorem provides a Hilbert
space H! and a representation �! of A, that is, a
map from A to the set of bounded operators B(H!),
which preserves the algebraic relations.

It is instructive to consider the GNS representa-
tion of the Pauli matrices {�0 = 1,�1, �2,�3}. Given a
state (a diagonal 2� 2 matrix � with positive entries
and tr �= 1), the left regular representation (a
construction well known from group theory)

�ð�iÞj
ffiffiffi
�
p

>¼ j�i
ffiffiffi
�
p

>; i ¼ 0; 1; 2; 3

defines a reducible representation on C4, unless one
of the entries in the diagonal of � is zero (which
corresponds to a pure state). In the latter case, the
GNS Hilbert space is C2. By construction,
<

ffiffiffi
�
p j�(�i)j

ffiffiffi
�
p

> = tr ��i, i = 1, 2, 3.

Thermal Equilibrium

The variety of nonequilibrium states ranges from
mild perturbations of equilibrium states through
steady states, whose properties are governed
by external heat baths, or hydrodynamic flows
up to totally chaotic states which no longer
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admit a description in terms of thermodynamic
notions. Buchholz et al. (2002) have initiated an
investigation of nonequilibrium states that are
locally (but not globally) close to thermal equili-
brium. Unfortunately, we will not be able to cover
this topic. Instead, we will concentrate on states
which deviate from a true equilibrium state only
microscopically.

Characterization of Thermal Equilibrium States

When the time evolution t 7! �t 2 Aut(A) is changed
by a local perturbation, which is slowly switched on
and slowly switched off again, then an equilibrium
state ! returns to its original form at the end of this
procedure. This heuristic condition of adiabatic
invariance can be expressed by the stability
requirement

lim
t!1

Z t

�t

dt !ð½a; �tðbÞ�Þ ¼ 0 8a; b 2 A ½1�

In a pioniering work Haag, Kastler, and Trych-
Pohlmeyer showed that the characterization [1] of
an equilibrium state leads to a sharp mathematical
criterion, first encountered by Haag, Hugenholtz,
and Winnink and more implicitly by Kubo, Martin,
and Schwinger:

Definition 1 A state !� over A is called a KMS
state for some � > 0, if for all a, b 2 A, there exists a
function Fa, b which is continuous in the strip 0 �
=z � � and analytic and bounded in the open strip
0 < =z < �, with boundary values given by

Fa;bðtÞ ¼ !�ða�tðbÞÞ and

Fa;bðt þ i�Þ ¼ !�ð�tðbÞaÞ 8t 2 R ½2�

Before we start analyzing the properties of KMS
states, we should mention an alternative character-
ization of thermal equilibrium states: passivity. The
amount of work a cycle can perform when applied
to a moving thermodynamic equilibrium state is
bounded by the amount of work an ideal windmill
or turbine could perform; this property is called
semipassivity (Kuckert 2002): a state ! is called
semipassive (passive) if there is an ‘‘efficiency
bound’’ E� 0 (E = 0) such that

� ðW�!;H!W�!Þ � E 	 ðW�!; jP!jW�!Þ
8W 2 �!ðAÞ00

with W�1 = W�, [H!, W] 2 �!(A)00, and [P!, W] 2
�!(A)00. Here (H!, P!) denote the generators imple-
menting the spacetime translations in the GNS
representation (H!, �!,�!). Generalizing the notion
of complete passivity, the state ! is called completely
semipassive if all its finite tensorial powers are

semipassive with respect to one fixed efficiency
bound E. It has been shown by Kuckert (2002)
that a state is completely semipassive in all inertial
frames if and only if it is completely passive in some
inertial frame. The latter implies that ! is a KMS
state or a ground state (a result due to Pusz and
Woronowicz).

Let us now turn to properties of thermal
equilibrium states which are specific for relativistic
models. It was first recognized by Bros and
Buchholz (1994) that KMS states of a relativistic
theory have stronger analyticity properties in con-
figuration space than those imposed by the tradi-
tional KMS condition:

Definition 2 A KMS state !� satisfies the relativis-
tic KMS condition (Bros and Buchholz 1994) if there
exists a unit vector e in the forward light cone Vþ
such that for every pair of local elements a, b of A
the function Fa, b

Fa;bðx1; x2Þ ¼ !�ð�x1
ðaÞ�x2

ðbÞÞ

extends to an analytic function in the tube domain
�T �e=2 � T �e=2, where T �e=2 = {z 2 C j =z 2 Vþ \
(�e=2� Vþ)}.

The relativistic KMS condition can be understood
as a remnant of the relativistic spectrum condition in
the vacuum sector. It has been rigorously established
(Bros and Bruchholz 1994) for the KMS states
constructed by Buchholz and Junglas (1989) and by
C Gérard and the author for the P(�)2 model. In the
thermal Wightman framework (Bros and Buchholz
1996) it has been shown that the relativistic KMS
condition implies existence of model-independent
analyticity properties of thermal n-point functions.
These properties also appear in perturbative compu-
tations of the thermal Wightman functions
(Steinmann 1995).

We now turn to the properties of the set of KMS
states. For given �, the convex set S� of all KMS
states is known to form a simplex; the extreme
points in the set S� are called extremal KMS states.
As a consequence, the extremal states in S� can be
distinguished with the help of ‘‘classical’’ (central)
observables, that is, by observables which commute
with all other observables.

If ! is an extremal KMS state and 	 is an
automorphism which commutes with the time
evolution t 7! �t, then the state !0 defined by

!0ðaÞ :¼ !ð	ðaÞÞ; a 2 A

is again an extremal KMS state to the same
parameter values. If !0 6¼!, one says that the
symmetry is spontaneously broken.
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Lorentz invariance with respect to boosts is
always broken by a KMS state, since the KMS
condition distinguishes a rest frame. A KMS state
might also break spatial translation or rotation
invariance. However, by averaging over the different
configurations one can usually construct a transla-
tion- and rotation-invariant state. The situation is
drastically different with respect to supersymmetry.
Buchholz and Ojima (1997) have shown that super-
symmetry is broken in any thermal state and it is
impossible to proceed from it by ‘‘symmetrization’’
to states on which an action of supercharges can be
defined.

Existence of Thermal Equilibrium States

Buchholz and Junglas (1989) demonstrated that the
existence of KMS states can be guaranteed for a
large class of quantum field-theoretic models. The
basic assumption to be met concerns the phase-space
properties of the model. A generalized trace norm
(the so-called ‘‘nuclear norm’’) is used to estimate
the ‘‘number’’ of degrees of freedom in phase space.

The first step is to construction a subspace H(�)
of the vacuum Hilbert space Hvac., which represents
excitations of the vacuum strictly localized inside of
a bounded spacetime region Ô. Due to the strong
correlations present in the vacuum state of any
relativistic model, as a consequence of the Reeh–
Schliede r propert y (see the section ‘‘Analy ticity of n-
point funct ions’’) this is a delicate procedur e, which
involves the so-called ‘‘split property.’’ This property
ensures that there exists a product vector 
 in
vacuum Hilbert space Hvac. such that

ð
; �vac:ðabÞ
Þ ¼ !vac:ðaÞ 	 !vac:ðbÞ
8a 2 AðOÞ; b 2 AðÔÞc ½3�

Here O � Ô denotes a slightly smaller open space-
time region (such that the closure O is inside the
interior of Ô) and A(Ô)c:= {A 2 A j [A, B] = 0 8B 2
A(Ô)}. The existence of a product vector can be
ensured if the nuclear norm satisfies some mild
bounds which are expected to hold in all models of
physical interest. Given a product vector 
 which
satisfies [3], the sought after subspace is

Hð�Þ :¼�vac:ðAðOÞÞ00�vac:

The crucial step in the proof of existence of KMS
states is to show that

tr Eð�Þe��HEð�Þ <1 for � > 0

if the nuclearity condition holds. Here E(�) denotes
the projection onto the subspace H(�) representing
localized excitations and H denotes the Hamiltonian

in the vacuum representation �vac.. Next it is shown
that the function

t 7!!�;�ða�tðbÞÞ

¼ 1

Z
tr Eð�Þe��HEð�Þ�vac:ða�tðbÞÞ

allows an analytic extension to a strip of width �
which satisfies the KMS boundary condition [2] for
jtj < � if a, b 2 A(O
) and O
 þ te � O for jtj < �. In
the final step, Buchholz and Junglas were able to
demonstrate that bounds on the nuclear norm are
even sufficient to control the thermodynamic limit.

Given a thermal field theory, a slight variation of
the method used by Buchholz and Junglas allows
one to construct a KMS state for a new temperature
(Jäkel 2004), that is, to change the temperature of a
thermal state.

Thermal Representations

Given a KMS state !�, the GNS construction gives
rise to a Hilbert space H� and a representation ��,
called a thermal representation, of A. The algebra
R� := ��(A)00 possesses a cyclic (due to the GNS
construction) and separating (due to the KMS
condition) vector �� such that

!�ðaÞ¼ ��; ��ðaÞ��

� �
8a 2 A

The KMS condition implies that !� is invariant
under time translations, that is, !� 
 �t =!� for all
t 2 R. Thus,

UðtÞ��ðaÞ�� ¼ �� �tðaÞð Þ��; a 2 A

defines a strongly continuous unitary group
{U(t)}t2R implementing the time evolution in the
representation ��. By Stone’s theorem there exists a
self-adjoint generator L such that

UðtÞ¼ eiLt; t 2 R ½4�

For 0 � � <1, the Liouville operator L is not
bounded from below; its spectrum is symmetric and
consists typically of the whole real line. However,
the negative part of L is ‘‘suppressed’’ with respect
to the algebra of observables R� := ��(A)00 in the
following sense (Haag 1992): let 1]�1,��] be the
spectral projection of L for the interval ]�1,� �] �
Sp(L), then

k1��1;���A��k � e���kAk 8A 2 R�

We now turn to structural aspects which are
characteristic for a relativistic model, namely the
existence of strong spatial correlations and the
connection between the decay of these correlations
and the spectral properties of the Liouville operator.
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Let !� be a state, which satisfies the relativistic
KMS condition. It follows (using a theorem of
Glaser) that for a 2 A the function �a : R4!H�,

x 7! �� �xðaÞð Þ��

can be analytically continued from the real axis into
the domain T �e=2 such that it is weakly continuous
for =z& 0. If the usual additivity assumption
[iOi =O ) _iR�(Oi) =R�(O) for the local von
Neumann algebras holds, then

H� ¼ �� AðOÞð Þ�� ½5�

for any open spacetime region O � Rdþ1. Junglas
has shown that the thermal Reeh–Schlieder property
[5] follows as well from the standard KMS condi-
tion, if !� is locally normal with respect to the
vacuum representation.

The decay of spatial correlations depends on
infrared properties of the model, and the essential
ingredients for the following cluster theorem are the
continuity properties of the spectrum of L near zero.

Theorem 3 Let �� denote the unique (up to a
phase) normalized eigenvector with eigenvalue {0} of
the Liouvillean L and let Pþ denote the projection
onto the strictly positive part of the spectrum of L.
Assume that there exist positive constants m > 0
and C1(O) > 0 such that

ke�
LPþ��ðaÞ��k
� C1ðOÞ 	 
�mkak 8a 2 AðOÞ

Here O � Rdþ1 is an open and bounded spacetime
region. Now consider two spacelike separated
spacetime regions O1,O2, which can be embedded
into O by translation and such that O1 þ �e �
O02, � >> �. then, for a 2 A(O1) and b 2 A(O2),

j!�ðbaÞ � !�ðbÞ!�ðaÞj � C2 	 ��2mkak kbk

The constant C2(�,O) 2 Rþ may depend on the
temperature ��1 and the size of the region O but is
independent of �, a, and b.

From explicit calculations one expects that
m = 1=2 for free massless bosons in 3þ 1 spacetime
dimensions. Consequently, the exponent given on
the right-hand side is optimal since it is well known
that in this case the correlations decay only like ��1.

A description of thermal representations would be
inadequate without pointing out one of the deepest
connections between pure mathematics and physics
that emerged in the last century: consider a von
Neumann algebra R which possesses a cyclic and
separating vector �. Then polar decomposition of
the closeable operator S : A� 7!A��, A 2 R, pro-
vides an antiunitary operator J (the modular

conjugation) and a self-adjoint operator �1=2. The
connection to physics was established independently
by Takesaki and Winnink, showing that the pair
(R, �) satisfies the KMS condition for �= �1, if one
sets �t(A) = �itA��it for A 2 R.

Taking advantage of the Reeh–Schlieder property
[5], one can associate modular objects to certain
spacetime regions O. In general, a physical inter-
pretation of these modular objects is missing. But for
two-dimensional thermal models, which factorize in
light-cone coordinates, the modular group corre-
sponding to the algebra of a spacelike wedge admits
a simple description: at large distances (compared to
�) from the boundary, the flow pattern is essentially
the same as time translations. These are results due
to Borchers and Yngvason (1999).

Analyticity Properties of n-Point Functions

The correlation functions describe the full physical
content of the theory: all observable quantities can
in principle be derived from them. This is so because
according to the Wightman reconstruction theorem
(which is closely related to the GNS construction)
knowledge of the correlation functions allows the
reconstruction of the full representation of the field
algebra. The Wightman distributions {W(n)

� }n2N,

WðnÞ� ðt2 � t1; x2 � x1; . . . ; tn � tn�1; xn � xn�1Þ
:¼ ð��; ��ðt1; x1Þ 	 	 	��ðtn; xnÞ��Þ ½6�

where ��(W(f )) =: exp(i
R

dt dx f (t, x)��(t, x)), satisfy
a number of key properties: locality, positivity,
Poincaré covariance, and temperedness. These prop-
erties have been formulated for thermal field by Bros
and Buchholz (1996), and this section is entirely
based on their work.

The relativistic KMS condition implies that the
Wightman distributions {W(n)

� }n2N of a translation-
invariant equilibrium state admit in the correspond-
ing set of spacetime variables (t2 � t1, x2 � x1), . . . ,
(tn � tn�1, xn � xn�1) an analytic continuation into
the union of domains

ð�1T �eÞ � 	 	 	 � ð�n�1T �eÞ

for �i > 0, i = 1, . . . , n� 1 and
Pn�1

i = 1 �i = 1. The
tube domains T �e were specified in Definition 2.
For � ! 1, the tube T �e tends to the vacuum tube
T vac. = Rdþ1 þ iVþ; thus, one recovers the spectrum
condition for the vacuum expectation values.

Let us now turn to the Fourier transformed
Wightman correlation functions. Translation invar-
iance implies

eWðnÞ� ð�1;p1; . . . ; �n;pnÞ�ð�1þ 	 	 	 þ �nÞ�ðp1þ 	 	 	 þ pnÞ
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The Wightman distribution eW(n)
� satisfies on the

linear manifold (�1,p1)þ 	 	 	 þ (�n,pn)= 0 the KMS
relation in the energy variables: for any pair of
multi-indices (I, J) the identity

eWðnÞ� ðJ; IÞ ¼ e���I eWðnÞ� ðI; JÞ
holds, where eW(n)

� (J, I) is an abbreviation foreW(n)
� ({pi}i2I, {pj}j2J) and �I =

P
i2I �i.

We now specialize to the two-point functionW(2)
� .

The corresponding commutation function C(x) is
given by

Cðx1 � x2Þ ¼ WðnÞ� ðx1; x2Þ �Wð2Þ� ðx2; x1Þ

Locality implies that supp C � Vþ [ V�. The
retarded and the advanced propagator r and a,
formally given by

rðxÞ ¼ i�ðx
ÞCðxÞ; aðxÞ ¼ �i�ð�x
ÞCðxÞ

satisfy the relation

r� a ¼ �iC

which corresponds to a partition of the support of
C in its convex components: supp r � Vþ and
supp a � V�. For the free scalar field of mass m
the commutator function is

CðmÞðxÞ ¼ 1

ð2�Þ2
Z

R4
dp e�ipx ~CðmÞðpÞ

with

~CðmÞðpÞ ¼ 1

2�
sgnð�Þ�ð�2 � p2 �m2Þ

and subsequently the retarded and advanced propa-
gators r(m) and a(m) are structural functions of the
field algebra, which are determined by the c-number
commutation relations of the fields. Thus, they are
independent of the temperature, in contrast to the
two-point function:

~Wð2Þ� ðpÞ ¼
~CðmÞðpÞ

1� e���
½7�

Let now �̃ (p) be the Fourier transform of the time-
ordered function �(x). The relation

~�ðpÞ ¼ �i~rðpÞ þ �i~aðpÞe���
1� e���

shows that �̃(p) and �i~r(p) only ‘‘coincide up to an
exponential tail’’ at very high energies (Bros and
Buchholz 1996).

Particle Aspects

The condition of locality (together with the relati-
vistic KMS condition) leads to strong constraints on

the general form of the thermal two-point functions
that allow one to apply the techniques of the Jost–
Lehmann–Dyson representation. As has been shown
by Bros and Buchholz (1996), the interacting two-
point function W� can be represented in the form

W�ðt; xÞ ¼
Z 1

0

dmD�ðx;mÞWð2Þ� ðt; x;mÞ

Here D�(x, m) is a distribution in x, m which is
symmetric in x, and

Wð2Þ� ðt; x;mÞ ¼ ð2�Þ
�1

Z
d�dp eið�t�pxÞ ~Wð2Þ� ð�; pÞ

is the two-point correlation function of the free
thermal field of mass m. In contrast to the vacuum
case, the damping factors D�(x, m) depend in a
nontrivial way on the spatial variables x. The
damping factors describe the dissipative effects of
the thermal system on the propagation of sharply
localized excitations. Bros and Buchholz suggested
that the damping factor D�(x, m) can be decom-
posed into a discrete and an absolute continuous
part

D�ðx;mÞ ¼ �ðm�m0ÞD�;dðxÞ þ D�;cðx;mÞ

and that the �-contribution in the damping factors is
due to stable constituent particles of mass m0 out of
which the thermal states are formed, whereas the
collective quasiparticle-like excitations only contri-
bute to the continuous part of the damping factors
(Bros and Buchholz 1996).

In the case of spontaneously broken internal
symmetries Bros and Buchholz (1998) have shown
that the damping factors D�� (x, m) which appear in
the representation of current-field correlations
functions

ð��; j0ðt; xÞ��ð0; 0Þ��Þ

¼
Z 1

0

dm Dþ� ðx;mÞ@tWð2Þ� ðt; x;mÞ
�

þD�� ðx;mÞW
ð2Þ
� ðt; x;mÞ

�
indeed contain a discrete (in the sense of measures)
zero-mass contribution and are slowly decreasing in
jxj for small values of m. Thus, these damping
factors coincide locally with the Källén–Lehmann
weights appearing in the case of spontaneous
symmetry breaking in the vacuum sector (Bros and
Buchholz 1998). It is easily seen in examples that
there is no sharp energy–momentum dispersion law
for the Goldstone particles. Thus, the Källén–
Lehmann representation is better suited than Fourier
transformation to uncover the particle aspects of
thermal equilibrium states.
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Models of Thermal Field Theory

In the simplest case, the classical Lagrangian density
of the so-called P(�)2 models is given by

L ¼ ð@��Þð@��Þ �m2�2 � 

4
�4 ½8�

Here �(t, x) denotes a real scalar field over space-
time. The construction of the corresponding quan-
tized thermal field presented in this section (Gérard
and Jäkel 2005) is based on the original ideas of
Høegh-Krohn (1974).

Free Fields

Let h m denote the L2-closure of C10 (R) with respect to
the norm kfk= (f , (1=2�)f ), where �(k) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2
p

denotes the one-particle energy for a single neutral
scalar boson and the scalar product is the usual
L2-scalar product. The subspaces associated to a
double cone O are given by

h mðOÞ :¼ fh 2 h mjsupp<h; supp ��1=h � Og

where O denotes the basis of the double cone O.
The corresponding free quantum field is described by
the Weyl algebra W(h m) := {W(f ) j f 2 h m}, together
with the time evolution {�
t }t2R,

�
t ðWðf ÞÞ ¼Wðeit�f Þ; f 2 h m

If m > 0, the KMS condition allows just one unique
(quasifree) (�
,�)-KMS state:

!
�ðWðf ÞÞ :¼ e�ð1=4Þðf ;ð1þ2�Þf Þm ; � :¼ ðe�� � 1Þ�1

The GNS representation associated to the pair
(W(h m),!
�) is the well-known Araki–Woods repre-
sentation, given by

HAW :¼ � h m � h m

� �
; �AW :¼ �F ;

�AWðWðhÞÞ :¼WF ð1þ �Þ1=2h� �1=2h
� �

; h 2 h m

Here h m is the Hilbert space conjugate to h m, WF (.)
denotes the usual Weyl operator on the Fock space
�(h m � h m) and �F 2 �(h m � h m) is the Fock
vacuum. The Liouvillean LAW (see [4]) can be
identified with d�(����).

The local von Neumann algebra generated by
{�AW(W(h)) j h 2 h m(O)} is denoted by RAW(O). The
algebra of observables for the free quantum field
(and, as we will see, the P(�)2 model) is the norm
closure

A :¼
[
O�R2

RAWðOÞ
C�

of the local von Neumann algebras.

The Thermal P(�)2 Model

In 1þ 1 spacetime dimensions Wick ordering is
sufficient to eliminate the UV divergences of poly-
nomial interactions. As it turns out, the leading
order in the UV divergences is independent of the
temperature (in agreement with the results found in
Kopper et al. (2001)). Thus, it is a matter of
convenience whether one uses the thermal covar-
iance function C�,

C�ðh1; h2Þ :¼ h1;
ð1þ e���Þ

2�ð1� e���Þ h2

� �
L2ðRÞ

h1; h2 2 SðRÞ

or the vacuum covariance function Cvac. to define
the Wick ordering:

:�ðf Þn :C ¼
X½n=2�
m¼0

n!

m!ðn� 2m!Þ�ðf Þ
n�2m � 1

2
Cðf ; f Þ

� �m

Now let P(
) be a real-valued polynomial, which is
bounded from below. Then Euclidean techniques
can be used to define the operator sum

Hl :¼ LAW þ
Z l

�l

:Pð��ðxÞÞ :C�
dx

in the Araki–Woods representation and to show that
Hl is essentially self-adjoint Gérard and Jäkel (2005).
Thus, (the closure of) Hl can be used to define a
perturbed time evolution t 7! � l

t on A and the vector

�l :¼ e�ð�=2ÞHl �AW

ke�ð�=2ÞHl �AWk

induces a KMS state !l for the dynamical system
(�AW(A)00, � l).

A finite propagation speed argument (using
Trotter’s product formula) shows that

� l
t ðAÞ :¼ eitHl Ae�itHl ; t 2 R ½9�

is independent of l for A 2 RAW(O), t 2 R fixed and
l sufficiently large. Thus, there exists a limiting
dynamics � such that

lim
l!1
k� l

t ðAÞ � �tðAÞk ¼ 0 ½10�

for all A 2 RAW(O),O bounded. This norm conver-
gence extends to the norm closure A of the local von
Neumann algebras.

The existence of weak� limit points (which are
states) of the (generalized) sequence {!l}l> 0 is a
consequence of the Banach–Alaoglu theorem. The
fact that all limit states satisfy the KMS condition
with respect to the pair (A, �) follows from [10]. To
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prove that the sequence {!l}l>0 has only one
accumulation point,

!� ¼ lim
l!1

!l ½11�

is more delicate. Following Høegh-Krohn, Nelson
symmetry is used in Gérard and Jäkel (2005) to
relate the interacting thermal theory on the real line
to the P(�)2 model on the circle S1 of length at
temperature 0. The existence of the limit [11] then
follows from the uniqueness of the vacuum state on
the circle. The relativistic KMS condition can be
derived by Nelson symmetry as well, using the fact
that the discrete spectrum of the model on the circle
satisfies the spectrum condition. Since the limit [11]
exists on the norm closure A of the weakly closed
local algebras, it follows from a result of Takesaki
and Winnink that !� is locally normal with respect
to the Araki–Woods representation (which itself is
locally normal with respect to the Fock representa-
tion). Consequently,

R�ðOÞ :¼ ��ðAðOÞÞ00 ffi RAWðOÞ; O bounded

that is, R�(O) is (isomorphic to) the unique
hyperfinite factor of type III1. Moreover, the local
Fock property implies that the split property holds.

Perturbation Theory

Steinmann (1995) has shown that perturbative expan-
sions for the Wightman distributions of the :�4:4 model
can be derived directly in the thermodynamic limit,
using as only inputs the equations of motion and the
(thermal) Wightman axioms. The result can be
represented as a sum over generalized Feynman graphs.

The method consists in solving the differential
equations for the correlation functions which follow
from the field equation, by a power series expansion
in the coupling constant, using the axiomatic
properties of the Wightman functions as subsidiary
conditions. The Wightman axioms are expected to
hold separately in each order of perturbation theory,
with the exception of the cluster property.

As expected, the UV renormalization can be
chosen to be temperature independent, that is, one
can use the same counterterms as in the vacuum
case. But the infrared divergencies are more severe,
they cannot be removed by minor adjustments of the
renormalization procedure. Various elaborate
resummation techniques have been proposed to (at
least partially) remove the infrared singularities.

Another approach has been pursued by Kopper et al.
(2001). They have investigated the perturbation expan-
sion of the :�4:4 model in the imaginary-time formal-
ism, using Wilson’s flow equations. The result is once
again that all correlation functions become ultraviolet-

finite in all orders of the perturbation expansion, once
the theory has been renormalized at zero temperature
by usual renormalization prescriptions.

Asymptotic Dynamics of Thermal Fields

Timelike asymptotic properties of thermal correlation
functions cannot be interpreted in terms of free fields
due to persistent dissipative effects of a thermal
system. This well-known fact manifests itself in a
softened pole structure of the Green’s functions in
momentum space and is at the root of the failure of
the conventional approach to thermal perturbation
theory (Bros and Bruchholz 2002). In fact, assuming
a sharp dispersion law, one would be forced to
conclude that the scattering matrix is trivial (a
famous no-go theorem by Narnhofer et al. (1983)).

However, there seems to be a possibility to find an
effective theory, which is much simpler and still
reproduces the correct asymptotic behavior of the full
theory. Disregarding low-energy excitations, Bros and
Buchholz (2002) have shown that the �-contributions
in the damping factors give rise to asymptotically
leading terms which have a rather simple form: they are
products of the thermal correlation function of a free
field and a damping factor describing the dissipative
effects of the model-dependent thermal background.
This result is based on the assumption that the
truncated n-point functions satisfy

lim
T!1

T3ðn�1Þ=2��WðnÞ� ðt1; x1; . . . ; tn; xnÞtrunc: ¼ 0

� > 0

while the �-contribution in the damping factors
exhibit, for large timelike separations T, a T�3=2

type behavior (in 3þ 1 spacetime dimensions).
Bros and Buchholz (2002) have shown that the

asymptotically dominating parts of the correlation
functions can be interpreted in terms of quasifree
states acting on the algebra generated by a Hermi-
tian field �0 satisfying the commutation relations

½�0ðt1; x1Þ; �0ðt2; x2Þ�
¼ �m0

ðt1 � t2; x1; x2ÞZðx1 � x2Þ

Here �m0
is the usual commutator function of a free

scalar field of mass m0 and Z is an operator-valued
distribution commuting with �0 such that !̂�(Z(x1 �
x2)) =D�, d(x1� x2). (Here !̂� denotes a KMS state
for the algebra generated by �0.) Intuitively speak-
ing, the field �0 carries an additional stochastic
degree of freedom, which manifests itself in a central
element that appears in the commutation relations
and couples to the thermal background.

As �0 describes the interacting field asymptoti-
cally, one may expect that �0 satisfies the field
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equation of the interacting field in an asymptotic
sense. Buchholz and Bros (2002) have demonstrated
that this assumption allows one to derive an explicit
expression for the discrete part of the damping
factors D�, d(x) in simple models.

See also: Axiomatic Quantum Field Theory; Quantum
Field Theory in Curved Spacetime; Scattering in
Relativistic Quantum Field Theory: The Analytic
Program; Tomita–Takesaki Modular Theory.
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Lattices, or differential–difference equations, are a
special class of ordinary differential equations, with
the dependent variable t playing the role of time and
an infinite number of dependent variables qn = qn(t)
numbered by integer indices n, characterized by a
translational invariance with respect to the shift
n! nþ 1. Due to this property, such equations are
well suited for description of processes in

translationally symmetric systems like crystals. On
his search for lattice models admitting interesting
explicit solutions, M Toda discovered in 1967 the
lattice which nowadays carries his name:

€qn ¼ eqnþ1�qn� eqn�qn�1 ½1�

Toda lattice is one of the most celebrated systems of
mathematical physics, and a large amount of
literature is devoted to it and to its various genera-
lizations. Its most prominent property is ‘‘integr-
ability,’’ so that it is amenable to a rather complete
exact treatment; moreover, it can be regarded as one
of the basic models, illustrating all the relevant
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paradigms, notions, methods, and results of the
theory of integrable systems (sometimes called the
theory of solitons). One has a rare possibility to read
the first-hand presentation of a large body of
relevant results, including the authentic story of the
original discovery, in Toda (1989).

The Infinite Toda Lattice

Model

The classical infinite Toda lattice [1] describes a one-
dimensional chain of unit mass particles, each one
interacting with the nearest neighbors only, qn being
the displacement of the nth particle from equilibrium.
It can be treated within the Hamiltonian formalism
of the classical mechanics (with some care, because of
the infinite number of degrees of freedom). In this
framework, the second-order Newtonian equations
of motion [1] are replaced by the first-order
Hamiltonian ones, for the coordinates qn and
canonically conjugate momenta pn:

_qn ¼ pn; _pn ¼ eqnþ1�qn� eqn�qn�1 ½2�

The corresponding Hamilton function is

H2ðp; qÞ ¼
1

2

X
n2Z

p2
n þ

X
n2Z

eqnþ1�qn � 1ð Þ ½3�

One can understand infinite sums here formally, or,
alternatively, one can impose suitable boundary condi-
tions, like qnþ1 � qn! 0, pn! 0 as jnj!1 (usually
one requires decay faster than any degree of 1=jnj).

Multisoliton Solutions

M Toda found in 1967 a number of exact traveling
wave solutions of this system, including the 1-soliton
solution:

qnðtÞ ¼ log
1þ e�2ð�1n��1tþ�1Þ

1þ e�2ð�1ðn�1Þ��1tþ�1Þ
½4�

or, equivalently,

eqnþ1ðtÞ�qnðtÞ ¼ 1þ �2
1

cosh2ð�1n� �1t þ �1Þ
½5�

where �1 > 0, �1 =�sinh �1, and �1 is an arbitrary
phase. Such a soliton moves with the velocity
v1 = �1=�1 (to the right, if v1>0, and to the left, if
v1<0). Note that the faster the soliton is, the larger its
amplitude. Multisoliton solutions were constructed in
1973 by R Hirota with the help of his ingenious
‘‘direct’’ (or bilinear) method. They can be written as

eqnþ1ðtÞ�qnðtÞ ¼ �nþ1ðtÞ�n�1ðtÞ
�2

n ðtÞ
½6�

where, for an M-soliton solution, �n(t) can be
represented through the M�M determinant depend-
ing on 2M parameters zj 2 (�1, 1) and cj 2 R:

�nðtÞ ¼ det �ij þ
ciðtÞcjðtÞðzizjÞnþ1

1� zizj

 !
1�i;j�M

½7�

where cj(t) = cje
�jt, �j = (1=2)(z�1

j � zj). If one sets
zj =�e��j with �j > 0, then �j =�sinh �j, and one
can show that asymptotically both for t!�1 and
for t!þ1 the solution [6] looks like the sum of
well-separated solitons [4] with the velocities
vj = �j=�j and the respective phases �jn� �jt þ �(�)

j .
This is usually interpreted as a particle-like behavior
of solitons. One can show that the scattering of
solitons is factorized:

�
ðþÞ
j � �ð�Þj ¼

X
vk<vj

log
1� zjzk

zj � zk

����
����

�
X
vk>vj

log
1� zjzk

zj � zk

����
���� ½8�

which means that the phase shifts of individual
solitons can be interpreted as coming from the
pairwise interactions only.

Integrability

The infinite Toda lattice is completely integrable in
the sense of the classical Hamiltonian mechanics: it
admits an infinite number of functionally indepen-
dent integrals of motion in involution. This was
demonstrated in 1974 by M Hénon. An instance of
these higher integrals of motion is given by

H3ðp; qÞ ¼
1

3

X
n2Z

p3
n þ

X
n2Z

ðpn þ pnþ1Þeqnþ1�qn ½9�

Hamiltonian flows corresponding to the higher
integrals of motion (usually referred to as higher
Toda flows) form the ‘‘Toda lattice hierarchy.’’ A
beautiful approach to this hierarchy is based on the
Lax representation of the Toda lattice, discovered in
1974 independently by H Flaschka and S Manakov.
In the variables an, bn, related to qn, pn by

an ¼ eqnþ1�qn ; bn ¼ pn ½10�

equations of motion of the Toda lattice [2] are
rewritten as

_an ¼ anðbnþ1 � bnÞ; _bn ¼ an � an�1 ½11�
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It turns out that eqns [11] are equivalent to the
operator equation

_L ¼ ½L;Aþ� ¼ ½A�;L� ½12�

where L and A� are linear difference operators with
coefficients depending on an, bn:

L ¼
X
n2Z

bnEn;n þ
X
n2Z

anEn;nþ1 þ
X
n2Z

Enþ1;n ½13�

Aþ ¼
X
n2Z

bnEn;n þ
X
n2Z

Enþ1;n

A� ¼
X
n2Z

anEn;nþ1

½14�

Here difference operators are represented as infinite
matrices, Em, n being the matrix with the only
nonvanishing element equal to 1 in the position
(m, n). A diagonal similarity (gauge) transformation
of the matrix L leads to an equivalent Lax
representation of the Toda lattice:

_L0 ¼ ½L0;A0� ½15�

with

L0 ¼
X
n2Z

bnEn;n þ
X
n2Z

a1=2
n Enþ1;n þ En;nþ1

� �
½16�

A0 ¼
1

2

X
n2Z

a1=2
n Enþ1;n � En;nþ1

� �
½17�

Being equivalent for the Toda lattice, these two Lax
representations admit nonequivalent generalizations
(see below). Note that the matrices A� in [14] may
be interpreted as A�= ��(L), where �� stands for
the lower-triangular, resp., strictly upper-triangular
part. The commuting higher members of the Toda
lattice hierarchy (enumerated by s 2 N) are char-
acterized by the Lax equations of the form [12] with
the same Lax matrix L as in [13] and with
A�= ��(Ls). In the Lax representation [15], the
higher Toda flows are obtained by choosing
A0 = skew(Ls

0), where ‘‘skew’’ denotes the skew-
symmetric part (strictly lower-triangular part minus
strictly upper-triangular part) of the symmetric
matrix. The Hamilton functions of the higher flows
are obtained as Hs � tr(Ls) = tr(Ls

0).

Inverse Scattering

H Flaschka and S Manakov laid the Lax representa-
tion into the base of the application of the inverse-
scattering, or inverse-spectral, transformation
method (IST) to the infinite Toda lattice. It was the

first application of IST in the lattice context. The
matrix L0 in [16] is symmetric tridiagonal, which
yields that the operator L0 is second order and self-
adjoint. The direct and inverse-spectral problem for
L0 =� with such operators L0 is well studied and
parallel, to a large extent, to the corresponding
theory for second-order differential operators. In the
rapidly decaying case, the set of spectral data of the
operator L0, allowing for a solution of the inverse
problem, consists of:

1. eigenvalues �j = zj þ z�1
j of the discrete spectrum,

with zj 2 (�1, 1);
2. normalizing coefficients �j of the corresponding

eigenfunctions; and
3. reflection coefficient r(z) for jzj= 1, characterizing

the continuous spectrum �= zþ z�1 2 [�2, 2].

The solution of the inverse-spectral problem is given
in terms of the Riemann–Hilbert problem or its
variants, like the Gelfand–Levitan equation. Equa-
tion [12] means that the evolution of the operator L,
induced by the evolution of qn(t), pn(t) in virtue of
the Toda lattice equations [2], is ‘‘isospectral.’’ More
precisely, the discrete eigenvalues are integrals of
motion, while the evolution of other spectral data is
governed by simple linear equations:

zj ¼ const:; �jðtÞ ¼ �jð0Þe z�1
j �zjð Þt

rðz; tÞ ¼ rðz; 0Þeðz�1�zÞt
½18�

In particular, the multisoliton solutions correspond
to the reflectionless case r(z, t) 	 0. The IST solution
of the initial-value problem for the infinite Toda
lattice can be schematically depicted as in Figure 1.

Bi-Hamiltonian Structure

The canonical Poisson bracket for the variables qn, pn

turns in the Flaschka–Manakov variables [10] into

fbn; ang1 ¼ �an; fan; bnþ1g1 ¼ �an ½19�

qn(0), pn(0) Direct-spectral problem zj, γj 
(0), r (z, 0)

Linear
evolution

zj 
, γj 

(t ), r (z, t )Inverse-spectral problemqn(t ), pn(t )

Figure 1 General scheme of the IST.
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(all other brackets of the coordinate functions
vanish), and the system [11] is Hamiltonian with
respect to this bracket, with the Hamilton function

H2 ¼
1

2

X
b2

n þ
X

an

However, one can define also a different Poisson
bracket for the variables an, bn:

fbn; ang2 ¼ �bnan

fan; bnþ1g2 ¼ �anbnþ1

fbn; bnþ1g2 ¼ �an

fan; anþ1g2 ¼ �ananþ1

½20�

with the following properties: it is compatible with
the first one (i.e., their linear combinations are again
Poisson brackets), and the system [11] is Hamilto-
nian with respect to this bracket, with the Hamilton
function H1 =

P
bn. So, the Toda lattice in the form

[11] is a bi-Hamiltonian system. This result is due
to M Adler (1979). The bi-Hamiltonian property,
introduced by F Magri in 1978 on the example of
the Korteweg–de Vries equation, has been estab-
lished since then as an alternative (and highly
effective and informative) definition of integrability.
Actually, the Toda lattice [11] is even tri-Hamiltonian,
since there exists one more local Poisson bracket for
the variables an, bn with similar properties, discovered
by B Kupershmidt in 1985.

Darboux–Bäcklund Transformations
and Discretization

A further indispensable attribute of integrable
systems are the so-called Darboux–Bäcklund trans-
formations. For the Toda lattice they were first
found by M Toda and M Wadati in 1975. A
Bäcklund transformation (qn, pn) 7! (eqn, epn) with the
parameter h can be written as

1þ hpn ¼ e~qn�qn þ h2eqn�~qn�1

1þ hepn ¼ e~qn�qn þ h2eqnþ1�~qn
½21�

This is a canonical transformation, possessing a
classical generating function. These formulas can be
given a fundamentally important interpretation in
terms of the matrices

Uþ ¼
X
n2Z

e~qn�qnEn;n þ h
X
n2Z

Enþ1;n ½22�

U� ¼ I þ h
X
n2Z

eqnþ1�~qnEn;nþ1 ½23�

The first formula in [21] is equivalent to the
factorization I þ hL = UþU�, while the second one
is equivalent to the factorization I þ heL = U�Uþ

with the flipped factors. The Bäcklund transforma-
tion [21] serves also as an integrable discretization
of the Toda flow [2] with the time step h.

Finite Open-End Toda Lattice

Model

The infinite Toda lattice [1] can be reduced to finite-
dimensional systems by imposing suitable boundary
conditions, different from the rapidly decaying ones.
Particularly important are ‘‘open-end boundary
conditions,’’ which correspond to placing the parti-
cles 0 and N þ 1 at q0 =þ1 and qNþ1 =�1,
respectively. In terms of the Flaschka–Manakov
variables, this means that a0 = aN = 0 and b0 =
bNþ1 = 0. The Hamilton function of the resulting
system with N degrees of freedom is

H2ðp; qÞ ¼
1

2

XN
n¼1

p2
n þ

XN�1

n¼1

eqnþ1�qn ½24�

This system consists of N particles subject to
repulsive forces between nearest neighbors, and
exhibits a scattering behavior both as t!�1 and
t!þ1. It admits a Lax representation of the same
form [12] or [15] as in the infinite case, but with all
the matrices being now of finite size N �N, so that
[13]–[14] and [16]–[17] are replaced by

L ¼
XN
n¼1

bnEn;n þ
XN�1

n¼1

anEn;nþ1 þ
XN�1

n¼1

Enþ1;n ½25�

Aþ ¼
XN
n¼1

bnEn;n þ
XN�1

n¼1

Enþ1;n

A� ¼
XN�1

n¼1

anEn;nþ1

½26�

and

L0 ¼
XN
n¼1

bnEn;n þ
XN�1

n¼1

a1=2
n Enþ1;n þ En;nþ1

� �
½27�

A0 ¼
1

2

XN�1

n¼1

a1=2
n Enþ1;n � En;nþ1

� �
½28�

The qualitative behavior of the solutions is easily
understood: as a consequence of repulsive interac-
tions, the pairwise distances between particles grow
infinitely, an(t) = eqnþ1(t)�qn(t)! 0 as t!�1, so that
the matrix L0 becomes asymptotically diagonal,
with the limit velocities bn(�1) = _qn(�1) as the
diagonal entries. Due to the isospectral evolution of
L0, these limit velocities have to coincide with the
eigenvalues �j of L0, which are integrals of motion.
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As t!�1, they appear on the diagonal in the
increasing order (the rightmost particle q1 being the
slowest, and the leftmost qN being the fastest), while
as t!þ1, their order on the diagonal changes to
the decreasing one (the particle q1 becoming the
fastest and qN becoming the slowest).

Moser’s Solution

Integration of this system has been first performed by
J Moser in 1975. His solution can be interpreted
within the general scheme of the IST (see Figure 1).
The spectral data in this case consist, for example, of
the eigenvalues �j(j = 1, . . . , N) of the matrix L0 and
the first components rj of the corresponding ortho-
normal eigenvectors. The evolution of these data
induced by the Toda flow [2] turns out to be simple:

�j ¼ const:; r2
j ðtÞ ¼

r2
j ð0Þe�jtPN

i¼1 r2
i ð0Þe�it

½29�

The IST is expressed by the identity

XN
j¼1

r2
j

�� �j
¼ 1

�� b1 � a1

�� b2�
. .

.

� aN�1

�� bN

½30�

both parts of which represent the entry (1, 1) of the
matrix (�I � L0)�1. It implies that all variables
an(t), bn(t) are rational functions of �j and e�jt; in
particular, one finds:

anðtÞ ¼ eqnþ1ðtÞ�qnðtÞ ¼ �n�1ðtÞ�nþ1ðtÞ
�2

n ðtÞ
½31�

where �n(t) can be represented as an n� n Hankel
determinant

�nðtÞ ¼ det cjþkðtÞ
� �

0�j;k�n�1

cjðtÞ ¼
XN
i¼1

�
j
ir

2
i ðtÞ

½32�

Factorization Solution

The Lax representation [12] is a particular instance of
a general construction, known under the name of
Adler–Kostant–Symes (AKS) method and found
around 1980. The ingredients of this construction are:


 a Lie algebra g , equipped with a nondegenerate
scalar product which is used to identify g with its
dual space g �;

 a splitting of g into a direct sum of its two

subspaces g� which are also Lie subalgebras, with
�� : g ! g� being the corresponding projections;

 the Lie group G of the Lie algebra g , and its Lie
subgroups G� with the Lie algebras g�; and

 a function � : g ! g covariant with respect to the

adjoint action of G (in the case of matrix Lie
algebras and groups, one can take, e.g.,
�(L) = Ls).

The AKS method provides a formula for the solution
of the initial-value problem for Lax equations of the
form [12] with the Lax matrix L 2 g and
A�= ��(�(L)). The solution is given by

LðtÞ ¼ U�1
þ ðtÞLð0ÞUþðtÞ ¼ U�ðtÞLð0ÞU�1

� ðtÞ ½33�

where the elements U�(t) 2 G� solve the factoriza-
tion problem

exp
�
t�ðLð0ÞÞ

�
¼ UþðtÞU�ðtÞ ½34�

For the open-end Toda lattice g = gl(N), the Lie
algebra of all N �N matrices, g� consist of all
lower-triangular, resp., strictly upper-triangular,
matrices. Accordingly, G = GL(N), the Lie group
of all nondegenerate N �N matrices, and G�
consist of all nondegenerate lower-triangular
matrices, resp., of upper-triangular matrices with
units on the diagonal. The corresponding factor-
ization problem in G is well known in the linear
algebra under the name of LR factorization, and is
related to the Gaussian elimination. From [33] and
the well-known expression of the diagonal ele-
ments of the lower-triangular factor in the LR
factorization through the minors of the factorized
matrix, we find:

anðtÞ ¼
�nþ1ðtÞ�n�1ðtÞ

�2
n ðtÞ

anð0Þ ½35�

where �n(t) is the upper-left n� n minor of
the matrix exp(tL(0)). If L(t) is the Lax matrix
along the solution of the Toda flow (�(L) = L), then
the sampling of the matrix exp(L(t)) at the integer
times t 2 Z coincides with the result of application
of the Rutishauser’s LR algorithm to the matrix
exp(L(0)). The LR algorithm applied to the matrix
I þ hL(0) is nothing other but the Bäcklund trans-
formation [21] in the open-end situation.
Finite Periodic Toda Lattice

Model

A different reduction of the infinite Toda lattice to a
finite-dimensional system appears by imposing peri-
odic boundary conditions, qnþN(t) 	 qn(t) for all
n 2 Z (of course, such relations hold also for the
Flaschka–Manakov variables an, bn). The Hamilton
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function of the resulting system with N degrees of
freedom is

H2ðp; qÞ ¼
1

2

X
n2Z=NZ

p2
n þ

X
n2Z=NZ

eqnþ1�qn ½36�

This system consists of N particles qn(n = 1, . . . , N),
and it is always assumed that qNþ1 	 q1 and q0 	 qN.
Thus, the potential energy in [36] differs from the
potential energy in [24] by one additional term eq1�qN .
However, this modest difference leads to much more
complicated dynamics of the system (quasiperiodic
instead of scattering). It is convenient to replace
infinite matrices in the Lax representation [12] by
finite ones, of size N �N, but depending on an
additional parameter 	 (called the spectral parameter):

L¼
X

n2Z=NZ

bnEn;n þ 	�1
X

n2Z=NZ

anEn;nþ1

þ 	
X

n2Z=NZ

Enþ1;n ½37�

Aþ ¼
X

n2Z=NZ

bnEn;n þ 	
X

n2Z=NZ

Enþ1;n ½38�

A� ¼ 	�1
X

n2Z=NZ

anEn;nþ1 ½39�

The Lax representation [12] holds identically in 	,
so that the spectral parameter drops out of the
equations of motion. Note that, unlike the open-end
case, L is no more a tridiagonal matrix, because of
the nonvanishing entries in the positions (N, 1)
and (1, N).

Inverse-Spectral Transformation

Solution of the periodic lattice in terms of multi-
dimensional theta functions has been given indepen-
dently by E Date and S Tanaka, and by I Krichever
in 1976. In this case, the set of the spectral data is
more complicated; it includes:


 a hyperelliptic Riemann surface R of genus N � 1
determined by the eigenvalues of the periodic
boundary-value problem for the operator L, or,
in other words, by the equation R(	,�) =
det(L(	)� �I) = 0; and

 N � 1 points Pk on R, which correspond to the

eigenvalues of L with vanishing boundary
conditions.

Due to [12], the Riemann surface R itself is an
integral of motion, and the evolution of points Pk is
such that the image of the divisor P1 þ � � � þ PN�1

under the Abel map moves along a straight line in
the Jacobi variety of R. Solution of the inverse-
spectral problem is given in terms of
multidimensional theta-functions by formula [35]
with �n(t) = 
(nU � tV þD), where U, V, D are
certain vectors on the Jacobian of R (the first two
of them depending on the spectrum R only).

Loop Algebras

The periodic Toda lattice can be included into the
general AKS scheme, if one interprets the Lax
matrix L as an element of the loop algebra g
which consists of Laurent polynomials (in 	) with
coefficients from gl(N), singled out by the additional
condition

g ¼ Lð	Þ 2 glðNÞ½	; 	�1� : �Lð	Þ��1 ¼ Lð!	Þ
� �

where �=diag(1,!, . . . ,!N�1), != exp(2�i=N). Sub-
algebras g� consist of Laurent polynomials with
respect to non-negative, resp., strictly negative
powers of 	. The Lie group G corresponding to the
Lie algebra g consists of GL(N)-valued functions
U(	) of the complex parameter 	, regular in
CP1n{0,1} and satisfying �U(	)��1 =U(!	). Its
subgroups G� corresponding to the Lie algebras g�
are singled out by the following conditions: elements
of Gþ are regular in the neighborhood of 	=0,
while elements of G� are regular in the neighbor-
hood of 	=1 and take at 	=1 the value I. The
corresponding factorization is called the generalized
LR factorization. As opposed to the open-end case,
finding such a factorization is a problem of the
Riemann–Hilbert type which is solved in terms of
algebraic geometry and theta-functions rather than in
terms of linear algebra and exponential functions. This
approach to the periodic Toda lattice is due to Reyman
and Semenov-Tian-Shansky (1979) and, indepen-
dently, to M Adler and P van Moerbeke (1980).
Generalizations: Lie-Algebraic Systems

The AKS interpretation of the finite Toda lattices
leads directly to their generalizations by replacing
the algebra gl(N), resp., the loop algebra over gl(N),
by simple Lie algebras, resp. affine Lie algebras.
These generalized Toda systems were introduced in
1976 by O Bogoyavlensky and solved in 1979
independently by M Olshanetsky, A Perelomov,
and by B Kostant.

Simple Lie Algebras

Let g be a simple Lie algebra (complex or real split),
and h its Cartan subalgebra. Let further � = �þ [��
be the root system of g , decomposed into the sets of
positive roots �þ and the set of negative roots ��.
One has a direct vector space g = gþ � g�, where gþ is
spanned by the root spaces for positive roots and by h ,
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while g� is spanned by the root spaces for negative
roots (Borel decomposition). For � 2 � let E� be a
corresponding root vector. So, [H, E�] =�(H)E� for all
H 2 h . The root � 2 h

� may be identified with H� 2 h

defined by hH�, Hi=�(H) for all H 2 h. It is easy to
deduce that [E�, E��] = c�H�, where c� = hE�, E��i.
The system of simple roots will be denoted by � 
 �þ.

The generalized Toda lattice for the Lie algebra g

is the following system of differential equations on
h � h :

_Q ¼ P

_P ¼ �
X
�2�

e�ðQÞ½E�;E��� ¼ �
X
�2�

c�e�ðQÞH�
½40�

This system can be given a Hamiltonian formula-
tion, with the Hamilton function

Hg ¼
1

2
hP;Pi þ

X
�2�

c�e�ðQÞ ½41�

It is completely integrable, and has a Lax represen-
tation [12] with

L ¼ Pþ
X
�2�

E� þ
X
�2�

e�ðQÞE�� ½42�

Aþ ¼ Pþ
X
�2�

E�; A� ¼
X
�2�

e�ðQÞE�� ½43�

The usual open-end Toda lattice corresponds to the
algebra sl(N) (series AN�1), so that the Hamilton
function [24] can be denoted by HAN�1

. The
Hamilton functions of the generalized lattices
corresponding to other classical algebras so(2N þ
1) (series BN), sp(N) (series CN), and so(2N) (series
DN) can be written in the canonically conjugate
variables qn, pn(n = 1, . . . , N) as

Hg ðp;qÞ¼HAN�1
ðp;qÞþ

e�qN ; g ¼BN

e�2qN ; g ¼CN

e�qN�qN�1 ; g ¼DN

8><
>: ½44�

Affine Lie Algebras

Turning to the generalizations of the periodic Toda
lattice, let 
 be a Coxeter automorphism of a simple
complex algebra g , the order of 
 being m. Introduce
the loop algebra g as the Lie algebra of Laurent
polynomials

g ¼ Lð	Þ 2 g ½	; 	�1� : 
ðLð	ÞÞ ¼ Lð!	Þ
� �

where != exp(2�i=m). Denote by g j the eigenspaces
of 
 corresponding to the eigenvalues !j(j 2 Z=mZ).
Set a = g 0, and let s denote the dimension of a . By
definition of the Coxeter automorphism, a is an
abelian subalgebra of g . Denote by � the set of � 2
a � for which there exist nonzero elements E� 2 g 1 with
[H, E�] =�(H)E� for all H 2 a . The elements E�� 2
g�1 are defined similarly. It can be shown that �
contains sþ 1 elements, so that between them there
exists exactly one linear relation. The elements of �
are called simple weights of the loop algebra g. The Lie
algebra g is a direct sum of its two subspaces g�
consisting of Laurent polynomials with non-negative,
resp., with strictly negative powers of 	; these
subspaces are also Lie subalgebras.

Now the generalized Toda lattice related to the loop
algebra g can be introduced as the system of differential
equations on a � a , which looks formally exactly as
[40], and has the Hamilton function which looks
exactly as [41], but with the set of simple roots � of g

being replaced by the set of simple weights � of g. The
matrices participating in the Lax representation [12]
belong now to the loop algebra g:

Lð	Þ ¼ Pþ 	
X
�2�

E� þ 	�1
X
�2�

e�ðQÞE�� ½45�

Aþð	Þ ¼ Pþ 	
X
�2�

E�

A�ð	Þ ¼ 	�1
X
�2�

e�ðQÞE��
½46�

For the classical series of loop algebras, the
Hamilton functions Hg in the canonically conjugate
variables qn, pn(n = 1, . . . , N) can be presented as

Hgðp;qÞ ¼HAN�1
ðp;qÞ

þ

e�qN þ eq1þq2 ; g¼B
ð1Þ
N

e�2qN þ e2q1 ; g¼C
ð1Þ
N

e�qN�qN�1þeq1þq2 ; g¼D
ð1Þ
N

e�2qN þ eq1þq2 ; g¼A
ð2Þ
2N�1

e�qN þ e2q1 ; g¼A
ð2Þ
2N

e�qN þ eq1 ; g¼D
ð2Þ
Nþ1

8>>>>>>>>>>><
>>>>>>>>>>>:

½47�

Actually, one can find even more general integrable
systems of the Toda type: one can add to HAN�1

(p,q)
any of the two potentials e�qN�qN�1 or �e�qN þ�e�2qN

on one end combined with any of the two potentials
eq1þq2 or �eq1 þ �e2q1 on the other end, where
�,�,�,� are arbitrary constants. This result is due
to E Sklyanin (1987).
Generalizations: Lattices with
Nearest-Neighbor Interactions

There exist further integrable lattice systems with
the nearest-neighbor interaction apart from the
classical exponential Toda lattice [1]. Those of the
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type €qn = r( _qn)(g(qnþ1 � qn)� g(qn � qn�1)) have
been classified by R Yamilov in 1982, and the list
contains, apart from the usual Toda lattice [1], the
following ones:

€qn ¼ _qn eqnþ1�qn � eqn�qn�1ð Þ ½48�

€qn ¼ _qnðqnþ1 � 2qn þ qn�1Þ ½49�

€qn ¼ �ð _q2
n � �2Þ 1

qnþ1 � qn
� 1

qn � qn�1

� �
½50�

€qn ¼� ð _q2
n � �2Þ cothðqnþ1 � qnÞð

� cothðqn � qn�1ÞÞ ½51�

Equations [48] are known as the ‘‘modified Toda
lattice.’’ Equations [49] describe the ‘‘dual Toda lattice’’
which was instrumental in the original discovery by
Toda (see Toda (1989)). All systems [49]–[51] can be
obtained from [11] via suitable parametrizations of the
variables an, bn by canonically conjugate ones qn, pn,
similar to [10] for [1], see Suris (2003).

A remarkable discovery of the integrable relati-
vistic Toda lattice is due to S Ruijsenaars (1990).
This lattice with the equations of motion

€qn ¼ ð1þ � _qnÞ ð1þ � _qnþ1Þ
eqnþ1�qn

1þ �2eqnþ1�qk

�

�ð1þ � _qn�1Þ
eqn�qn�1

1þ �2eqn�qn�1

�
½52�

can be considered as the perturbation of the usual
Toda lattice with the small parameter � (the inverse
speed of light).

A class of integrable lattice systems of the relativistic
Toda type €qn = r( _qn)( _qnþ1f (qnþ1 � qn)� _qn�1f (qn �
qn�1)þ g(qnþ1 � qn)� g(qn � qn�1)) is richer than
that of the Toda type, and has been isolated by Yu
B Suris and by V Adler and A Shabat in 1997. The list
contains, apart from the relativistic Toda lattice [52],
two more�-perturbations of the usual Toda lattice [1]:

€qn ¼ð1þ � _qnþ1Þeqnþ1�qn � ð1þ � _qn�1Þeqn�qn�1

� �2 e2ðqnþ1�qnÞ � e2ðqn�qn�1Þ
	 


½53�

€qn ¼ð1� � _qnÞ2
	
ð1� � _qnþ1Þ eqnþ1�qn

�ð1� � _qn�1Þeqn�qn�1



½54�

two �-perturbations of the modified Toda lattice [48]:

€qk¼ _qn eqnþ1�qn � eqn�qn�1 þ � _qnþ1
eqnþ1�qn

1þ �eqnþ1�qn

�

�� _qn�1
eqn�qn�1

1þ �eqn�qn�1

�
½55�
€qn¼ _qnð1� � _qnÞ ð1� � _qnþ1Þ
eqnþ1�qn

1þ �eqnþ1�qn

�

�ð1� � _qn�1Þ
eqn�qn�1

1þ �eqn�qn�1

�
½56�

two �-perturbations of the dual Toda lattice [49]:

€qn ¼ _qnðqnþ1 � 2qn þ qn�1Þ þ
� _qnþ1 _qn

1þ �ðqnþ1 � qnÞ

� � _qn _qn�1

1þ �ðqn � qn�1Þ
½57�

€qn¼ _qnð1þ �2 _qnÞ
qnþ1 � qn � � _qnþ1

1þ �ðqnþ1 � qnÞ

�

� qn � qn�1 � � _qn�1

1þ �ðqn � qn�1Þ

�
½58�

and one �-perturbation of each of the systems [50]
and [51]:

€qn ¼� _q2
n � �2

� � qnþ1 � qn � � _qnþ1

ðqnþ1 � qnÞ2 � ð��Þ2

 

� qn � qn�1 � � _qn�1

ðqn � qn�1Þ2 � ð��Þ2

!
½59�

€qn¼ �
1

2
_q2

n � �2
� �

� sinh 2ðqnþ1 � qnÞ � ��1 sinhð2��Þ _qnþ1

sinh2ðqnþ1 � qnÞ � sinh2ð��Þ

 

� sinh 2ðqn � qn�1Þ � ��1 sinhð2��Þ _qn�1

sinh2ðqn � qn�1Þ � sinh2ð��Þ

!
½60�

A detailed study of all these systems, their interrelations,
and time discretizations can be found in Suris (2003).

There exist also lattices with more complicated
nearest-neighbor interactions, involving elliptic
functions. They were discovered by A Shabat and
R Yamilov (1990), and by I Krichever (2000). For
example, the nonrelativistic elliptic Toda lattice is
governed by the equations

€qn ¼ _q2
n � 1

� �
Vðqn; qnþ1Þ þ Vðqn; qn�1Þð Þ ½61�

where V(q, q0) = 
(qþ q0)þ 
(q� q0)� 
(2q) is an
elliptic function in both arguments q, q0 (here 
(q) is
the Weierstrass 
-function).
Further Developments
and Generalizations

Sato’s Theory

Formulas [6], [31], and [35] have the same structure,
with the case-dependent functions �n(t) given by the
determinants [7] for the multisoliton solution in the
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infinite case, by the Hankel determinants [32] or by the
minors of the matrix exp(L(0)) in the open case, and
by the multidimensional theta functions in the periodic
case. All these seemingly different objects are actually
particular cases of a beautiful construction due to M
Sato (1981), developed by E Date, M Jimbo, M
Kashiwara, T Miwa (1981–83), and by G Segal and G
Wilson (1985), which provides one of the major
unifying schemes for the theory of integrable
systems. In this construction, integrable systems are
interpreted as simple dynamical systems on an infinite-
dimensional Grassmannian. The �-function (first
invented by R Hirota in 1971) receives in this theory
a representation-theoretical interpretation in terms of
the determinant bundle over the Grassmannian.

Band Matrices

The Lax matrices [13] and [16] in the Manakov–
Flaschka variables can be easily generalized: in the
symmetric matrix L0 one can admit nonvanishing
elements in the band of the width 2sþ 1>3 around
the main diagonal, in the Heisenberg matrix L one
can admit more nonvanishing diagonals in the
upper-triangle part. A systematic presentation of
a large body of relevant results is given in
Kupershmidt (1985). In the setting of finite lattices,
the integrability of such systems becomes a non-
trivial problem (as opposed to the tridiagonal
situation), because the number of independent
conjugation-invariant functions tr(Ls) becomes
less than the number of degrees of freedom. An
effective approach to this problem based on the
semi-invariant functions has been found by P Deift,
L-Ch Li, T Nanda, and C Tomei in 1986.

Two-Dimensional Toda Lattices

Up to now, we considered integrable lattices with
one continuous and one discrete independent vari-
ables. This allows for a further generalization.
Integrable systems with two continuous and one
discrete independent variables are well known and
widely used as models of the field theory. For
instance, the Toda field theory deals with the system

ðqnÞxy ¼ eqnþ1�qn � eqn�qn�1 ½62�

introduced in the soliton theory by A Mikhailov in
1979. This two-dimensional system admits all possi-
ble kinds of reductions and generalizations mentioned
above for the usual Toda lattice. In particular, the
periodic two-dimensional Toda lattice is referred to
as the affine Toda field theory (with the prominent
example of the sine-Gordon field which corresponds
to the period 2). Later, it was realized that the
equivalent equation ( log vn)xy = vnþ1 � 2vn þ vn�1,
which is obtained from [62] by setting vn =
exp(qnþ1 � qn), already appeared in studies by
G Darboux in the 1880s, as the equation satisfied
by the Laplace invariants of the chain of Laplace
transformations of a given conjugate net. This
relation to the classical differential geometry was
extensively studied by G Darboux, G Tzitzéica, and
others long before the advent of the theory of
integrable systems. Another link to the differential
geometry is a more recent observation, and relates the
two-dimensional Toda lattice, with the d’Alembert
operator (�)xy on the left-hand side of [62] replaced by
the Laplace operator (�)z�z, to harmonic maps. For
instance, the sinh-Gordon equation uz�z = sinh u gov-
erns harmonic maps from C into the unit sphere S2,
which can be interpreted also as Gauss maps of the
constant mean curvature surfaces in R3. A review of
this topic can be found in Guest (1997).

Discretization of Toda lattices, nonabelian Toda
Lattices, quantization of Toda lattices, dispersionless
limit of Toda lattices, etc., are only some of the
further relevant topics, which cannot be discussed in
any detail in the restricted frame of this article, and
the same holds, unfortunately, for such fascinating
applications of the Toda lattice as the Frobenius
manifolds, Laplacian growth problem, quantum
cohomology, random matrix theory, two-dimensional
gravity, etc.
See also: Bäcklund Transformations; Bi-Hamiltonian
Methods in Soliton Theory; Classical r-Matrices,
Lie Bialgebras, and Poisson Lie Groups; Current Algebra;
Dynamical Systems and Thermodynamics; Functional
Equations and Integrable Systems; Integrable Discrete
Systems; Integrable Systems and Discrete Geometry;
Integrable Systems and the Inverse Scattering Method;
Integrable Systems: Overview; Lie Groups: General
Theory; Multi-Hamiltonian Systems; Quantum
Calogero–Moser Systems; Separation of Variables for
Differential Equations; Solitons and Kac–Moody Lie
Algebras; WDVV Equations and Frobenius Manifolds.
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Introduction

A finite Toeplitz matrix is an n� n matrix with the
following structure:

a0 a�1 a�2 � � � a�nþ1

a1 a0 a�1 � � � a�nþ2

a2 a1 a0 � � � a�nþ3

..

. ..
. ..

. ..
.

an�1 an�2 an�3 � � � a0

0
BBBBB@

1
CCCCCA ½1�

The entries depend on the difference i� j and hence
they are constant down all the diagonals. There are
two cases when the determinant is easy to compute.
One is when the matrix is upper- or lower-triangular
and the determinant is an
0. The other case is when

the matrix is of the form

a0 an�1 an�2 � � � a1

a1 a0 an�1 � � � a2

a2 a1 a0 � � � a3

..

. ..
. ..

. ..
.

an�1 an�2 an�3 � � � a0

0
BBBBB@

1
CCCCCA ½2�

In this latter case, the matrix is called a circulant
matrix and the eigenvalues are given by the formula

 nðei2�k=nÞ; 0 � k � n� 1

where

 nðei
Þ ¼
Xn�1

j¼0

aie
ij




The corresponding eigenvector for eigenvalue
 n(ei2�k=n) is

½1; ei2�k=n; . . . ; ei2�kðn�1Þ=n�

This can be verified by direct computation. The role
of circulant matrices will not be emphasized in this
article, although they are used in the computation of
the generating function for certain dimer configura-
tions and also in applications using the discrete
Fourier transform.

The most common way to generate a finite
Toeplitz matrix is with the Fourier coefficients of
an integrable function. Let � : T ! C be a function
defined on the unit circle with Fourier coefficients

�k ¼
1

2�

Z �

��
�ðei�Þe�ik�d� ½3�

We define Tn(�) to be the Toeplitz matrix:

Tnð�Þ ¼ �i�j

� �n�1

i;j¼0

A basic problem that in large part has been
motivated by statistical mechanics is to determine
the behavior of the asymptotics of the determinant
of Tn(�) as n ! 1. The determinant will be
referred to as Dn(�), where � is called the generating
function of the determinant. If the generating
function has the property that its Fourier coefficients
vanish for negative index (positive index) then the
corresponding matrix is lower-triangular (upper-
triangular) and hence the determinant is �n

0. For
other cases, the determinant is not easy to determine
and requires additional mathematical machinery.

Some of the primary motivation to study the
determinant of these matrices comes from the two-
dimensional Ising model. We consider the Onsager
lattice in the absence of a magnetic field with sites
labeled by

ði; jÞ; 0 � i �M; 0;� j � N

and with a value �i, j = �1 assigned to each site. In
the Ising model, �i, j signifies the state of the spin at
the site (i, j). To each possible configuration of spins,
we define an energy

Eð�Þ ¼ �E1

X
i;j

�i;j�iþ1;j � E2

X
i;j

�i;j�i;jþ1

Let

Z ¼
X
�

e��Eð�Þ

be the partition function. Then the probability of a
given configuration is

1

Z
e��Eð�Þ

Here E1, E2, and �= 1=kT are, without loss of
generality, assumed to be positive constants, T is the
temperature, and k is the Boltzmann constant. If X
is a random variable defined on the space of
configurations, the expectation is given by

EðXÞ ¼ 1

Z

X
�¼�1

Xð�Þe��Eð�Þ

Let n be fixed for the moment and assume toroidal
boundary conditions for the lattice and then let
N, M!1. It is known that the random variable

Xð�Þ ¼ �0;0�0;n

has expectation h�0,0�0,ni given by Dn(�), where

�ðei�Þ ¼ ð1� �1ei�Þð1� �2e�i�Þ
ð1� �1e�i�Þð1� �2ei�Þ

� �1=2

�1 ¼ z1
1� z2

1þ z2

� �
; �2 ¼ z�1

1

1� z2

1þ z2

� �

and

z1 ¼ tanh �E1; z2 ¼ tanh �E2

The square root is taken so that �(ei�) = 1. This
formula was first stated by Onsager and later
verified in a difficult computation by Montroll,
Potts, and Ward.

The spontaneous magnetization M for the Ising
model is defined by

M2 ¼ lim
n!1
h�0;0�0;ni ¼ lim

n!1
Dnð�Þ

Note that it is the square root of the correlation
between two distant sites. Hence, the asymptotics of
the Toeplitz determinants will determine whether
the magnetization is positive or tends to zero as
n ! 1.

Strong Szegö Limit Theorem

To determine the behavior of the determinants, we
need to analyze the generating function �. Let us
first consider the case where �2 < 1. (It is always the
case that 0 < �1 < 1.) This generating function is
differentiable, nonzero and has winding number
zero, and it is for functions of this type that a
second-order expansion of the Toeplitz determinants
can be described. The expansion first formulated by
Szegö, in response to the question concerning the

Toeplitz Determinants and Statistical Mechanics 245



spontaneous magnetization, is called the ‘‘strong
Szegö limit theorem.’’

Before proving the Szegö theorem, it should be
remarked that we can view the finite Toeplitz matrix
as a truncation of an infinite array,

�0 ��1 ��2

�1 �0 ��1
. .

.

�2 �1 �0
. .

.

. .
. . .

. . .
.

0
BBBBB@

1
CCCCCA ½4�

The above infinite array is the matrix representation
for the Toeplitz operator

Tð�Þ : H2 ! H2

defined by

Tð�Þf ¼ Pð�f Þ

where H2 is the Hardy space

ff 2 L2ðTÞ j fk ¼ 0; k < 0g

the function � 2 L1(T), and P is the orthogonal
projection of L2(T) onto H2. The matrix representa-
tion given in [4] is with respect to the Hilbert space
basis of H2,

feik� j 0 � k <1g

and � is called the symbol of the operator. Now
define Pn : H2 ! H2 by

Pnðf0; f1; f2; . . .Þ ¼ ðf0; f1; f2; . . . ; fn�1; 0; 0; . . .Þ

The finite Toeplitz matrix can be thought of as the
upper-left corner of the array given in [4] or as
PnT(�)Pn.

To prove the Strong Szegö limit theorem, we
introduce the Banach algebra B of bounded func-
tions f satisfying

P1
k =�1 jkkfkj2 <1.

Theorem 1 (Strong Szegö limit theorem). Assume
� = ���þ, where �� have logarithms in B. Suppose
log��, log�þ 2 H2. Then

lim
n!1

Dnð�Þ=Gð�Þn ¼ Eð�Þ ¼ exp
X1
k¼1

ksks�k

 !

where G(�) = exp (( log�)0) and sk = log�k.

Since B is a Banach algebra, it follows that if
log�� belong to B so do

��; �þ; �
�1
þ ; �

�1
� ; �; �

�1

and hence they are bounded. Since �þ is in H2 as
well, its Fourier coefficients vanish for negative
index and the Toeplitz operator has a corresponding
infinite array that is lower-triangular. The Fourier
coefficients vanish for positive index for �� and

hence the infinite array is upper triangular. From
this, it follows that

Tð�þÞTð��1
þ Þ ¼ Tð��1

� ÞTð��Þ ¼ I ½5�

Tð��ÞTð�þÞ ¼ Tð�Þ ½6�

and

PnTð�þÞ ¼ PnTð�þÞPn

PnTð��ÞPn ¼ Tð��ÞPn

½7�

This yields

Dnð�Þ ¼ det Tnð�Þ ¼ det PnTð�ÞPn ½8�

¼ det PnTð�þÞTð��1
þ ÞTð�ÞTð��1

� ÞTð��ÞPn ½9�

¼detPnTð�þÞPnTð��1
þ ÞTð�ÞTð��1

� ÞPnTð��ÞPn ½10�

z ¼ det PnTð�þÞPn detðPnTð��1
þ ÞTð�ÞTð��1

� ÞPnÞ
� det PnTð��ÞPn ½11�

The determinants of the right-hand side and the left-
hand side of the above expression are ((��)0)n,
respectively. Now given the Banach algebra condi-
tions imposed on the symbol �, it follows that the
operator

Tð��1
þ ÞTð�ÞTð��1

� Þ

is of the form I þ K, where K is trace class. Hence,
the eigenvalues �i of K satisfyX

j�ij <1

and the infinite (Fredholm) determinant of I þ K is
defined. To verify the claim that the operator

Tð��1
þ ÞTð�ÞTð��1

� Þ ¼ Tð��1
þ ÞTð��ÞTð�þÞTð��1

� Þ

is I plus a trace class operator, we use the identity

TðfgÞ � Tðf ÞTðgÞ ¼ Hðf ÞHð~gÞ ½12�

where H(f) has matrix form (fiþjþ1)1i,j = 0, and
g̃(ei�) = g(e�i�). Our Banach algebra conditions
show that if f is in B then the operator H(f) satisfiesP

i, j jaijj2 <1, where the aij are the matrix entries
of the operator. Any operator satisfying this is called
a Hilbert–Schmidt operator, and it is known that the
product of two Hilbert–Schmidt is trace class.
Applying the identity to

T ��1
þ

� �
Tð��Þ

shows that this operator is T(��1
þ ��) plus trace class.

The operator

Tð�þÞT ��1
�

� �
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is thus T(�þ�
�1
� ) plus trace class and one more

application of the identity combined with the fact
that trace class operators form an ideal yield the
desired result.

From the theory of infinite determinants, as
n!1,

det PnT ��1
þ

� �
Tð�ÞT ��1

�
� �

Pn ½13�

converges to

det T ��1
þ

� �
Tð�ÞT ��1

�
� �� �

½14�

At this point, we have proved that

lim
n!1

Dnð�Þ=ðð��Þ0Þ
nðð�þÞ0Þ

n

¼ lim
n!1

det PnT ��1
þ

� �
Tð�ÞT ��1

�
� �

Pn

¼ det T ��1
þ

� �
Tð�ÞT ��1

�
� �� �

½15�

It only remains to identify the constants. To see that

Gð�Þ ¼ ðð��Þ0Þ
nðð�þÞ0Þ

n

we note that

Gð�Þ ¼ expððlog�Þ0Þ ¼ exp
1

2�

Z 2�

0

log�ðei�Þd�
� �

¼ exp
1

2�

Z 2�

0

ðlog��ðei�Þ þ log�ðei�ÞÞd�
� �

¼ expðlog��Þ0 expðlog�þÞ0 ¼ ð��Þ0ð�þÞ0
To compute the determinant of

T ��1
þ

� �
Tð�ÞT ��1

�
� �

we write

det T ��1
þ

� �
Tð�ÞT ��1

�
� �

¼ det T ��1
þ

� �
Tð���þÞT ��1

�
� �

¼ det T ��1
þ

� �
Tð��ÞTð�þÞT ��1

�
� �

This last expression is the form

eAeBe�Ae�B

where

A ¼ �Tðlog�þÞ and B ¼ Tðlog��Þ

If AB� BA is trace class then

det eAeBe�Ae�B ¼ etrðAB�BAÞ

The operator AB� BA is

�Tðlog�þÞTðlog��Þ þ Tðlog��ÞTðlog�þÞ

which equals

�Tðlog�þÞTðlog��Þ þ Tððlog��Þðlog�þÞÞ

and, by the identity from eqn [12], becomes

Hðlog��ÞHðlog�þÞ

It can be directly computed that

trðHðlog��ÞHðlog�þÞÞ

equals

X1
k¼1

ksks�k

and the theorem is proved.

Returning to the Ising model, one needs to
compute the asymptotics of the determinants for
the generating function

�ðei�Þ ¼ ð1� �1ei�Þð1� �2e�i�Þ
ð1� �1e�i�Þð1� �2ei�Þ

� �1=2

The term G(�) = 1 and for k > 0

ksks�k ¼
1

4

��2k
1

k
þ��

2k
2

k
þ 2
��k

1�
k
2

k

� �

from which it follows that

lim
n!1

Dnð�Þ ¼
1� �2

1

� �
1� �2

2

� �
ð1� �1�2Þ2

" #1=4

Recalling the definition of �1 and �2 yields

lim
n!1
h�0;0�0;ni ¼ 1� 1

ðsinh 2�E1 sinh 2�E2Þ2

" #1=4

or the spontaneous magnetization M as

M ¼ 1� 1

ðsinh 2�E1 sinh 2�E2Þ2

 !1=8

In order for this computation to be valid, it was
necessary for 0 < �2 < 1, and by elementary com-
putations one can show that this is equivalent to the
inequality

sinh 2�E1 sinh 2�E2 > 1

Nonsmooth Symbols or T = Tc

A problem occurs in the analysis just outlined when
the inequality 0 < �2 < 1 does not hold. There are
two separate possibilities, �2 > 1 or �2 = 1. First, we
consider the latter case. For fixed E1 and E2, this
happens for exactly one fixed value of the constant
�c = 1=kTc and the corresponding temperature Tc is
called the critical temperature. The ‘‘strong Szegö
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limit theorem’’ does not apply since our generating
function is of the form

�ðei�Þ ¼ ð1� �1ei�Þð1� e�i�Þ
ð1� �1e�i�Þð1� ei�Þ

� �1=2

½16�

In 1968, Fisher and Hartwig raised a conjecture
about Dn(�) for nonsmooth � which included the
above example. They considered generating func-
tions of the form

�ðei�Þ ¼  ðei�Þ
YR
j¼1

��j;�jðeið���jÞÞ ½17�

where

��;�ðei�Þ ¼ ð2� 2 cos �Þ�ei�ð���Þ; 0 < � < 2�

<� > �1=2, and � is not an integer. The function  
is assumed to be a smooth function. Using the
Fisher–Hartwig notation, the symbol of interest in
the Ising model from eqn [16] can be written as

 ðei�Þ�0;�1=2ðei�Þ

where

 ðei�Þ ¼ 1� �1ei�

1� �1e�i�

� �1=2

The conjecture of Fisher and Hartwig for general
symbols of this type stated that

Dnð�Þ 	 Gð ÞnnpE

where

p ¼
XR

r¼1

ð�2
r � �2

r Þ

and E
 is a constant whose value they did not
identify. The constant was later computed to be

E
ð�Þ ¼ Eð Þ
YR
j¼1

 þðei�jÞ��jþ�j �ðei�jÞ��j��j

�
Y

1�s6¼r�R

ð1� eið�s��rÞÞ�ð�sþ�sÞð�r��rÞ

�
YR
j¼1

Gð1þ �j þ �jÞGð1þ �j � �jÞ
Gð1þ 2�jÞ

where G(z) is the Barnes G-function satisfying

Gð1þ zÞ ¼ �ðzÞGðzÞ

and is defined by

Gð1þ zÞ ¼ ð2�Þz=2e�ðzþ1Þz=2�	z2=2

�
Y1
k¼1

1þ z

k

� �k
e�zþz2=2k

For the above factors, we normalize  so that the
geometric mean is 1. Then we may assume that
the factors  þ, �( � þ= ) are 1 at zero and
infinity, respectively, and this defines the loga-
rithms for the first product. The E( ) term is the
constant in Szegö’s theorem, and the argument of
a term of the form (1� ei(�s��r)) is taken between
��=2 and �=2.

In the case where R = 1, the conjecture is known
to hold if <� > �1=2 and the function b satisfies the
conditions of Szegö’s theorem and is infinitely
differentiable. The theorem also has an extension
to the case where <� < �1=2, with 2� not an
integer, as long as the Fourier coefficients are
defined as the coefficients of a distribution.

If we apply the theorem to the generating function
from [16]

 ðei�Þ�0;�1=2ðei�Þ ¼ 1� �1ei�

1� �1e�i�

� �1=2

�0;�1=2ðei�Þ

we see that the asymptotic expansion is given by

n�1=4 1þ �1

1� �1

� �1=4

Gð1=2ÞGð3=2Þ

This last formula shows that, at the critical
temperature,

lim
n!1
h�0;0�0;ni ¼ lim

n!1
Dnð�Þ ¼ 0

thus, M = 0, and hence there is no correlation
between distant lattice points.

It should be remarked here that the diagonal
correlation at the critical temperature is also given
by a singular Toeplitz determinant,

h�0;0�n;ni ¼ Dnð�0;�1=2Þ 	 n�1=4Gð1=2ÞGð3=2Þ

and thus this limit is also zero.
The proof of the Fisher–Hartwig conjecture is

much more complicated than the proof of the
‘‘strong Szegö limit theorem.’’ For an indication of
how it is proved, note that if we consider the
generating function �0,�, the Fourier coefficients
are (sin ��)=[�(n� �)] and hence the matrix is
Cauchy and the determinant can be computed
exactly. From this the asymptotics can be derived
and they yield a special case of the Fisher–Hartwig
conjecture. The main idea in extending the result to
a symbol of the form

 ðei�Þ�0;�ðei�Þ

is to prove that the limit of

Dnð �0;�Þ
Dnð ÞDnð�0;�Þ
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exists. The proof uses much of the same trace-class
approach used in proving the ‘‘strong Szegö limit
theorem,’’ although the results are more compli-
cated. These ideas are then extended for R > 1 and
also more general � and �.

It should be noted that in this article the Fisher–
Hartwig conjecture does not always hold. If we
consider the function

�ðei�Þ ¼ �1; �� < � < 0
1; 0 < � < �

�

then

�n ¼
0, if k is even
�2i/ð�kÞ, if k is odd

�

The matrix Tn(�) is antisymmetric and, if n is odd,
Dn(�) = 0. If n is even, using elementary row and
column operations, the determinant can be put in
block form with each block of Cauchy type. The
determinant can then be evaluated to find

Dnð�Þ 	 ðiÞnn�1=2K

where K is a certain constant.
It is instructive to note that

�ðei�Þ ¼ �0;1=2ðei�Þ�0;�1=2ðeið���ÞÞ
¼ �0;�1=2ðei�Þ�0;1=2ðeið���ÞÞ

and thus that this particular symbol has two
representations of the type given in [17] and each
would give a different asymptotic expansion of the
determinant if the conjecture were true for this set of
parameters. Hence, it is clear that the conjecture
must fail to hold in this case.

However, this example indicates that there might
be a generalization of the original conjecture of
Fisher and Hartwig. If

��;�ðeið��	ÞÞ ¼ ��;�;	

then

� ¼  
YR
j¼1

��j;�j;�j

it is also the case that

� ¼  

YR
j¼1

��j;�jþnj;�j

where

XR

j¼1

nj ¼ 0 and  
 ¼  
YR
j¼1

ð�ei�jÞnj

In the example above, �1 = 1=2, �2 = �1=2,
�1 = 0, �2 = �, n1 = �1, and n2 = 1. The result for
the counterexample, combined with what is known
for the case of integer values of � and �, leads to the
following generalized conjecture. Suppose

 ðei�Þ ¼ �k
YR
j¼1

��k
j
;�k

j
;�j

for some set of indices k. Define Q(k) =
PR

j = 1 (�k
j )2 �

(�k
j )2. Let Q = maxk <(Q(k)) and

K ¼ fk j <ðQðkÞÞ ¼ Qg

The generalized asymptotic formula is conjectured
to be

Dnð Þ ¼
X
k2K

Gð kÞnQðkÞE
k þ oðjGð�ÞjnnQÞ

It may turn out that there is only one element in K
and for these symbols there is a unique representa-
tion that yields the highest power in the exponent of
the asymptotic expansion. These are the symbols for
which the original Fisher–Hartwig conjecture should
be true and it is now confirmed in these cases. For
example, the conjecture is known to hold for R > 1
when j<�rj < 1=2 and j<�rj < 1=2.

Symbols with Nonzero Index or T > Tc

The last possibility in computing the correlation
asymptotics is the case where �2 > 1. Note that, for
fixed E1 and E2, there is exactly one value of
�= 1=kT where

�2 ¼ z�1
1

1� z2

1þ z2

� �
¼ 1

For values of T > Tc, we have that the symbol

ð1� �1ei�Þð1� �2e�i�Þ
ð1� �1e�i�Þð1� �2ei�Þ

� �1=2

is the same as

e�i� ð1� �1ei�Þð1� ð1/�2Þei�Þ
ð1� �1e�i�Þð1� ð1/�2Þe�i�Þ

� �1=2

with the argument chosen so that the symbol is
positive at �. Except for the extra factor of e�i�, this
is the same type of smooth symbol that was
consi dered earl ier (see the sect ion ‘‘Strong Szegö
limit theore m’’). How ever, a factor of e i� can change
the asymptotics considerably as can be seen by
considering the simple example of the � � 1.
Fortunately, a variation of the Szegö theorem, first
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considered by Fisher and Hartwig, holds for this
case of smooth, nonvanishing index.

Theorem 2 Suppose that �=���þ satisfies the
condition of the ‘‘strong Szegö limit theorem’’ and
in addition is at least once continuously differenti-
able. Then, if b =���

�1
þ and c =��1

� �þ,

Dnðeim��Þ
	 ð�1Þðn�1þmÞmGð�ÞnEð�ÞGðcÞm ½18�

� det

bn � � � bn�mþ1

..

. . .
. ..

.

bn�1þm � � � bn

0
BB@

1
CCAþOðn�3Þ

0
BB@

1
CCA

� ð1þOðn�1ÞÞ ½19�

Applying this to the symbol

e�i��ðei�Þ ¼ e�i� ð1� �1ei�Þð1� ð1/�2Þei�Þ
ð1� �1e�i�Þð1� ð1/�2Þe�i�Þ

� �1=2

we have that m = 1, G(�) = �1; G(c) = �1, and

Eð�Þ ¼ 1� �2
1

� �
1� 1

�2
2

� �
1� �1

�2

� �2
" #1=4

½20�

The determinant in the above formula is the
constant

bn ¼
1

2�

Z 2�

0

ð1� �1ei�Þ 1� 1

�2
ei�

� ��

� ð1� �1e�i�Þ 1� 1

�2
e�i�

� ���1=2

e�in�d�

The last integral can be deformed to a segment of
the real line and evaluated asymptotically to find
that the leading term is

� 1ffiffiffi
�
p

�n
2

1� �1

�2

� �
ð1� �1�2Þ 1� 1

�2
2

� �� ��1=2

� �ðnþ 1=2Þ
�ðnþ 1Þ

Putting this together with the above constants, we
have, for T > Tc,

h�0;0�0;ni

	 1ffiffiffiffiffiffi
�n
p

�n
2

1��2
1

� �1=4
1� 1

�2
2

� ��1=4

ð1��1�2Þ�1=2

" #

This implies that the correlation tends to zero very
rapidly as n!1.

Further Remarks

The interaction between statistical mechanics and
the theory of Toeplitz determinants has a long
history, and much of the motivation to describe the
asymptotics of the determinants was spurred by the
question of spontaneous magnetization in the two-
dimensional Ising model. The previous three sections
attempt to show how the very different physical
situations – T < Tc, T = Tc, and T > Tc – all
correspond to very different behavior in the symbols
of the generating functions. Critical systems predict
qualitatively different Szegö type theorems. For
example, the phase transition at Tc predicts that
the asymptotics for singular symbols cannot be
predicted by the smooth symbols, that is, one cannot
use continuous functions to approximate the results
for singular symbols.

Onsager (1971) was the first to understand that
the correlation function could be expressed as a
Toeplitz determinant. This was made explicit by
Montroll et al. (1963). For more information about
the Ising model, the reader is referred to McCoy
and Wu (1973), where a clear and complete
description of the Ising model (and most of the
notation used here in reference to this model) can
be found.

Szegö (1915, 1952) had originally proved a weak
form of the ‘‘limit’’ theorem and he understood that
it was desirable to extend to a second-order term.
Szegö first proved the ‘‘strong Szegö limit theorem’’
for positive generating functions and this was later
extended to the nonpositive case.

The first to understand that a different asymptotic
behavior was expected at the critical temperature
was Fisher and this resulted in the conjecture for the
class of determinants generated by what is now
known as Fisher–Hartwig symbols (Fisher and
Hartwig 1968). Progress on the conjecture was
made by many authors. Böttcher and Silbermann
(1998) have provided general results concerning
Toeplitz operators and determinants. Additional
information about the conjectures of Fisher and
Hartwig can be found in Böttcher and Silbermann
(1990, 1998), Ehrhardt (2001), and Ehrhardt and
Silbermann (1997).

Toeplitz determinants are also important in many
other applications. One more recent area of interest
is the connection between random-matrix theory
and Toeplitz determinants. Many statistical quanti-
ties for the circular unitary ensemble can be
described as a Toeplitz determinant. For example,
the probability of finding no eigenvalues in an
interval can be expressed as a Toeplitz determinant.
It is also the case that many of the most interesting
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statistics correspond to singular symbols. For basic
random-matrix theory information see Mehta
(1991), and for connections between the circular
unitary ensemble and Toeplitz determinants,
see Hughes (2001), Tracy and Widom (1993), and
Widom (1994).

See also: Integrable Systems in Random Matrix Theory;
Two-Dimensional Ising Model.
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Basic Structure

The origins of Tomita–Takesaki modular theory lie
in two unpublished papers of M Tomita in 1967 and
a slim volume by Takesaki (1970). It has developed
into one of the most important tools in the theory of
operator algebras and has found many applications
in mathematical physics.

Although the modular theory has been formulated
in a more general setting, it will be presented in the
form in which it most often finds application in
mathematical physics (for generalizations, details,
and further references concerning the material
covered in this article, the reader is referred to the
Further Reading section). LetM be a von Neumann
algebra on a Hilbert space H containing a vector �
which is cyclic and separating for M. Define the
operator S0 on H as follows:

S0A� ¼ A
�; for all A 2M

This operator extends to a closed antilinear operator
S defined on a dense subset of H. Let � be the
unique positive, self-adjoint operator and J the

unique antiunitary operator occurring in the polar
decomposition

S ¼ J�1=2 ¼ ��1=2J

� is called the modular operator and J the modular
conjugation (or modular involution) associated with
the pair (M, �). Note that J2 is the identity operator
and J = J
. Moreover, the spectral calculus may be
applied to � so that �it is a unitary operator for
each t 2 R and {�it j t 2 R} forms a strongly con-
tinuous unitary group. Let M0 denote the set of all
bounded linear operators on H which commute with
all elements of M. The modular theory begins with
the following remarkable theorem.

Theorem 1 Let M be a von Neumann algebra
with a cyclic and separating vector �. Then
J� = � = ��, and the following equalities hold:

JMJ ¼M0

and

�itM��it ¼M; for all t 2 R

Note that if one defines F0A0� = A0
�, for all A0 2
M0, and takes its closure F, then one has the relations

� ¼ FS; ��1 ¼ SF; F ¼ J��1=2
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Modular Automorphism Group

By Theorem 1, the unitaries �it, t 2 R, induce a one-
parameter automorphism group {�t} of M by

�tðAÞ ¼ �itA��it; A 2M; t 2 R

This group is called the modular automorphism
group ofM (relative to �). Let ! denote the faithful
normal state on M induced by �:

!ðAÞ ¼ 1

k�k2
h�;A�i; A 2M

From Theorem 1 it follows that ! is invariant under
{�t}, that is, !(�t(A)) =!(A) for all A 2M and t 2 R.

The modular automorphism group contains infor-
mation about both M and !. For example, the
modular automorphism group is an inner auto-
morphism on M if and only if M is semifinite. It is
trivial if and only if ! is a tracial state onM. Indeed,
for any B 2M, one has �t(B) = B for all t 2 R if and
only if !(AB) =!(BA) for all A 2M. Let M�

denote the set of all such B in M.

The KMS Condition

The modular automorphism group satisfies a condi-
tion which had already been used in mathematical
physics to characterize equilibrium temperature
states of quantum systems in statistical mechanics
and field theory – the Kubo–Martin–Schwinger
(KMS) condition. If M is a von Neumann algebra
and {�t j t 2 R} is a �-weakly continuous one-
parameter group of automorphisms of M, then the
state � onM satisfies the KMS condition at (inverse
temperature) � (0 < � <1) with respect to {�t} if
for any A,B 2M there exists a complex function
FA,B(z) which is analytic on the strip {z 2 C j 0 <
Im z < �} and continuous on the closure of this strip
such that

FA;BðtÞ ¼ �ð�tðAÞBÞ
FA;Bðt þ i�Þ ¼ �ðB�tðAÞÞ

for all t 2 R. In this case, �(�i�(A)B) =�(BA), for all
A, B in a �-weakly dense, �-invariant �-subalgebra
of M. Such KMS states are �-invariant, that is,
�(�t(A)) =�(A), for all A 2 M, t 2 R, and are stable
and passive (cf. Bratteli and Robinson (1981) and
Haag (1992)).

Every faithful normal state satisfies the KMS
condition at �= 1 (henceforth called the modular
condition) with respect to the corresponding mod-
ular automorphism group.

Theorem 2 Let M be a von Neumann algebra
with a cyclic and separating vector �. Then the
induced state ! on M satisfies the modular condi-
tion with respect to the modular automorphism
group {�t j t 2 R} associated to the pair (M, �).

The modular automorphism group is, therefore,
endowed with the analyticity associated with the
KMS condition, and this is a powerful tool in
many applications of the modular theory to
mathematical physics. In addition, the physical
properties and interpretations of KMS states are
often invoked when applying modular theory to
quantum physics.

Note that while the nontriviality of the modular
automorphism group gives a measure of the non-
tracial nature of the state, the KMS condition for the
modular automorphism group provides the missing
link between the values !(AB) and !(BA), for all
A,B 2 M (hence the use of the term ‘‘modular,’’ as
in the theory of integration on locally compact
groups).

The modular condition is quite restrictive. Only
the modular group can satisfy the modular condition
for (M, �), and the modular group for one state can
satisfy the modular condition only in states differing
from the original state by the action of an element in
the center of M.

Theorem 3 Let M be a von Neumann algebra
with a cyclic and separating vector �, and let {�t}
be the corresponding modular automorphism
group. If the induced state ! satisfies the modular
condition with respect to a group {�t} of auto-
morphisms of M, then {�t} must coincide with {�t}.
Moreover, a normal state  on M satisfies the
modular condition with respect to {�t} if and only
if  ( � ) =!(h � ) =!(h1=2 � h1=2) for some unique
positive injective operator h affiliated with the
center of M.

Hence, ifM is a factor, two distinct states cannot
share the same modular automorphism group. The
relation between the modular automorphism groups
for two different states will be described in more
detail.

One Algebra and Two States

Consider a von Neumann algebra M with two
cyclic and separating vectors � and �, and denote
by ! and �, respectively, the induced states on M.
Let {�!t } and {��t } denote the corresponding modular
groups. There is a general relation between the
modular automorphism groups of these states.
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Theorem 4 There exists a �-strongly continuous
map R 3 t 7!Ut 2 M such that

(i) Ut is unitary for all t 2 R;
(ii) Utþs = Ut�

!
t (Us) for all s,t 2 R; and

(iii) ��t (A) = Ut�
!
t (A)Ut

� for all A 2M and t 2 R.

The 1-cocycle {Ut} is commonly called the cocycle
derivative of � with respect to ! and one writes
Ut = (D� : D!)t. There is a chain rule for this
derivative, as well: If �, , and � are faithful normal
states on M, then (D : D�)t = (D : D�)t(D� : D�)t,
for all t 2 R. More can be said about the cocycle
derivative if the states satisfy any of the conditions
in the following theorem.

Theorem 5 The following conditions are
equivalent:

(i) � is {�!t }-invariant;
(ii) ! is {��t }-invariant;
(iii) there exists a unique positive injective operator

h affiliated with M�! \ M�� such that !( � ) ¼
�(h � ) =�(h1=2 � h1=2);

(iv) there exists a unique positive injective operator
h0 affiliated with M�! \ M�� such that �( � ) ¼
!(h0 � ) =!(h01=2 � h01=2);

(v) the norms of the linear functionals !þ i� and
!� i� are equal; and

(vi) �!t �
�
s = ��s �

!
t , for all s, t 2 R.

The conditions in Theorem 5 turn out to be
equivalent to the cocycle derivative being a
representation.

Theorem 6 The cocycle {Ut} intertwining {�!t } with
{��t } is a group representation of the additive group
of reals if and only if � and ! satisfy the conditions
in Theorem 5. In that case, U(t) = h�it.

The operator h0= h�1 in Theorem 5 is called the
Radon–Nikodym derivative of � with respect to !
(often denoted by d�=d!), due to the following
result, which, if the algebra M is abelian, is the
well-known Radon–Nikodym theorem from mea-
sure theory.

Theorem 7 If � and ! are normal positive linear
functionals on M such that �(A) � !(A), for all
positive elements A 2M, then there exists a unique
element h1=2 2M such that �( � ) =!(h1=2 � h1=2) and
0 � h1=2 � 1.

The analogies with measure theory are not
accidental, although these are not discussed in detail
here. Indeed, any normal trace on a (finite) von
Neumann algebra M gives rise to a noncommuta-
tive integration theory in a natural manner. Mod-
ular theory affords an extension of this theory to the

setting of faithful normal functionals � on von
Neumann algebras M of any type, enabling the
definition of noncommutative Lp spaces, Lp(M, �).

Modular Invariants and the Classification
of von Neumann Algebras

As already mentioned, the modular structure carries
information about the algebra. This is best evi-
denced in the structure of type III factors. As this
theory is rather involved, only a sketch of some of
the results can be given.

If M is a type III algebra, then its crossed
product N =Mo�! R relative to the modular
automorphism group of any faithful normal state
! on M is a type II1 algebra with a faithful
semifinite normal trace � such that � � 	t = e�t� ,
t 2 R, where 	 is the dual of �! on N . Moreover,
the algebra M is isomorphic to the cross product
N o	 R, and this decomposition is unique in a very
strong sense. This structure theorem entails the
existence of important algebraic invariants for M,
which has many consequences, one of which is made
explicit here.

If ! is a faithful normal state of a von Neumann
algebraM induced by �, let �! denote the modular
operator associated to (M, �) and sp �! denote the
spectrum of �!. The intersection

S0ðMÞ ¼ \ sp �!

over all faithful normal states ! ofM is an algebraic
invariant of M.

Theorem 8 Let M be a factor acting on a
separable Hilbert space. If M is of type III, then
0 2 S0(M); otherwise, S0(M) = {0,1} if M is of type
I1 or II1 and S0(M) = {1} if not. Let M now be a
factor of type III.

(i) M is of type III
, 0 < 
 < 1, if and only if
S0(M) = {0} [ {
n j n 2 Z}.

(ii) M is of type III0 if and only if S0(M) = {0, 1}.
(iii) M is of type III1 if and only if S0(M) = [0,1).

In certain physically relevant situations, the
spectra of the modular operators of all faithful
normal states coincide, so that Theorem 8 entails
that it suffices to compute the spectrum of any
conveniently chosen modular operator in order to
determine the type of M. In other such situations,
there are distinguished states ! such that
S0(M) = sp �!. One such example is provided by
asymptotically abelian systems. A von Neumann
algebra M is said to be ‘‘asymptotically abelian’’ if
there exists a sequence {�n}n2N of automorphisms of
M such that the limit of {A�n(B)� �n(B)A}n2N in
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the strong operator topology is zero, for all A, B 2
M. If the state ! is �n-invariant, for all n 2 N, then
sp �! is contained in sp ��, for all faithful normal
states � on M, so that S0(M) = sp �!. If, moreover,
sp �! = [0,1), then sp �! = sp ��, for all � as
described.

Self-Dual Cones

Let j :M!M0 denote the antilinear �-isomorphism
defined by j(A) = JAJ,A 2 M. The natural positive
cone P\ associated with the pair (M, �) is defined as
the closure, in H, of the set of vectors

fAjðAÞ� jA 2 Mg

LetMþ denote the set of all positive elements ofM.
The following theorem collects the main attributes
of the natural cone.

Theorem 9

(i) P\ coincides with the closure in H of the set
{�1=4A� jA 2 Mþ}.

(ii) �itP\ =P\ for all t 2 R.
(iii) J� = � for all � 2 P\.
(iv) Aj(A)P\ � P\ for all A 2 M.
(v) P\ is a pointed, self-dual cone whose linear

span coincides with H.
(vi) If � 2 P\, then � is cyclic forM if and only if

� is separating for M.
(vii) If � 2 P\ is cyclic, and hence separating, for

M, then the modular conjugation and the
natural cone associated with the pair (M, �)
coincide with J and P\, respectively.

(viii) For every normal positive linear functional �
on M, there exists a unique vector �� 2 P\
such that �(A) = h��, A��i for all A 2 M.

In fact, the algebras M and M0 are uniquely
characterized by the natural cone P\ [4]. In light of
(viii), if � is an automorphism of M, then

Vð�Þ�� ¼ �����1

defines an isometric operator on P\, which by (v)
extends to a unitary operator on H. The map
� 7!V(�) defines a unitary representation of the
group of automorphisms Aut(M) on M in such a
manner that V(�)AV(�)�1 =�(A) for all A 2M and
� 2 Aut(M). Indeed, one has the following:

Theorem 10 Let M be a von Neumann algebra
with a cyclic and separating vector �. The group V
of all unitaries V satisfying

VMV� ¼ M; VJV� ¼ J; VP\ ¼ P\

is isomorphic to Aut(M) under the above map
� 7!V(�), which is called the ‘‘standard implemen-
tation’’ of Aut(M).

Often of particular physical interest are (anti-)auto-
morphisms of M leaving ! invariant. They can only
be implemented by (anti)unitaries which leave
the pair (M, �) invariant. In fact, if U is a unitary
or antiunitary operator satisfying U� = � and
UMU�=M, then U commutes with both J and �.

Two Algebras and One State

Motivated by applications to quantum field theory,
the study of the modular structures associated with
one state and more than one von Neumann algebra
has begun (see Borchers (2000) for references and
details). Let N �M be von Neumann algebras
with a common cyclic and separating vector �,
and �N , JN and �M, JM denote the corresponding
modular objects. The structure (M,N , �) is called
a �-half-sided modular inclusion if �it

MN��it
M �

N , for all �t 	 0.

Theorem 11 Let M be a von Neumann algebra
with cyclic and separating vector �. The following
are equivalent:

(i) There exists a proper subalgebraN �M such that
(M,N , �) is a 
-half-sided modular inclusion.

(ii) There exists a unitary group {U(t)} with positive
generator such that

UðtÞMUðtÞ�1 �M; for all� t 	 0;
UðtÞ� ¼ �; for all t 2 R

Moreover, if these conditions are satisfied, then the
following relations must hold:

�it
MUðsÞ��it

M ¼ �it
NUðsÞ��it

N ¼ Uðe
2�tsÞ

and

JMUðsÞJM ¼ JNUðsÞJN ¼ Uð�sÞ

for all s,t 2 R. In addition, N = U(�1)MU(�1)�1,
and ifM is a factor, it must be type III1.

The richness of this structure is further suggested
by the next theorem.

Theorem 12

(i) Let (M,N 1, �) and (M,N 2, �) be �-half-sided,
resp. þ-half-sided, modular inclusions satisfy-
ing the condition JN 1

JN 2
= JMJN 2

JN 1
JM. Then

the modular unitaries �it
M, �is

N 1
, �iu
N 2

, s, t, u 2 R,
generate a faithful continuous unitary repre-
sentation of the identity component of the
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group of isometries of two-dimensional Min-
kowski space.

(ii) Let M,N ,N \M be von Neumann algebras
with a common cyclic and separating vector �. If
(M,M\N , �) and (N ,M\N , �) are �-half-
sided, resp. þ-half-sided, modular inclusions such
that JNMJN =M, then the modular unitaries
�it
M, �is

N , �iu
N\M, s, t, u 2 R, generate a faithful

continuous unitary representation of SL
(2, R)=Z2.

This has led to a further useful notion. If N �M
and � is cyclic for N \M, then (M,N , �) is said to
be a ‘‘�-modular intersection’’ if both (M,M\N , �)
and (N ,M\N , �) are �-half-sided modular inclu-
sions and

JN lim
t!
1

�it
N��it

M

� �
JN ¼ lim

t!
1
�it
M��it

N

where the existence of the strong operator limits is
assured by the preceding assumptions. An example
of the utility of this structure is the following
theorem.

Theorem 13 Let N ,M,L be von Neumann alge-
bras with a common cyclic and separating vector �. If
(M,N , �) and (N 0,L, �) are –-modular intersections
and (M,L, �) is a þ-modular intersection, then the
unitaries �it

M, �is
N , �iu

L , s, t, u 2 R, generate a faithful
continuous unitary representation of SO"(1, 2).

These results and their extensions to larger
numbers of algebras were developed for application
in algebraic quantum field theory, but one may
anticipate that half-sided modular inclusions will
find wider use. Modular theory has also been
applied fruitfully in the theory of inclusions N �M
of properly infinite algebras with finite or infinite
index.

Applications in Quantum Theory

The Tomita–Takesaki theory has found many
applications in quantum field theory and quantum
statistical mechanics. As mentioned earlier, the
modular automorphism group satisfies the KMS
condition, a property of physical significance in the
quantum theory of many-particle systems, which
includes quantum statistical mechanics and quantum
field theory. In such settings, for a suitable algebra
of observables M and state !, an automorphism
group {��t} representing the time evolution of the
system satisfies the modular condition. Hence, on
the one hand, {��t} is the modular automorphism
group of the pair (M, �), and, on the other, ! is an

equilibrium state at inverse temperature �, with all
the consequences which both of these facts have.

But it has become increasingly clear that the
modular objects �it, J, of certain algebras of
observables and states encode additional physical
information. In 1975, it was discovered that if one
considers the algebras of observables associated with
a finite-component quantum field theory satisfying
the Wightman axioms, then the modular objects
associated with the vacuum state and algebras of
observables localized in certain wedge-shaped
regions in Minkowski space have geometric content.
In fact, the unitary group {�it} implements the group
of Lorentz boosts leaving the wedge region invariant
(this property is now called modular covariance),
and the modular involution J implements the space-
time reflection about the edge of the wedge, along
with a charge conjugation. This discovery caused
some intense research activity (see Baumgartel and
Wollenberg 1992, Borchers 2000, Haag 1992).

Positive Energy

In quantum physics the time development of the
system is often represented by a strongly continuous
group {U(t) = eitH j t 2 R} of unitary operators, and
the generator H is interpreted as the total energy of
the system. There is a link between modular
structure and positive energy, which has found
many applications in quantum field theory. This
result was crucial in the development of Theorem 11
and was motivated by the 1975 discovery mentioned
above, now commonly called the Bisognano–
Wichmann theorem.

Theorem 14 Let M be a von Neumann algebra
with a cyclic and separating vector �, and let {U(t)}
be a continuous unitary group satisfying U(t)MU
(� t) �M, for all t 	 0. Then any two of the
following conditions imply the third:

(i) U(t) = eitH, with H 	 0;
(ii) U(t)� = �, for all t 2 R; and
(iii) �itU(s)��it = U(e�2�ts) and JU(s)J = U(�s), for

all s, t 2 R.

Modular Nuclearity and Phase Space Properties

Modular theory can be used to express physically
meaningful properties of quantum ‘‘phase spaces’’
by a condition of compactness or nuclearity of
certain maps. In its initial form, the condition was
formulated in terms of the Hamiltonian, the global
energy operator of theories in Minkowski space.
The above indications that the modular operators
carry information about the energy of the system
were reinforced when it was shown that a
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formulation in terms of modular operators was
essentially equivalent.

LetO1 � O2 be nonempty bounded open subregions
of Minkowski space with corresponding algebras of
observables A(O1) � A(O2) in a vacuum representa-
tion with vacuum vector �, and let � be the modular
operator associated with (A(O2), �) (by the Reeh–
Schlieder theorem, � is cyclic and separating for
A(O2)). For each 
 2 (0, 1=2) define the mapping
�
 :A(O1)! H by �
(A) = �
A�. The compactness
of any one of these mappings implies the compactness
of all of the others. Moreover, the lp (nuclear) norms of
these mappings are interrelated and provide a measure
of the number of local degrees of freedom of the
system. Suitable conditions on the maps in terms of
these norms entail the strong statistical independence
condition called the split property. Conversely, the split
property implies the compactness of all of these maps.
Moreover, the existence of equilibrium temperature
states on the global algebra of observables can be
derived from suitable conditions on these norms in the
vacuum sector.

The conceptual advantage of the modular com-
pactness and nuclearity conditions compared to
their original Hamiltonian form lies in the fact that
they are meaningful also for quantum systems in
curved spacetimes, where global energy operators
(i.e., generators corresponding to global timelike
Killing vector fields) need not exist.

Modular Position and Quantum Field Theory

The characterization of the relative ‘‘geometric’’
position of algebras based on the notions of modular
inclusion and modular intersection was directly
motivated by the Bisognano–Wichmann theorem.
Observable algebras associated with suitably chosen
wedge regions in Minkowski space provided exam-
ples whose essential structure could be abstracted
for more general application, resulting in the notions
presented in the preceding sections.

Theorem 12(ii) has been used to construct, from
two algebras and the indicated half-sided modular
inclusions, a conformal quantum field theory on the
circle (compactified light ray) with positive energy.
Since the chiral part of a conformal quantum field
model in two spacetime dimensions naturally yields
such half-sided modular inclusions, studying the
inclusions in Theorem 12(ii) is equivalent to study-
ing such field theories. Theorems 12(i) and 13
and their generalizations to inclusions involving up
to six algebras have been employed to construct
Poincaré-covariant nets of observable algebras (the
algebraic form of quantum field theories) satisfying
the spectrum condition on (d þ 1)-dimensional

Minkowski space for d = 1, 2, 3. Conversely, such
quantum field theories naturally yield such systems
of algebras.

This intimate relation would seem to open up the
possibility of constructing interacting quantum field
theories from a limited number of modular inclu-
sions/intersections.

Geometric Modular Action

The fact that the modular objects in quantum field
theory associated with wedge-shaped regions and the
vacuum state in Minkowski space have geometric
significance (‘‘geometric modular action’’) was origin-
ally discovered in the framework of the Wightman
axioms. As an algebraic quantum field theory (AQFT)
does not rely on the concept of Wightman fields, it was
natural to ask (i) when does geometric modular action
hold in AQFT and (ii) which physically relevant
consequences follow from this feature?

There are two approaches to the study of
geometric modular action. In the first, attention is
focused on modular covariance, expressed in terms of
the modular groups associated with wedge algebras
and the vacuum state in Minkowski space. Modular
covariance has been proven to obtain in conformally
invariant AQFT, in any massive theory satisfying
asymptotic completeness, and also in the presence of
other, physically natural assumptions. To mention
only three of its consequences, both the spin–statistics
theorem and the PCT theorem, as well as the
existence of a continuous unitary representation of
the Poincaré group acting covariantly upon the
observable algebras and satisfying the spectrum
condition follow from modular covariance.

In a second approach to geometric modular action,
the modular involutions are the primary focus. Here,
no a priori connection between the modular objects
and isometries of the spacetime is assumed. The central
assumption, given the state vector � and the von
Neumann algebras of localized observables {A(O)} on
the spacetime, is that there exists a familyW of subsets
of the spacetime such that JW1

R(W2)JW1
2

{R(W) jW 2 W}, for every W1,W2 2 W. This condi-
tion makes no explicit appeal to isometries or other
special attributes and is thus applicable, in principle, to
quantum field theories on general curved spacetimes.

It has been shown for certain spacetimes, including
Minkowski space, that under certain additional
technical assumptions, the modular involutions
encode enough information to determine the
dynamics of the theory, the isometry group of the
spacetime, and a continuous unitary representation of
the isometry group which acts covariantly upon the
observables and leaves the state invariant. In certain
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cases including Minkowski space, it is even possible
to derive the spacetime itself from the group J
generated by the modular involutions {JW jW 2 W}.

The modular unitaries �it
W enter in this approach

through a condition which is designed to assure the
stability of the theory, namely that �it

W 2 J , for all
t 2 R and W 2 W. In Minkowski space, this addi-
tional condition entails that the derived representation
of the Poincaré group satisfies the spectrum condition.

Further Applications

As previously observed, through the close connec-
tion to the KMS condition, modular theory enters
naturally into the equilibrium thermodynamics of
many-body systems. But in recent work on the
theory of nonequilibrium thermodynamics it also
plays a role in making mathematical sense of the
notion of quantum systems in local thermodynamic
equilibrium. Modular theory has also proved to be
of utility in recent developments in the theory of
superselection rules and their attendant sectors,
charges and charge-carrying fields.

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Quantum Central-Limit
Theorems; Symmetries in Quantum Field Theory of
Lower Spacetime Dimensions; Thermal Quantum Field
Theory; Positive Maps on C�-Algebras; Two-Dimensional
Models; von Neumann Algebras: Introduction, Modular
Theory, and Classification Theory.
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Introduction

Symmetry-breaking phase transitions occur in a wide
variety of systems – from condensed matter to the
early universe. One of the common features of such
transitions is the appearance, in the broken-symmetry
phase, of topological defects, trapped regions in
which the symmetry is restored, or at least changed.
Examples are vortices in superfluids, domain walls in
ferromagnets, and disclination lines in liquid crystals.
Often these defects are stable for topological reasons,
and play an important role in the dynamics of the
system. An astonishingly rich variety of defects can be
found in various systems. They can usefully be
classified using the tools of homotopy theory.
Spontaneous Symmetry Breaking

Let us consider a quantum-mechanical system with a
symmetry group G. This means that each g 2 G is
represented on the Hilbert space of quantum states
by a unitary operator Û(g), which commutes with
the Hamiltonian. Spontaneous symmetry breaking
occurs if this symmetry is not shared by the ground
state or vacuum state j0i of the system. In other
words, for some g 2 G, Û(g)j0i 6¼ j0i. Then the
ground state is necessarily degenerate: Û(g)j0i must
have the same energy as j0i.

Spontaneous symmetry breaking is usually
describable in terms of an order-parameter field,
which vanishes above the transition and is nonzero
below it. We can find a scalar field �̂(r), or multiplet
of fields �̂= (�̂i, i = 1, . . . , n) transforming according
to some representation D of G (assumed not to
contain the trivial representation), whose expecta-
tion value in the ground state is nonzero:

h0j�̂ðrÞj0i ¼ �0 6¼ 0 ½1�

This is the order parameter. Since

h0jÛyðgÞ�̂ðrÞÛðgÞj0i ¼ DðgÞ�0 ½2�

it follows that the only elements of G that can be
symmetries of the ground state are those in the



stability subgroup H of �0 (the group of unbroken
symmetries in this ground state):

H ¼ fg 2 G : DðgÞ�0 ¼ �0g ½3�

In terms of this subgroup, we can find a useful
characterization of the manifold M of degenerate
ground states. As noted above, for each g 2 G,
Û(g)j0i is also a ground state. However, these are
not all distinct, because clearly Û(gh)j0i= Û(g)j0i
for all h 2 H. Hence, the distinct ground states are
in one-to-one correspondence with the left cosets gH
of H in G, and M may be identified with the
quotient space G/H, the space of left cosets.

For example, suppose G is the rotation group
SO(3), and f̂ belongs to the three-dimensional
vector representation. If f 6¼ 0 in the ground state,
we may choose f0 = (0, 0, v). Then, clearly,
H = SO(2), the group of rotations about the z-axis,
andM= SO(3)=SO(2) = S2, the 2-sphere. It is useful
to think of M as the subset of the order-parameter
space comprising the possible expectation values
f = h�̂i for the various degenerate ground states. For
example, in this case, M= {f: f2 = v2}.

Defect Formation

It is often possible to characterize the dynamics at
finite temperature in terms of a function of the order
parameter, the effective potential V(�), which is
necessarily invariant under G, and whose minima
define the equilibrium states. At low temperatures, it
has a form like V =�(f2 � v2)2, whose minima
occur at nonzero values of f. But above the critical
temperature Tc, the only minimum is at f = 0, so the
equilibrium state is symmetric under G. In the high-
temperature phase, there may be large fluctuations
in f̂, but its mean value will be zero.

Now, when the system is cooled through the
phase tränsition, �̂ will acquire a nonzero expecta-
tion value, gradually approaching one of the
degenerate ground states characterized by a point
of M. But the choice of which one is unpredict-
able; the symmetry breaking is spontaneous.
Moreover, in a large system, there is no reason
why the same choice should be made everywhere.
For example, a ferromagnet cooling through its
Curie point may acquire a spontaneous magneti-
zation in different directions in different parts of
the sample.

Of course, there is an energetic penalty to having
a spatially varying order parameter, so it will tend to
become more uniform as the temperature is lowered.
But the question arises whether there may be any
topological obstruction to this process. It can
happen that if we choose points on M in a

continuous manner everywhere around the periph-
ery of some region, it is topologically impossible to
complete the process throughout its interior.
Continuity may require that there are points where
� leaves the surface M. For example, if our
ferromagnet has two opposite possible directions of
easy magnetization, described by f0 and �f0, then
M consists essentially of these two points. Regions
where f � f0 and where f � �f0 must be separated
by domain walls across which f varies smoothly
from one to the other.

Homotopy Groups

To classify the various possible types of defect, we
need to consider the homotopy groups of the
manifold M of degenerate ground states. In this
section, we briefly review the necessary definitions.

A path in M is a map � : I ! M from the unit
interval I = [0, 1] � R. We choose a base point m0 2
M (which may be identified with �0), and consider
loops in M, paths such that �(0) =�(1) = m0. We
say that two loops are homotopic, and write � �  ,
if one can be continuously deformed into the other
within M, that is, if there exists a map � : I2 ! M
such that

�ð0; tÞ ¼ �ðtÞ and �ð1; tÞ ¼  ðtÞ ½4�

for all t, and

�ðs; 0Þ ¼ �ðs; 1Þ ¼ m0 ½5�

for all s. This is an equivalence relation. The set
�1(M) is the set of equivalence classes [�] of loops
under this relation.

On the set of loops, we may define a product � ,
comprising the loop � followed by  (see Figure 1).
Explicitly,

ð� ÞðtÞ ¼
�ð2tÞ; 0 � t � 1

2

 ð2t � 1Þ; 1
2 < t � 1

(
½6�

It is easy to show that if � � �0 and  �  0, then
� � �0 0. Hence, this defines a product on �1(M),
by [�][ ] = [� ]. So equipped, �1(M) becomes the

φ

ψ φψ

Figure 1 The product of loops.
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fundamental group or first homotopy group of M.
Note that the identity is the equivalence class [�0] of
the trivial loop with �0(t) 	 m0, while the inverse is
[�]�1 = [�̃], where the map �̃ is the reverse of
�: �̃(t) =�(1� t).

Strictly speaking, we should write �1(M, m0) in
place of �1(M). However, for any path-connected
space, the groups �1(M, m0) and �1(M, m00) are
always isomorphic, and, more importantly, the same
is true for any coset space M= G=H, where G is a
Lie group and H a closed subgroup. For a general
manifold M,�1(M) is not necessarily abelian, but it
is so if M is a Lie group, or more generally a
Riemannian symmetric space. The spaceM is said to
be simply connected if �1(M) = 0, the group compris-
ing only the identity element, 0 = {[�0]}. (Although
�1(M) is not always abelian, it is conventional for
homotopy groups to use an additive notation and
represent the trivial group by 0 rather than 1.)

The nth homotopy group �n(M) may be defined
similarly, as a set of equivalence classes of maps
� : In ! M such that � maps the entire boundary @In

to the base point m0. Two such maps are homotopic
(� �  ) if there exists a map � : Inþ1 ! M such that

�ð0; tÞ ¼ �ðtÞ and �ð1; tÞ ¼  ðtÞ ½7�

for all t = (t1, . . . , tn), and, for each s 2 I,�(s, t) = m0

for all t 2 @In. The product � is defined by

ð� Þðt1; . . . ; tnÞ

¼
�ð2t1; t2; . . . ; tnÞ; 0 � t1 � 1

2

 ð2t1 � 1; t2; . . . ; tnÞ; 1
2 < t1 � 1

(
½8�

The choice of t1 rather than any other tj is arbitrary;
all choices yield homotopic product maps. The
product again defines a product on �n(M), which
thereby becomes a group, the nth homotopy group.
One new feature is that, for all n > 1, �n(M) is
always abelian.

Note that since the entire boundary of In is
mapped to a single point, it is possible to collapse it,
and talk instead about maps from the n-sphere Sn to
M, taking one designated point to m0. The fact that
�n(M) is nontrivial indicates the existence in M of
closed n-surfaces that cannot be smoothly shrunk to
a point. In particular, it is worth noting that, for any n,
�n(Sn) = Z, the additive group of integers, while
�m(Sn) = 0 for all m < n.

A special case is n = 0. Here, S0 comprises two
points only, and since one of them is always mapped
to m0, we really have to consider maps from a single
point to M, that is, points in M. Two points are
homotopic if they can be joined by a path in M.
Thus, �0(M) may be identified with the set of path-
connected components ofM. Note, however, that in

general no product can be defined on �0(M), so
�0(M) should be called the zeroth homotopy set
(not group). There is an important exception,
however: if G is a Lie group, and G0 its connected
subgroup (the subset of elements joined by paths to
the identity e), then �0(M) may be identified with
the quotient group G=G0. Note, however, that this
group �0(M) = G=G0 is not necessarily abelian.

Classification of Defects

We now turn to the classification of defects by
means of homotopy groups. It will be useful to start
with simple specific examples in three-dimensional
space, R3.

First, suppose again that f belongs to the vector
representation of G = SO(3). Then M= SO(3)/
SO(2) = S2 may be identified with the sphere
M= {f: f2 = v2} in � space. Consider a closed surface
S, an embedding of a 2-sphere S2 in R3. Assume
that everywhere on S the field f(r) has one of the
ground-state values. In other words, we have a map
f :S ! M, from one 2-sphere to another. The map f
can be extended to a map from the interior of S toM
only if it belongs to the trivial homotopy class [f0] 2
�2(M), where �0 : I2 ! M : (t1, t2) 7!m0 = eH. In all
other cases, there must be at least one point where
f(r) = 0; this is a point defect. The second homotopy
group in this case is �2(S2) = Z, so the possible
point defects, or monopoles, are labeled by an integer
n 2 Z, the winding number. (An example of a map
with winding number n is (in spherical polars)
(r, �,’) 7! (v, �, n’).)

More generally, point defects in Rd are classified
by �d�1(M). A map � from a closed (d � 1)-
dimensional surface S � Rd to M can be extended
to the interior of S if and only if it belongs to the
trivial homotopy class [�0] 2 �d�1(M). If this is not
the case, there must be at least one point around
which �(r) leaves the surfaceM, although in general
it is not required to vanish anywhere.

Second, take the case where � is a single complex
field, and G is the phase symmetry group U(1). In
this case, H is the subgroup 1 = {1} � G. Thus,
M= U(1)=1 = S1; this manifold may be identified
with the circle {�: j�j= v} in the order-parameter
space. Now consider a closed loop C in space, an
embedding of S1 in R3 (see Figure 2). Suppose that
on C,�(r) takes one of the ground-state values,
say �(r) = v exp [i�(r)]. If S is some surface with
boundary C, then the map � : C ! M can be
extended to a map � :S ! M if and only if it
belongs to the trivial homotopy class [�0] 2 �1(M).
If it does not, then there must be at least one
point on S within C where �= 0. Moreover, this
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must be true of every surface S spanning C, so there
must be a curve passing through C along which
�= 0. This is a linear defect, a string or vortex line.
In this case, the first homotopy group is �1(S1) = Z,
so we see that the possible linear defects are
classified by an integer, the winding number n. An
example of a map with winding number n is
’ 7! veni’.

Again, this result can easily be generalized. Linear
defects in Rd are classified by �d�2(M). If, on a
(d � 2)-dimensional surface C,�(r) takes values in
M, and if it does not belong to the trivial homotopy
class, there must be a linear defect threading
through C, around which � leaves the surface M –
although again it need not necessarily vanish.

More generally yet, in the d-dimensional space Rd,
defects of dimension p are classified by the homotopy
group �d�p�1(M). For example, in three dimensions,
planar defects – domain walls – are classified by
�0(M).

The Exact Sequence

There are mathematical theorems that greatly
facilitate the computation of the homotopy group
of homogeneous spaces, of the form M= G=H.

We begin with the maps relating these spaces to
each other. There is a canonical injective homo-
morphism i : H ! G : h 7! h, and a canonical pro-
jection associating each element of G with its coset:
p : G ! M : g 7! gH. Moreover, it is clear that the
image of i, namely the subgroup H, is also the kernel
of p, the inverse image p�1m0 of the distinguished
element m0 = eH of M. These statements can be
summarized by saying that

1 ! H!i G!p M ! 1

is an exact sequence: the image of each map is the
kernel of the following one (see Figure 3).

Next, we note that since any closed loops (or
n-surfaces) in H belonging to the same homotopy
class are also homotopic as loops (or n-surfaces) in
G, there is an induced homomorphism i� : �n(H) !
�n(G). Similarly, homotopic loops or n-surfaces in G
project to homotopic loops or n-surfaces in M, so
there is an induced homomorphism p� : �n(G) !
�n(M). Moreover, it is easy to see that although i� is
not necessarily injective and p� not necessarily
projective, it is true that the image of i� is the kernel
of p�. For example, any loop in G will be mapped to
a homotopically trivial loop in M if and only if it is
homotopic to the image of a loop in H.

In addition, there is a boundary map that
relates homotopy groups of different dimension:
@ : �nþ1(M) ! �n(H). To see this, it is useful to
think of G as a fiber bundle with base space M and
fiber H. Now consider a map � : (Inþ1, @Inþ1) !
(M, m0). Since p is a projection, � can always be
lifted to a map �̂ : (Inþ1, @Inþ1) ! (G, H), that is, we
can find a (nonunique) map �̂ such that �= p 
 �̂
(see Figure 4). However, �̂ does not necessarily map
the boundary to a single point; what is true is that �̂
must map the boundary to a subset of H, and since
topologically @Inþ1 ’ Sn, this defines a map �̃ :Sn ! H.
If we allow � to vary over some homotopy class
of maps, and �̂ to vary continuously, then �̃ will

e e

G

H

i
p

m0

1 1

Figure 3 An exact sequence.

H

G

e e
i

m0 φ (t )

φ (t )∧

p

Figure 4 Lift of a loop.

φ = 0

Figure 2 A linear defect.
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also remain in one homotopy class. Thus, we have
defined a map @ : �nþ1(M) ! �n(H) : [�] 7! [�̃].

It is also easy to see that the image
of @ : �nþ1(M) ! �n(H) is the kernel of i� : �n(H) !
�n(G), because the n-surface in H defined by �̃ is
necessarily homotopically trivial in G. Similarly, one
can see that the image of p� : �nþ1(G) ! �nþ1(M) is
the kernel of @ :�nþ1(M) ! �n(H).

Putting all these results together, we see that there
is a (semi-infinite) exact sequence connecting all the
homotopy groups:

� � �!p� �nþ1ðMÞ!
@
�nðHÞ!

i�
�nðGÞ!

p�
�nðMÞ

!@ �n�1ðHÞ!
i� � � ��1ðGÞ!

p�
�1ðMÞ!

@
�0ðHÞ

!i� �0ðGÞ!
p�
�0ðMÞ

½9�

This sequence makes it easy to compute most of
the low-dimensional homotopy groups ofM. Let us
begin with �0(M), which merely labels its discon-
nected components. As noted earlier, for the Lie
group G, �0(G) is the quotient group �0(G) = G=G0,
where G0 is the connected subgroup of G. Now the
image of �0(H) under i� is clearly the set of
connected components of G that contain elements
of H, so if G has m connected components, and n of
them contain elements of H, then �0(M) has m=n
elements (see Figure 5).

Next, we note that, for all the higher homotopy
groups, disconnected pieces are irrelevant. Since a
loop, for example, starting at m0 must remain
within its connected component M0 �M, it
follows that �1(M) = �1(M0), and similarly
�n(M) = �n(M0) for all n > 1. So one can ignore
any disconnected parts of the symmetry group G,
and assume from now on that �0(G) = 0. Moreover,
it is always possible to replace G by its simply
connected covering group, replacing SO(3), for

example, by SU(2). Thus, we may also assume that
�1(G) = 0. Then the section of the exact sequence in
the second line of [9] becomes

0!p� �1ðMÞ!
@
�0ðHÞ!

i�
0

which implies that the two groups in the center are
isomorphic:

�1ðMÞ ¼ �0ðHÞ ½10�

For example, if the symmetry group G = SO(3) is
completely broken, so that H = 1, then replacing G by
G̃ = SU(2) requires replacing H by H̃ = {þ1, �1}
’ Z2, hence also �1(M) = �0(H̃) = Z2; there is only
one nontrivial class of linear defects in this model.

To find �2(M), we need a standard theorem
about Lie groups, namely that the second homotopy
group of any Lie group is trivial: for any
G, �2(G) = 0. (No details of the proof are given
here. It derives from the fact that a generic element
g 2 G belongs to a unique one-parameter subgroup
{ exp (tX), t 2 R} � G, where X is an element of the
Lie algebra of G. Thus, all the points on a surface in
G may be joined by these paths to the identity, and
the surface may then be shrunk along the resulting
cone. There are exceptional elements for which
this is not true, but it can be shown that in a d-
dimensional group they lie on (d � 3)-dimensional
surfaces, so any 2-surface can be smoothly deformed
to avoid them.)

It follows from this theorem that another section
of the exact sequence is

0!p� �2ðMÞ!
@
�1ðHÞ!

i�
0

which again implies an isomorphism:

�2ðMÞ ¼ �1ðHÞ ½11�

For example, if G = SO(3) and H = SO(2), or
equivalently G̃ = SU(2) and H̃ = U(1) (a double
cover of the SO(2)), then �2(M) = �1(H̃) = Z, so
point defects in this theory are labeled by an integer
winding number.

Examples

The simplest continuous symmetry is the U(1) phase
symmetry �̂ 7! �̂ei� of a complex field. In a weakly
interacting Bose gas, below the Bose–Einstein con-
densation temperature, or in superfluid helium-4,
a macroscopic fraction of the atoms occupies a
single quantum state, and �̂ acquires a nonzero
expectation value, h�̂i=�, whose phase is arbitrary,
so the symmetry is completely broken to H = 1.
Thus, M= S1; we have a circle of equivalent
degenerate ground states. (This corresponds to

π0(G)

π0(    )

π0(H )

Figure 5 The disconnected components of G are shaded, those

of H are cross-hatched. Here �0(M) has two elements.
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spontaneous breaking of the particle-number sym-
metry. It is possible to describe the system in a U(1)-
invariant way, by projecting out a state of definite
particle number, a uniform superposition of all the
states in M, but it is generally less convenient to do
so.) In this case, the only nontrivial homotopy group
is �1(M) = Z, so the only defects are linear defects
classified by a winding number n 2 Z. The defects
with n = �1 are stable vortices. Those with jnj > 1
are in general unstable and tend to break up into jnj
single-quantum vortices.

Low-temperature superconductors also have a
U(1) symmetry, although there are important differ-
ences. This is not a global symmetry but a local,
gauge symmetry, with coupling to the electromag-
netic field. Moreover, it is not single atoms that
condense but Cooper pairs, pairs of electrons of
equal and opposite momentum and spin. These
systems too exhibit linear defects, magnetic flux
tubes carrying a magnetic flux 4�n�h=e.

A less trivial example is a nematic liquid crystal.
These materials are composed of rod-shaped mole-
cules that tend, at low temperatures, to line up
parallel to one another. The nematic state is
characterized by a preferred orientation, described
by a unit vector n, the director. (Note that n and �n
are physically equivalent.) There is long-range
orientational order, with molecules preferentially
lining up parallel to n, but unlike a solid crystal
there is no long-range translational order – the
molecules move freely past each other as in a normal
liquid.

A convenient order parameter here is the mean
mass quadrupole tensor � of a molecule. In the
nematic state, � is proportional to (3nn� 1); for
example, if n = (0, 0, 1), then � is diagonal with
diagonal elements proportional to (�1,�1, 2). In
this case, the symmetry group is SO(3) (or, more
precisely, O(3); but the inversion symmetry is not
broken, so we can restrict our attention to the
connected part of the group). The subgroup H that
leaves this � invariant is a semidirect product,
H = SO(2) n Z2 (isomorphic to O(2)), composed of
rotations about the z-axis and rotations through �
about axes in the x–y plane. (If we enlarge G to its
simply connected covering group G̃ = SU(2), then H
becomes H̃ = [U(1) n Z4]=Z2, where U(1) is gener-
ated as before by Jz. The essential difference is that
the square of any of the elements in the disconnected
piece of H̃ is not now the identity but the element
e2�iJz = �1 2 U(1).) The manifold M of degenerate
ground states in this case is the projective space RP2

(obtained by identifying opposite points of S2).
Since H̃ has disconnected pieces, we have

�1(M) = �0(H̃) = Z2. Thus, there can be topologically

stable linear defects, here called disclination lines,
around which the director n rotates by � (see Figure 6).
The fact that these defects are classified by Z2 rather
than Z means that a line around which n rotates by 2�
is topologically trivial; indeed, n can be smoothly
rotated near the line to run parallel to it, leaving a
configuration with no defect.

There are also point defects; since �2(M) =
�1(H̃) = Z, they are labeled by an integer winding
number n. In a defect with n = 1, the vector n points
radially outwards all round the defect position.

Helium-3

Finally, let us turn to helium-3, one of the most
fascinating and complex examples of spontaneous
symmetry breaking, which becomes a superfluid at a
temperature of a few millikelvin. Unlike helium-4, this
is, of course, a Fermi liquid, so it is not the atoms that
condense, but bound pairs of atoms, analogous to
Cooper pairs. In this case, however, the most attractive
channel is not the 1S, but the 3P, so the pairs have both
orbital and spin angular momentum, L = S = 1. There-
fore, the order parameter is not a single complex scalar
field but a 3
 3 complex matrix �jk, where the two
indices label the orbital and spin angular momentum
states.

To a good approximation, the system is invariant
under separate rotations of L and S (the effects of
the small spin–orbit coupling will be discussed
later), so the symmetry group is

G ¼ Uð1ÞY 
 SOð3ÞL 
 SOð3ÞS ½12�

where the subscripts denote the generators and U(1)Y

represents multiplication by an overall phase factor,
ei�Y : �jk 7!�jkei�. This complicated symmetry allows
much scope for a large variety of defects. There are, in
fact, two distinct superfluid phases, A and B, with
different symmetries (and indeed in the presence of a
magnetic field there is a third, A1).

In the 3He-A phase, the order parameter has the
form �jk / (mj þ inj)dk, where m, n, d are unit
vectors, with m ? n; if we set l = m ^ n, then

Figure 6 Orientation of molecules around a disclination line.
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l defines the orbital angular momentum state by
l � L = 1, while d defines the spin quantization axis,
such that d � S = 0. The manifold MA for this
phase is

MA ¼ ½SOð3Þ 
 S2�=Z2 ½13�

where the Z2 is present because (m, n, d) and
(�m, �n, �d) represent the same state. If, for
example, we take l and d in the z-direction, the
unbroken symmetry subgroup is

HA ¼ SOð2ÞLzþY 
 ½SOð2ÞSz
n Z2� ½14�

where the nontrivial element of Z2 may be taken to
be ei�(SxþLz). The covering group of G is, of course,

~G ¼ RY 
 SUð2ÞL 
 SUð2ÞS ½15�

Correspondingly,

~HA ¼ RLzþY 
 ½Uð1ÞSz
n Z4� ½16�

It follows that the homotopy groups are

�0ðMAÞ ¼ 0; �1ðMAÞ ¼ Z4; �2ðMAÞ ¼ Z ½17�

There are linear defects labeled by a mod-4 quantum
number and point defects labeled by an integer.

For the 3He-B phase, by contrast, the order
parameter is of the form

�jk / Rjkei� ½18�

where R is a rotation matrix, R 2 SO(3). Here then,

MB ¼ SOð3Þ 
 S1 ½19�

with homotopy groups

�0ðMBÞ ¼ 0; �1ðMBÞ ¼ Z2 
Z;

�2ðMBÞ ¼ 0 ½20�

In this phase, there are two distinct types of linear
defect, the mass vortices with an integer label, and
the spin vortices with a mod-2 label. (One can also
have a ‘‘spin–mass vortex’’ carrying both quantum
numbers.)

Composite Defects

There are several cases, including in particular
helium-3, that exhibit symmetry breaking with
multiple length or energy scales. For example, there
may be two order parameters, say �, , with
j�j � j j. If j j is negligible, the symmetry G is
broken by � to H, and the manifold of degenerate
ground states is M= G=H. However, these states
are not all exactly degenerate:  breaks the
symmetry further to K � H, so the precisely degen-
erate ground states form a submanifold M0= G=K.

The case of helium-3 is slightly different. Here it
is the small spin–orbit coupling, arising from long-
range dipole–dipole interactions, that introduces
the second scale. Its effect is only significant over
large distances.

In the 3He-A phase, at short range the l and d
vectors are uncorrelated but, over large distances,
they tend to be aligned parallel or antiparallel. We
can use the Z2 symmetry mentioned earlier to
choose l = d. Hence, the manifold M0

A of true
ground states is only a submanifold of MA, namely
M0

A = SO(3), whose homotopy groups are

�0ðM0
AÞ ¼ 0; �1ðM0

AÞ ¼ Z2; �2ðM0
AÞ ¼ 0 ½21�

Because of different behavior on different scales,
‘‘composite’’ defects can arise. For example, because
�2(MA) = Z, there are short-range monopole con-
figurations. For the n = 1 monopole, we have a
configuration with uniform l, and with d pointing
outwards from the center. But, eventually the
misalignment of d with l is energetically disfavored,
and at large distances d tends to rotate to align with
l except around one particular direction where it is
oppositely aligned (see Figure 7). We have a
composite defect: a small monopole coupled to a
relatively fat string.

To see how the small- and large-scale structures fit
together, one has to look also at the relative
homotopy groups �n(M,M0), whose elements are
homotopy classes of maps from In to M such that
one face of the boundary is mapped intoM0, and the
remainder to the chosen base point m0. For example,
�1(M,M0) classifies paths that terminate at m0 while
beginning at any point of M0. There is, in fact, a
long exact sequence, similar to [9], relating these
homotopy groups, of which a typical segment is

� � �!@ �nðM0Þ!i� �nðMÞ!
p�
�nðM;M0Þ

!@ �n�1ðM0Þ!i� � � � ½22�

l

d

Figure 7 Cross-section of a short-range monopole attached to

a fat string.
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The relevant groups in the present case are

�1ðMA;M0
AÞ ¼ Z2; �2ðMA;M0

AÞ ¼ Z ½23�

Because �1(MA) = Z4, there are three distinct classes
of linear defects at small scales, but only those with
quantum number n = 2 (mod 4) survive unchanged to
large scales; they correspond to the nontrivial element
of �1(M0

A) = Z2. On the other hand, the homotopy
classes n = �1 (mod 4) are mapped to nontrivial
elements of �1(MA, M0

A) = Z2, which indicates that
the corresponding linear defects are coupled at long
range to fat domain walls, across which d rotates
through � with a compensating rotation through �
about l. Similarly, the nontrivial elements of
�2(MA) = Z are mapped to nontrivial elements of
�2(MA,M0

A), confirming that these short-range mono-
poles are coupled to fat strings, as in Figure 7.

For 3He-B, the effect of the spin–orbit coupling
is to make the most energetically favorable
configurations those in which the rotation
matrix R in [18] represents a rotation about an
arbitrary axis n through the Leggett angle �L =
arccos(�1/4) = 104
: R = exp (�i�Ln � J).

Consequently,

M0
B ¼ S2 
 S1 ½24�

and so

�0ðM0
BÞ ¼ 0; �1ðM0

BÞ ¼ Z; �2ðM0
BÞ ¼ Z ½25�

The relative homotopy groups are

�1ðMB;M0
BÞ ¼ Z2; �2ðMB;M0

BÞ ¼ 0 ½26�

Here the mass vortex persists at long range, but the
configuration around the spin vortex deforms so
that they become attached to fat domain walls. The
‘‘monopole’’ configurations corresponding to

nontrivial elements of �2(M0
B) have no short-range

singularity at all.

See also: Abelian Higgs Vortices; Leray–Schauder
Theory and Mapping Degree; Liquid Crystals; Phase
Transition Dynamics; Quantum Field Theory: A Brief
Introduction; Quantum Fields with Topological Defects;
Solitons and Other Extended Field Configurations; String
Topology: Homotopy and Geometric Perspectives;
Symmetries and Conservation Laws; Symmetry Breaking
in Field Theory; Variational Techniques for
Ginzburg–Landau Energies.
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Introduction

It is well known that large-N Hermitian matrix models
generate Feynman diagrams which represent the
triangulation of Riemann surfaces. For instance, if we
consider the integral of an N 
N Hermitian matrix H

Z ¼
Z

dH exp �N
1

2
tr H2 þ �

4
tr H4

� �� �
½1�

we find that the free energy F = log Z has the 1=N
expansion

F ¼
X1
g¼0

N2�2gFgð�Þ ½2�

Inspection of the Feynman diagrams shows that Fg

reproduces the sum over the triangulations of genus
g Riemann surfaces. The theory [1] is obviously well
defined for � � 0. In the large-N expansion, the
theory continues to exist also at negative values of
� down to the critical point �c = �1=12.

The double scaling limit of large-N matrix
models (Brézin and Kazakov 1990, Douglas and

264 Topological Gravity, Two-Dimensional



Shenker 1990, Gross and Migdal 1990) is given by
adjusting the coupling � to �c and at the same time
taking the limit N ! 1. In this limit, contributions of
all genera survive, and the theory describes the
dynamics of fluctuating surfaces of arbitrary topolo-
gies. Results obtained in this way do not, in fact,
depend on the detailed choice of the potential (�4 type
in [1]) and have a high degree of universality. Thus, it
provides an interesting model of two-dimensional (2D)
quantum gravity.

Soon after the discovery of double scaling limit of
matrix models, Witten observed that the correlation
functions of the 2D gravity theory may be given a
geometrical interpretation as topological invariants
of the moduli space of Riemann surfaces M, and
that the 2D gravity theory may be reformulated as a
topological field theory (Witten 1990). This refor-
mulation of the results of the 2D gravity theory is
called ‘‘2D topological gravity.’’

In fact, 2D gravity theories come in a family
parametrized by a pair of integers (p, q). The double
scaling limit of [1] gives the simplest example
(p = 2, q = 1). Models with a chain of p� 1 Hermi-
tian matrices give the (p, q) 2D gravity theories. The
label q stands for the order of criticality of the
model, and higher values of q are achieved by fine-
tuning the parameters of the potential. At q = 1, 2D
gravity theories possess a topological interpretation.
The most basic case (p = 2, q = 1) is called pure
topological gravity, and in theories at higher values
of p, topological gravity is coupled to a matter
system, that is, topological minimal models. Topo-
logical minimal models are obtained by twisting
N = 2 superconformal field theories.

Let us first consider the case of pure gravity (p = 2, 1).
Let On denote the observables in the theory and tn the
coupling constants to these operators. The correlation
functions of topological gravity are given by

hOn1
On2

. . .Ons
ig; ni ¼ 1; 2; . . . ½3�

where h� � �ig denotes the expectation value on a
surface with g handles. The precise significance of
eqn [3] as the intersection number on the moduli
space is discussed below. The string partition
function �(t) is defined as the generating function
of all possible correlation functions

�ðtÞ ¼ exp
X1
g¼0

exp
X

tnOn

D E
g

½4�

The most striking aspect of topological gravity is
the connection of the intersection theory on M to
the theory of completely integrable systems, that is,
Korteveg–de Vries (KdV) and KP hierarchies.
Witten conjectured that the generating function of

intersection numbers on moduli space �(t) is the
�-function of KdV hierarchy. KdV hierarchy is
obtained by generalizing the well-known KdV
equation

@u

@t
¼ 3

2
u
@u

@x
þ 1

4

@3u

@x3
½5�

Identification of the KdV equation with topological
gravity is given by u = 2hO1O1i, x = t1, t = t3.
Witten’s conjecture was verified by Kontsevich
(1991) by an explicit construction of a new type of
matrix model which generates the triangulation of
the moduli space of Riemann surfaces.

In the general case of (p, 1) topological gravity,
the partition function of the theory obeys the
equations of pth generalized KdV hierarchy (p
reduction of KP hierarchy).

Intersection Theory

We now present some basic features of intersection
theory on the moduli space of Riemann surfaces. It
is known that 2D oriented surfaces � with g handles
and s marked points xi (i = 1, . . . , s) possess a finite
number of inequivalent complex structures (complex
structures are identified when they differ only by
diffeomorphism). The space of inequivalent complex
structures is called the moduli space Mg,s of the
Riemann surface �. Its dimension is given by

dimMg;s ¼ 3g� 3þ s ½6�

For a mathematically rigorous treatment, we have to
consider a compactification �Mg,s of moduli space
Mg,s by adding suitable boundary components
which arise due to various types of degenerations
of Riemann surfaces. In the Deligne–Mumford or
stable compactification, one considers the following
three classes of singular Riemann surfaces �:

1. Two points, xi and xj, on � come close together. In
this case, an extra 2-sphere is pinched off from the
surface by forming a thin neck. The sphere contains
points xi and xj and also the point xl at the end of
the neck (see Figure 1a). Since the original surface
now has one point less and the 2-sphere with three
points has no moduli, the degenerate surface has
3g� 4þ s parameters and forms a boundary
divisor of the moduli space �Mg,s.

2. If a cycle of nontrivial homology class shrinks to
a point, we have a surface with one less genus
and two extra marked points. Singular surface
has 3(g� 1)� 3þ sþ 2 number of moduli and
this is again a complex codimension-1 compo-
nent (see Figure 1b).
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3. Similarly, if a dividing cycle pinches, one obtains
two disconnected surfaces of genus gi with si þ 1
marked points (i = 1, 2; g1 þ g2 = g, s1 þ s2 = s).
This type of degeneration also has the same
number of parameters

P
(3gi � 3)þ

P
(s1 þ 1) =

3g� 4þ s (see Figure 1c).

It is known that �Mg,s is a compact and smooth
orbifold space, and observables of topological gravity
are given by the cohomology classes on �Mg,s. There
exist special cohomology classes introduced by
Mumford and Morita, which are defined as follows:
There are natural line bundles L1, . . . ,Ls on the
moduli space �Mg,s. The fiber of the bundle Li at a
point � 2 �Mg,s is the cotangent space T	xi

� to the
point xi on the surface �. These line bundles have the
first Chern classes c1(Li) and by taking their exterior
power we can define 2n-dimensional classes

�nðiÞ ¼ c1ðLiÞn 2 H2nð �Mg;sÞ ½7�

Correlation functions are defined by integrating
these classes over the moduli space:

h�n1
� � ��nsig 


Z
�Mg;s

c1ðL1Þn1 ^ � � � ^ c1ðLsÞns ½8�

These integrals are topological invariants of �Mg,s

and are nonzero only when the degree of the
cohomology classes adds up to the dimension of
the moduli space

Xs

i¼1

ni ¼ 3g� 3þ s ½9�

�n(i) is known as the nth descendant of the puncture
operator �0(i), since it is associated with the marked
point xi.

The above correlation functions are evaluated
using various recursion relations. First, one has the
puncture equation

h�0�n1
� � ��ns

ig ¼
Xs

i¼1;ni 6¼0

h�n1
� � ��ni�1 � � ��ns

ig ½10�

which can be derived by considering a map
� : �Mg, sþ1! �Mg, s where one forgets the position of
an extra point. Contributions arise when the for-
gotten point coincides with the other points. This
relation can be used to eliminate �0’s from correla-
tion functions when they are well defined. At g = 0,
less than three insertions are ill-defined and one has

h�0�0�0i0 ¼ 1 ½11�

Another basic relation is the dilaton equation for
the operator �1:

h�1�n1
� � ��nsig ¼ ð2g� 2þ sÞh�n1

� � ��nsig ½12�

The dilaton equation follows from the fact that since
�1 is the first Chern class c1(L), it calculates the
degree of the canonical line bundle of genus g
surface with s punctures. At g = 1, one insertion is
required and one has

h�1i1 ¼ 1
24 ½13�

By combining these recursion relations, one can
evaluate the correlation functions. For instance, at
g = 0 one finds

h�n1
� � ��ns

i0 ¼
ðn1 þ � � � þ nsÞ!

n1! � � � ns!
½14�

A powerful way of computing correlation functions is
given by the KdV hierarchies and Virasoro conditions
as discussed below. In the context of integrable
systems, it is convenient to redefine the observables as

O2nþ1 ¼ ð2nþ 1Þ!! � �n; n � 0 ½15�

xi

x1 x2

xs

xj

xl

(a)

xi

xjxs
x2

x1

(b)

x1

xi xj

xs

(c)

Figure 1 Degenerate Riemann surface obtained when (a) the

points xi and xj coincide; (b) a nontrivial cycle collapses, two

new points xi and xj are created; (c) a pinching cycle collapses,

two new points xi and xj are created.
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Topological Minimal Models

Standard intersection theory applies to the case of
pure topological gravity, p = 2. At higher values of
p, the theory is generalized as follows: one intro-
duces the coupling of topological gravity to the
topological matter sector which is obtained by
twisting the N = 2 superconformal theories.

We recall that N = 2 superconformal symmetry is
generated by the operators, stress tensor T(z), U(1)
current J(z), and two types of supersymmetry
generators G(z)�. (In the holomorphic sector of the
theory these operators depend on the holomorphic
coordinate z of the Riemann surface. In the antiholo-
morphic sector they depend on the antiholomorphic
variable z̄.) Mode expansion of the stress tensor and
U(1) current is given by

TðzÞ ¼
X

n

Lnz�n�2; JðzÞ ¼
X

n

Jnz�n�1 ½16�

Ln generates the Virasoro algebra

½Lm;Ln� ¼ ðm� nÞLmþn þ
c

12
mðm2 � 1Þ�mþn;0 ½17�

where c denotes the central charge of the theory.
Commutators of Jn and Ln are given by

½ Jm; Jn� ¼
c

3
m�mþn;0; ½Lm; Jn� ¼ �nJmþn ½18�

It is known that there is a continuum of unitary
N = 2 conformal theories in the range c � 3;
however, only discrete values of the central charge
c = 3k=(kþ 2), k = 1, 2, . . . are allowed in the
region 3 � c � 1. These are the N = 2 minimal
models labeled by the level k. Only a finite
number of primary fields exist in these theories.

InN = 2 theory, primary fields �	 are characterized
by their conformal dimension and U(1) charge:

L0j�	i ¼ hj�	i; J0j�	i ¼ qj�	i ½19�

There exists a special set of primary operators, chiral
primary fields �‘ (‘= 0, . . . , k), which are annihilated
by the supercharge operator Gþ:I

dzGþðzÞj�‘i ¼ 0 ½20�

�‘ has the dimension and U(1) charge

qð�‘Þ ¼
‘

kþ2
; hð�‘Þ ¼ 1

2qð�‘Þ; ‘¼ 0;1; . . . ;k ½21�

By considering primary fields annihilated by G�,
we can also define antichiral fields. Antichiral fields
have U(1) charge opposite to those of chiral fields.

If one defines the twisted stress tensor by

T 0ðzÞ ¼ TðzÞ þ 1
2@JðzÞ ½22�

then T 0(z) has a vanishing central charge. Further-
more, the conformal dimensions of the supersym-
metry operators G� become shifted from 3/2 to
h(Gþ) = 1 and h(G�) = 2. It is then possible to
integrate Gþ on the Riemann surface and define a
fermionic scalar operator Gþ0 =

H
dzGþ(z). From the

N = 2 algebra, one has

ðGþ0 Þ
2 ¼ 0; fGþ0 ;G�ðzÞg ¼ 2 T 0ðzÞ ½23�

If we identify Gþ0 as the Becchi–Rouet–Stora–Tyupin
(BRST) operator of the theory, then the twisted
stress tensor becomes BRST trivial, which is the
characteristic feature of topological field theory.
Thus, we obtain a topological field theory by twisting
N = 2 conformal theory (Eguchi and Yang 1990).
These are topological minimal models. BRST-invar-
iant observables are given by the chiral primary fields
[20]. (To be precise, when we take account of the
antiholomorphic sector, we may define either Q =
Gþ0 þ Ḡ

þ
0 or Q = Gþ0 þ Ḡ

�
0 as the BRST operator.

Thus, in general, we obtain two different topological
field theories. This is the origin of the mirror
symmetry. In the context of topological gravity, one
takes the convention Q = Gþ0 þ Ḡ

þ
0 .)

Now, we consider the coupling of topological
gravity to topological minimal models. We identify
k = p� 2. Making use of chiral fields �‘ (‘= 0, . . . ,
p� 2), observables are constructed:

�n;‘ ¼ �n � �‘ ½24�

N = 2U(1) charge is identified as the degree of
differential form of the moduli space. Thus, the
degree of �n, ‘ is nþ ‘=p. Correlation functions
h
Qs

i = 1 �ni,‘iig are nonzero if the selection rule

Xs

i¼1

ni þ
‘i
p

� �
¼ 3� p� 2

p

� �
ðg� 1Þ þ s ½25�

is obeyed.
We may assemble �n, ‘ into operators with one

index Om as

Onpþ‘þ1 ¼
Yn
r¼0

ðrpþ ‘þ 1Þ � �n;‘ ½26�

where one introduces a convenient normalization
factor. Note that the operators Om do not exist
when m 
 0 mod p and the corresponding paramters
tm are absent. This is a characteristic feature of p
reduced KP hierarchy.
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The puncture and dilaton equations for (p, 1)
theories read

h�0;0�n1;k1
� � ��ns;ks

ig

¼
Xs

i¼1;ni 6¼0

h�n1;k1
� � ��ni�1;ki

� � ��ns;ks
ig ½27�

h�1;0�n1;k1
� � ��ns;ks

ig
¼ ð2g� 2þ sÞh�n1;k1

� � ��ns;ks
ig ½28�

The special terms at g = 0 and g = 1 are given by

h�0;0�0;i�0;p�i�2i0 ¼ 1; h�1;0i1 ¼
p� 1

24
½29�

Integrable Hierarchy

We now summarize some basic facts about the
integrable hierarchy (see for instance eqn [5]). We
introduce a pth order differential operator:

L ¼ Dp þ
Xp�2

i¼0

uiðxÞDi; D 
 @

@x
½30�

where the coefficient functions ui are arbitrary
functions of x. This Lax operator describes the pth
generalized KdV hierarchy. We consider the time
evolution of the operator L by an infinite set of
commuting Hamiltonians:

@L

@tn
¼ ½Hn;L�; n ¼ 1; 2; . . . ½31�

where Hn is given by

Hn ¼ Ln=p
� �

þ
½32�

Here ‘‘þ’’ denotes the non-negative part of a
pseudodifferential operator and is defined as

A ¼
Xn

i¼�1
fiðxÞDi; Aþ ¼

Xn

i¼0

fiðxÞDi ½33�

We also use the notation

res A ¼ f�1ðxÞ; A� ¼
X�1

i¼�1
fiðxÞDi ½34�

Note that x is identified as the first time variable t1,
that is, x = t1.

It is a basic result of the calculus of pseudodiffer-
ential operators that the above Hamiltonians satisfy
the zero-curvature condition

@Hm

@tn
� @Hn

@tm
þ ½Hm;Hn� ¼ 0 ½35�

Note that when m is a multiple of p, Hm becomes a
power of L and trivially commutes with L. Thus, the
time variables tm are absent for n 
 0 mod p. In the
simple case of p = 2, one has

L ¼ D2 þ uðxÞ ½36�

and H3 = D3 þ (3=2)uDþ (3=4)u0. One finds

@L

@t3
¼ @u

@t3
¼ ½H3;L� ¼

3

2
u
@u

@x
þ 1

4

@3u

@x3
½37�

which is the standard KdV equation.
In the case of KP hierarchy, one starts with a

pseudodifferential operator

Q ¼ Dþ
X1
i¼1

aiD
�i ½38�

and considers the time evolution equations

@Q

@tn
¼ ½Hn;Q�; Hn ¼ Qnð Þþ ½39�

p-reduced KP hierarchy is obtained if one has

Qp
� ¼ 0 ½40�

By introducing a pseudodifferential operator K, one
may bring Q to the simple derivative operator D as

Q ¼ KDK�1 ½41�

K has an expansion of the form

K ¼ 1þ
X1
i¼1

aiD
�i ½42�

After time evolution, the coefficient functions ui(x)
of the Lax operator depend also on the variables
t2, t3, . . . and become functions of t 
 {t1, t2, . . . }.
These functions are expressed by the �-function �(t)
of the hierarchy in the following manner:

res K ¼ � @

@x
log �ðtÞ ½43�

res Li=p ¼ @2

@x@ti
log �ðtÞ ½44�

These residues are expressed in terms of {ui} and
their derivatives in x, and one can determine them in
terms of the �-function.
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In the case p = 2, one has

½Hk;L� ¼ 2D resðLk=2Þ ¼ DRk; k ¼ odd ½45�

Here {Rk} are the Gelfand–Dikii potentials

R1 ¼ u; R3 ¼ 1
4ð3u2 þ u00Þ

R5 ¼ 1
16ð10u3 þ 5u02 þ 10uu00 þ u0000Þ

..

.
½46�

and obey the recursion relation

DRkþ2 ¼ 1
4 D3 þ 2ðDuþ uDÞ
� 	

Rk ½47�

If one uses the relation [44], Gelfand–Dikii potentials
are identified as

Rk ¼ 2hO1Oki ½48�

By setting k = 1, we note u = 2hO1O1i and find that
the evolution equations [31] are all satisfied as

@L

@tk
¼ @u

@tk
¼ 2

@

@tk
hO1O1i ¼ 2DhO1Oki

¼ DRk ¼ ½Hk;L� ½49�

Now it is possible to identify the initial condition
for the Lax operator in the case of topological (p, 1)
gravity. By using the definition

log �ðtÞ ¼
X1
g¼0

exp
X

n

tnOn

* +
g

½50�

one has

res Li=pð0Þ ¼ hO1Oii; i ¼ 1; . . . ; p� 1 ½51�

From [29] one finds

resLi=pð0Þ ¼ ix � �i;p�1 ½52�

This gives the initial value of the Lax operator:

Lð0Þ ¼ Dp þ px ½53�

Thus, only the lowest term u0(x) = px is nonzero
and higher coefficients all vanish at t = 0. This is the
special simplification which takes place in the
topological gravity theory.

We note a relation

1

p
D;Lð0Þ

� �
¼ 1 ½54�

This is the so-called ‘‘string equation’’ (at t = 0). At
nonzero values of t, the string equation takes the form

½P;L� ¼ 1

P ¼ 1

p
ðL1=pÞþ �

X
k¼pþ1

ktkðLðk�pÞ=pÞþ

0
@

1
A ½55�

From [55], we see that (p, 1) theory corresponds to the
background value of the coupling tpþ1 = �1=(pþ 1).
In the case of (p, q) theory, background value is given
by tpqþ1 = �1=(pqþ 1).

Virasoro Conditions

A powerful algebraic machinery controlling
the structure of 2D gravity is the so-called ‘‘Virasoro
conditions.’’ One introduces differential operators

L�1 ¼ �
@

@t1
þ
X1

k¼pþ1

ktk
@

@tk�p
þ 1

2

X
iþj¼p

ijtitj ½56�

L0 ¼ �
@

@tpþ1
þ
X1
k¼1

ktk
@

@tk
þ p2 � 1

24
½57�

By using the fact that derivative in tn brings down
the operator On when acting on the �-function, it is
easy to show that

L�1 � � ¼ 0 ½58�

L0 � � ¼ 0 ½59�

reproduce the puncture [27] and dilaton equation
[28], respectively. It is possible to show that the
L�1-condition, L�1 � � = 0, is equivalent to the
string equation [55].

Together with the operators (n � 1)

Ln ¼ �
@

@t1þðnþ1Þp
þ
X1
k¼1

ktk
@

@tkþnp
þ 1

2

X
iþj¼np

@2

@ti@tj

they generate Virasoro algebra (L0n 
 (1=p)Ln)

½L0m; L0n� ¼ ðm� nÞL0mþn; n; m � �1 ½60�

It is possible to show that the (p, 1) model obeys the
Virasoro conditions [6]

Ln � � ¼ 0; n � �1 ½61�

It is known that (p, 1) models with p > 2 also obey
constraints of W-algebra.

The relationship of the Virasoro conditions to
KdV hierarchy is summarized as

string equationþ KdV hierarchy

() Virasoro and W-algebra constraints

Topological �-Model

It is known that when the target space of a
supersymmetric nonlinear �-model is a Kahler
manifold K, the theory acquires an enhanced N = 2
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supersymmetry. Then we can twist the theory and
converted into a topological field theory. This is the
topological �-model [7]. The partition function of
the theory consists of a sum over world-sheet
instantons, that is, holomorphic maps from the
Riemann surface to the target space K. Due to
supersymmetry, functional determinants around
instantons cancel and the theory simply counts the
number of holomorphic curves inside the Kahler
manifold K. Thus, the topological �-model has a
close relationship with enumerative problems in
algebraic geometry, that is, Gromov–Witten invar-
iants and quantum cohomology theory.

When the topological �-model is coupled to topolo-
gical gravity, the BRST-invariant observables are given
by �n(�i) 
 �n � �i, where �i are cohomology classes
of K. Correlation functions are defined as

Ys

i¼1

�ni
ð�iÞ

* +
g;d

¼
Z

�MðK;dÞg;s

Ys

i¼1

ciðLiÞni ^ e	i ð�iÞ ½62�

Here �Mg, s(K; d) denotes the (stable compactification
of) moduli space of degree d holomorphic maps
to K from genus g Riemann surfaces �. e	i is the
pullback of the evaluation map ei : (f ; x1, . . . , xs) 2

�Mg, s(K; d) ! f (xi) 2 K by f where f is a holo-
morphic map. Correlation functions [62] give
topological (symplectic) invariants of the manifold
K. In the cases ni = 0 (i = 1, . . . , s), they are known as
Gromov–Witten invariants.

Equation [62] is nonvanishing if the selection rule

Xs

i¼1

ðniþ qiÞ ¼ dimMg;sðK;dÞ

¼ c1ðKÞdþ ð3� dim KÞðg� 1Þ þ s ½63�

is obeyed, where qi is the degree of cohomology
class �i and c1(K) is the first Chern class of the
tangent bundle of K.

We see that there is a close parallel between the
topological �-model and (p, 1) topological gravity.
If we formally set qi = ‘i=p, c1(K) = 0, and dim K =
(p� 2)=p, eqn [63] agrees with eqn [25]. Based on this
analogy, Eguchi, Hori, and Xiong proposed the
Virasoro conjecture [8], that is, generating functions
of the number of holomorphic maps to arbitrary

Kahler manifolds are annihilated by the Virasoro
operators which are constructed by taking an analogy
with those of (p, 1) gravity. The Virasoro conjecture is
a natural generalization of Witten’s conjecture, and
has recently been rigorously proved in the case of
curves and projective spaces.

Excellent reviews on the theory of 2D topological
gravity are given in Witten (1991) and Dijkgraaf (1991).

See also: Axiomatic Approach to Topological Quantum
Field Theory; Large-N and Topological Strings; Mirror
Symmetry: A Geometric Survey; Moduli Spaces: An
Introduction; Riemann Surfaces; Topological Sigma
Models; WDVV Equations and Frobenius Manifolds.
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Introduction to the Physical and
Mathematical Contexts and Issues

One of the most exciting developments of mathema-
tical physics in the last three decades has been the
discovery of numerous intimate relationships between
the topology and the geometry of knot theory and the
dynamics of many domains of ‘‘classical’’ and ‘‘new’’
macroscopic physics. Indeed, complex systems of
knotted and entangled filamentary structures are
ubiquitous in nature and arise in such disparate
contexts as electrodynamics, magnetohydrodynamics,
fluid dynamics (vortex structures), superfluidity,
dynamical systems, plasma physics, cosmic string
theory, chaos of magnetic flows and nonlinear
phenomena, turbulence, polymer physics, and mole-
cular biology. In the recent years, mathematical tools
have been developed to identify and analyze the
geometrical and topological complex structures and
behaviors of such systems and relate this information
to energy levels and stable states.

The influence of geometry and topology on
macroscopic physics has been especially fruitful in
the study and comprehension of the following topics.

1. Knots and braids in dynamical systems. It is
now clear that the chaotic behavior of the Hénon–
Heiles system and other nonlinear systems is driven
and controlled by topological properties. For example,
it has been found that trajectories in the phase space
form hyperbolic knots. The finding of knots in the
Lorenz equations is another important theme closely
related to the previous. By varying the Rayleigh
number r, a parameter in the Lorenz equations, both
chaotic and periodic behavior is observed. In the recent
years, the knots (notably several torus knots) corre-
sponding to the different periodic solutions of the
system have been found and classified. By finding
hyperbolic knots and in particular hyperbolic figure-8
knot as a solution to the Lorenz equations the
suspicion that there exists a new route to chaos
would be strengthened.

2. Topological structures of electromagnetic fields.
Progress in the field of space physics, astronomy, and
astrophysics over the last decade, increasingly reveals
the significance of topological magnetic fields in these
areas. In particular, the interaction of plasma and
magnetic field can create an astonishing variety of
structures, which often exhibit linked and knotted

forms of magnetic flux. In these complex structures of
the fields, huge amounts of magnetic energy can be
stored. It is, however, a typical property of astro-
physical plasmas, that the dynamics of magnetic fields
is alternating between an ideal motion, where all forms
of knottedness and linkage of the field are conserved
(topology conservation), and a kind of disruption of
the magnetic structure, the so-called magnetic recon-
nection. In the latter, the magnetic structure breaks up
and reconnects, a process often accompanied by
explosive eruptions, where enormous amounts of
energy are set free. Magnetic reconnection is in close
analogy to splitting of knots, which makes us
confident that the global dynamics of magnetic and
electromagnetic fields can be characterized with the
help of such topological quantities as well.

3. Knotting and unknotting of phase singularities.
It has long been known that dislocation lines can be
closed, and recently it was shown that they can be
knotted and linked. Moreover, Berry and Dennis
(2001) constructed exact solutions of the Helmhotz
equation representing torus knots and links; in fact,
a straightforward application of this idea led to
knotted and linked dislocation lines in stationary
states of electrons in hydrogen. As a parameter,
called �, is varied, the topology of dislocation lines
can change, leading to the creation of knots and
links from initially simple dislocation loops, and the
reverse process of unknotting and unlinking. The
main purpose here is to elucidate the mechanism of
these changes of topology. All waves are solutions of
monochromatic wave equations, that is, stationary
waves, and � is an external parameter that could be
manipulated experimentally. However, � could
represent time, and then the analogous solutions of
time-dependent wave equations would describe
knotting and linking events in the history of waves.
The methods of Berry and Dennis are based on exact
stationary solutions of wave equations, and lead to
knots and links threaded by multistranded helices.

The Origins of Topological Vortex
Dynamics Ideas

The intimate relationship between three-dimensional
vortex dynamics and topology was recognized as early
as 1869 by W Thomson (Lord Kelvin) who tried to
elaborate a theory of matter in which atoms were
thought to be tiny vortex filaments embedded in an
elastic-like fluid medium, called ether. Accordingly,
the infinite variety of possible chemical compounds
was given by the endless family of topological
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combinations of linked and knotted vortices. Kelvin
was inspired by the work of Gauss, who in an attempt
to describe topologically the behavior of two insepar-
ably closed linked circuits carrying electric current,
found a relationship between the magnetic action
induced by the currents and a pure number that
depends only on the type of link, and not on the
geometry: this number is the first topological invariant
now known as the linking number.

In modern mathematical terms, Gauss introduced
an invariant of a link consisting of two simple closed
curves �1, �2 in R3, namely the signed number of turns
of one of the curves around the other, the linking
coefficient {�1, �2} of the link. His formula for this is

N¼f�1; �2g

¼ 1

4�

Z
�1

Z
�2

ð½d�1ðtÞ; d�2ðtÞ�; �1 � �2Þ=

j�1ðtÞ � �2ðtÞj3 ½1�

where [ , ] denotes the vector (or cross) product of
vectors in R3 and ( , ) the Euclidean scalar product.
Thus, this integral always has an integer value N. If
we take one of the curves to be the z-axis in R3 and
the other to lie in the (x, y)-plane, then the formula
[1] gives the net number of turns of the plane curve
around the z-axis. It is interesting to note that the
linking coefficient [1] may be zero even though the
curves are nontrivially linked. Thus, its having
nonzero value represents only a sufficient condition
for nontrivial linkage of the loops. This last
consideration leads naturally to the mathematical
concepts of knots and links whose most striking
properties have been investigated in our introduc-
tory article (see Mathematical Knot Theory).

The other source of inspiration of Kelvin’s theory
of matter was the Helmholtz’s laws of vortex
motion, which state that in an ideal fluid (where
there is no viscosity) vortex lives forever: two closed
vortex rings, once linked, will always be linked. The
classical results obtained by Helmholtz are basic to
understanding the dynamics of Euler motions. The
vorticity of a velocity field is its curl and is denoted
!t(z) := curl(X(z, t)). In two dimensions, the vorticity
is a real-valued function and !t =���, where � is
the stream function of X(z, t). Recall that the push-
forward of a scalar field (0-form) s under a
diffeomorphism f is f�s = s � f�1. These results, in
modern terms, can be stated as follows:

Theorem (Helmholtz–Kelvin). An incompressible
fluid motion (Mt,�t) with velocity field X and
vorticity !t is Euler if and only if its vorticity is
passively transported,

�t�!0¼!t

and circulation around all smooth simple closed
curves C are preserved under the flow,

d

dt

Z
�tðCÞ

X � dr ¼ 0

One knows that in three dimensions, the Helmholtz–
Kelvin theorem says that the vorticity (now a vector
field) is transported. Thus, with generic initial
vorticity a 3D time-periodic Euler fluid motion
preserves a nontrivial vector field. One very interest-
ing question that remains to be elucidated is the
following: are there any chaotic, time-periodic Euler
flows with stationary boundaries?

The Connection between Topological and
Numerical Invariants of Knots and the
Physical Helicity of Vector Fields

The writhing number of a curve in Euclidean three-
dimensional space is the standard measure of the
extent to which the curve wraps and coils around
itself; it has proved its importance for electrody-
namics and fluid mechanics in the study of the
knotted structures of magnetic vortices and
dynamics flows, and for molecular biologists in the
study of knotted duplex DNA and the enzymes
which affect it. The helicity of a divergenceless
vector field defined on a domain in Euclidean
3-space, introduced by Woltjer in 1958 in an
astrophysical context and coined by Moffat in
1969 in the study of its topological meaning, is the
standard measure of the extent to which the field
lines wrap and coil around one another; it plays
important roles in fluid mechanics, magnetohydro-
dynamics, and plasma physics. The ‘‘Biot–Savart
operator’’ associates with each current distribution
on a given domain the restriction of its magnetic
field to the domain. When the domain is simply
connected, the divergence-free fields which are
tangent to the boundary and which minimize energy
for given helicity provide models for stable force-
free magnetic fields in space and laboratory plasmas;
these fields appear mathematically as the extreme
eigenfields for an appropriate modification of the
Biot–Savart operator. Information about these fields
can be converted into bounds on the writhing
number of a given piece of DNA.

Recent researches (Cantarella et al. 2001)
obtained rough upper bounds for the writhing
number of a knot or link in terms of its length and
thickness, and rough upper bounds for the helicity
of a vector field in terms of its energy and the
geometry of its domain. It was also showed that in
the case of classical electrodynamics in vacuum, the
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natural helicity invariant, called the electromagnetic
helicity, has an important particle meaning: the
difference between the numbers of right- and left-
handed photons. Recently, a topological model of
classical electrodynamics has been proposed in
which the helicity is topologically quantized, in a
relation that connects the wave and particle aspects
of the fields (Trueba and Rañada 2000).

Consider two disjoint closed space curves, C and
C0, and the Gauss’ integral formula for their linking
number

LkðC;C0Þ ¼ 1

4�

Z
C�C0

ðdx=ds� dy=dtÞ

� x� y=jx� yj ds dt ½2�

The curves C and C0 are assumed to be smooth and
to be parametrized by arclength. Now the question
is to know what happens to this integral when the
two space curves C and C0 come together and
coalesce as one curve C. At first glance, the
integrand looks like it might blow up along the
diagonal of C�C0, but a careful calculation shows
that in fact the integrand approaches zero on the
diagonal, and so the integral converges. Its value is
the writhing number Wr(C) of C defined above:

WrðCÞ¼ 1

4�

Z
C�C

ðdx=ds� dy=dtÞ

� x� y=jx� yj ds dt ½3�

Here is the very useful result, due to Fuller (1978).
The writhing number of a knot K is the average
linking number of K with its slight perturbations in
every possible direction:

WrðKÞ¼ 1

4�

Z
W2S2

LkðK;Kþ "WÞ dðareaÞ ½4�

This is helpful for getting a quick approximation to
the writhing number of a knot which almost lies in a
plane; in the example of a trefoil knot, Wr(K) � 3.

Here, a very important result must be recalled, a
‘‘bridge theorem,’’ proved by Berger and Field
(1984), see also Ricca and Moffatt (1992), which
connects helicity of vector fields to writhing of knots
and links, and which can be used to convert upper
bounds on helicity into upper bounds on writhing.

Proposition (Berger and Field). Let K be a smooth
knot or link in 3-space and � = N(K, R) a tubular
neighborhood of radius R about K. Let V be a
vector field defined in �, orthogonal to the cross-
sectional disks, with length depending only on
distance from K. This makes V divergence-free and
tangent to the boundary of �. Then the writhing
number Wr(K) of K and the helicity H(V) of the
vector field V are related by the formula

HðVÞ¼ FluxðVÞ2 WrðKÞ

In the formula, Flux(V) denotes the flux of V
through any of the cross-sectional disks D,

FluxðVÞ¼
Z

D

V � n dðareaÞ

where n is a unit normal vector field to D.
A key feature of this formula is that the helicity of V

depends on the writhing number of K, but not any
further on its geometry; in particular, such quantities
as the curvature and torsion of K do not enter into the
formula. Berger and Field actually showed that the
helicity H(V) is a sum of two terms: a ‘‘kink helicity,’’
which is given by the right-hand side of the above
formula, and a ‘‘twist helicity,’’ which is easily shown
in our case to be zero. Their proof assumes K is a knot,
but it is straightforward to extend it to cover links.

Let � be a compact domain in 3-space with
smooth boundary @�; we allow both � and @� to be
disconnected. Let V be a smooth vector field (where
‘‘smooth’’ means of class C1), defined on the
domain �. The helicity H(V) of the vector field V
is defined by the formula

HðVÞ¼ 1

4�

Z
���

VðxÞ�VðyÞ � x� y=jx� yj3

� dðvolÞx dðvolÞy ½5�

Clearly, helicity for vector fields is the analog of
writhing number for knots. Both formulas are
variants of Gauss’ integral formula for the linking
number of two disjoint closed space curves.

In order to understand this formula for helicity,
think of V as a distribution of electric current, and
use the Biot–Savart law of electrodynamics to
compute its magnetic field:

BSðVÞðyÞ¼ 1

4�

Z
�

VðxÞ� y� x=jy� xj3 dðvolÞx ½6�

Then the helicity of V can be expressed as an integrated
dot product of V with its magnetic field BS(V):

HðVÞ¼ 1

4�

Z
���

VðxÞ�VðyÞ �x� y=jy�xj3

�dðvolÞx dðvolÞy

¼
Z

�

VðgÞ � 1

4�

Z
�

VðxÞ�y�x=jx� yj3 dðvolÞx
� �

�dðvolÞy

¼
Z

�

VðyÞ �BSðVÞðyÞdðvolÞy

¼
Z

�

V �BSðVÞdðvolÞ
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Cantarella et al. (2001) found two very interesting
results.

Theorem 1 Let K be a smooth knot or link in
3-space, with length L and with an embedded
tubular neighborhood of radius R. Then the wri-
thing number Wr(K) of K is bounded by

jWrðKÞj < 1=4ðL=RÞ4=3

For the proof, see Cantarella et al. (2001).

Theorem 2 The helicity of a unit vector field V
defined on the compact domain � is bounded by

jHðVÞj < 1=2 volð�Þ4=3

Let us now give a brief overview of the methods
used to find sharp upper bounds for the helicity of
vector fields defined on a given domain � in
3-space. As usual, � will denote a compact domain
with smooth boundary in 3-space. Let K(�) denotes
the set of all smooth divergence-free vector fields
defined on � and tangent to its boundary. These
vector fields, sometimes called ‘‘fluid knots,’’ are
prominent for several reasons: (1) They are natural
vector fields to study in a ‘‘fluid dynamics
approach’’ to geometric knot theory. (2) They
correspond to incompressible fluid flows inside a
fixed container. (3) They are vector fields most often
studied in plasma physics. (4) For given energy
(equivalently minimize energy for given helicity),
they provide models for stable force-free magnetic
fields in gaseous nebulaes and laboratory plasmas.
(5) The search for these helicity-maximizing fields
can be converted to the task of solving a system of
partial differential equations. (6) The fluid knots can
reveal some fundamental and still unknown
mechanisms, which characterize the phenomenon
of phase transition, and in particular the transition
from chaotic (unstable) phases and behaviors of
matter to ordered (stable) ones.

Knots and Fluid Mechanics (Vortex Lines,
Magnetic Helicity, and Turbulence)

The Kelvin’s theory of explaining atoms as knotted
vortices in fluid ether was seminal in the develop-
ment of topological fluid mechanics. The recent
revival (starting in the 1970s) is mainly due to the
work of Moffat, on topological interpretation of
helicity, and Arnol’d, on asymptotic linking number
of space-filling curves. Modern developments have
been influenced by recent progress in the theory of
knots and links.

Influence of Geometry and Topology
on Fluid Flows

Ideal topological fluid mechanics deals essentially
with the study of fluid structures that are
continuously deformed from one configuration to
another by ambient isotopies. Since the fluid flow
map ’ is both continuous and invertible, then
’t1

(K) and ’t2
(K) generate isotopies of a fluid

structure K (e.g., a vortex filament) for any
{t1, t2} 2 I. Isotopic flows generate equivalence
classes of (linked and knotted) fluid structures. In
the case of (vortex or magnetic) fluid flux tubes,
fluid actions induce continuous deformations in D.
One of the simplest deformations is local stretch-
ing of the tube. From a mathematical viewpoint,
this deformation corresponds to a time-dependent,
continuous reparametrization of the tube center-
line. This reparametrization (via homotopy classes)
generates ambient isotopies of the flux tube, with
a continuous deformation of the integral curves.

Moreover, in the context of the Euler equations,
the Reidemeister moves (or isotopic plane deforma-
tions), whose changes conserves the knot topology,
are performed quite naturally by the action of local
flows on flux tube strands. If the fluid in (D� K) is
irrotational, then these fluid flows (with velocity u)
must satisfy the Dirichlet problem for the Laplacian
of the stream function ’, that is,

u¼r’ in ðD� KÞ
r2’¼ 0

½7�

with normal component of the velocity to the tube
boundary u? given. Equations [7] admit a unique
solution in terms of local flows, and these flows are
interpretable in terms of Reidemeister’s moves
performed on the tube strands. Note that boundary
conditions prescribe only u?, whereas no condition
is imposed on the tangential component of the
velocity. This is consistent with the fact that
tangential effects do not alter the topology of the
physical knot (or link). The three type of Reidemeister’s
moves are therefore performed by local fluid flows,
which are solutions to [7], up to arbitrary tangential
actions.

Knotted and Linked Tubes of Magnetic Flux

Let T be the standard solid torus in R3 given by

ðð2þ " cos �Þ cos’; ð2þ " cos �Þ sin’; " sin �ÞÞ ½8�

where 0 	 �,’ < 2�, and 0 	 " < 1. For relatively
prime integers p and q, let Fp, q denote the foliation
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of T by the curves �", � (where 0 	 " 	 1 and
0 	 � < 2�) given by

�";�ðsÞ¼ ð2þ " cosð�þ qsÞÞ cosðpsÞ;
ð2þ " cosð�þ qsÞÞ sinðpsÞ; " sinð�þ qsÞ ½9�

where 0 	 s < 2�.

Definition A magnetic tubular link (or magnetic
link) is a smooth immersion into R3 of finitely many
disjoint standard solid tori [n

i = 1T i

L : [n
i¼ 1T i ! R3

and a smooth magnetic field B on R3 such that

(i) L is an imbedding when restricted to the
interior of [n

i = 1T i,
(ii) the bounding surface of [iL(T i), that is,
[iL(@T i) is a magnetic surface, and

(iii) for each component LT i, there exist relatively
prime nonzero integers pi and qi such that L
maps the foliation Fpi, qi

of T i onto the integral
curves of B in LT i.

Remark Thus, for every fixed i and j, the linking
number between an arbitrary field line in LT i and
an arbitrary field line in LT j is the same regardless
of which integral curves are chosen from LT i and
LT j, respectively. This is true even when i = j.

It follows that a magnetic link [iLT i remains a
magnetic link under the action of the fluid flow, that
is, [igtLT i is a magnetic link for t 
 0.

Keeping that the magnetic field B is frozen in the
fluid, we can now find and study those properties of
magnetic links that are invariant under the action of
fluid flow. One obvious invariant is the volume Vi

of each flux tube gtLT i, that is,

Vi¼VolðLT iÞ¼VolðgtLT iÞ¼
Z Z Z

gtLTi

dðvolÞ ½10�

which remains unchanged because of incompressibility.
Another invariant of fluid flow is defined as

follows:

Definition Let L be a magnetic link. For each solid
torus T i, choose a meridional disk Di. The magnetic
flux �i = �(LT i) in the ith component is the surface
integral defined as

�i¼�ðLT iÞ :

Z Z
LDi

B � U dðareaÞ

where U denotes the normal to the surface LDi

pointing in the positive direction induced by the B
field.

It can be shown that �i is independent of the
chosen meridional disk. It also can be shown that
each �i is a fluid flow invariant, that is,

�iðgtLT iÞ¼
Z Z

gtLDi

B � U dðareaÞ ½11�

is independent of t.
One more fluid invariant that will play a central

role in the energy minimization of magnetic links is
given by the following definition.

Definition The helicity of a magnetic link L is
defined as

HðLÞ¼
Z Z Z

[iLT i

A � B dðvolÞ

The term helicity was first introduced in a fluid
context by Moffat, and it was previously used in
particle physics for the scalar product of the momen-
tum and spin of a particle. In another connection, note
that the helicity H(L) is the same as the Chern–Simons
action:

HðLÞ¼
Z

A ^ dA

¼
Z

trðA ^ dAþ 2
3 A ^ A ^ AÞ ½12�

where A now denotes the magnetic vector potential
as a 1-form.

It can be shown that H(L) is gauge invariant, and
hence well defined.

Theorem (Moffat). The helicity is invariant under
fluid flow, that is,

d

dt
HðgtLÞ¼ 0

Arnol’d (1998) defines the helicity in a more abstract
setting and shows that it is invariant under the group
S(Diff) of volume-preserving diffeomorphisms.

The following theorem summarizes the many
results due to Moffat, Ricca, Berger, Lomonaco,
Hornig, Kauffman, and others, relating the helicity
of magnetic links to linking and to magnetic flux.

Theorem Let L be a magnetic link. Then

HðLÞ¼
X

1	i	n

�2
iSLFi

þ 2
X

1	i<j	n

�i�jLKij

where SLFi
denotes the self-linking number of

the axis curve of the tube LT i with respect to the
framing Fi induced by the integral curves of the
magnetic field B within LT i, and LKij denotes
the linking number between any integral curve of
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the magnetic field B in LT i with any integral curve
of the magnetic field B in LT j.

Remark In fact, SLFi
is the same as the linking

number between any two integral curves of the
magnetic field B within the tube LT i.

Thus, as many authors have showed, the helicity
does reflect the topology and the geometry of the
magnetic lines of force within a magnetic link. If, for
example, L has only one component, that is, L is a
magnetic knot, then

HðLÞ¼�2SLFðCÞ ½13�

where SLF(C) is the self-linking number of the axis
curve C of the knotted tube with respect to the
framing F induced by the integral curves of the
magnetic field B within the magnetic knot. If, for
example, the tube is knotted in the form of a trefoil
and if the magnetic lines of force appear to be
parallel to the axis curve when the trefoil is placed
on a plane flat surface, then SL =�3 and

H¼ �3�2 ½14�

On the other hand, if for example, the magnetic
lines of force induce the trivial framing in each
component, then

HðLÞ¼ 2
X

1	i<j	n

�i�jLKij ½15�

Thus, if L is a magnetic two-component Hopf link
with no twisting of the integral curves of the
magnetic field within the components of L, then

HðLÞ¼�2�1�2 ½16�

because the self-linking number based on the B-field
framing is zero for each component, and the linking
number between the two components is �1.

Energy of Magnetic Knots and Links

Let us conclude this section with the definition of
the energy of a magnetic link.

Definition The magnetic energy EM(L) of a mag-
netic link L is defined by the classical formula

EMðLÞ¼
1

8�

Z Z Z
[iLT i

jBj2 dðvolÞ ðGaussian unitsÞ

Although the energy EM is not flow invariant, it will
play a central role in magnetic relaxation of knots
and minimum energy magnetic links.

Consider a magnetic link L in a perfectly
conducting, incompressible, viscous fluid. As a result
of dissipative frictional fluid forces, the magnetic
energy EM(gtL) of gtL will decrease with time t. In

losing energy, the magnetic lines of force will
contract. On the other hand, since this is a volume-
preserving process, the cross sections of the flux
tubes of gtL will at the same time expand. These
changes of topology occur while the flux �, volume
V, and helicity of gtL will remain the same. In other
words, knotted magnetic flux tubes left free to
evolve in such a fluid will do so by conserving their
magnetic flux � and volume V, but converting their
magnetic energy into kinetic energy, which in turn
dissipates by internal friction. Magnetic links and
knots evolve from high to low magnetic energy
levels, conserving topology; and because of the
induced shortening of field lines under conservation
of volume, they become fatter and fatter, with an
increase of the average tube cross section.

This process cannot continue indefinitely. Even-
tually, the magnetic flux tubes of gtL must make
contact with each other. In other words, the topology
of the magnetic link gtL, as expressed in knotting and
linking, creates a barrier to the full dissipation of the
magnetic link’s energy, that is, EM(gtL) has a positive
lower bound that results from the topology of gtL.
That means, in other words, that relaxation is
obstructed by the knottedness and entanglement of
the field lines, and a minimum magnetic energy is
reached. Thus, the magnetic link will reach a
nontrivial stable and invariant energy state, much as
Kelvin conjectured his atomic vortices would.

Various estimates of magnetomechanical energy in
terms of topological quantities have been put forward
in recent years (see Freedmann and He (1994)). These
relations give lower bounds for the energy levels
attainable by knot or link types by taking into account
the effects that linking numbers and number of
crossings have on the energy of the relaxed state.
These bounds are expressed by relationship of the kind

Emin 
 �ðCmin;�;V;NÞ ½17�

where Emin is the equilibrium energy and � gives the
relationship between physical quantities – such as
total flux �, number of tubes N, magnetic volume V –
and topology, given here by the minimal possible
number of crossing Cmin. These relations offer
numerous advantages due to the explicit dependence
on qualitative properties of the flow field. A simple
example is provided by the analysis of three braids,
which shows that magnetic energy grows quadrati-
cally in time due to random braiding. This means
that the least possible amount of magnetic energy
that can be attained by the physical knot or link is
determined purely by its topology. If topological
information sets the levels of minimum energy
accessible to the knot or link, geometric properties
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may also influence the relaxation process. Consid-
erations of helicity and linking numbers, for
example, demonstrate that internal rearrangement
of magnetic field geometry leads to a spectrum of
different asymptotic endstates with the same topol-
ogy. Moreover, magnetic knots have a natural
tendency to get rid of excessive torsion of field
lines and S-shaped tube geometries, and this may
influence the relaxation process.

Since the helicity H(gtL) is both an invariant of
fluid flow and an expression of the magnetic link
gtL’s topology, the following theorem, first stated by
Moffat, is a mathematical expression of this
topological bounds.

Theorem Let L be a magnetic link. Then

EMðLÞ 
 q0jHðLÞj

where q0 is a nonzero constant that is independent
of the magnetic link.

Freedman and He (1991) obtain more subtle and
tighter topological bounds on the minimum energy
of magnetic links. For example, for a magnetic knot
K, they prove that

EMðKÞ 

1

4�5=4

�ðKÞ3=2 acðKÞ3=4

VðKÞ1=3


 1

4�5=4

�ðKÞ3=2ð2gðKÞ � 1Þ
VðKÞ1=3

ðGaussian unitsÞ ½18�

where V(K) denotes the volume of the magnetic knot
K, �(K) denotes the flux in K, ac(K) is the asymptotic
crossing number, and g(K) is the genus of the knot K.
Freedman and He conjecture that ac(K) = c(K), where
c(K) is the crossing number, that is, the minimum
number of crossings among all plane diagrams repre-
senting the knot K. Besides, Moffat (1990) suggests
that the minimum energy spectrum of a magnetic knot
can be used to construct new knot invariants.

Topological Changes, Dissipation,
and Reconnection in Fluid Patterns

As we saw above, topological changes do occur
when dissipative effects become predominant over
the coherency of structures. When this happens,
there is a dramatic change of fluid patterns, often on
small timescales compared to evolution. The change
occurs through the formation and disappearance of
physical reconnections in the fluid pattern. In real
fluids, for example, vortex and magnetic tubes do
interact and reconnect freely. From a dynamical
system viewpoint, reconnections take place when the

vector field lines (streamlines, vortex lines, or
magnetic lines) cross each other. If two field lines
meet, the point of crossing is a true nodal point, like
a bifurcation in a path. Dissipative effects allow the
reconnection to proceed through such points.

In dissipative fluids, mathematical and physical
properties are no longer conserved, and during the
process we lose part of the original information.
However, some of the invariants are rather robust
and may only degrade slowly. One of them is magnetic
helicity, the magnetic analog of the kinetic helicity. Its
dissipation during reconnection can be modest; in
particular, if the reconnection timescale is small
compared to classical dissipation times, then helicity
loss will be negligible. The robustness of magnetic
helicity plays a central role in fusion plasma physics
and in many astrophysical contexts. On the other hand,
large changes in kinetic helicity are intimately related to
qualitative changes in the topology of vortex flows.

Under Euler’s equations, the helicity of a vortex
tube of vorticity ! and velocity u is defined by
H =

R
u � ! dV. The integral is taken over the tube

volume V occupied by !. Now, for n knotted and
linked vortex tubes, each of (constant) strength
(total vorticity) �i(1 	 i 	 N), the helicity of the
whole system can be expressed in terms of linking
numbers Lkij as

H¼
X

ij

Lkij�i�j �Lkij

which is equal to Lkji; this is a topological invariant
whose value does not change under continuous
deformation of the fluid structure. Since helicity
and flux-tube strength are measurable conserved
quantities, the above equation provides useful
information about the topology of the flow field
and flow structures. In addition, by direct measure-
ments of helicity and application of conservation of
topology, one can estimate average geometric
quantities, such as the mean twist of field lines,
and their contribution to the total energy.

Brief Conclusion

In this article, we have made an attempt to indicate
how ‘‘classical’’ field theories, which have been
successfully used to describe physics of fundamental
structures and forces of nature, can also be used to
study geometry and topology of low-dimensional
manifolds. These developments not only provide new
insights into old problems of topology of these
manifolds but also have been responsible for pro-
foundly interesting new mathematics (fluid
mechanics, dynamical flows, and polymer biophysics
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are maybe the most significant examples in the last
years). In particular fluid dynamics, a topological
macroscopic field theory, provides a powerful frame-
work for modern theory of knots and links in
3-manifolds. Moreover, as we saw here, it provides
a physical interpretation of the link, self-linking, and
writhing number of knots and links. The present
article was essentially aimed to illustrate such a
relationship. Thus, the most fundamental result we
reported here is the relation (formula) connecting the
helicity of vector (magnetic) fields to the writhing
number of knots: H(V) = Flux(V)2 Wr(K). So, wri-
thing number for knots is the analog of helicity for
vector fields. Both expressions of these invariants are
variants of the (Gaussian) integral formula for the
linking number of two disjoint closed space curves.
Further investigations of these invariants and their
mathematical properties might throw new light on
the interfaces between many different areas of
macroscopic and quantum physics.

See also: The Jones Polynomial; Knot Theory and
Physics; Magnetohydrodynamics; Mathematical Knot
Theory; Stability of Flows; Superfluids; Topological
Quantum Field Theory: Overview; Vortex Dynamics;
Yang–Baxter Equations.
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Introduction

Topological quantum field theory (TQFT) constitu-
tes one of the most successful fields of mathematical
physics since it originated in the 1980s. It possesses
an inherent property which makes it unique: TQFT
provides predictions in mathematics which open

new fields of research. A well-known example is the
prediction of Seiberg–Witten invariants as building
blocks of Donaldson invariants. However, there are
others such as the recent proposal for the coeffi-
cients of the HOMFLY polynomial invariants for
knots as quantities related to enumerative geometry.
These developments have drawn the attention of
mathematicians and physicists into TQFT since the
1980s, a very fruitful period in which both commu-
nities have benefited from each other.

Topology has always been present in mathematical
physics, in particular when dealing with aspects of
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quantum physics. Global effects play an important
role in quantum-mechanical models and topology
becomes an essential ingredient in their description.
TQFT itself appeared in the winter of 1987 after
Witten’s work (Witten 1988a) on Donaldson theory
(Donaldson 1990), but a series of papers during the
1980s which dealt with topological aspects of field and
string theory anticipated its existence. Two of these
correspond to Witten’s works on supersymmetric
quantum mechanics and supersymmetric sigma mod-
els (Witten 1982) that led to a generalization of Morse
theory. This generalization was considered by Floer
(1987) in a new context that constituted the key
element in Witten’s construction of TQFT. These
developments were certainly influenced by Atiyah
(1988). TQFT was born as a result of the interplay
between physics and mathematics. This has been a
constant feature all along its development.

Soon after the formulation of the TQFT
addressing Donaldson theory, now known
as Donaldson–Witten theory, Witten formulated a
new TQFT which focuses on knot invariants such as
the Jones polynomial and its generalizations (Jones
1985). Witten (1989) constructed Chern–Simons
gauge theory and proved its relation to the theory
of knot and link invariants. This theory possesses
different features than Donaldson–Witten theory,
and in fact it turns out that these two theories fall
into two different general types of TQFTs as will
be explained in the following section. Anyhow,
despite their formal differences, both Donaldson–
Witten and Chern–Simons gauge theory emerged
as a novel way to express topological invariants in
terms of quantum field theory quantities as well as
to generalize their previous formulation. But there
was much more to them than it seemed in their
beginnings. Once these topological invariants were
formulated in field theory language, one had a
huge machinery to study them from different
points of view. Theoretical physicists have devel-
oped many useful tools to study quantum field
theory. The use of these tools led to new frame-
works for these topological invariants.

In this overview we are going to provide the basics
of TQFT and briefly describe two examples –
Donaldson–Witten theory and Chern–Simons gauge
theory – to explain how the general features are
implemented. Some excellent reviews on the subject
(Birmingham et al. 1991, Cordes et al. 1996,
Labastida and Mariño 2004) are available. The
organization of this work is as follows. In the
following section we present a general introduction
to TQFT from a functional integral point of view.
Next, we touch upon the twisting of extended
supersymmetry as a general constructive approach
to TQFT. This is followed by a section on

Donaldson–Witten theory where we discuss the
computation of its observables from a perturbative
approach, showing their relation to the Donaldson
invariants. Next, we introduce Chern–Simons gauge
theory as a theory of knot and link invariants. The
penultimate section deals with advanced develop-
ments in TQFT. Finally, we end up with some
concluding remarks.

Topological Quantum Field Theory

We will start our overview by presenting the most
general structure of a TQFT from a functional
integral point of view which, though not rigorously
defined, is the approach that has led to the most
important developments. As in conventional quan-
tum field theory, axiomatic approaches to TQFT do
exist, but we will not follow that route here.

Let us consider an n-dimensional Riemannian
manifold X endowed with a metric g�� and a
quantum field theory on it. We will say that this
theory is ‘‘topological’’ if there exist operators in the
theory such that their correlation functions do not
depend on the metric. If we denote these operators
by Oi (where i is a generic label), then

�

�g��
hOi1 � � � Oini ¼ 0 ½1�

where h� � �i denotes a vacuum expectation value.
The operators that satisfy this equation are called
‘‘topological observables.’’

The simplest way to achieve metric independence is
to consider a theory whose action and operators do not
depend on the metric. In this situation, if no
anomalous metric dependence is generated upon
quantization, the correlation functions of these opera-
tors satisfy [1] and lead to topological invariants on X.
Theories of this sort are collectively referred to as
Schwarz-type TQFTs, and well-known examples are
Chern–Simons gauge theory and BF theories. How-
ever, Schwarz-type theories are too restrictive. One
would like to have a theory satisfying property [1] with
a weaker condition on the action. This can be achieved
with the help of a symmetry. The resulting TQFTs are
called of Witten or cohomological type, the main
examples being Donaldson–Witten theory and topo-
logical sigma models (Witten 1988b).

For TQFTs of Witten type, the action may depend
on the metric. However, the theory has an underlying
scalar symmetry � acting on the fields �i. Since � is a
symmetry, the action of the theory satisfies �S(�i) = 0.
In these theories, metric independence of the correla-
tion functions is achieved as follows. Let T�� =
(�=�g��)S(�i) be the energy–momentum tensor of
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the theory. It turns out that the energy–momentum
tensor is �-exact:

T�� ¼ �i�G�� ½2�

G�� being some tensor. Indeed, if [2] is satisfied, it
follows that for any set of operators Oi which are
�-invariant,

�

�g��
hOi1Oi2 � � � Oini¼ hOi1Oi2 � � � OinT��i

¼ �ihOi1Oi2 � � � Oin�G��i
¼ �ih�ðOi1Oi2 � � � OinG��Þi
¼ 0 ½3�

In this computation we have assumed that
the symmetry � is not anomalous and that there are
no contributions coming from boundary terms since
we have integrated by parts in field space. This is not
always the case and in fact the situations in which one
of these two properties fails lead to rich phenomena. In
those cases, for example, in Donaldson–Witten theory
on manifolds with bþ2 = 1, the correlation functions fail
to be topological invariants in a controlled manner
which unveils many interesting properties.

We will now describe Witten-type theories in a
general context. The general structure of Schwarz-type
theories is much simpler and will be illustrated in
the example presented below. In Witten-type theories
the observables are the �-invariant operators. It is
simple to prove that �-exact operators decouple from
the theory. Indeed, if Oa is �-exact, Oa = �Ôa, then

hOaOi1Oi2 � � � Oini ¼ h�ÔaOi1Oi2 � � � Oini
¼ h�ðÔaOi1Oi2 � � � OinÞi ¼ 0 ½4�

Thus, one can restrict the set of observables to the
cohomology of �:

O 2 Ker �

Im �
½5�

There is no reason a priori why the �-symmetry
should be a scalar Grassmannian symmetry, but in
all known models of Witten-type TQFTs this turns
out to be the case. Thus, these theories violate the
spin-statistics theorem. In all these models the
algebra of the � symmetry has the form

�2 ¼ Z ½6�

where Z is a symmetry transformation (typically a
gauge symmetry of some sort). This property forces
to consider Z-invariant observables and to work in
the context of ‘‘equivariant cohomology.’’

The observables of Witten-type theories fit into a
general pattern that we describe now. The key
ingredient is a map between the homology of X and

the equivariant cohomology of �. Given an operator
�(0) in the equivariant cohomology of �, let us
consider the following set of equations:

d�ðnÞ ¼ ��ðnþ1Þ; n � 0 ½7�

where the operators �(n)(n = 1, . . . , dim X) are diff-
erential forms of degree n on X and d is the de Rham
differential. These differential equations are called
‘‘descent equations’’ and their solutions �(n)(n � 0)
‘‘topological descendants’’ of �(0). We will show how
to construct a solution to these equations on general
grounds.

The topological descendants lead to the construc-
tion of a set of elements of the equivariant coho-
mology of �. Let �n be an n-cycle on X, �n 2 Hn(X),
and let us consider the following operator:

W
ð�nÞ
�ð0Þ
¼
Z
�n

�ðnÞ ½8�

This operator is �-invariant,

�W
ð�nÞ
�ð0Þ
¼
Z
�n

��ðnÞ ¼
Z
�n

d�ðn�1Þ ¼
Z
@ �n

�ðn�1Þ ¼ 0 ½9�

since @ �n = 0. On the other hand, if �n were trivial
in homology, that is, if �n =@ �nþ1, we would have
that W(�n)

�(0) is �-exact:

W
ð�nÞ
�ð0Þ
¼
Z
@ �nþ1

�ðnÞ ¼
Z
�nþ1

d�ðnÞ ¼ �
Z
�nþ1

�ðnþ1Þ ½10�

Thus, given the operator �(0), we have constructed a
map between the homology of X and the equivar-
iant cohomology of �. There are as many maps as
basic operators �(0) one finds in the theory.

To actually construct these maps, we need to find
a solution of the descent equations [7]. As
announced before, there is a general solution to
those equations in Witten-type theories. Since in this
type of theories [2] holds, there exists an operator

G� � G0� ½11�

that satisfies

P� ¼ T0� ¼ �i�G� ½12�

Notice that G� is an anticommuting operator and a
1-form in spacetime. With the aid of this operator,
one constructs the following solution to the descent
equations [7]:

�ðnÞ ¼ 1

n!
�ðnÞ�1�2...�n

dx�1 ^ � � � ^ dx�n ½13�

where

�ðnÞ�1�2...�n
ðxÞ ¼ G�1

G�2
� � �G�n

�ð0ÞðxÞ;
n ¼ 1; . . . ; dim X ½14�
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One can easily check using [12] and the �-invariance
of �(0) that the operators [13] do satisfy the descent
equations [7].

We have seen that Witten-type TQFTs are char-
acterized by property [2]. It would be desirable to have
at hand a systematic procedure to build theories
satisfying that property. It has been found that
extended supersymmetry provides a very helpful
starting point to build those theories. Although super-
symmetry guarantees from first principles only the
weaker condition [12] instead of [2], all TQFTs that
have been constructed from extended supersymmetry
actually satisfy [2]. To build a TQFT from a theory
with extended supersymmetry, one needs to go
through the twisting procedure that we now describe.

Twisting of Extended Supersymmetry

All known Witten-type theories are related to an
underlying extended supersymmetric quantum field
theory. The topological theory is a modified version of
the supersymmetric theory in which the Lorentz
transformation properties (spins) of some of the fields
have been modified. This modification of spin assign-
ments is known as twisting, and it can be carried out
on any theory with extended supersymmetry in any
spacetime dimension. We will not consider the
procedure in such a general setting but instead we
will illustrate it by considering the case of N = 2
supersymmetry in four dimensions. We will begin with
a general description and then we will apply it to a
specific example: Donaldson–Witten theory.

Let us consider the Euclidean version of the N = 2
supersymmetry algebra with no central charges. Central
charges can be included without much ado but we will
not consider them for simplicity. The total symmetry
group of the theory isH= SU(2)þ� SU(2)�� SU(2)R �
U(1)R,K= SU(2)þ � SU(2)� being the rotation group,
and SU(2)R � U(1)R the internal symmetry group of
the N = 2 supersymmetry algebra. The generator
algebra takes the following form:

fQ�v;Q _�wg ¼ 2	vw

�

� _�
P�;

½P�;Q�v� ¼ 0;

½M��;Q�v� ¼ 	�ð�Q�Þv;

½M _� _�;Q�v� ¼ 0;

½Bvw;Qu
�� ¼ 	 uðvQwÞ

� ;

½Q�v;R� ¼ Q�v;

fQ�v;Q�wg ¼ 0

½P�;Q _�v� ¼ 0

½M��;Q _�v� ¼ 0

½M _� _�;Q _�v� ¼ 	 _�ð _�Q _�Þv

½Bvw;Q
u

_� � ¼ �	 uðvQ
wÞ
_�

½Q _�v;R� ¼ �Q _�v

½15�

In these relations v, w 2 {1, 2} are SU(2)R indices and
� and �̇ denote spinorial indices of SU(2)� and
SU(2)þ, respectively. The supersymmetry generators

Q�v and Q�̇v transform under H as (0, 2, 2)1 and
(2, 0, 2)�1, respectively. M�̇�̇ and M�� are the
generators of SU(2)þ and SU(2)�, respectively, while
Bvw and R generate SU(2)R and U(1)R, respectively.

The twisting of a supersymmetric theory involves a
modification of the couplings of the theory to a
background metric on the space where the theory is
defined. This modification is carried out redefining
the Lorentz transformation properties of the different
fields making use of the internal symmetry SU(2)R. In
particular, we will redefine the couplings of the fields
to the SU(2)þ spin connection according to the way
they transform under SU(2)R. This is easily done by
identifying the SU(2)R indices v with the SU(2)þ
indices �̇. The procedure involves a redefinition of
the rotation group into K0= SU0(2)þ 	 SU(2)�, where
SU0(2)þ is generated by

M0
_� _�
¼M _� _� � B _� _� ½16�

The supersymmetry generators Q�v and Q�̇v get
transformed in the following way:

Q _�v ! Q _� _�

Q�v ! Q� _�

½17�

which allows us to define the ‘‘topological
supercharge’’:

Q � 	 _� _� Q _� _� ½18�

It is simple to prove using [15] and [16] that this
quantity is a scalar under the new rotation group
K0 : [M��,Q] = 0 and [M0

�̇�̇
,Q] = 0. In addition, from

[15], it follows that Q is nilpotent (in the absence of
central charges):

Q2 ¼ 0 ½19�

The scalar generator Q leads to the topological
symmetry � of the previous section. Actually, the
twisting procedure provides also the operator G� in
[12]. Defining

G� ¼
i

4
ð
�Þ _��Q� _� ½20�

one easily finds, after using [15] and [18],

fQ;G�g ¼ @� ½21�

which is indeed equivalent to [12]. On general
grounds we cannot prove that twisted supersym-
metric theories lead to theories which satisfy [12].
However relation [12], which is weaker, is guaran-
teed. It turns out that in all the models originated
from extended supersymmetry which have been
studied, [2] is satisfied and thus the resulting
theories are TQFTs of Witten type.
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Donaldson–Witten Theory

One of the greatest successes of TQFT has been the
discovery of Seiberg–Witten invariants as building
blocks of Donaldson invariants. This was achieved
in two main steps. First, Donaldson theory was
reformulated in field-theoretical terms, using pertur-
bative methods. Second, the resulting TQFT was
solved using nonperturbative methods. In this sec-
tion we are going to describe in some detail the first
step. The second one will be briefly addressed later
and is the main object of a separate article in the
encyclopedia (see Seiberg–Witten Theory).

Let us consider N = 2 supersymmetric Yang–Mills
theory in four dimensions. The field content of the
theory is the following: a gauge field A�, two spinors
�v�, and a complex scalar �, all of them in the
adjoint representation of a gauge group G. In
addition, the theory possesses the auxiliary fields
Dvw in the 3 of the internal SU(2)R. The theory has
the following action:Z

d4x tr r��
yr��� i�v


�r��
v � 1

4
F��F

��

�

þ 1

4
DvwDvw � 1

2
½�; �y�2 � iffiffiffi

2
p 	vw�v

�½�y; �w��

� iffiffiffi
2
p 	vw�

v
_�½�

w _�
; ��
�

½22�

This action is invariant under the following N = 2
supersymmetric transformations:

�� ¼
ffiffiffi
2
p

	vw�v�w

�A� ¼ i�v
��
v � i�v
��

v

��v� ¼Dv
w�w� � i�v�½�; �y� � i
���

��v�F��

þ i
ffiffiffi
2
p

	vw

�
� _��

w _�r��

�Dvw ¼ 2i�
ðv

�r��

wÞ þ 2ir��
ðv

��wÞ

þ 2i
ffiffiffi
2
p

�ðv½�wÞ; �y� þ 2i
ffiffiffi
2
p

�
ðv½�wÞ

; ��

½23�

�v being spinorial N = 2 supersymmetric parameters.
We can now twist the above theory following the

procedure explained in the previous section. Upon
twisting, the fields of the theory change their spin
content as follows:

A�ð2; 2; 0Þ0 ! A�ð2; 2Þ0

��vð2; 0; 2Þ1 !  � _�ð2; 2Þ
1

� _�vð0; 2; 2Þ�1 ! 
ð0; 0Þ�1; � _� _�ð3; 0Þ
�1

�ð0; 0; 0Þ2 ! �ð0; 0Þ2

�yð0; 0; 0Þ�2 ! �yð0; 0Þ�2

Dvwð0; 0; 3Þ0 ! D _� _�ð0; 0Þ
0

½24�
In this table the representations of the respective
rotation groups carried by the fields have been
indicated. The superindices refer to the U(1)R charge
which is also called ‘‘ghost number’’ in the context
of TQFT. The fields 
 and � are given by the
antisymmetric and symmetric pieces of ���̇�̇ :��̇�̇ =
��(�̇�̇) and 
= (1=2)	�̇�̇ ���̇�̇.

Notice that the twisted fields in [24] are differ-
ential forms on X; therefore, the twisted theory
makes sense globally on any arbitrary Riemannian
4-manifold. This is not the case with the original
N = 2 supersymmetric Yang–Mills, which contains
fermionic fields. Making global sense of those on
arbitrary Riemannian 4-manifolds requires the
manifold to be Spin.

The dynamics of the twisted theory is governed by
an action which can be obtained by twisting the
action [22]. On an arbitrary Riemannian 4-manifold
endowed with a metric g��, the twisted action
becomes

S ¼
Z

d4x
ffiffiffi
g
p

tr

�
r��r��y� i 

_�
�


� _��r�� _� _�

� i � _�r _��
 � 1

4
F��F

�� þ 1

4
D _� _�D _� _�

� 1

2
½�; �y�2 � iffiffiffi

2
p � _� _�½�; � _� _��

þ i
ffiffiffi
2
p


½�; 
� � iffiffiffi
2
p  � _�½ � _�; �y�

�
½25�

where
ffiffiffi
g
p

= (det(g��))
1=2.

To obtain the transformations of the fields under
the topological symmetry, we need to compute the
Q-transformations. These are easily obtained using
[18] and [23]. They turn out to be

½Q; �� ¼ 0

½Q;A�� ¼  �
fQ; 
g ¼ ½�; �y�
fQ;  �g ¼ 2

ffiffiffi
2
p
r��

½Q; �y� ¼ 2
ffiffiffi
2
p

i


fQ; � _� _�g ¼ iðFþ
_� _�
�D _� _�Þ

½Q;D� ¼ ð2r Þþ þ 2
ffiffiffi
2
p
½�; ��

½26�

where  � = 
���̇ 
��̇ and Fþ

�̇�̇
= 
��

�̇�̇
F�� is the self-dual

part of F��. Using these transformations, one easily
finds that Q2

is a gauge transformation. This is not
unexpected since the N = 2 supersymmetric trans-
formations [23] are in the Wess–Zumino gauge and
they close only up to gauge transformations. This
property implies that one must consider the equiv-
ariant cohomology of Q defined on the set of gauge-
invariant operators.
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The action [25] is Q-exact up to a topological
term:

S ¼ fQ;Vg � 1

2

Z
F ^ F ½27�

where

V ¼
Z

d4x
ffiffiffi
g
p

tr
i

4
� _� _�ðF

_� _� þD _� _�Þ
�

� 1

2

½�; �y� þ 1

2
ffiffiffi
2
p  � _�r _���y

�
½28�

Actually, it turns out that in all the theories obtained
after twisting extended supersymmetry, the resulting
actions are Q-exact up to topological terms. In the
case of N = 2 theories, topological (theta) termsR

F ^ F are generically not observable (due to a chiral
anomaly), so it is customary to pick

SDW ¼ fQ;Vg ½29�

as the action of the theory, which immediately implies
[2] and therefore the topological character of the
theory. Notice, however, that [29] is stronger than [2].

As we described in the previous section, the
observables of the theory can be constructed using
the operator G� in [20]. Its action on the twisted
fields is easily obtained using [23]:

½G�; �� ¼
1

2
ffiffiffi
2
p  �

½G�;A�� ¼
i

2
g��
 � i���

½G; 
� ¼ � i
ffiffiffi
2
p

4
r�

fG�;  �g ¼ �ðF��� þDþ��Þ
½G; �� ¼ 0

½G; Fþ� ¼ ir�þ 3i

2

 r


fG; �g ¼ � 3i
ffiffiffi
2
p

8

 r�

½G;D� ¼ � 3i

4

 r
 þ 3i

2
r�

½30�

We now need to fix the basic operator �(0) in [14].
The starting point must be a set of gauge-invariant,
Q-closed operators which are not Q-trivial. Since
[Q,�] = 0, these operators are the gauge-invariant
polynomials in the field �. For a simple gauge group
of rank r the algebra of these polynomials is
generated by r elements, and we shall denote this
basis by On, n = 1, . . . , r. A simple choice for SU(N)
consists of the following Casimirs:

On ¼ trð�nþ1Þ; n ¼ 1; . . . ;N ½31�
Using G� we can now construct the map between
the homology of X and the equivariant cohomology
of Q. Let us consider the simple case SU(2). There
exists only one independent Casimir and, corre-
spondingly, only one basic operator:

O ¼ trð�2Þ ½32�

for which one finds the following set of descendants:

Oð1Þ ¼ tr
1ffiffiffi
2
p � �

� �
dx�

Oð2Þ ¼ � 1

2
tr

1ffiffiffi
2
p �ðF��� þD��Þ
�

� 1

4
 � �

�
dx� ^ dx�

..

.

½33�

The map from the homology of X to the equivariant
cohomology of Q can now be constructed very
easily. Let �i be an element of the homology group
Hi(X). We associate to it the following observable:

�i ! Iið�iÞ ¼
Z
�i

OðiÞ ½34�

where O(i) is given in [33]. The construction assures
that Ii(�i) is invariant under Q and gauge transfor-
mations. Furthermore, it is also assured that Ii(�i) is
not Q-exact.

Let us consider the computation of correlation
functions. The discussion will be presented for a
generic gauge group. We will consider the topologi-
cal theory defined by the Donaldson–Witten action

SDW ¼ fQ;Vg ½35�

where V is defined in [28]. The property [35] has a
very important consequence. The action SDW shows
up in the correlation functions as exp(�SDW=e

2),
where e is a free parameter which corresponds to
the coupling constant of the N = 2 theory. Since the
term involving the coupling constant is Q-exact, the
correlation functions of Q-invariant operators are
independent of e. Let us explain this in some detail.
The (unnormalized) correlation functions of the
theory are defined by

h�1 � � ��ni ¼
Z
D��1 � � ��n e�ð1=e

2ÞSDW ½36�

where �1, . . . ,�n are invariant under Q transforma-
tions. Using the fact that SDW is Q-exact, one obtains

@

@e
h�1 � � ��ni ¼

2

e3
h�1 � � ��nSDWi

¼ 2

e3
hfQ; �1 � � ��nVgi ¼ 0 ½37�
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where we have used the fact that Q is a symmetry of
the theory, and therefore as in [3] the last functional
integral gives zero. This result implies that one can
compute these correlation functions in different
limits of e. In the weak-coupling limit (semiclassical
or saddle point approximation), one establishes the
connection with Donaldson theory. In the strong-
coupling limit, Seiberg–Witten invariants appear and
one finds the connection between these two types of
invariants. We will briefly explore the weak-
coupling limit e! 0. The functional integral [36]
can be evaluated exactly in two steps: first one
analyzes the zero modes or classical configurations
that minimize the action, then one expands around
them considering only quadratic fluctuations. The
integration over these quadratic fluctuations
involves ratios of determinants of kinetic operators
that because of the Q-symmetry of the theory (which
in fact is a Bose–Fermi symmetry) are �1. One is
then left with an integral over the bosonic zero
modes which leads to a finite-dimensional integral
over the space of bosonic collective coordinates, and
a finite Grassmannian integral over the zero modes
of the fermionic fields. A careful analysis of the zero
modes, first carried out by Witten, reveals that the
infinite-dimensional functional integral is replaced
by a finite-dimensional integral over the moduli
space of anti-self-dual (ASD) connections MASD,
that is, the space of connections satisfying Fþ�� = 0.

Therefore, the correlation functions [36] have the
form

h�1 � � ��ni ¼
Z
MASD

�̂1 ^ � � � ^ �̂n ½38�

where the fields in �1 � � ��n are mapped to differ-
ential forms �̂1 � � � �̂n on MASD – the degree of each
form being given by the ghost number of its
partner. Notice that the integral on the right-hand
side vanishes unless the form has top degree. From
the field-theoretical point of view, this is the
requirement that the overall ghost number of the
correlation function must be equal to dimMASD.

The quantities on the right-hand side of [38] are –
for gauge group SU(2) – precisely the Donaldson
invariants. Thus, Witten’s work provided a new
point of view on these invariants by reformulating
them in a quantum field theory language. This is a
very important contribution since quantum field
theory is a very rich framework and a wide variety
of methods can be used to analyze the correlation
functions. This opened an entirely new strategy to
investigate the Donaldson invariants. The emergence
of Seiberg–Witten invariants is perhaps the greatest
achievement of the implementation of this strategy.
We finish this section by pointing out that many
features of the evaluation of the functional integral
of the Donaldson–Witten theory developed here are
common to most topological field theories of the
Witten type. These features can be studied in the
context of the Mathai–Quillen formalism which is
the object of a separate article in the encyclopedia
(see Mathai–Quillen Formalism).
Chern–Simons Gauge Theory
for Knots and Links

Chern–Simons gauge theory is the most important
example of Schwarz-type TQFTs. Let us begin by
introducing its basic elements. Chern–Simons gauge
theory is a quantum field theory whose action is
based on the Chern–Simons form associated to a
nonabelian gauge group. The theory is defined by
the following data: a smooth 3-manifold M which
will be taken to be compact, a gauge group G which
will be taken semisimple and compact, and an
integer parameter k. The action of the theory is

SCSðAÞ ¼
k

4�

Z
M

tr A ^ dAþ 2

3
A ^ A ^ A

� �
½39�

where A is a gauge connection and the trace is taken
in the fundamental representation. The exponential
of i times this action is invariant under gauge
transformations,

A! Aþ g�1 dg ½40�

where g is a map g : M ! G.
Notice that the action [39] is independent of the

metric on the 3-manifold M. In this theory, appro-
priate observables lead to correlation functions
which correspond to topological invariants. Candi-
dates to be observables of this type must be metric
independent and gauge invariant. Wilson loops
satisfy these properties. They correspond to the
holonomy of the gauge connection A along a loop.
Given a representation R of the gauge group G and
a 1-cycle � on M, it is defined as

WR
� ðAÞ ¼ trR Hol�ðAÞ

� �
¼ trR P exp

Z
�

A ½41�

Products of these operators are the natural candi-
dates to obtain topological invariants after comput-
ing their correlation functions. These correlation
functions are formally written as

hWR1
�1

WR2
�2
� � �WRn

�n
i

¼
Z
½DA�WR1

�1
ðAÞWR2

�2
ðAÞ � � �WRn

�n
ðAÞeiSCSðAÞ ½42�
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where �1, �2, . . . , �n are 1-cycles on M and R1, R2,
and Rn are representations of G. In [42], the
quantity [DA] denotes the functional integral mea-
sure and it is assumed that an integration over
connections modulo gauge transformations is car-
ried out. As usual in quantum field theory, this
integration is not well defined. Field theorists have
developed methods to assign a meaning to the right-
hand side of [42]. These methods mainly fall into
two categories – perturbative and nonperturbative –
and their degree of success mostly depends on the
quantum field theory under consideration. For gauge
theories, it is also possible to take an alternative
approach, the large-N expansion, which in general
provides further insights into the theory. In Chern–
Simons gauge theory all these three methods have
proved of great value.

Witten (1989) showed, using nonperturbative
methods, that when one considers nonintersecting
cycles �1, �2, . . . , �n without self-intersections, the
correlation functions [42] lead to the polynomial
invariants of knot theory discovered a few years
earlier starting with the work of Jones (1985).

Knot theory studies embeddings � : S1 !M. Any
two of such embeddings are considered equivalent if
the image of one of them can be deformed into the
image of the other by a homeomorphism on M. The
main goal of knot theory is to classify the resulting
equivalence classes. Each of these classes is a knot.
Most of the work on knot theory has been carried
out for the simple case M = S3. Chern–Simons gauge
theory, however, being a formulation intrinsically
three dimensional, provides a framework to study the
case of more general 3-manifolds M.

A powerful approach to classify knots is based on
the construction of knot invariants. These are
quantities which can be computed for a representa-
tive of a class and are invariant within the class, that
is, under continuous deformations of the chosen
representative. At present, it is not known if there
exist enough knot invariants to classify knots.
Vassiliev invariants (Vassiliev 1990) are the most
promising candidates, but it is already known that if
they do provide such a classification, infinitely many
of them are needed.

The problem of the classification of knots in S3

can be reformulated in a two-dimensional frame-
work using regular knot projections. Given a
representative of a knot in S3, deform it continuously
in such a way that the projection on a plane has
simple crossings. Draw the projection on the plane,
and at each crossing use the convention that the line
that goes under the crossing is erased in a neighbor-
hood of the crossing. The resulting diagram is a set
of segments on the plane, containing the relevant
information at the crossings. The problem of
classifying knots is equivalent to the problem
of classifying knot projections modulo a series of
relations among them. These relations are known as
Reidemeister moves. Invariance of a quantity under
the three Reidemeister moves is called invariance
under ambient isotopy. If a quantity is invariant
under all but the first move, it is said to possess
invariance under regular isotopy.

The formalism described for knots generalizes to
the case of links. For a link of n components, one
considers n embeddings, �i : S1 !M (i = 1, . . . , n),
with no intersections among them. Again, the main
problem that link theory faces is the problem of
their classification modulo homeomorphisms on M.
In this case one can also define regular projections
and reformulate the problem in terms of their
classification modulo the Reidemeister moves.

The study of knot and link invariants experimen-
ted important progress in the 1980s. Jones (1985)
discovered a new invariant which carries his name.
The Jones polynomial can be defined very simply in
terms of skein relations. These are a set of rules that
can be applied to the diagram of a regular knot
projection to construct the polynomial invariant.
They establish a relation between the invariants
associated to three links which only differ in a
region as shown in Figure 1 where arrows have been
introduced to take into account that the Jones
polynomial is defined for oriented links.

If one denotes by VL(t) the Jones polynomial
corresponding to a link L, t being the argument of
the polynomial, it must satisfy the skein relation:

1

t
VLþ� tVL� ¼

ffiffi
t
p
� 1ffiffi

t
p

� �
VL0

½43�

where Lþ, L�, and L0 are the links shown in
Figure 1. This relation plus a choice of normali-
zation for the unknot (U) are enough to compute the
Jones polynomial for any link. The standard choice
for the unknot is

VU ¼ 1 ½44�

though it is not the most natural one from the point
of view of Chern–Simons gauge theory. After Jones
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work in 1984, many other polynomial invariants
were discovered, as the HOMFLY and the
Kauffman polynomial invariants.

The pioneering work of Witten in 1988 showed
that the correlation functions of products of Wilson
loops [42] correspond to the Jones polynomial when
one considers SU(2) as gauge group and all the
Wilson loops entering in the correlation function are
taken in the fundamental representation F. For
example, if one considers a knot K, Witten showed
that

VKðtÞ ¼ WF
K

� �
½45�

provided that one performs the identification

t ¼ exp
2�i

kþ h

� �
½46�

where h = 2 is the dual Coxeter number of the gauge
group SU(2). Witten also showed that if instead of
SU(2) one considers SU(N) and the Wilson loop
carries the fundamental representation, the resulting
invariant is the HOMFLY polynomial. The second
variable of this polynomial originates in this context
from the N dependence. However, these cases are
just a sample of the general framework intrinsic to
Chern–Simons gauge theory. Taking other groups
and other representations, one possesses an enormous
set of knot and link invariants. These invariants
can also be obtained in the context of quantum
groups.

Many nonperturbative studies of Chern–Simons
gauge theory have been carried out. The quantiza-
tion of the theory has been studied from the point of
view of the operator formalism as well as other
more geometrical methods. Also, its connection to
two-dimensional conformal field theory has been
further elucidated, and a powerful method for the
general computation of knot and link invariants has
been developed by Kaul and collaborators.

Chern–Simons theory is also amenable to pertur-
bative analysis, which has provided important
representations of the Vassiliev invariants. These
invariants, proposed by Vassiliev in 1990, turned
out to be the coefficients of the perturbative series
expansion of the correlators of Chern–Simons gauge
theory. Perturbative studies can be carried out in
different gauges, originating a variety of new
representations of Vassiliev invariants. Among the
most relevant results related to these topics are the
integral expressions for Vassiliev invariants by
Kontsevich and by Bott and Taubes, as well as the
recent combinatorial ones. These developments are
not described here but the interested reader is
referred to the recent review (Labastida 1999).
Advanced Developments

Topological sigma models are another important
type of (Witten-type) TQFTs. These theories are
obtained after twisting 2D N = 2 supersymmetric
sigma models. The twisting can be done in two
different ways leading to two types of models, A and
B. Their existence is related to mirror symmetry.
Only type-A models will be described in what
follows. These models can be defined on an
arbitrary almost-complex manifold, though typically
they are considered on Kähler manifolds. The theory
involves maps from two-dimensional Riemann sur-
faces � to target spaces X, together with fermionic
degrees of freedom on � which are mapped to
tangent vectors on X. The functional integral of the
resulting theory is localized on holomorphic maps,
defining the corresponding moduli space. The
corresponding Q-cohomology provides the set of
physical observables, which can be mapped to
cohomology classes on the moduli space and
integrated to produce topological invariants.

Topological sigma models keep fixed the com-
plex structure of the Riemann surface �. Moti-
vated by string theory, one also considers the
situation in which one integrates over complex
structures. In this case, one ends up working with
holomorphic maps in the entire moduli space of
curves. The resulting theories are called topologi-
cal strings.

We will review now a particular example of
topological string theory which, besides being very
interesting from the point of view of physics and
mathematics, will be very useful in establishing a
relation with Chern–Simons gauge theory. Let us
consider topological strings with target manifold X
a Calabi–Yau 3-fold. In this case, the virtual
dimension of the moduli space of holomorphic
maps turns out to be zero. Two situations can
occur: either the space is given by a number of
points (the real dimension is zero) or the moduli
space is finite dimensional and possesses a bundle of
the same dimension as the tangent bundle. In the
first case, topological strings count the number of
points weighted by the exponential of the area of the
holomorphic map (the pullback of the Kähler form
integrated over the surface) times x2g�2, where x is
the string-coupling constant and g is the genus of �.
In the second case, one computes the top Chern class
of the appropriate bundles (properly defined), again
weighted by the same factor. In both cases one can
classify the contributions according to the cohomology
class � on X in which the image of the holomorphic
map is contained. The sum of the numbers obtained
for each � and fixed g are known as Gromov–Witten
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invariants, N�
g . The topological string contribution

takes the form

X
g�0

x2g�2
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�2H2ðX;ZÞ
N�

g e

R
�
!

0
@

1
A ½47�

where ! is the Kähler class of the Calabi–Yau manifold.
In general, the quantities N�

g are rational numbers.
The precedent discussion has shown how Gromov–

Witten invariants can be interpreted in terms of string
theory. One could think that this is just a fancy
observation and that no further insight on these
invariants can be gained from this formulation. The
situation turns out to be quite the opposite. Once a string
formulation has been obtained, the whole machinery of
string theory is at our disposal. One should look to new
ways to compute the quantity [47], where Gromov–
Witten invariants are packed. The hope is that, if this is
possible, the new emerging picture will provide new
insights on these invariants. This is indeed what
occurred recently. It turns out that the quantity [47]
can be obtained from an alternative point of view in
which the embedded Riemann surfaces are regarded as
D-branes. The outcome of this approach is that the
Gromov–Witten invariants can be written in terms of
other invariants which are integers and that possess a
geometrical interpretation. To be more specific, the
quantity [47] takes the form

X
g�0

�2H2ðX;ZÞ
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1
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2 sin

dx
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e
d
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where n�g are the new ‘‘integer’’ invariants. This
prediction has been verified in all the cases in which
it has been tested. A similar structure will be found
in the next section in the context of knot theory in
the large-N limit.

Let us now consider also Donaldson–Witten theory
from a new perspective. To be more specific, let us
consider the case in which the gauge group is SU(2),
and the 4-manifold X is simply connected and has
bþ2 > 1 (the case bþ2 = 1 is anomalous). In this situation
there are 1þ b2 physical observables [34], O= I1 and
I(�a) = I2(�a) (a = 1, . . . , b2), where �a is a basis of
H2(X). These can be packed in a generating functional:

exp
X

a

�aIð�aÞ þ �O
 !* +

½49�

where � and �a (a = 1, . . . , b2) are parameters. In
computing this quantity one can argue that the
contribution is localized on the moduli space of
instantons configurations and one ends up, after
taking into account the selection rule dictated by the
dimensionality of the moduli space, with integrations
over the moduli space of the selected forms. The
resulting quantities are Donaldson invariants.

As in the case of topological sigma models one could
be tempted to argue that the observation leading to a
field-theoretical interpretation of Donaldson invar-
iants does not provide any new insight. Quite on the
contrary, once a field theory formulation is available,
one has at his disposal a huge machinery which could
lead, on the one hand, to further generalizations of the
theory and, on the other hand, to new ways to
compute quantities such as [49], obtaining new
insights on these invariants. This is indeed what
happened in the 1990s, leading to an important
breakthrough in 1994 when Seiberg and Witten
calculated [49] in a different way and pointed out the
relation of Donaldson invariants to new integer
invariants that nowadays bear their names.

The localization argument that led to the interpreta-
tion of [49] as Donaldson invariants is valid because
the theory under consideration is exact in the weak-
coupling limit. Actually, the topological theory under
consideration is independent of the coupling constant
and thus calculations in the strong-coupling limit are
also exact. These types of calculations were out of
reach before 1994. The situation changed dramatically
after the work of Seiberg and Witten in which N = 2
super Yang–Mills theory was solved in the strong-
coupling limit. Its application to the corresponding
twisted version was immediate and it turned out that
Donaldson invariants can be written in terms of new
integer invariants now known as Seiberg–Witten
invariants (Witten 1994). The development has a
strong resemblance with the one described above for
topological strings: certain noninteger invariants can
be expressed in terms of new integer invariants.

The Seiberg–Witten invariants are actually simpler
to compute than Donaldson invariants. They corre-
spond to partition functions of topological
Yang–Mills theories where the gauge group is
abelian. These contributions can be grouped into
classes labeled by x =�2c1(L), where c1(L) is the
first Chern class of the corresponding line bundle.
The sum of contributions, each being �1, for a given
class x is the integer Seiberg–Witten invariant nx. The
strong-coupling analysis of topological Yang–Mills
theory leads to the following expression for [49]:

21þð1=4Þð7�þ11
Þ
	

eððv
2=2Þþ2�Þ

X
x

nxev�x

þ i�þ
=4 eð�ðv
2=2Þ�2�Þ

X
x

nx e�iv�x



½50�

where v =
P

a �a�a, and � and 
 are the Euler
number and the signature of the manifold X. This
result matches the known structure of [49] (structure
theorem of Kronheimer and Mrowka) and provides
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a meaning to its unknown quantities in terms of the
new Seiberg–Witten invariants. Equation [50] is a
rather remarkable prediction that has been tested in
many cases, and for which a general proof has been
recently proposed. For a review of the subject, see
Labastida and Lozano (1998).

The situation for manifolds with bþ2 = 1 involves a
metric dependence and has been worked out in
detail (Moore and Witten 1998). The formulation of
Donaldson invariants in field-theoretical terms has
also provided a generalization of these invariants.
This generalization has been carried out in several
directions: (1) the consideration of higher-rank
groups, (2) the coupling to matter fields after
twisting N = 2 hypermultiplets, and (3) the twist of
theories involving N = 4 supersymmetry.

We will now look at Chern–Simons gauge theory
from the perspective that emerges from its treatment
in the context of the large-N expansion. We will
restrict the discussion to the case of knots on S3 with
gauge group SU(N). Gauge theories with gauge group
SU(N) admit, besides the perturbative expansion, a
large-N expansion. In this expansion correlators are
expanded in powers of 1/N while keeping the
’t Hooft coupling t = Nx fixed, x being the coupling
constant of the gauge theory. For example, for the
free energy of the theory, one has the general form

F ¼
X1
g�0
h�1

Cg;hN2�2gt2g�2þh ½51�

In the case of Chern–Simons gauge theory, the coupling
constant is x = 2�i=(kþN) after taking into account
the shift in k. The large-N expansion [51] resembles a
string-theory expansion and indeed the quantities Cg, h

can be identified with the partition function of a
topological open string with g handles and h bound-
aries, with N D-branes on S3 in an ambient six-
dimensional target space T
S3. This was pointed out by
Witten in 1992. The result makes a connection between
a topological three-dimensional field theory and the
topological strings described in the previous section.

In 1998 an important breakthrough took place
which provided a new approach to compute quan-
tities such as [51]. Using arguments inspired by the
AdS/CFT correspondence, Gopakumar and Vafa
(1999) provided a closed-string-theory interpretation
of the partition function [51]. They conjectured that
the free energy F can be expressed as

F ¼
X1
g�0

N2�2gFgðtÞ ½52�

where Fg(t) corresponds to the partition function of a
topological closed-string theory on the noncompact
Calabi–Yau manifold X called the resolved conifold,
O(�1)�O(�1)! P1, t being the flux of the B-field
through P1. The quantities Fg(t) have been computed
using both physical and mathematical arguments,
thus proving the conjecture.

Once a new picture for the partition function of
Chern–Simons gauge theory is available, one should
ask about the form that the expectation values of
Wilson loops could take in the new context. The
question was faced by Ooguri and Vafa and they
provided the answer, later refined by Labastida,
Mariño, and Vafa. The outcome is an entirely new
point of view in the theory of knot and link
invariants. The new picture provides a geometrical
interpretation of the integer coefficients of the
quantum group invariants, an issue that has been
investigated during many years. To present an
account of these developments, one needs to review
first some basic facts of large-N expansions.

To consider the presence of Wilson loops, it is
convenient to introduce a particular generating
functional. First, one performs a change of basis
from representations R to conjugacy classes C(k) of
the symmetric group, labeled by vectors
k = (k1, k2, . . . ) with ki � 0, and jkj=

P
j kj > 0.

The change of basis is Wk =
P

R �R(C(k))WR,
where �R are characters of the permutation group
S‘ of ‘=

P
j jkj elements (‘ is also the number of

boxes of the Young tableau associated to R).
Second, one introduces the generating functional:

FðVÞ ¼ log ZðVÞ ¼
X

k

jCðkÞj
‘!

W
ðcÞ
k

�kðVÞ ½53�

where

ZðVÞ ¼
X

k

jCðkÞj
‘!

Wk�kðVÞ

�kðVÞ ¼
Y

j

ðtr VjÞkj

In these expressions jC(k)j denotes the number of
elements of the class C(k) in S‘. The reason behind
the introduction of this generating functional is that
the large-N structure of the connected Wilson loops,
W(c)

k
, turns out to be very simple:

jCðkÞj
‘!

W
ðcÞ
k
¼
X1
g¼0

x2g�2þjkjFg; kð�Þ ½54�

where �= et and t = Nx is the ’t Hooft coupling.
Writing x = t=N, it corresponds to a power series
expansion in 1/N. As before, the expansion looks
like a perturbative series in string theory where g is
the genus and jkj is the number of holes. Ooguri and
Vafa conjectured in 1999 the appropriate string-
theory description of [54]. It corresponds to an open
topological string theory (notice that the ones
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described in the previous section were closed),
whose target space is the resolved conifold X. The
contribution from this theory will lead to open-
string analogs of Gromov–Witten invariants.

In order to describe in more detail the fact that one
is dealing with open strings, some new data need to
be introduced. Here is where the knot description
intrinsic to the Wilson loop enters. Given a knot K on
S3, let us associate to it a Lagrangian submanifold CK

with b1 = 1 in the resolved conifold X and consider a
topological open string on it. The contributions in
this open topological string are localized on holo-
morphic maps f : �g, h ! X with h = jkj which satisfy
f
[�g, h] =Q, and f
[C] = j[�] for kj oriented circles
C. In these expressions � 2 H1(CK, Z), and Q 2
H2(X, CK, Z), that is, the map is such that kj

boundaries of �g, h wrap the knot j times, and �g, h

itself gets mapped to a relative two-homology class
characterized by the Lagrangian submanifold CK.
The number of such maps (in the sense described in
the previous section) is the open-string analog of
Gromov–Witten invariants. They will be denoted by
NQg, k

. Comparing to the situation that led to [47] in
the closed-string case, one concludes that in this case
the quantities Fg, k(�) in [54] must take the form

Fg; kð�Þ ¼
X
Q

NQg;k e

R
Q
!
; t ¼

Z
P1
! ½55�

where ! is the Kähler class of the Calabi–Yau
manifold X and �= et. For any Q, one can always
write

R
Q != Qt, where Q is in general a half-integer

number. Therefore, Fg, k(�) is a polynomial in ��1=2

with rational coefficients.
The result [55] is very impressive but still does not

provide a representation where one can assign a
geometrical interpretation to the integer coefficients
of the quantum-group invariants. Notice that to
match a polynomial invariant to [55], after obtain-
ing its connected part, one must expand it in x after
setting q = ex keeping � fixed. One would like to
have a refined version of [55], in the spirit of what
was described in the previous section leading from
the Gromov–Witten invariants N�

g of [47] to the
new integer invariants n�g of [48]. It turns out that,
indeed, F(V) can be expressed in terms of integer
invariants in complete analogy with the description
presented in the previous section for topological
strings. A good review on the subject can be found
in Mariño (2005).
Concluding Remarks

In this overview we have introduced key features of
TQFTs and we have described some of the most
relevant results emerged from them. We have
described how the many faces of TQFT provide a
variety of important insights in a selected set of
problems in topology. Among these outstand the
reformulation of Donaldson theory and the discovery
of the Seiberg–Witten invariants, and the string-theory
description of the large-N expansion of Chern–Simons
gauge theory, which provides an entirely new point of
view in the study of knot and link invariants and points
to an underlying fascinating interplay between string
theory, knot theory, and enumerative geometry which
opens new fields of study.

In addition to their intrinsic mathematical inter-
est, TQFTs have been found relevant to important
questions in physics as well. This is so because, in a
sense, TQFTs are easier to solve than conventional
quantum field theories. For example, topological
sigma models are relevant to the computation of
certain couplings in string theory. Also, Witten-type
gauge TQFTs such as Donaldson–Witten theories
and its generalizations play a role in string theory as
effective world-volume theories of extended string
states (branes) wrapping curved spaces, and TQFTs
arising from N = 4 gauge theories in four dimen-
sions have shed light on field- (and string-) theory
dualities.

Most of these developments, and others that we
have not touched upon or only mentioned in passing
have their own entries in the encyclopedia, to which
we refer the interested reader for further details.

See also: Axiomatic Approach to Topological Quantum
Field Theory; BF Theories; Chern–Simons Models:
Rigorous Results; Donaldson–Witten Theory; Gauge
Theoretic Invariants of 4-Manifolds; Gauge Theory:
Mathematical Applications; Hamiltonian Fluid Dynamics;
The Jones Polynomial; Knot Theory and Physics;
Mathai–Quillen Formalism; Mathematical Knot Theory;
Schwarz-Type Topological Quantum Field Theory;
Seiberg–Witten Theory; Stationary Phase Approximation;
Topological Sigma Models.
Further Reading

Atiyah MF (1988) New invariants of three and four dimensional

manifolds. In: The Mathematical Heritage of Herman Weyl, Proc.

Symp. Pure Math., vol. 48. American Math. Soc. pp. 285–299.
Birmingham D, Blau M, Rakowski M, and Thompson G (1991)

Topological field theory. Physics Reports 209: 129–340.

Cordes S, Moore G, and Rangoolam S (1996) Lectures on 2D
Yang–Mills theory, equivariant cohomology and topological

field theories. In: David F, Ginsparg P, and Zinn-Justin J (eds.)

Fluctuating Geometries in Statistical Mechanics and Field
Theory, Les Houches Sesion LXII, p. 505 (hep-th/9411210).
Elsevier.

Donaldson SK (1990) Polynomial invariants for smooth four-

manifolds. Topology 29: 257–315.

Floer A (1987) Morse theory for fixed points of symplectic
diffeomorphisms. Bulletin of the American Mathematical
Society 16: 279.



290 Topological Sigma Models
Freyd P, Yetter D, Hoste J, Lickorish WBR, Millet K, and

Ocneanu A (1985) A new polynomial invariant of knots and
links. Bulletin of the American Mathematical Society 12(2):

239–246.

Gopakumar R and Vafa C (1999) On the gauge theory/geometry

correspondence. Advances in Theoretical and Mathematical
Physics 3: 1415 (hep-th/9811131).

Jones VFR (1985) A polynomial invariant for knots via von

Neumann algebras. Bulletin of the American Mathematical
Society 12: 103–112.

Jones VFR (1987) Hecke algebra representations of braid groups

and link polynomials. Annals of Mathematics 126(2): 335–388.

Kauffman LH (1990) An invariant of regular isotopy. Transac-
tions of American Mathematical Society 318(2): 417–471.

Labastida JMF (1999) Chern-Simons gauge theory: ten years

after. In: Falomir H, Gamboa R, and Schaposnik F (eds.)

Trends in Theoretical Physics II, ch. 484, 1. New York: AIP
(hep-th/9905057).

Labastida JMF and Lozano C (1998) Lectures in topological

quantum field theory. In: Falomir H, Gamboa R, and

Schaposnik F (eds.) Trends in Theoretical Physics, ch. 419,
54. New York: AIP (hep-th/9709192).
Labastida JMF and Mariño M (2005) Topological Quantum Field
Theory and Four Manifolds. Dordrecht: Elsevier; Norwell, MA:
Springer.

Mariño M (2005) Chern–Simons theory and topological strings.

Reviews of Modern Physics 77: 675–720.

Moore G and Witten E (1998) Integrating over the u-plane in
Donaldson theory. Advances in Theoretical and Mathematic
Physics 1: 298–387.

Vassiliev VA (1990) Cohomology of knot spaces. In: Theory of
Singularities and Its Applications, Advances in Soviet Mathe-

matics, vol. 1, pp. 23–69. American Mathematical Society.

Witten E (1982) Supersymmetry and Morse theory. Journal of
Differential Geometry 17: 661–692.

Witten E (1988a) Topological quantum field theory. Commu-
nications in Mathematical Physics 117: 353.

Witten E (1988b) Topological sigma models. Communications in
Mathematical Physics 118: 411.

Witten E (1989) Quantum field theory and the Jones polynomial.

Communications in Mathematical Physics 121: 351.

Witten E (1994) Monopoles and four-manifolds. Mathematical
Research Letters 1: 769–796.
Topological Sigma Models

D Birmingham, University of the Pacific,
Stockton, CA, USA

ª 2006 Elsevier Ltd. All rights reserved.
Introduction

Topological sigma models govern the quantum
mechanics of maps from a Riemann surface � to a
target space M. In contrast to the standard super-
symmetric sigma model, the topological version has a
special local shift symmetry. This symmetry takes the
form �ui = 	i, where 	i is an arbitrary local function of
the coordinates on the base manifold �. In essence, this
topological shift symmetry ensures that all local
degrees of freedom of the model can be gauged away.
As a result, the dynamics of such a model resides in a
finite number of global topological degrees of freedom.
This feature is generic to all topological field theories
of Witten type, also known as cohomological field
theories (see Topological Quantum Field Theory:
Overview). The topological shift symmetry is respon-
sible for the special topological nature of the model,
which is seen most readily by BRST quantizing the
local shift symmetry. This gives rise to a nilpotent
BRST operator Q. The properties of this BRST
operator are crucial for establishing the topological
nature of the model. The key point in the construction
of any cohomological field theory is the fact that the
full quantum action Sq can be written as a BRST
commutator Sq = {Q, V}, where V is a function of the
fields needed to define the path integral. In particular,
one can show that the partition function and all
correlation functions are independent of the metric on
both the base manifold � and the target space M. For
example, let us define the path integral by

Z ¼
Z

d� e�fQ;Vg ½1�

where � denotes the full set of fields required at the
quantum level. In general, the function V depends
on geometric data of both � and M. Nevertheless,
one can easily establish that the partition function is
independent of this data by noting the following.
Variation of Z with respect to the metric of the
target space g (for example) gives

�gZ ¼ �
Z

d� e�fQ;Vg fQ; �gVg ½2�

The right-hand side of this equation is nothing but
the vacuum expectation value of a BRST commu-
tator, and this vanishes by BRST invariance of the
vacuum. It is important to note here that the BRST
operator Q can be constructed to be independent of
g. Apart from the necessity of introducing the metric
tensor, these models also require additional geo-
metric data for their construction. The complex
structure of �, and at least an almost-complex
structure on M, is required. By a similar argument,
one can show that the partition function and
correlation functions are independent of this extra



geometric data. As mentioned above, these models
possess no local degrees of freedom. One can then
show that the path-integral expression for the
correlation functions can be localized to a finite-
dimensional moduli space of instanton configura-
tions which minimize the classical action.

We will first show how the full quantum action of
the theory can be obtained as a BRST quantization of a
classical action with a local gauge symmetry. How-
ever, we shall then highlight the fact that the gauge
algebra for this topological shift symmetry only closes
on-shell. In order to proceed with a BRST quantization
of the model, and obtain the complete quantum
action, one must take recourse to the Batalin–
Vilkovisky quantization scheme. This machinery is
ideally tailored for such a problem, with the end result
that quartic ghost terms are present in the action.
However, the presence of such terms does not affect
the arguments presented above, since the quantum is
still obtained as a BRST commutator. Following this,
we construct all observables of the theory and
demonstrate their connection to the de Rham coho-
mology of the target space. The special topological
properties of the observables are then discussed, and it
is shown how their computation is localized to the
moduli spaceM of holomorphic maps from � to M.
As a particular example, we show how the computa-
tion of a certain class of observables determines the
intersection numbers of the moduli space M. We
present a brief discussion of the connection between
topological sigma models with Calabi–Yau target
space M, and the mirror symmetry of M.

Construction of the Model

We begin with the following classical action:

Sc ¼
Z

�

d2�
ffiffiffi
h
p

h�� gijK
�iK�j ½3�

where

K�i ¼ G�i � 1
2 @�ui þ ���Ji

j@
�uj

� �
½4�

The fields G�i and K�i both satisfy the self-duality
constraint

G�i ¼ P�i
þ �jG

�j

K�i ¼ P�i
þ �jK

�j
½5�

where the self-dual and anti-self-dual projection
operators are defined as

P�i
� �j
¼ 1

2 ����
i
j � ���Ji

j

� �
½6�

The above action describes a theory of maps ui(�)
from a Riemann surface � to an almost complex

manifold M. The coordinates on � are denoted by
��(�= 1, 2), while those on the target manifold M
are denoted by ui(i = 1, . . . , dim M). The metric and
complex structure of � are denoted by h�� and ���,
respectively; they obey the relations ����

�
� =����

and ��� = h���
�
�. The metric tensor gij and almost-

complex structure Ji
j of M obey analogous relations

to the above. In the general model, the target space
need only be an almost-complex manifold. This
requires the existence of a globally defined tensor
field Ji

j such that Ji
jJ

j
k =��i

k.
The action [3] is invariant under the topological

shift symmetry

�ui ¼ �i ½7�

where �i is an arbitrary local function of the
coordinates on the base manifold �. Already, at
this level, we see the distinction with the standard
sigma model. The presence of this shift symmetry
means that all local degrees of freedom can be
gauged away, leaving only a finite number of global
topological degrees of freedom. It requires some
work to determine the corresponding transformation
for G�i, the key point being the preservation of the
self-duality constraint. We find

�G�i ¼P�i
þ �j D��j þ 1

2 �
�
��

l DlJ
j
k

� �
@�uk

� �
þ 1

2 �
�
��

k DkJi
j

� �
G�j � �i

lk�
kG�l ½8�

where the covariant derivative is defined by
D��

i = @��
i þ �i

jk(@�uj)�k.
Having determined the classical symmetries of the

model, we can now proceed with the BRST quantized
form of the quantum action. As a topological field
theory of Witten type, one can show that the quantum
action can be written as a BRST commutator, that is,
Sq = {Q, V}, where the gauge fermion V is defined by

V ¼
Z

d2�
ffiffiffi
h
p

�C�i @
�ui � �

4
B�i

� �
½9�

where � is an arbitrary gauge-fixing parameter. The
BRST operator Q is nilpotent Q2 = 0, off-shell. It is
defined by �� = �{Q, �}, and takes the form

�ui ¼� �Ci

�Ci ¼0

��C�i ¼� B�iþ
1

2
��
� DkJi

j
� �

�C�jC
kþ�k

ij
�C�kCj

� �

�B�i ¼ �

4
CkCl Rit

klþRklrsJ
riJs

t

� �
�C�t

� �
2
��� DkJi

j

� �
CkB�j

þ �
4

CkDkJi
s

� �
ClDlJt

s
� �

�C�tþ ��i
jkCjB�k

½10�
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In the above, the ghost field is denoted by Ci, while
the anti-ghost field �C�i and the multiplier field B�i

obey the self-duality constraint [5]. The key point to
note in the above transformations is the fact that the
ghost field Ci is BRST invariant. Again, this is a
feature which is generic to all cohomological field
theories. The existence of such a field allows the
construction of an entire set of topological correla-
tion functions, as we shall see in the following
section.

While the gauge-fixing parameter � is arbitrary, a
conventional choice is to take �= 1, and then
integrate out the multiplier field B. This yields the
action in the form

Sq ¼
Z

d2�
ffiffiffi
h
p 1

2
h��gij@�ui@�uj þ 1

2
���Jij@�ui@�uj

	

þ �C�i D�Ci þ 1

2
��� DjJ

i
k

� �
@�ukCj

� �

þ 1

8
�C�

m �C�kRmkjrC
jCr

þ 1

16
C�iC

�kðDjJ
liÞðDrJlkÞCjCr



½11�

It should be stressed that the classical gauge algebra
[7] and [8] only closes on-shell. Quantization of the
model is therefore more subtle, and requires use of
the Batalin–Vilkovisky formalism. The on-shell
closure problem automatically results in the pre-
sence of quartic ghost coupling terms in the action
and consequently cubic terms in the BRST transfor-
mations. Despite this, we have established that the
full quantum action can be written as a BRST
commutator.

The form of the action simplifies when the
complex structure of the target manifold is
covariantly constant, DkJi

j = 0. In this case, the
target manifold M is Kähler and we denote the
complex coordinates as uI, with their complex
conjugates denoted by u

�I. The nonzero compo-
nents of the metric tensor are then gI�J. Similarly,
the coordinates of � are denoted ��, with nonzero
metric components hþ�. The nonzero components
of the ghost and anti-ghost are then given by
CI, C

�I, �Cþ�I,
�C�I. The action can be written in the

form

Sq¼
Z

d2�
ffiffiffi
h
p

hþ�gI�J@þuI@�u
�Jþ1

2
�Cþ

IðD�C
�JÞhþ�gI�J

	

þ 1

2
�C�

�IðDþCJÞhþ�gI�J

þ 1

4
hþ� �Cþ

I �C�
�I
RI�IJ�JC

JC
�J



½12�

Construction of Observables

Having defined the quantum action, it is now of
interest to consider the correlation functions of the
model. In the functional integral, we integrate over
all maps �!M in a fixed homotopy class. Let us
consider a correlation function

hOi ¼
Z

dui d�C�i dCi e�tSqO ½13�

where t > 0 is a parameter, and the observable O is
BRST invariant {Q,O} = 0. From the BRST invar-
iance of the vacuum, it follows immediately that the
vacuum expectation value of a BRST commutator is
zero, h{Q,O}i= 0. An operator which is a BRST
commutator is said to be Q-exact. Hence, our
interest is in the Q-cohomology classes of operators,
that is, BRST invariant operators modulo BRST
exact operators. It is for this reason that such a
model is called a cohomological field theory.

One can now show that the variation of [13] with
respect to t is a BRST commutator, namely

�thOi ¼ ��t
Z

dui d�C�i dCi e�tSqfQ;VOg ¼ 0 ½14�

As a result, one can evaluate the correlation function
in the large-t (weak-coupling) limit. In this limit, the
path integral is dominated by fluctuations around
the classical minima. For the sigma model under
study, the classical action is minimized by the
instanton configurations

@�ui þ ���Ji
j@�ui ¼ 0 ½15�

Indeed, this localization of the path integral to the
moduli space of instantons can also be seen by
choosing the �= 0 gauge in [9]. Integration over the
multiplier field then imposes a delta function
constraint to the instanton configurations. The key
point in the above derivation is the fact that the
quantum action is a BRST commutator, Sq = {Q, V}.
By a similar argument, one can show that variations
of hOi with respect to the metric and complex
structure of � and M are also zero.

Our aim now is to construct the Q-cohomology
classes of operators in the theory. Let us first associate
an operator O(0)

A to each p-form A = Ai1���ip dui1 ^ � � � ^
duip on the target space M, given by

Oð0ÞA ¼ Ai1���ipC
i1 � � �Cip ½16�

where Ci is the ghost field. Under a BRST
transformation, we see that

fQ;Oð0ÞA g ¼ �@i0Ai1���ipC
i0 � � �Cip

¼ �Oð0ÞdA ½17�
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since the ghost fields are BRST invariant by [10].
Hence, O(0)

A is BRST invariant if and only if A is a
closed p-form. Similarly, if A is an exact p-form,
then the corresponding operator is Q-exact. Hence,
the BRST cohomology classes of these operators are
in one to one correspondence with the de Rham
cohomology classes on M. The reason for assigning
the peculiar superscript to the operator O(0) will
become clear at the end of this construction. Notice
also that operators of the form O(0)

A can be used as
building blocks for constructing new observables. If
we consider a set of closed forms A1, . . . , Ak, then
the product of the associated operators O(0)

A1
� � � O(0)

Ak

is clearly Q-invariant as well.
When considering the vacuum expectation values

of operators which are polynomials in the fields,
there is an implicit dependence on the points where
the operators are located. In the case at hand
however, the operator O(0)

A (�) at the point � has a
vacuum expectation value which is a topological
invariant, and thus cannot depend on the chosen
point. To see this explicitly, we consider all fields
defined over �, and differentiate the operator with
respect to some local coordinates ��:

@

@��
Ai1���ipC

i1 � � �Cip ¼ ð@i0Ai1���ipÞ
@ui0

@��
Ci1 � � �Cip

þ pAi1���ipð@i0C
i1Þ @ui0

@��
Ci2 � � �Cip ½18�

In terms of exterior derivatives, this takes the form,

dOð0ÞA ¼ @i0Ai1���ip dui0Ci1 � � �Cip þ pAi1���ip dCi1Ci2 � � �Cip

¼ fQ;Oð1ÞA g ½19�

where O(1)
A =�pAi1���ip dui1Ci2 � � �Cip , and we have

used the fact that A is a closed p-form. If we let �
represent any path between two arbitrary points P
and P0, then this expression has the integral form,

Oð0ÞA ðPÞ � O
ð0Þ
A ðP

0Þ ¼ Q;

Z
�

Oð1ÞA

� �
½20�

and we see that the vacuum expectation value of
O(0)

A is point independent by the BRST invariance of
the vacuum. The same remark applies to any
product of operators of the form we are considering.

To continue our construction, consider a one-
dimensional homology cycle �(@�= 0), and define

W
ð1Þ
A ð�Þ ¼

Z
�

Oð1ÞA ½21�

This new operator W(1)
A (�) is BRST invariant by

inspection,

Q;W
ð1Þ
A ð�Þ

n o
¼
Z
�

Q;Oð1ÞA

n o
¼
Z
�

dOð0ÞA ¼ 0 ½22�

Moreover, if � happens to be the boundary of a two-
dimensional surface (�= @�), so that � is trivial in
homology, then this new operator is likewise trivial
in Q cohomology:

W
ð1Þ
A ð�Þ ¼

Z
�

Oð1ÞA ¼
Z
�

dOð1ÞA ¼ Q;

Z
�

Oð2ÞA

� �
½23�

where

Oð2ÞA ¼ �
pðp� 1Þ

2
Ai1���ip dui1 ^ dui2 Ci3 � � �Cip

As before, let us now associate to each homology
2-cycle �(@�= 0), another BRST invariant operator
W(2)

A defined by

W
ð2Þ
A ð�Þ ¼

Z
�

Oð2ÞA ½24�

The BRST invariance follows trivially as in [23].
In summary, we have produced three operators

O(0)
A ,O(1)

A , and O(2)
A from any given closed form A,

which satisfy the relations:

0 ¼ Q;Oð0ÞA

n o
; dOð0ÞA ¼ Q;Oð1ÞA

n o
dOð1ÞA ¼ Q;Oð2ÞA

n o
; dOð2ÞA ¼ 0

½25�

The BRST observables are then given by arbitrary
products of the integrated operators W(i)

A (�) =R
� O

(i)
A , where � is any i-cycle in homology.

Observables and Intersection Theory

Let us consider the computation of the correlation
function hOi in the background field method. We
first pick a background instanton configuration [15],
and then integrate over the quantum fluctuations
around that instanton. The relevant part of the
quantum action is quadratic in the quantum fields,
and localization of the model then ensures that such
a computation is exact. The quantum fields are
expanded into eigenfunctions of the operators that
appear in the quadratic part of the action, and the
functional integral is replaced by an integral over the
eigenmodes. However, if there are fermionic zero
modes, then those modes do not enter in the action.
As a result, the fermionic integrals (

R
d�= 0) over

those modes will cause hOi to vanish unless it has
the correct fermion content; the zero modes must be
absorbed. In our case, a glance at the quantum
action indicates that we should concern ourselves
with the zero modes of the ghost Ci and anti-ghost
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�C�i. A Ci zero mode is clearly in the kernel of the
operator

�Di
�j ¼ D��

i
j þ ���Ji jD� þ ��� DjJ

i
k

� �
@�uk ½26�

and a �C�i zero mode is a zero eigenfunction of its
adjoint �D�. In the BRST quantization of the model,
the ghost fields Ci are assigned ghost number þ1,
while the anti-ghost fields �C�i have ghost number
�1. It is therefore apparent that the vacuum
expectation value of any observable will vanish
unless that observable has a ghost number equal to
the number of �D zero modes, a, minus the number
of �D� zero modes, b. This difference, != a� b, is
called the index of the operator �D.

There is a direct link between this index and the
dimension of the moduli space of instantons. Recall
that we are considering the space of maps �!M in a
specified homotopy class, which satisfy equation [15].
It is then of interest to determine the dimension of the
space of such solutions. To this aim, we examine the
constraint that arises by considering an instanton ui,
and another neighboring solution ui þ ûi, where ûi is
an infinitesimal deformation. To first order in ûi, we
see that ûi must be a zero mode of the operator �D.
This is no coincidence, and we can thus interpret the
ghost fields Ci as cotangent vectors to instanton
moduli space M. In particular, if M is a smooth
manifold, then dimM= a. The index of the operator
�D is called the virtual dimension of the moduli space.
In generic situations, the virtual dimension is equal to
the actual dimension dimM.

It is possible to interpret some of the observables
that we have described in terms of intersection
theory applied to the moduli space of instantons. In
particular, one can show that all correlation func-
tions of the form

Oð0ÞA1
� � � Oð0ÞAs

D E
½27�

are intersection numbers of certain submanifolds of
moduli space. In order to see this in a simple
example, we first recall the notion of Poincaré
duality and the relationship between cohomology
and homology.

Poincaré duality can be formulated as a relation-
ship between de Rham cohomology (defined in
terms of closed differential forms) and homology
(defined in terms of subspaces of M). For our
purposes here, it is sufficient to state that we can
associate to each boundaryless submanifold N of
codimension k, a cohomology class [	] 2 Hk(M),
such that Z

M

	 ^  ¼
Z

N

 ½28�

for all [ ] 2 Hn�k(M). By  on the right-hand side of
this equation, we mean the pullback i� under the
inclusion i : N!M. Conversely, to each closed
k-form 	 on M, we can associate an (n� k)-cycle
N (it is in general a chain of subspaces), unique up
to homology, such that the previous relation is
satisfied. Furthermore, one can show that the
Poincaré dual to N can be chosen in such a way
that its support is localized within any given open
neighborhood of N in M (essentially delta function
support on N).

Let us now define the notion of transversal
intersection. For simplicity, we will first consider
the intersection of two submanifolds M1 and M2

contained in M. We will say that these two
submanifolds have transversal intersection if the
tangent spaces satisfy

TxðM1Þ þ TxðM2Þ ¼ TxðMÞ ½29�

for all x 2M1 \M2. It is a theorem that a submanifold
of codimension k can be locally ‘‘cut-out’’ by k smooth
functions, that is, the submanifold is locally specified by
the zeros of this set of functions. It is a worthwhile
exercise to convince oneself that the definition of
transversal intersection is equivalent to the statement
that the functions which cut-out M1 are independent
from those which cut-out M2. Thus, we can write

codimðM1 \M2Þ ¼ codimðM1Þ þ codimðM2Þ ½30�

More generally, we say that the intersection M1 \ � � � \
Ms of s submanifolds is transversal if the intersection of
every pair of them is transversal. It then follows
trivially by the previous argument that the codimen-
sions must satisfy

codimðM1 \ � � � \MsÞ ¼
Xs

i¼1

codimðMiÞ ½31�

The special case which will be important for us
occurs when the intersection of submanifolds is a
collection of points, that is, when the codimension
of the intersection is equal to the dimension of M.
Since these points are isolated, the compactness of
M guarantees that they are finite in number.

We are now in a position to describe in what sense
correlation functions of the form O(0)

A1
� � � O(0)

As

D E
determine intersection numbers in the moduli space
M of instantons. By definition, this moduli space is
the set of maps from � to M which satisfy [15]. Let
us consider the generic situation, where the virtual
dimension of M (i.e., the index of �D) is equal to
dimM. For convenience, let us begin by choosing the
forms Ai which represent de Rham cohomology
classes on M, together with their Poincaré duals Mi,
such that the forms have essentially delta function
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support on their respective submanifolds. Since each
of the operators in the correlation function depends
on some fixed point �i, it is meaningful to define the
submanifolds Li � {u 2Mj u(�i) 2Mi} �M. Now,
the correlation function represents a functional
integral over the space of maps Map(�, M), and we
have argued that this integral only receives contribu-
tions from the instanton configurations. Since the
operators Ai(u(�i)) vanish unless u 2 Li by our choice
of the Poincaré duals, we see that the only contribu-
tion to the functional integral can be from those maps
which lie in the intersection L1 \ � � � \ Ls. By ghost
number considerations, this correlation function must
vanish unless the codimension of the intersection
equals the virtual dimension of M. In the generic
case where the virtual dimension is equal to dimM,
this means that the intersection is simply a finite
number of points. Intersection numbers �1 can then
be assigned to each point in the intersection L1 \
� � � \ Ls, by considering the relative orientation of the
submanifolds Li at the intersection points. From the
functional integral point of view, the computation
reduces to an evaluation of the ratio of the bosonic
determinant (integration over ui) to the fermionic
determinant (integration over Ci and �C�i). In the
Kähler case, for example, the intersection number
assigned to each point in the intersection is always þ1.
This is due to the fact that the CI, �C�

�I determinant is
the complex conjugate of the C

�I, �Cþ
I

determinant.

A and B Models and Mirror Symmetry

The topological sigma model for a Kähler target
space [12] is also known as the topological A model.
In this case, the action can be recovered by twisting
the standard N = 2 supersymmetric sigma model.
This twisting procedure amounts to a reassignment
of the spins of the fields in the theory. However,
there is an alternative twisting which can be done,
and this leads to another model known as the

topological B model. The usefulness of this observa-
tion lies in the fact that the topological A model on a
Calabi–Yau target space M is related to the
topological B model on the mirror of M. This
relationship and the computation of correlation
functions in the A and B models thus sheds light
on the nature of mirror symmetry.

See also: Batalin–Vilkovisky Quantization;
BRST Quantization; Functional Integration in Quantum
Physics; Graded Poisson Algebras; Mathai–Quillen
Formalism; Mirror Symmetry: A Geometric Survey;
Several Complex Variables: Compact Manifolds;
Singularities of the Ricci Flow; Topological Gravity, Two-
Dimensional; Topological Quantum Field Theory:
Overview; WDVV Equations and Frobenius Manifolds.
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Introduction

Turbulence has initially been defined as an irregular
motion in fluids. The cloud formations in the
atmosphere and the motion of water in rivers make
this point clear. These are but a few readily available

examples of a multitude of flows which display
turbulent regimes: from the blood that flows in our
veins and arteries to the motion of air within our
lungs and around us; from the flow of water in
creeks to the atmospheric and oceanic currents;
from the flows past submarines, ships, automobiles,
and aircraft to the combustion processes propelling
them; and in the flow of gas, oil, and water, from
the prospecting end to the entrails of the cities. The
great majority of flows in nature and in engineering
applications are somehow turbulent.
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But turbulent flows are much more than simply
irregular. More refined definitions were desirable
and were later coined. A definitive and precise one,
however, may only come when the phenomenon is
fully understood. Nevertheless, several characteristic
properties of a turbulent flow can be listed:

Irregularity and unpredictability A turbulent flow
is irregular both in space and time, displaying
unpredictable, random patterns.

Statistical order From the irregularity of a turbu-
lent motion there emerges a certain statistical
order. Mean quantities and correlation are regular
and predictable (Figure 1).

Wide range of active scales A wide range of scales of
motion are active and display an irregular motion,
yielding a large number of degrees of freedom.

Mixing and enhanced diffusivity The fluid particles
undergo complicated and convoluted paths, caus-
ing a large mixing of different parts of fluid. This
mixing significantly enhances diffusion, increasing
the transport of momentum, energy, heat, and
other advected quantities.

Vortex stretching When a moving portion of fluid
also rotates transversally to its motion an increase
in speed causes it to rotate faster, a phenomenon
called vortex stretching. This causes that portion
of fluid to become thinner and elongated, and fold
and intertwine with other such portions. This is
an intrinsically three-dimensional mechanism
which plays a fundamental role in turbulence
and is associated with large fluctuations in the
vorticity field.

Turbulent Regimes

Turbulence is studied from many perspectives. The
subject of ‘‘transition to turbulence’’ attempts to
describe the initial mechanisms responsible for the
generation of turbulence starting from a laminar
motion in particular geometries. This transition can
be followed with respect to position in space (e.g.,
the flow becomes more complicated as we look
further downstream on a flow past an obstacle or

over a flat plate) or to parameters (e.g., as we
increase the angle of attack of a wing or the pressure
gradient in a pipe). This subject is divided into two
cases: wall-bounded and free-shear flows. In the
former, the viscosity, which causes the fluid to
adhere to the surface of the wall, is the primary
cause of the instability in the transition process. In
the latter, inviscid mechanisms such as mixing layers
and jets are the main factors. The tools for studying
the transition to turbulence include linearization of
the equations of motion around the laminar solu-
tion, nonlinear amplitude equations, and bifurcation
theory.

‘‘Fully developed turbulence,’’ on the other hand,
concerns turbulence which evolves without imposed
constraints, such as boundaries and external forces.
This can be thought of turbulence in its ‘‘pure’’
form, and it is somewhat a theoretical framework
for research due to its idealized nature. Hypotheses
of homogeneity (when the mean quantities asso-
ciated with the statistical order characterizing a
turbulent flow are independent in space), stationar-
ity (idem in time), and isotropy (idem with respect
to rotations in space) concern fully developed
turbulent flows. The Kolmogorov theory was devel-
oped in this context and it is the most fundamental
theory of turbulence. Current research is dedicated
in great part to unveil the mechanisms behind a
phenomenon called intermittency and how it affects
the laws obtained from the conventional theory.
Research is also dedicated to derive such laws as
much from first principles as possible, minimizing
the use of phenomenological and dimensional
analysis.

Real turbulent flows involve various regimes at
once. A typical flow past a blunt object, for
instance, displays laminar motion at its upstream
edge, a turbulent boundary layer further down-
stream, and the formation of a turbulent wake
(Figure 2). The subject of turbulent boundary layer
is a world in itself with current research aiming to
determine mean properties of flows over rough
surfaces and varied topography. Convective turbu-
lence involves coupling with active scalars such as

Figure 1 Illustration of the irregular motion of a turbulent flow

over a flat plate (thin lines), and of the well-defined velocity

profile of the mean flow (thick lines).

Figure 2 Illustration of a flow past an object, with a laminar

boundary layer (light gray), a turbulent boundary layer (medium

gray), and a turbulent wake (dark gray).
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large heat gradients, occurring in the atmosphere,
and large salinity gradients, in the ocean. Geophy-
sical turbulence involves also stratification and the
anisotropy generated by Earth’s rotation. Anisotro-
pic turbulence is also crucial in astrophysics and
plasma theory. Multiphase and multicomponent
turbulence appear in flows with suspended particles
or bubbles and in mixtures such as gas, water, and
oil. Transonic and supersonic flows are also of great
importance and fall into the category of compres-
sible turbulence, much less explored than the
incompressible case.

In all those real situations one would like, from the
engineering point of view, to compute mean proper-
ties of the flow, such as drag and lift for more
efficient designs of aircraft, ships, and other vehicles.
Knowledge of the drag coefficient is also of funda-
mental importance in the design of pipes and pumps,
from pipelines to artificial human organs. Mean
turbulent diffusion coefficients of heat and other
passive scalars – quantities advected by the flow
without interfering on it, such as chemical products,
nutrients, moisture, and pollutants – are also of
major importance in industry, ecology, meteorology,
and climatology, for instance. And in most of those
cases a large amount of research is dedicated to the
‘‘control of turbulence,’’ either to increase mixing
or reduce drag, for instance. From a theoretical
point of view, one would like to fully understand
and characterize the mechanisms involved in
turbulent flows, clarifying this fascinating phe-
nomenon. This could also improve practical appli-
cations and lead to a better control of turbulence.

The concept of ‘‘two-dimensional turbulence’’ is
controversial. A two-dimensional flow may be
irregular and display mixing, statistical order, and
a wide range of active scales but definitely it does
not involve vortex stretching since the velocity field
is always perpendicular to the vorticity field. For this
reason many researchers discard two-dimensional
turbulence altogether. It is also argued that real
two-dimensional flows are unstable at complicated
regimes and soon develop into a three-dimensional
flow. Nevertheless, many believe that two-dimensional
turbulence, even lacking vortex stretching, is of
fundamental theoretical importance. It may shed
some light into the three-dimensional theory and
modeling, and it can serve as an approximation to
some situations such as the motion of the atmos-
phere and oceans in the large and meso scales and
some magnetohydrodynamic flows. The relative
shallowness of the atmosphere and oceans or the
imposition of a strong uniform magnetic field may
force the flow into two-dimensionality, at least for
a certain range of scales.

‘‘Chaos’’ serves as a paradigm for turbulence, in
the sense that it is now accepted that turbulence is a
dynamic processes in a sensitive deterministic
system. But not all chaotic motions in fluids are
termed turbulent for they may not display mixing
and vortex stretching or involve a wide range of
scales. An important such example appears in the
dispersive, nonlinear interactions of waves.

The Equations of Motion

It is usually stressed that turbulence is a continuum
phenomenon, in the sense that the active scales are
much larger than the collision mean free path
between molecules. For this reason, turbulence is
believed to be fully accounted for by the Navier–
Stokes equations.

In the case of incompressible homogeneous flows,
the Navier–Stokes equations in the Eulerian form
and in vector notation read

@u

@t
� ��uþ ðu � rÞuþrp ¼ f ½1a�

r �u¼ 0: ½1b�

Here, u = u(x, t) = (u1, u2, u3) denotes the velocity
vector of an idealized fluid particle located at
position x = (x1, x2, x3), at time t. The mass density
in a homogeneous flow is constant, denoted �. The
constant � denotes the kinematic viscosity of the
fluid, which is the molecular viscosity � divided by
�. The variable p = p(x, t) is the kinematic pressure,
and f = f (x, t) = (f1, f2, f3) denotes the mass density
of volume forces.

Equation [1a] expresses the conservation of linear
momentum. The term ��u accounts for the dissipa-
tion of energy due to molecular viscosity, and the
nonlinear term (u � r)u, also called the inertial term,
accounts for the redistribution of energy among
different structures and scales of motion. Equation
[1b] represents the incompressibility condition. In
Einstein’s summation convention, these equations
can be written as

@ui

@t
þ � @

2ui

@x2
j

þ uj
@ui

@xj
þ @p

@xi
¼ fi;

@uj

@xj
¼ 0

The Reynolds Number

The transition to turbulence was carefully studied by
Reynolds in the late nineteenth century in a series of
experiments in which water at rest in a tank was
allowed to flow through a glass pipe. Starting with
dimensional analysis, Reynolds argued that a critical
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value of a certain nondimensional quantity was
likely to exist beyond which a laminar flow gives
rise to a ‘‘sinuous’’ motion. This was followed by
observations of the flow for tubes with different
diameter L, different mean velocities U across the
tube section, and with the kinematic viscosity
�= �=� being altered through changes in tempera-
ture. The experiments confirmed the existence of
such a critical value for what is now called the
Reynolds number:

Re ¼ LU

�

The dimensional analysis argument can be repro-
duced in the following form: the physical dimension
for the inertial term in [1a] is U2=L, while that for
the viscous term is �U=L2. The ratio between them
is precisely Re = LU=�. For small values of Re
viscosity dominates and the flow is laminar, whereas
for large values of Re the inertial term dominates,
and the flow becomes more complicated and
eventually turbulent. In applications, different types
of Reynolds number can be used depending on the
choice of the characteristic velocity and length, but
in any case, the larger the Reynolds number, the
more complicated the flow.

The Reynolds Equations

Another advance put forward by Reynolds in a
subsequent article was to decompose the flow into a
mean component and the remaining fluctuations. In
terms of the velocity and pressure fields this can be
written as

u ¼ �uþ u0; p ¼ �pþ p0 ½2�

with �u and �p representing the mean components and
u0 and p0, the fluctuations. By substituting [2] into
[1], one finds the Reynolds-averaged Navier–Stokes
(RANS) equations for the mean flow:

@�u

@t
� ���uþð�u � rÞ�uþr�p¼ f þr � �

r � �u ¼ 0

It differs from [1] only by the addition of the
Reynolds stress tensor:

� ¼ �u0 � u0 ¼ � u0iu
0
j

� �3

i;j¼1

In a laminar flow, the fluctuations are negligible,
otherwise this decomposition shows how they
influence the mean flow through this additional
turbulent stresses.

The Closure Problem and Turbulence
Models

The RANS equations cannot be solved directly for the
mean flow since the Reynolds stresses are unknown.
Equations for these stress terms can be derived but they
involve further unknown moments. This continues
with equations for moments of a given order depend-
ing on new moments up to a higher order, leading to
an infinite system of equations known as the Fried-
man–Keller system. For practical applications,
approximations closing the system at some finite
order are needed, in what is called the closure problem.
Several ad hoc approximations exist, the most famous
being the Boussinesq eddy-viscosity approximation, in
which the turbulent fluctuations are regarded as
increasing the viscosity of the flow. Prandtl’s mixing-
length hypothesis yields a prescription for the compu-
tation of this eddy viscosity, and together they form the
basis of the algebraic models of turbulence. Other
models involve additional equations, such as the k-�
and k-!models. Most of the practical computations of
industrial flows are based on such lower-order models,
and a large amount of research is done to determine
appropriate values for the various ad hoc parameters
which appear in these models and which are highly
dependent on the geometry of the flow. This depen-
dency can be explained by the fact that the RANS is
supposed to model the mean flow even at the large
scales of motion, which are highly affected by the
geometry.

Computational fluid dynamics (CFD) is indeed a
fundamental tool in turbulence, both for research and
engineering applications. From the theoretical side,
direct numerical simulations (DNS), which attempt to
resolve all the active scales of the flow, reveal some
fundamental mechanisms involved in the transition to
turbulence and in vortex stretching. As for applica-
tions, DNS applies to flows up to low-Reynolds
turbulence, with the current computational power
not allowing for a full resolution of all the scales
involved in high-Reynolds flows. And the current rate
of evolution of computational power predicts that
this will continue so for several decades.

An intermediate CFD method between RANS and
DNS is the large-eddy simulation (LES), which
attempts to fully resolve the large scales while
modeling the turbulent motion at the smaller scales.
Several models have been proposed which have their
own advantages and limitations as compared to
RANS and DNS. It is currently a subject of intense
research, particularly for the development of suitable
models for the structure functions near the boundary.
Theoretical results on fully developed turbulence play
a fundamental role in the modeling process.
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LESs are a promising tool and they have been
successfully applied to a number of situations. The
choice of the best method for a given application,
however, depends very much on the Reynolds
number of the flow and the prior knowledge of
similar situations for adjusting the parameters.

Elements of the Statistical Theory

Several types of averages can be used. The ensemble
average is taken with respect to a number of experi-
ments at nearly identical conditions. Despite the
irregular motion of, say, the velocity vector u(n)(x, t)
of each experiment n = 1, . . . , N, the average value

�uðx; tÞ ¼ 1

N

XN
n¼1

uðnÞðx; tÞ

is expected to behave in a more regular way. This
type of averaging is usually denoted with the symbol
h � i. This notion can be cast into the context of a
probability space (M, �,P), whereM is a set, � is a
�-algebra of subsets of M, and P is a probability
measure on �. The velocity field is a random
variable in the sense that it is a density function
! 7! u(x, t,!) from M into the space of time-
dependent divergence-free velocity fields. The mean
velocity field in this context is regarded as

huðx; tÞi ¼
Z
M

uðx; t; !ÞdPð!Þ

Other flow quantities such as energy and correla-
tions in space and time can be expressed by means
of a function ’=’(u( � , � )) of the velocity field,
with their mean value given by

h’ðuð � ; � ÞÞi ¼
Z
M
’ðuð � ; � ; !ÞdPð!Þ

In general, the statistics of the flow are allowed to
change with time. A particular situation is when
statistical equilibrium is reached, so that hu(x, t)i
and, more generally, h’(u( � , � þ t))i are independent
of t. In this case, an ergodic assumption is usually
invoked, which means that for ‘‘most’’ individual
flows u( � , � ,!0) (i.e, for almost all !0 with respect to
the probability measure P), the time averages along
this flow converge to the mean ensemble value as
the period of the average increases to the mean value
obtained by the ensemble average:

lim
T!1

1

T

Z T

0

’ðuð � ; � þ s; !0ÞÞds

¼
Z
M
’ðuð � ; � ; !ÞÞdPð!Þ

Based on this assumption, the averages may in
practice be calculated as time averages over a
sufficiently large period T. There is a related
argument for substituting space averages by time
averages and based on the mechanics of turbulence
which is called the ‘‘Taylor hypothesis.’’

Another fundamental concept in the statistical
theory is that of homogeneity, which is the spatial
analog of the statistical equilibrium in time.
In homogeneous turbulence, the statistical quantities
of a flow are independent of translations in space,
that is,

h’ðuð � þ ‘; � Þi ¼ h’ðuð � ; � Þi

for all ‘ 2 R3. The concept of isotropic turbulence
assumes further independence with respect to
rotations and reflections in the frame of reference,
that is,

h’ðQtuðQ � ; � Þi ¼ h’ðuð � ; � Þi

for all orthogonal transformations Q in R3, with
adjoint Qt.

Under the homogeneity assumption, mean quan-
tities can be defined independently of position in
space, such as the mean kinetic energy per unit mass

e ¼ 1

2
hjuðxÞj2i ¼ 1

2

X3

j¼1

hjuiðxÞj2i

and the mean rate of viscous energy dissipation per
unit mass and unit time

� ¼ �
X3

i¼1

hjruiðxÞj2i ¼ �
X3

i;j¼1

�
@uiðxÞ
@xj

����
����
2�

The mean kinetic energy can be written as
e = trR(0)=2, where

trRð‘Þ ¼ R11ð‘Þ þ R22ð‘Þ þ R33ð‘Þ; ‘ 2 R3;

is the trace of the correlation tensor

Rð‘Þ ¼ huðxÞ � uðxþ ‘Þi ¼ ðRijð‘ÞÞ3i;j¼1

¼ ðhuiðxÞujðxþ ‘ÞiÞ3i;j¼1

which measures the correlation between the velocity
components at different positions in space. From the
homogeneity assumption, this tensor is a function
only of the relative position ‘. Then, assuming that
the Fourier transform of trR(‘) exists, and denoting
it by Q(	), for 	 2 R3, we have

trRð‘Þ ¼ 1

ð2
Þ3=2
Z

R3
Qð	Þei‘ �	d	

¼ 2

Z 1
0

Sð	Þei‘ �	d	
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where S(	) is the energy spectrum defined by

Sð	Þ ¼ 1

2ð2
Þ3=2
Z
j	j¼	

Qð	Þd�ð	Þ

8	 > 0

with d�(	) denoting the area element of the
2-sphere of radius j	j. Then we can write

e ¼ 1

2
hjuðxÞj2i ¼ 1

2
trRð0Þ

¼
Z 1

0

Sð	Þd	

By expanding the velocity coordinates into Four-
ier modes exp (‘ �	), with 	 	 j	j 	 	þ d	 and
interpreting them as ‘‘eddies’’ with characteristic
wave number j	j, the quantity S(	)d	 can be
interpreted as the energy of the component of the
flow formed by the ‘‘eddies’’ with characteristic
wave number between 	 and 	þ d	.
Similarly,

� ¼ 2�

Z 1
0

	2Sð	Þd	

and we obtain the dissipation spectrum 2�	2S(	),
which can be interpreted as the density of energy
dissipation occurring at wave number 	.

In the previous arguments it is assumed that the
flow extends to all the space R3. This avoids the
presence of boundaries, addressing the idealized case
of fully developed turbulence. It is sometimes
customary to assume as well that the flow is
periodic in space to avoid problems with unbounded
domains such as infinite kinetic energy.

The random nature of turbulent flows was greatly
explored by Taylor in the early twentieth century,
who introduced most of the concepts described
above. Another important concept he introduced
was the Taylor microlength ‘T, which is a char-
acteristic length for the small scales based on the
correlation tensor. A microscale Reynolds number
based on the Taylor microlength is very often used
in applications.

Kolmogorov Theory

An inspiring concept in the theory of turbulence is
Richardson’s ‘‘energy cascade’’ process. For large
Reynolds numbers the nonlinear term dominates the
viscosity according to the dimensional analysis, but
this is valid only for the large-scale structures. The
small scales have their own characteristic length and
velocity. In the cascade process, the inertial term is
responsible for the transfer of energy to smaller and
smaller scales until small enough scales are reached

for which viscosity becomes important (Figure 3). At
those smallest scales kinetic energy is finally dis-
sipated into heat. It should be emphasized that
turbulence is a dissipative process; no matter how
large the Reynolds number is, viscosity plays a role
in the smallest scales.

The Kolmogorov theory of locally isotropic
turbulence allows for inhomogeneity and anisotropy
in the large scales, which contain most of the energy,
assuming that with the cascade transfer of energy to
smaller scales, the orienting effects generated in the
large scales become weaker and weaker so that for
sufficiently small eddies the motion becomes statis-
tically homogeneous, isotropic, and independent of
the particular energy-productive mechanisms. He
proposed that the statistical regime of the small-
scale eddies is then universal and depends only on �
and �. The equilibrium range is defined as the range
of scales in which this universality holds.

Simple dimensional analysis shows that the only
algebraic combination of � and � with dimension of
length is ‘� = (�3=�)1=4, which is then interpreted as
that near which the viscous effect becomes impor-
tant and hence most of the energy dissipation takes
place. The scale ‘� is known as Kolmogorov
dissipation length.

Kolmogorov theory gives particular attention to
moments involving differences of velocities, such as
the pth-order structure function

Spð‘Þ ¼def hðuðxþ ‘eÞ � e� uðxÞeÞpi

where e may be taken as an arbitrary unit vector,
thanks to the isotropy assumption. By restricting the
search for universal laws for the structure functions
only for small values of ‘ anisotropy and inhomo-
geneity are allowed in the large scales.

Figure 3 Illustration of the eddy breakdown process in which

energy is transferred to smaller eddies and so on until the smallest

scales are reached and the energy is dissipated by viscosity.
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The theory assumes a wide separation between
the energy-containing scales, of order say ‘0, and the
energy-dissipative scales, of order ‘�, so that the
cascade process occurs within a wide range of scales
‘ such that ‘0 
 ‘
 ‘�. In this range, termed the
inertial range, the viscous effects are still negligible
and the statistical regime should depend only on �.
Then, the Kolmogorov ‘‘two-thirds law’’ asserts that
within the inertial range the second-order correla-
tions must be proportional to (�‘)2=3, that is,

S2ð‘Þ ¼ CKð�‘Þ2=3

for some constant CK known as the Kolmogorov
constant in physical space (there is a related constant
in spectral space). The argument extends to higher-
order structure functions, yielding

Spð‘Þ ¼ Cpð�‘Þp=3

Kolmogorov’s derivation of these results was not by
dimensional analysis, it was in fact a more convincing
self-similarity argument based on the universality
assumed for the equilibrium range. A different argu-
ment without resorting to universality assumptions,
however, was applied to the third-order structure
function, yielding the more precise ‘‘four-fifths law’’:

S3ð‘Þ ¼ �4
5�‘

The ‘‘Kolmogorov five-thirds law’’ concerns the
energy spectrum S(	) and is the spectral version of
the two-thirds law, given by Obukhoff:

Sð	Þ ¼ C0K�
2=3	�5=3

The constant C0K is the Kolmogorov constant
in spectral space. The spectral version of the
dissipation length is the Kolmogorov wave number
	� = (�=�3)1=4.

A typical distribution of energy in a turbulent
flow is depicted in Figure 4. The energy is

concentrated on the large scales, while the dissipa-
tion is concentrated near the Kolmogorov scale ‘�.
The four-fifths law becomes visible as a straight line
in the logarithmic scale.

A more precise mechanism for the energy cascade
assumes that in the inertial range, eddies with length
scale ‘ transfer kinetic energy to smaller eddies during
their characteristic timescale, also known as circula-
tion time. If u‘ is their characteristic velocity, then
�‘ = ‘=u‘ is their circulation time, so that the kinetic
energy transferred from these eddies during this time is

�‘ �
u2
‘

�‘
¼ u3

‘

‘

In statistical equilibrium, the energy lost to the
smaller scales equals the energy gained from the
larger scales, and that should also equal the total
kinetic energy dissipated by viscous effects. Hence,
�‘ � �, and we find

� � u3
‘

‘

It also follows that �‘ = ‘=u‘ = ‘(�‘)�1=3 = ��1=3‘2=3 so
that the circulation time decreases with the length
scale and becomes of the order of the viscous
dissipation time (�=�)1=2 precisely when ‘ � ‘�.

A similar relation between � and the large scales
can also be obtained with heuristic arguments: let e
be the mean kinetic energy and ‘0, a characteristic
length for the large scales. Then u0 given by e = u2

0=2
is a characteristic velocity for the large scales, and
�0 = ‘0=u0 is the large-scale circulation time. In
statistical equilibrium, the rate � of kinetic energy
dissipated per unit time and unit mass is expected to
be of the order of e=�0, hence

� � u3
0

‘0

which is called the ‘‘energy dissipation law.’’

(κ)

κ 0 κ κ ln κ 0

Inertial range

ln κ

Equilibrium range

Inertial range

Equilibrium range

ln    (κ)

ln κ 

2νκ 
2   (κ)

Figure 4 A typical distribution for the energy spectrum S(	) and the dissipation spectrum 2�	2S(	) in spectral space in

nonlogarithmic and logarithmic scales. The energy is mostly concentrated on the large scales while the dissipation is concentrated

near the dissipation scale. In the logarithmic scale, the four-fifths law for the energy spectrum stands out as a straight line with

slope �4=5 over the inertial range.
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From the energy dissipation law, several relations
between characteristic quantities of turbulent flows can
be obtained, such as ‘0=‘� � Re3=4, for Re = ‘0u0=�.

Now, assuming the active scales in a turbulent
flow exist down to the Kolmogorov scale ‘�, one
needs a three-dimensional grid with mesh spacing ‘�
to resolve all the scales, which means that the
number N of degrees of freedom of the system is of
the order of N � (‘0=‘�)

3 (see Figure 5). This
number can be estimated in terms of the Reynolds
number by N � Re9=4. This relation is important in
predicting the computational power needed to
simulate all the active scales in turbulent flows.

Several such universal laws can be deduced and
extended to other situations such as turbulent
boundary layers, with the famous logarithmic law
of the wall. They play a fundamental role in
turbulence modeling and closure, for the calculation
of the mean flow and other quantities.

Intermittency

The universality hypothesis based on a constant mean
energy dissipation rate throughout the flow received
some criticisms and was later modified by Kolmo-
gorov in an attempt to account for observed large
deviations on the mean rate of energy dissipation. Such
phenomenon of intermittency is related to the vortex
stretching and thinning mechanism, which leads to the
formation of coherent structures of vortex filaments of
high vorticity and low dissipation (Figure 6). These
filaments have diameter as small as the Kolmogorov
scale and longitudinal length extending from the
Taylor scale up to the large scales and with a lifetime
of the order of the large-scale circulation time.

It has been argued based on experimental evidence
that intermittency leads to modified power laws

Sp(‘) / ‘�(p), �(p) < p=3, for high-order (p > 3) struc-
ture functions. The issues of intermittency and
coherent structures and whether and how they could
affect the deductions of the universality theory such as
the power laws for the structure functions are far from
settled and are currently one of the major and most
fascinating issues being addressed in turbulence
theory. Several phenomenological theories attempt to
adjust the universality theory to the existence of such
coherent structures. Multifractal models, for instance,
suppose that the eddies generated in the cascade
process do not fill up the space and form multifractal
structures. Field-theoretic renormalization group
develops techniques based on quantum field renor-
malization theory. Intermediate asymptotics also
exploits self-similar analysis and renormalization
theory but with a somewhat different flavor. Detailed
mathematical analysis of the vorticity equations is
also playing a major role in the understanding of the
dynamics of the vorticity field.

Mathematical Aspects
of Turbulence Theory

From a mathematical perspective, it is fundamental to
develop a rigorous background upon which to study
the physical quantities of a turbulent flow. The first
problem in the mathematical theory is related to the
deterministic nature of chaotic systems assumed in
dynamical system theory and believed to hold in
turbulence. This has actually not been proved for the
Navier–Stokes equations. It is in fact one of the most
outstanding open problems in mathematics to deter-
mine whether given an initial condition for the velocity
field there exists, in some sense, a unique solution of
the Navier–Stokes equations starting with this initial
condition and valid for all later times. It has been
proved that a global solution (i.e., valid for all later

�

�0

�

Figure 5 A schematic representation of a flow structure

displaying a range of active scales and a three-dimensional

grid with linear dimension ‘0 and mesh length ‘�, sufficient to

represent all the active scales in a turbulent flow. The number of

degrees of freedom is the number of blocks: (‘0=‘�)
3.

Figure 6 A portion of rotating fluid gets stretched and thinned

as the flow speeds up, generating one of many coherent

structures of high vorticity and low dissipation.
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times) exists but which may not be unique, and it has
been proved that unique solutions exist which may not
be global (i.e., they are guaranteed to exist as unique
solutions only for a finite time).

The difficulty here is the possible existence of
singularities in the vorticity field (vorticity becoming
infinite at some points in space and time). Depending
on how large the singularity set is, uniqueness may fail
in strictly mathematical terms. The existence of
singularities may not be a purely mathematical
curiosity, it may in fact be related with the inter-
mittency phenomenon. Rigorous studies of the vorti-
city equation may continue to reveal more fundamental
aspects on vortex dynamics and coherent structures.

The statistical theory has also been put into a firm
foundation with the notion of statistical solution of the
Navier–Stokes equations. It addresses the existence
and regularity of the probability distribution assumed
for turbulent flows and of the fundamental elements of
the statistical theory such as correlation functions and
spectra. Based on that, a number of relations between
physical quantities of turbulent flows may be derived
in a mathematically sound and definitive way. This
does not replace other theories, it is mostly a
mathematical framework upon which other techni-
ques can be applied to yield rigorous results.

Despite the difficulties in the mathematical theory
of the NSE some successes have been collected such
as estimates for the number of degrees of freedom in
terms of fractal dimensions of suitable sets asso-
ciated with the solutions of the Navier–Stokes
equations, and partial estimates of a number of
relations derived in the statistical theory of fully
developed turbulence.

See also: Bifurcations in Fluid Dynamics; Geophysical
Dynamics; Incompressible Euler Equations:
Mathematical Theory; Intermittency in Turbulence;
Inviscid Flows; Lagrangian Dispersion (Passive Scalar);
Stochastic Hydrodynamics; Variational Methods in

Turbulence; Viscous Incompressible Fluids:
Mathematical Theory; Vortex Dynamics; Wavelets:
Application to Turbulence.
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Introduction

Roger Penrose introduced twistor theory as a geome-
trical framework for basic physics in order to unify
quantum theory and gravity. This program has had
many successes along the way, but the long-term goals

of reformulating and superceding the established
theories of basic physics are still a long way from
being fulfilled. Nevertheless, the successes have had
many important applications across mathematics and
mathematical physics. This article will concentrate on
three areas of application: integrable systems, geome-
try, and perturbative gauge theory (via twistor-string
theory). It is intended to be self-contained as far as
possible, but the reader may well find it easier to first
read the article Twistors.
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Twistor Theory

A basic motivation of twistor theory is to bring out
the complex (holomorphic) geometry that underlies
real spacetime. In general relativity, a spacetime is a
4-manifold with metric g of signature (1, 3), and
when it is flat, that is, g = dt2 � dx2 � dy2 � dz2,
where (t, x, y, z) are coordinates on R4, it is called
Minkowski space. The first appearance of a com-
plex structure arises from the fact that, at a given
event, the celestial sphere of light rays (directions of
zero length with respect to g) naturally has the
structure of the Riemann sphere, CP1, in such a way
that Lorentz transformations (linear transformations
of the tangent space preserving the metric) act on
this sphere by Möbius transformations. These are
the maximal group of complex analytic transforma-
tions of CP1.

Twistor space extends this idea to the whole of
Minkowski space. Denoted PT, the twistor space for
Minkowski space is complex projective 3-space, CP3,
the space of one-dimensional subspaces of C4; it is a
three-dimensional complex manifold obtained by add-
ing a ‘‘plane at infinity’’ to C3. Explicitly, we can
introduce homogeneous coordinates Z� 2 C4 � {0}
with �=0,1,2,3 but where Z���Z� for �2C� {0}.
Affine coordinates on a C3 chart Z3 6¼ 0 can
be obtained by setting (z1,z2,�)= (Z0=Z3,Z1=Z3,
Z2=Z3). Physically, points of twistor space corre-
spond to spinning massless particles in Minkowski
space. Mathematically, the correspondence can be
understood as the Klein correspondence.

The Klein Correspondence

The correspondence between PT and Minkowski
space can be extended first to complexified Minkowski
space so that the coordinates are allowed to take on
values in C, and then to its conformal compactification
by including the ‘‘light cone at infinity.’’ It then
coincides with the classical complex Klein correspon-
dence. The Klein correspondence is the one-to-one
correspondence between lines in CP3 and points of a
four complex-dimensional quadric, CM, in CP5. The
4-quadric CM can be understood as conformally
compactified complexified Minkowski space. Introdu-
cing affine coordinates (z1, z2,�) on PT and (t, x, y, z)
on CM, we find that a point (t, x, y, z) in CM
corresponds to a line in PT according to

z1

z2

� �
¼ t � z xþ iy

x� iy t þ z

� �
1
�

� �

Alternatively, fixing (�, z1, z2) in these equations
gives a 2-plane in complex Minkowski space
corresponding to all the lines in PT through
(�, z1, z2). Such 2-planes are called ‘‘�-planes.’’

They are totally null (i.e., the tangent vectors not
only have zero length but are also mutually
orthogonal) and also self-dual (under the differential
geometer’s notion of Hodge duality).

This complex correspondence can also be
restricted to give correspondences for R4 with
metrics of positive-definite, Euclidean, signature or
ultrahyperbolic, (2, 2), signature. A particular sim-
plification in Euclidean signature is that the complex
�-planes intersect the real slice in a point. The
conformal compactification of Euclidean R4 is the
4-sphere S4 given by adding a single point at infinity,
and so we have a projection p : PT! S4 whose
fibers are holomorphically embedded CP1s. These
fibers can be characterized as the lines in PT that
are invariant under a quaternionic complex con-
jugation which is an antiholomorpic map^ : PT!
PT with no fixed points. (Here quaternionic means
that on the nonprojective twistor space, T = C4, the
conjugation has the property

^̂
Z =�Z so that it

defines a second complex structure anticommuting
with the standard one; this is sufficient to express
T = Q2, where Q denotes the quaternions. The
complex structures i, j, and k of the quaternions
are given by identifying i with

ffiffiffiffiffiffiffi
�1
p

on C4 and j
with^and k = ij.)

The Penrose Transform

A basic task of twistor theory is to transform
solutions to the field equations of mathematical
physics into objects on twistor space. This works
well for linear massless fields such as the Weyl
neutrino equation, Maxwell’s equations for electro-
magnetism and linearized gravity. In its general
form, this transform has become known as the
Penrose transform. Such fields correspond to freely
prescribable holomorphic functions f (�, z1, z2) (or,
more precisely, analytic cohomology classes) on
regions of twistor space. The field can be obtained
from this function by means of a contour integral.
The simplest of these integral formulas is

�ðxaÞ ¼
I

f �; t � zþ �ðxþ iyÞ; x� iyð

þ�ðt þ zÞÞd�

and differentiation under the integral sign leads
easily to the fact that � satisfies the wave equation

@2�

@t2
� @

2�

@x2
� @

2�

@y2
� @

2�

@z2
¼ 0

This formula was originally discovered by Bateman.
Note that f must have singularities on twistor space
to yield a nontrivial � and even then, there are many
choices of f that yield zero. For a solution � defined
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over a region U in spacetime, the function f is
correctly understood as a representative of a Cech
cohomology class defined on the region U0 in twistor
space swept out by the lines corresponding to points
of U. Furthermore, the function f should be taken
globally to be a function of homogeneity �2,
f (�Z�) =��2f (Z�). This formula has generalizations
to massless fields of all helicities in which a field of
helicity s corresponds to a function (Cech cocycle) of
homogeneity degree 2s� 2.

The Penrose transform has found important
applications in representation theory and integral
geometry. For a review, the reader is referred to
Baston and Eastwood (1989), the relevant survey
articles in Bailey and Baston (1990), or Mason and
Hughston (1990, chapter 1).

Twistor Theory and Nonlinear Equations

The Penrose transform for the Maxwell equations
and linearized gravity turns out to be linearizations
of correspondences for the nonlinear analogs of
these equations: the Einstein vacuum equations and
the Yang–Mills equations. However, the construc-
tions only work when these fields are anti-self-dual.
This is the condition that the curvature 2-forms
satisfy F�=�iF, where � denotes the Hodge dual
(which, up to certain factors of �i, has the effect of
interchanging electric and magnetic fields); it is a
nonlinear generalization of the right-handed circular
polarization condition. Explicitly, in terms of space-
time indices a, b, . . . = 0, 1, 2, 3, F�ab = (1=2)"abcdFcd,
where "0123 = 1 and "abcd = "[abcd]. In Minkowski
signature, the i factor in the anti-self-duality condi-
tion implies that real fields cannot be anti-self-dual.
Thus, these extensions are not sufficient to fulfill the
ambitions of twistor theory to incorporate real
classical nonlinear physics in Minkowski space.
However, the factor of i is not present in Euclidean
and ultrahyperbolic signature, so the anti-self-
duality condition is consistent with real fields in
these signatures and this is where the main applica-
tions of these constructions have been.

The Nonlinear Graviton Construction
and Its Generalizations

The first nonlinear twistor construction was due to
Penrose (1976), and was inspired by Newman’s
(1976) construction of ‘‘heavens’’ from the infinities
of asymptotically flat spacetimes in general
relativity.

The nonlinear graviton construction proceeds
from the definition of twistors in flat spacetime as
�-planes in complexified Minkowski space. It is

natural to ask which complexified metrics admit a
full family of �-surfaces, that is, 2-surfaces that are
totally null and self-dual. The answer is that a full
family of �-surfaces exists iff the conformally
invariant part of the curvature tensor, the Weyl
tensor, is anti-self-dual. If this is the case, twistor
space can be defined to be the (necessarily three-
dimensional) space of such �-surfaces.

The remarkable fact is that the twistor space,
together with its complex structure, is sufficient to
determine the original spacetime. Twistor space is
again a three-dimensional complex manifold, and
contains holomorphically embedded rational curves,
CP1s, at least one for each point of the spacetime.
However, holomorphic rigidity implies that the
family of rational curves is precisely four-
dimensional over the complex numbers. Further-
more, incidence of a pair of curves can be taken to
imply that the corresponding points in spacetime lie
on a null geodesic and this yields a conformal
structure on spacetime. Further structures on twistor
space can be imposed to give the complex spacetime
a metric that is vacuum, perhaps with a cosmologi-
cal constant. The correspondence is stable under
small deformations and so the data defining the
twistor space is effectively freely prescribable, see
Penrose (1976).

In Euclidean signature, again the complex
�-planes intersect the real spacetime in a point, so
the twistor space again fibers over spacetime. The
twistor fibration can be constructed as the projecti-
vized bundle of self-dual spinors or more commonly
as the unit sphere bundle in the space of self-dual
2-forms (Atiyah et al. 1978). In the latter formula-
tion, the complex structure on the twistor space
arises from the direct sum of the naturally defined
complex structures on the horizontal and vertical
tangent spaces to the bundle; that on the vertical
subspace is the standard one on the sphere, and that
on the horizontal subspace is a multiple of the self-
dual 2-form at the given point of the fiber.

There are now large families of extensions,
generalizations, and reductions of this construction.
They are all based on the idea of realizing a space
with a given complexified geometric structure as the
parameter space of a family of holomorphically
embedded submanifolds inside a twistor space. In
general, the most useful of these constructions are
those in which the ‘‘spacetime’’ is obtained as the
space of rational curves in a twistor space. This is
because the equations that are solved on the
corresponding spacetime can be thought of as a
completely integrable system in which the integr-
ability condition for the generalized �-surfaces is
interpreted as the consistency condition of a Lax
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pair or more general linear system. For a more
detailed discussion from this point of view, see
Mason and Woodhouse (1996, chapter 13).

The Anti-Self-Dual Yang–Mills Equation
and Its Twistor Correspondence

The anti-self-dual Yang–Mills equations extend
Maxwell’s equations for electromagnetism in the
right-circularly polarized case. They are a family of
equations that depend on a choice of Lie group G,
usually taken to be a group of complex matrices;
Maxwell’s equations arise when G = U(1).

Introduce coordinates xa, a = 0, 1, 2, 3, on R4 with
metric ds2 = dx0 � dx3 � dx1 � dx2 (this is a metric of
ultrahyperbolic signature – Euclidean signature can
be obtained by choosing the coordinates to be
complex, but with (x3, �x2) the complex conjugates
of (x0, x1)). The dependent variables are the compo-
nents Aa of a connection Da = @a � Aa, where
@a = @=@xa and Aa = Aa(x

b) 2 Lie G, the Lie algebra
of G. This connection defines a method of differ-
entiating vector-valued functions s in some repre-
sentation of G. The freedom in changing bases for
the vector bundle induce the gauge transformations
Aa! g�1Aag� g�1@ag, g(x) 2 G on Aa; two connec-
tions that are related by a gauge transformation are
deemed to be the same. The self-dual Yang–Mills
equations are the condition

½D0;D2� ¼ ½D1;D3� ¼ ½D0;D3� � ½D1;D2� ¼ 0

They are the compatibility conditions

½D0 þ �D1; D2 þ �D3� ¼ 0

for the linear system of equations

ðD0 � �D1Þs ¼ ðD2 � �D3Þs ¼ 0 ½1�

where � 2 C and s is an n-component column
vector. These latter equations form a ‘‘Lax pair’’
for the system.

The Ward (1977) construction provides a one–one
correspondence between gauge equivalence classes
of solutions of the self-dual Yang–Mills equations
and holomorphic vector bundles on regions in
twistor space. The key point here is that eqn [1]
defines parallel propagation along �-planes. To each
point Z in twistor space, we can associate the vector
space EZ of solutions to eqn [1] along the
corresponding �-plane. These vector spaces vary
holomorphically with Z and that is what one means
by a holomorphic vector bundle E!PT. The
remarkable fact is that the anti-self-dual Yang–
Mills field can be reconstructed up to gauge from E,
and, in effect, for local analytic solutions, E can be
represented by freely prescribable ‘‘patching’’ data

consisting of local holomorphic matrix-valued func-
tions on twistor space. To construct the solution on
spacetime, one must first find a Birkhoff factoriza-
tion of the patching data on each Riemann sphere in
twistor space corresponding to points of the appro-
priate region in spacetime. On each Riemann sphere,
the Birkhoff factorization starts with the given
patching function with values in GL(n, C) on the
real axis in the complex plane, and expresses it as a
product of functions with values in GL(n, C) one of
which extends over the upper-half plane, and the
other over the lower-half complex plane. The anti-
self-dual connection can be obtained by differentiat-
ing the resulting matrices. See Penrose (1984, 1986),
Ward and Wells (1990), or Mason and Woodhouse
(1996) for a full discussion, and Atiyah (1979) for
the formulation appropriate to Euclidean signature.

Completely Integrable Systems

In effect, the twistor constructions amount to
providing a geometric general local solution to the
anti-self-duality equations; the twistor data is, for a
local solution, freely prescribable. In this sense, they
demonstrate complete integrability of the anti-self-
duality equations. The reconstruction of a solution
on spacetime from twistor data is not a quadrature –
it involves, in the anti-self-dual Yang–Mills case, a
Birkhoff factorization (also sometimes referred to as
the solution to a Riemann–Hilbert problem), and in
the case of the anti-self-dual Einstein equations, the
construction of a family of rational curves inside a
complex manifold. Nevertheless, such constructions
are a familiar part of the apparatus of the theory of
integrable systems.

In Ward (1985), this connection with integrable
systems was developed further, and the anti-self-
dual Yang–Mills equations were shown to yield
many important integrable systems under symmetry
reduction. Ward’s list has been extended and now
includes many of the most famous examples of
integrable systems such as the Painlevé equations,
the Korteweg–de Vries (KdV) equation, the non-
linear Schrödinger equation, the n-wave equations,
and so on, see Mason and Woodhouse (1996) for a
review. There are some notable omissions from the
list such as the Kadomtsev–Petviashvili (KP) and
Davey–Stewartson equations (at least if one restricts
oneself to finite-dimensional gauge groups; reduc-
tions using infinite dimensional gauge groups have
been obtained).

The list of integrable systems obtainable by
symmetry reduction nevertheless remains impressive
and provides a route to the classification of at least
those integrable systems that can be obtained in this
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way. Such systems can be classified by the choice of
ingredients required in the symmetry reduction: the
gauge group, the group of spacetime symmetries to
be reduced by, the choice of Euclidean or ultra-
hyperbolic signature, and the choice of certain
constants of integration that arise in the reduction.

Another implication is that if an integrable system
can be obtained from one of the self-duality
equations by symmetry reduction, then it inherits a
reduced twistor correspondence because the twistor
correspondences share the symmetry groups of the
spacetime field equations. These twistor correspon-
dences can be seen to underlie much of the theory of
these equations; for example, Backlund transforma-
tions of solutions correspond to elementary alge-
braic operations on the twistor data, similarly the
Kac–Moody Lie algebras of hidden symmetries act
locally on the twistor data by matrix multiplication
of the appropriate loop algebras. Similarly, the
inverse-scattering transform for the KdV and non-
linear Schrodinger equations can be seen to arise as
particular presentations of the twistor construction.

By and large, although twistor methods have
yielded new insight into the geometry and structure
of systems in dimensions 1 and 2, they have not
necessarily superceded pre-existing techniques for
constructing solutions and analyzing the solution
space. The systems for which twistor methods have
been particularly effective for constructing solutions
and characterizing their properties are in 2þ 1 or
higher dimension. Key examples here are of course
the anti-self-dual Yang–Mills and Einstein equations
themselves, and their single translation reductions.
In the anti-self-dual Yang–Mills case, these reduc-
tions lead either to Ward’s or Manakov and
Zakharov’s chiral model in Lorentzian signature,
2þ 1, or the Bogomolny equations for monopoles,
the reduction from Euclidean signature. In both
cases, the twistor construction has played a major
role in constructing and studying the solitonic
solutions.

See Ward and Wells (1990), Mason and Wood-
house (1996), Ward’s article in Huggett et al. (1998)
and the first few chapters of Mason et al. (1995),
and Mason et al. (2001) for more examples of
aspects of the theory of integrable systems arising
from twistor correspondences.

Applications to Geometry

These applications are, to a large extent, higher-
dimensional analogs of those discussed above; most
of the problems in geometry to which twistor theory
has been applied are those for which the underlying
differential equations are integrable. These start

with the Euclidean signature versions of the original
Ward construction for anti-self-dual Yang–Mills
fields and Penrose’s nonlinear graviton construction
for Ricci-flat anti-self-dual metrics but, as we will
discuss, these constructions have a number of
extensions and generalizations.

The first dramatic application of these construc-
tions was the ADHM construction of Yang–Mills
instantons. These are absolute minima of the Yang–
Mills action, S[A] =

R
tr(F ^ F�) on the 4-sphere, S4,

with its round metric. A simple argument shows that
the action is bounded below by the second Chern
class of the bundle and that this bound is achieved
only for anti-self-dual fields. Thus, the problem was
to characterize all the anti-self-dual Yang–Mills
fields on S4. In this Euclidean context, twistor
space, CP3, fibers over S4 and the corresponding
Ward vector bundle is a bundle over all of CP3. It
turns out that all such bundles satisfying a certain
stability condition had been constructed reasonably
explicitly by algebraic geometers. Since the stability
condition was implied by the context, this could be
turned into an algebraic construction of the general
instanton explicit enough to give some insight into
both the local and global structure of the solution
space. See Atiyah (1979) for a review.

Hitchin used the Euclidean version of the non-
linear graviton to develop the theory of gravitational
instantons that are asymptotically locally Euclidean
(i.e., asymptotically R4=�, where � is a finite
subgroup of the rotation group). These were finally
constructed by Kronheimer who again used twistor
theory to identify the appropriate parameter space,
see his article in Mason et al. (2001) and Dancer’s
review of hyper-Kähler manifolds in LeBrun and
Wang (1999).

Even in four dimensions, there are a number of
variants of the nonlinear graviton construction. The
basic twistor correspondence produces a twistor
space that is a complex 3-manifold PT for
4-manifolds with conformal structures whose Weyl
tensor is anti-self-dual. There are four natural
specializations that have attracted study: (1) the
Ricci-flat case, (2) the Einstein case (with nonzero
cosmological constant), (3) the scalar-flat Kähler
case, and (4) the hypercomplex case.

The twistor space in the Ricci-flat case admits the
additional structure of a fibration over CP1 together
with a holomorphic Poisson structure on the fibers
with values in the pullback of the 1-forms on CP1

(alternatively, the bundle of holomorphic 3-forms
should be the pullback of the square of the bundle of
holomorphic 1-forms on CP1). The Einstein case
with nonzero cosmological constant is a variant of
this in which the twistor space admits a
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nondegenerate holomorphic contact structure, that
is, a distribution of 2-plane elements, which are only
integrable when the cosmological constant vanishes.
It also admits a Kähler form when the scalar
curvature is positive (in the negative case the
corresponding Kähler form is indefinite). For the
case of Kähler metrics with vanishing scalar curva-
ture, the twistor space admits a holomorphic volume
form with a double pole. The Ricci-flat case is
equivalent to the case of hyper-Kähler metrics, those
that are Kähler with respect to three different
complex structures I, J, and K satisfying the stan-
dard quaternionic relations IJ = K, etc. A hypercom-
plex structure is obtained when one only has the
three integrable complex structures satisfying the
quaternion relations. Such manifolds admit an
underlying conformal structure that is anti-self-
dual, and the corresponding twistor space admits a
fibration to CP1.

These constructions have all played a significant
role in the general analysis of these geometric
structures, and the construction of examples. A
striking example of an application of the nonlinear
graviton construction to general properties is due to
Donaldson and Friedman who show that if two
4-manifolds admit anti-self-dual conformal struc-
tures, then their direct sum does also.

In higher dimensions, most generalizations rely on
quaternionic geometry and its reductions. The
Euclidean signature formulation of the nonlinear
graviton construction has natural extensions to
quaternionic manifolds in 4k dimensions. These are
manifolds with metric whose holonomies are con-
tained in Sp(k)� Sp(1). The latter SP(1) = SU(2)
factor leads to an associated S2 bundle whose total
space is the twistor space PT and it naturally has
the structure of a (2kþ 1)-dimensional complex
manifold.

For a series of review articles, the reader is
referred to Bailey and Baston (1990, chapters 3
and 4) and also LeBrun and Wang (1999, chapters
2, 5, 6, 10, and 14) which, despite being a book on
the distinct subject of Einstein manifolds, is strongly
influenced by twistor theory. Other applications
along these lines are summarized in Mason et al.
(2001, chapter 1).

There are a number of applications that go
beyond complete integrability. A striking application
is the twistor framework of Merkulov for studying
arbitrary geometric structures. This has led to a
classification of all possible irreducible holonomies
of torsion-free affine connections, see Merkulov’s
article in Huggett et al. (1998). Another important
area is in the field of conformal invariants in which
the local twistor connection plays a prominent role.

This is a connection that is naturally defined on any
conformal manifold being the spinor representation
of the Cartan conformal connection. An impressive
application here is the construction of conformally
invariant differential operators and other conformal
invariants. See the article by Baston and Eastwood
in Bailey and Baston (1990).

Beyond Classical Integrability:
Twistor-String Theory

Until Witten (2004), there was little indication that
twistor theory would have much useful to say about
Yang–Mills or gravitational fields that are not anti-
self-dual. Furthermore, it was problematic to incor-
porate quantum field theory into twistor ideas.
However, twistor-string theory has transformed the
situation and has furthermore had impressive appli-
cations to the field of perturbative gauge theory.

The story starts with a formulation by Nair of the
remarkable Park–Taylor formulas for the so-called
maximal helicity violating (MHV) amplitudes in
gauge theory. These are scattering amplitudes at tree
level in which helicity conservation is maximally
violated; using crossing symmetry to take all the
particles to be outgoing, these are amplitudes in
which n� 2 of the particles have helicity �1 and two
have helicity þ1. These amplitudes can be expressed
simply as follows. Let the n particles have color ti in
the Lie algebra of the gauge group and null
momenta pi with spinor decompositions pa

i = ~�A
i �

A0

i ,
i = 1, . . . , n where the �A0

i are self-dual spinors and
~�A are anti-self-dual spinors using the index notation
of Spinors and Spin Coefficients, and Twistors. Let
i = r and i = s be the two gluons of helicity þ1. Then
the coefficient of the colour term tr(t1t2 � � � tn) is

�4
Xn

i¼1

pa
i

 !
�r � �s

�n
i¼1�i � �iþ1

where �i � �j = �A0
i �jA0 denotes the standard skew-

symmetric inner product on chiral spinors and
�nþ1 = �1. A striking feature is that, except for the
delta function, it is holomorphic in the �is except at
the simple poles �i � �iþ1 = 0. Nair interprets these
poles as those associated to fermion correlators in a
current algebra on a CP1 parametrized by �. Using a
supersymmetric formulation adapted to N = 4 super
Yang–Mills, he formulated the amplitude as arising
from an integral over lines in supertwistor space
CP3j4.

Witten extends these ideas to give, at least
conjecturally, a complete theory. He proposes that
full perturbative N = 4 super Yang–Mills theory on
spacetime is equivalent to a string theory, a topological
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B model, on a supersymmetric version of twistor
space, PTs = CP3j4. This is the space obtained by
taking C4j4 with bosonic coordinates Z�,�= 0, . . . , 3
and fermionic coordinates �i, i = 1, . . . , 4 moduli the
equivalence relation (Z�, �i) � �(Z�, �i) where
� 2 C,� 6¼ 0.

The number 4 here plays two crucial but different
roles. It is the maximum number of supersymmetries
that Yang–Mills can have; it has the effect of
incorporating both the positive and negative helicity
parts of the gauge field in the same supermultiplet. It
is also the only value of N for which CP3jN is a
Calabi–Yau manifold and this is a necessary condi-
tion for the topological twisted B model to be
anomaly-free. The Calabi–Yau condition is the
condition that the manifold admit a global holo-
morphic volume form which here is

�s ¼ "��	�Z
�dZ� ^ dZ	 ^ dZ�

^ d�1 ^ d�2 ^ d�3 ^ d�4

This is invariant under (Z�, �i)! (�Z�,��i) because
d(��i) =��1d�i,� 2 C follows from the Berezinian
rule of integration

R

d
= 1 for anticommuting

variables.
Open-string topological twisted B models are

known to correspond to holomorphic Chern–Simons
theories on their target space. A holomorphic Chern–
Simons theory is a theory whose basic variable is a
d-bar operator �@A= �@ þA on a complex vector
bundle E!PT3j4, where A is a Lie algebra valued
(0, 1)-form on the target space and whose action is

S½A� ¼
Z

1

2
A �@Aþ 1

3
A3

� �
^ �s

The field equations are �@ 2
A= 0. The classical solutions

therefore consist of holomorphic vector bundles on
the target space, here CP3j4. The twistor-space
representation of the fields are obtained by expanding
A in the anticommuting variables �i to obtain

A¼ aþ �ibi þ �i�jcij þ �i�j�kdijk

þ �1�2�3�4g

and a has homogeneity zero, but because the
homogeneity of �i is of degree 1, bi has homogeneity
degree �1, and so on down to homogeneity degree
�4 for g. Via the Ward construction, the a
component corresponds to an anti-self-dual Yang–
Mills field on spacetime. The other components of A
can be seen to correspond to spacetime fields with
helicities �1=2 to þ1 that are background coupled to
the anti-self-dual Yang–Mills field.

As it stands, although this holomorphic Chern–
Simons theory gives the correct field content of
N = 4 super Yang–Mills, the couplings are only
those of an anti-self-dual sector and more couplings
are needed to obtain full N = 4 super Yang–Mills.
The remarkable fact is that these can be naturally
introduced by coupling in certain D1 instantons.
The D1 instantons are algebraic curves C in twistor
space and the coupling is via a pair of spinor fields �
and � on C with values in E and E�, respectively
with action

S½�; �;A� ¼
Z

C

� �@A�

This leads to explicit expressions for Yang–Mills
scattering amplitudes in terms of integrals of
fermion correlators over the moduli spaces of such
algebraic curves in supertwistor space. In principle,
the integral is over all algebraic curves. However,
algebraic curves have two topological invariants,
their degree denoted d and genus g. An argument
based on a classical scaling symmetry gives that
integration over just those of curves of degree d
gives the subset of processes for which

d ¼ q� 1þ l

where q is the number of outgoing particles of
helicity þ1 in the process and l is the number of
loops. It is also the case that g 	 l.

An elegant formula for the amplitudes is that for
the on-shell generating functional for tree-level
scattering amplitudes A [A], where A is the on-
shell twistor field, being the above-mentioned (0, 1)-
form. The generating functional for processes with
q = d þ 1 external fields of helicity þ1 is then

A
d½A� ¼

Z
C2M d

detð �@ þAÞjCd�

where d� is a natural measure on the moduli space
M

d of connected rational (genus 0) curves in CP3j4

of degree d. This approach has been successfully
exploited to obtain implicit algebraic formulas for
all tree-level scattering amplitudes.

In an alternative version, the curves of degree d
can be taken to be maximally disconnected, being
the union of d lines. However, in this approach, we
need to also incorporate Chern–Simons propagators
which, for tree diagrams, join the lines into a tree.
This gives a very flexible calculus for perturbative
gauge theory in which scattering processes are
obtained by gluing together MHV diagrams. It has
been argued that the two formulations are equiva-
lent. On the one hand, the Chern–Simons propaga-
tor has a simple pole when the lines meet and the
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contour integral over the moduli space can be
performed using residues in such a way as to
eliminate the Chern–Simons propagators leaving an
integral over d intersecting lines. On the other hand,
the measure on the space of connected curves has a
simple pole where the curve acquires double points
and again the contour integral can be performed in
such a way as to yield the same integral over d
intersecting lines.

It should be mentioned that Berkovits has given an
alternative version of twistor-string theory which is a
heterotic open-string theory with target supertwistor
space in which the strings are taken to have boundary
on the real slice RP3 in CP3 (this is appropriate to a
spacetime with split signature) and the D1-instanton
expansions are replaced by expansions in the funda-
mental modes of the string (this is not a topological
theory). This gives rise to the same formulas for
scattering amplitudes as Witten’s original model.

There have been many applications now of these
ideas, perhaps the most striking being the recursion
relations of Britto, Cachazo, Feng, and Witten
which give, at tree level, on-shell recurrence rela-
tions for Yang–Mills scattering amplitudes that
suggests a hitherto unsuspected underlying structure
for Yang-Mills theory.

Despite all these successes, twistor-string theory is
not thought by string theorists to be a good vehicle for
basic physics. The most serious problem is that the
closed-string sector gives rise to conformal supergravity
which is an unphysical theory. This is particularly
pernicious from the point of view of analyzing loop
diagrams as from the point of view of string theory,
loop diagrams will carry supergravity modes. From this
point of view, twistor-string theory is another duality,
like AdS-CFT etc., that gives insight into some standard
physics but is fundamentally limited.

From the point of view of a twistor theorist,
however, twistor-string theory has overcome major
obstacles to the twistor programme. Hodges has
used the BCFW recursion relations to provide all
twistor diagrams for gauge theory. In Mason (2005)
it is shown how to derive the main generating
function formulas from Yang–Mills and conformal
gravity spacetime action principles via a twistor
space actions for these theories. These twistor
actions can in the first instance be expressed purely
bosonically and distinctly and the twistor-string
generating function formulas are obtained by
expanding and re-summing the classical limit of the
path integral in a parameter that expands about the
anti-self-dual sector. This allows one to decouple the
Yang–Mills and conformal gravity modes, and
indeed to work purely bosonically – one is not tied
to super Yang–Mills. Although there is much work

to be done to extend these ideas to provide a
consistent approach to the main equations of basic
physics, obstacles that seemed insurmountable a few
years ago have been overcome.

See also: Chern–Simons Models: Rigorous Results;
Einstein Equations: Exact Solutions; General Relativity:
Overview; Instantons: Topological Aspects; Integrable
Systems and the Inverse Scattering Method; Riemann–
Hilbert Methods in Integrable Systems; Spinors and Spin
Coefficients; Twistors; Classical Groups and
Homogeneous Spaces; Quantum Mechanics:
Foundations; Several Complex Variables: Compact
Manifolds; Several Complex Variables: Basic Geometric
Theory.
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Introduction

Twistor theory initially arose from two principal
motivations: a desire for a conformally invariant
calculus for spacetime geometry and fields on
spacetime, and a desire to unify and account for
the various occurrences of complex numbers and
holomorphic functions in mathematical physics,
especially in general relativity (Penrose and
MacCallum 1973). The theory leads to a nonlocal
relation between spacetime and twistor space,
whereby a point in one is an extended object in
the other. Part of the present-day motivation of the
subject is that this nonlocal relation will be a
fruitful way to approach the quantization of
spacetime. A comparison is often invoked with
Hamiltonian mechanics, which is a formal rephras-
ing of classical mechanics that nonetheless provides
a bridge from that theory to quantum mechanics.
The hope is that the twistor theory has the right
character to provide a bridge from general relativ-
ity to quantum theory, specifically to quantum
gravity.

The principal successes of twistor theory in
mathematical physics can be characterized as
the linear Penrose transform, which provides a
solution of the zero-rest-mass free-field equations
in Minkowski space in terms of sheaf cohomology in
twistor space, and the nonlinear Penrose transform,
which provides solutions of certain nonlinear field
equations in terms of holomorphic geometry. These
are treated below, together with other applications
of twistor theory, following a brief introduction to
twistor geometry.

Very recently, there has been a resurgence of interest
in twistor theory following Witten’s introduction of
twistor string theory (Witten 2003) as a string theory
in twistor space. This is not treated here, but this
article does provide the necessary background.

Twistor Geometry

General references for this section are the books by
Penrose and Rindler (1986) and Hugget and Tod
(1994). It will be convenient to use Penrose’s
abstract index convention (Penrose and Rindler
1984, 1986), which is also used in Spinors and
Spin Coefficients. This can be used wherever vector
or tensor indices occur. Suppose that V is a (real or
complex) finite-dimensional vector space with dual
V 0. Elements of V are written va, ub, wc, . . . , where an
index a, b, c, . . . is regarded not as an integer in the
range 1 to dim V but simply as an abstract label
indicating that the object to which it is attached is a
vector. Elements of V 0 are similarly written
ua, vb, wc, . . . and elements of the tensor algebra as
ta���b

c���d according to valence, and so on. The usual
operations of tensor algebra are written in the way
that component calculations would suggest, but
without necessitating a choice of basis. The jump
to tensor fields on a manifold M is immediate. A
metric is a particular field gab and determines a Levi-
Civita connection ra which defines maps ra : vb !
rav

b and similar for other valences. The virtue of
the formalism is that, while remaining invariant, it
can harness the strength and flexibility of calcula-
tions in components.

With this understanding, twistors may first be
defined as the fundamental representation of
SU(2, 2), so that they are elements Z� of a four-
dimensional complex vector space T. T carries a
Hermitian form � of signature (þþ��) which is
made explicit below and which provides an isomorph-
ism from the complex conjugate of T to its dual. This
isomorphism is used to eliminate all appearances of
complex-conjugate twistors from the formalism and is
therefore regarded as an antilinear map to the dual.

SU(2, 2) is the double cover of O(2, 4), the rotation
group of E2,4, the six-dimensional space with flat
metric �2,4 of signature (þ���þ�),which in turn is
the double cover of C(1, 3), the conformal group of
Minkowski space M. This last group homomorphism
may be made explicit as follows (suspending the
abstract-index convention for the duration of this

Twistors 311



aside): introduce pseudo-Cartesian coordinates
xa = (x0, x1, x2, x3) on M and y� = (y0, y1, y2, y3,
y4, y5) on E2,4. The corresponding metrics are

�1;3 ¼ �abdxadxb

¼ ðdx0Þ2 � ðdx1Þ2 � ðdx2Þ2 � ðdx3Þ2 ½1�

�2;4 ¼ ���dy�dy�

¼ ðdy0Þ2 � ðdy1Þ2 � ðdy2Þ2 � ðdy3Þ2

þ ðdy4Þ2 � ðdy5Þ2 ½2�

We map M into E2,4 by

�ðxaÞ ¼ ðx0; x1; x2; x3; ð1� �Þ=2; ð1þ �Þ=2Þ ½3�

where �= �abxaxb with �ab as in [1], and it can be
checked that �(M) is the intersection of the null cone
N of the origin in E2,4 with the plane P defined by
y4 þ y5 = 1. P is in fact a null hyperplane in E2,4

and any point of N not on the null hyperplane
defined by

y4 þ y5 ¼ 0 ½4�

can be mapped along the generators of N to a
unique point of P (recall that any point on a cone
lies on a line through the vertex: these lines are the
generators). Thus, the image of M under � gives a
point on every generator of N except those satisfying
[4]. It can also be seen from [2] that the intrinsic
metric in E2,4 on the intersection of N and P is
just �1,3.

Now let PN be the projective null cone, or,
equivalently, the space of generators of N. This is a
compact manifold with topology S1 � S3, as one can
see by intersecting N with the sphere

ðy0Þ2 þ ðy1Þ2 þ ðy2Þ2 þ ðy3Þ2 þ ðy4Þ2 þ ðy5Þ2 ¼ 2

Each generator meets this sphere twice at, say, y�

and �y�, and PN is the quotient by this identifica-
tion of the two surfaces

ðy0Þ2 þ ðy4Þ2 ¼ 1 ¼ ðy1Þ2 þ ðy2Þ2 þ ðy3Þ2 þ ðy5Þ2

which define the intersection. The metric �2,4 defines
a degenerate metric on N, which, however, is
nondegenerate on any smooth cross section of N
which meets each generator once. Furthermore, the
map along the generators between any two such
cross sections is conformal. Thus, there is a
conformal metric on PN and it is conformal to
�1,3. We call PN compactified Minkowski space Mc

as it is compact and has the same conformal metric
as Minkowski space. It can be thought of as M
compactified by the addition of some points, namely

the points of PN corresponding to the generators
satisfying [4]. To interpret these, we consider the
points satisfying the similar equation y4 � y5 = 0. By
inspection of �, [3], we see that these points
correspond to the light cone of the origin in M.
Thus, Mc is obtained from M by adding a single
light cone, the light cone at infinity known as I and
read as ‘‘scri,’’ short for ‘‘script-I.’’

Now the rotation group O(2, 4) of E2,4 maps N to
itself preserving the metric and consequently maps
PN to itself, preserving the conformal metric. Thus,
O(2, 4) defines conformal transformations of Mc

and a count of dimension shows that it is locally
isomorphic to the conformal group C(1, 3). The map
is two-to-one with �I in O(2, 4) maping to I in
C(1, 3). The fact that SU(2, 2) is four-to-one homo-
morphic to C(1, 3) follows from calculations below.
It is because of this homomorphism of SU(2, 2) and
C(1, 3) that the geometry and analysis of twistors
(i.e., twistor theory) provides a formalism adapted
to conformally invariant or conformally covariant
notions in M or Mc.

A twistor may be expressed in terms of two-
component spinors of SL(2, C), the double cover of
the Lorentz group, as follows:

Z� ¼ !A; �A0
� �

½5�

where again indices are abstract, so that

T ¼ S� �S0

in terms of the spin space S and complex-conjugate
dual spin space �S0 of M. Now we can write
the action of infinitesimal elements of C(1, 3)
explicitly as

b! A ¼ �A
B!

B � iTAA0�A0 þ �!A

b�A0 ¼ ��B0

A0�B0 þ iBAA0!
A þ ��A0

½6�

where TAA0 (a real vector) defines an infinitesimal
translation, BAA0 (another real vector) defines an
infinitesimal special conformal transformation, � (a
real constant) defines a dilatation and the (real)
bivector Mab =�AB�A0B0 þ �̄A0B0�AB defines an infini-
tesimal rotation. This gives a total of 15 parameters
for the transformation, which is the correct dimen-
sion for C(1, 3).

The Hermitian form �( , ) can be written as

�ðZ;ZÞ ¼ Z� �Z� ¼ !A ��A þ �!A0�A0 ½7�

when it can be checked that the transformations [6]
leave it invariant (and that its signature is (þþ��);
this establishes that SU(2, 2) is locally isomorphic to
C(1, 3)). Equation [7] will be referred to as the norm
of a twistor.
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From [6], a twistor Z� = (!A, �A0) gives rise, under
translation by a variable xAA0, to a spinor field �A

given by

�A ¼ !A � ixAA0�A0 ½8�

Differentiating [8] and symmetrizing, we see that �A

satisfies the differential equation

rA0ðA�BÞ ¼ 0 ½9�

which is known as the twistor equation. In fact, the
general solution of [9] takes the form of [8] for
constant spinors !A and �A0 . Furthermore, the
conformal group can be shown directly to act on
solutions of [9], so that twistor theory can begin
with the study of [9] and its solutions. In this
approach, a twistor is precisely a solution of [9].

Given a spinor field �A of the form of [8], we may
seek the points of M where it vanishes. In general, there
are none, but if we consider complexified Minkowski
space CM, then �A vanishes on a two-dimensional
complex plane with the property that every tangent
vector is of the form �A�A0 for varying �A and fixed
�A0. The 2-plane is flat and totally null, in that the
(analytically extended) Minkowski metric vanishes
identically on it, and it has a self-dual (SD) tangent
bivector determined by �A0. Such a 2-plane is known as
an�-plane (reserving the term �-plane for a totally null
2-plane with anti-self-dual (ASD) tangent bivector). At
a given point p in CM, there is an �-plane for each
choice of �A0 up to scale (in other words, for each
element of the projective (primed) spin space at p)
which is a copy of the complex projective line, CP1.

The �-plane is determined by the twistor up to
scale (in that a constant complex multiple of the
field �A determines the same �-plane). Thus, we
consider the projective twistor space PT which,
since T is C4, is a copy of complex projective
3-space, CP3. This is now the space of �-planes, but
is also compact. We define complexified, compacti-
fied Minkowski space CMc as the space of all
(complex projective) lines in PT; then it is easy to
see that this includes CM as an open dense subset.
PT is the space of �-planes in CMc and two lines
meet in PT iff the corresponding points in CMc lie
on an �-plane, or, equivalently, iff they are null
separated. Thus, the conformal structure in CMc is
determined by incidence of lines in PT.

To find M and Mc in this picture, we seek �-planes
containing real points. If �A from [8] vanishes at a
real xAA0, then the contraction !A ��A must be purely
imaginary, so that, by [7], the norm of the twistor is
zero. Conversely, one calculates that �A can indeed
vanish at real points if the norm is zero, and that it
will then in fact vanish along a null geodesic with

tangent vector (proportional to) ��A�A0. Twistors with
norm zero are called null and the (five-dimensional,
real) submanifold of them in PT is PN. This is a
compactification of the space of (unscaled) null
geodesics in M by the inclusion of the 2-sphere of
null geodesics in Mc which lie on the light cone at I .
For use in the next section, we note the definition of
PTþ and PT� as the projective twistors with positive
and negative norm, respectively.

To summarize, we have found M and Mc:
(complex projective) lines in PT define points of
CMc; lines in PN define points of Mc with one such,
call it I, picked out as the vertex of the null cone I ;
lines in PN which meet I correspond to points of I ;
lines in PN which do not meet I correspond to
points in M. As for CMc, the conformal structure of
M and Mc is determined by incidence in PN. We
may now note the nonlocal correspondence men-
tioned in the introduction: points in CMc are lines in
PT and points in PT are �-planes in CMc.

It will be convenient to refer to the line in PT
associated with a point x in CMc as Lx. With this
notation, it is possible to characterize the forward or
future tube in terms of twistor space: a point x of
CM is in the forward tube iff its imaginary part is
timelike and past-pointing, and this is equivalent to
Lx lying in PT�.

The starting point for Riemannian twistor theory is
the fact that CP3 is a fibration with fiber CP1 over
S4, where the fiber above a point p can be interpreted
as the almost-complex structures at p (since this is the
same as the projective primed spin space at p). In the
picture developed above, this means that there is an
S4’s worth of lines filling out CP3, no two of which
intersect (so that there are no null vectors and the
metric is definite). The complexification of S4 with its
conformal structure is again CMc.

If a twistor has nonzero norm, say Z� �Z� = s 6¼ 0,
then it can be interpreted as a massless particle with
spin s: the momentum is pa = ��A�A0 and the
angular momentum bivector is Mab = i!(A ��B)�A

0B0 �
i�!(A0�B0)�AB. The angular momentum transforms
appropriately under translation by virtue of [6]
and the (Pauli–Lubanski) spin vector is spa, as it
should be for a massless spinning particle.

The Linear Penrose Transform:
Zero-Rest-Mass Free Fields

A zero-rest-mass free field of spin s is a symmetric
spinor field �AB...C with 2s indices which satisfies the
field equation

rA0A�AB...C ¼ 0 ½10�
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The Weyl neutrino equation, source-free Maxwell
equation, and linearized Einstein vacuum equation
are examples of zero-rest-mass free-field equations,
with spins 1/2, 1, and 2, respectively, so that these
are equations of physical interest. Conventionally,
one takes the s = 0 case to be the wave equation, and
the complex-conjugate fields  A0B0...C0 to have the
same spin but opposite helicity.

The conformal group acts on solutions of [10], so
that the equations are conformally invariant. The
equations can be solved by contour integral expres-
sions involving homogeneous functions of a twistor
variable. To be explicit, we define an operation 	x of
restriction to the line Lx for a function of a twistor
variable by the following:

	xf Z�ð Þ ¼ f ðixAA0�A0 ; �A0 Þ ½11�

Now suppose that f (Z�) is holomorphic and homo-
geneous of degree �2s� 2 in the twistor variable for
positive integer 2s, but otherwise arbitrary, and
consider the integral

 A0B0...C0 ðxÞ

¼
Z
�A0�B0 . . .�C0	xf Z�ð Þ�E0F0�E0 d�F0 ½12�

where there are 2s indices on  and the integration
is around a contour in the line Lx in PT. The choice
of homogeneity ensures that the integral is well
defined but, to obtain a nonzero answer, 	xf must
have some singularities as a function of �A0 on Lx.
The answer then automatically gives a helicity-(�s)
solution of [10], as may be checked by differentia-
tion under the integral sign.

For a helicity-s solution, we take an arbitrary
function f (Z�), holomorphic and of homogeneity
(2s� 2), and consider the integral

�AB...CðxÞ

¼
Z
	x

@

@!A

@

@!B
� � � @
@!C

f Z�ð Þ
� �

�E
0F0�E0d�F0 ½13�

where there are 2s indices on � and the integration is
again around a contour in the line Lx. As before,
one needs singularities to make the contour integral
nonzero, but again the result satisfies [10].

The correct framework in which to understand
these integrals is sheaf cohomology theory. For
[12], the functions with singularities are actually
elements of H1(Û,O(� 2s� 2)), the first cohomol-
ogy group of a region Û in PT with coefficients in
the sheaf of germs of holomorphic functions of
homogeneity �2s� 2, while the fields are elements
of H0(U,Zs), the zeroth cohomology group of the
corresponding region U of M with coefficients in

helicity-s zero-rest-mass fields (thus, Û must con-
tain the neighborhood of lines Lx for points x in U).
Similarly, [13] is interpreted cohomologically in
terms of potentials modulo a gauge. With appro-
priate conditions on Û and U (for brevity, U is said
to be elementary), these groups can be shown to be
isomorphic and this isomorphism is known as the
Penrose transform (Ward and Wells (1991)). A
particular instance of an elementary U is the
forward tube, when Û is PT�. Since the definition
of positive frequency is holomorphicity on the
forward tube, this observation geometrizes the
notion of positive frequency in terms of twistor
space.

For free fields with mass, there are generalizations
of [12] and [13] to solve the Dirac equation for
different spins. However, the integrands now
involve functions of more than one twistor variable,
subject to an equation. This equation is a counter-
part of the Klein–Gordon equation and breaks the
conformal invariance (as it must, since mass does). It
can be imposed by a projection which can in turn be
written as a contour integral over arbitrary holo-
morphic functions. It has been argued that the
appropriate description of leptons and hadrons in
twistor theory is with functions of two and three
twistor variables, respectively. Such a function has
two or three integer quantum numbers determined
by the homogeneities in different variables, and this
leads to a twistor particle classification scheme (see,
e.g., Hughston and Sheppard (1980) and Sparling
(1981)), similar in many respects to, but not
identical with, the standard classifications.

Given that free fields, massive or massless, are
determined from arbitrary twistor functions through
contour integrals, one may translate the Feynman
diagrams of a quantum field theory into contour
integrals over twistor functions. In the massless case,
the contours are compact, so that the integrals are
finite without need for renormalization. The massive
case is more complicated but essentially parallel.
This is twistor diagam theory and there is a
substantial literature on it (see, e.g., the article by
Hodges in the volume edited by Huggett et al.
(1998)). There is currently no new physical theory,
distinct from a known quantum field theory, to
generate the relevant diagrams.

The Nonlinear Penrose Transform:
Curved Twistor Spaces

The electromagnetic field, in Minkowski space say,
can be regarded as a spinor field subject to field
equations, in which case these equations can be
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solved via the Penrose transform by contour
integrals. Alternatively, it can be seen as the
curvature of a connection on a U(1) bundle over
M, which is a more active role for the field in
curving a bundle. For SD or ASD electromagnetic
fields, there are analogous active twistor construc-
tions. From an ASD electromagnetic field, one may
define a connection on the primed spin space of CM
which is flat on �-planes: if the tangents to the �-
plane are of the form �A�A0 for varying �A and with
�A0 fixed up to scale, then consider the propagation
of �A0 around the �-plane given by

�A0 rA0A � iAA0Að Þ�B0 ¼ 0 ½14�

where AA0A is a potential for the electromagnetic
field. This connection is flat provided

�A0�B0rAA0A
A
B0 ¼ 0 ½15�

and if this is to hold for all �A0 then rA(A0A
A
B0)

vanishes and the electromagnetic field, defined as
usual as the exterior derivative of the potential, is
necessarily ASD. Now the space of �-planes in CM
is projective twistor space PT, so we define a
holomorphic C� bundle T over PT by taking the
fiber above an �-plane to be choices of �A0 scaled as
in [14]. If we restrict attention to the �-planes
through a given point p of CM, then by comparing
the scalings at p we can trivialize the bundle; thus, T
is trivial on lines in PT. There is a converse to this
construction and we have: there is a one-to-one
correspondence between holomorphic C� bundles
on a region Û in PT which are trivial on lines and
ASD electromagnetic fields on the corresponding
region U of CM (for elementary U).

This construction can be extended to solve the
ASD Yang–Mills equations with holomorphic vector
bundles replacing holomorphic line bundles: with Û
and elementary U as above, there is a natural one-to-
one correspondence between ASD GL(n, C) gauge
fields on U and holomorphic rank-n vector bundles
E over Û which are trivial on Lx for every x in U.

ASD Yang–Mills fields cannot be real on M, but
using Riemannian twistor theory, one can impose
appropriate reality and globality conditions to
ensure that these ASD Yang–Mills fields are both
real and globally defined on S4. These are then
instantons. The Atiyah–Drinfeld–Hitchin–Manin
(ADHM) construction of instantons (Atiyah et al.
1978) proceeds via construction of the correspond-
ing holomorphic vector bundles over twistor space.

The construction of ASD Yang–Mills fields is
also the starting point for the twistor theory of
integrable systems (Mason and Woodhouse 1996),
following the observation that many of the known

completely integrable partial differential equations
(PDEs) (including the sine-Gordon, Korteweg–de
Vries (KdV) and nonlinear Schrödinger equations)
are reductions of the ASD Yang–Mills equations.
Solutions of these other integrable systems can be
given in terms of a geometrical construction,
usually of some structure in holomorphic geometry.

The other major active twistor construction,
which historically preceded the Yang–Mills one, is
Penrose’s nonlinear graviton (Penrose 1976), which
solves the ASD Einstein vacuum equations. For this,
one starts from a complex, four-dimensional mani-
fold M with holomorphic metric, vanishing Ricci
curvature and ASD Weyl tensor. These conditions
on the curvature are necessary and sufficient to
allow the existence of �-surfaces, which generalize
�-planes. They are two-dimensional totally null
(complex) surfaces with SD tangent bivector, one
for each choice of (null) SD bivector, or, equiva-
lently, for each choice of primed spinor, at each
point.

The space of �-surfaces is a three-dimensional
complex manifold, the curved twistor space PT .
This is curved inasmuch as it is not now (part of)
CP3, but it still contains complex projective lines:
given a point p inM there is an �-surface through p
for every primed spinor at p up to scale; these �-
surfaces make up a projective line Lp in PT . The
conditions on the curvature are equivalent to the
statement that the Levi-Civita connection is flat on
primed spinors, so that there exist constant primed
spinors in M, and the tangent bivector to an �-
surface can be taken to be constant, without loss of
generality. The map associating a constant primed
spinor with each �-surface defines a projection �
from PT to CP1, so that PT is a fibration over
CP1. The lines Lp define a four-parameter family of
sections of this fibration.

To define the metric of M from PT , one needs
the notion of normal bundle: the normal bundle of a
submanifold Y in a manifold X is N = TXjY=TY in
terms of the tangent bundles TX and TY. The
normal bundle N p of a particular section Lp is the
same in PT as it was in PT, namely H �H, where
H is the hyperplane-section line bundle over CP1

(Ward and Wells 1991). A section SV of N p

corresponds to a vector V in TpM (think of it as
an infinitesimally neighboring point in M) and V is
defined to be null iff SV has a zero. Because of the
nature of N , this defines a quadratic conformal
metric, which, furthermore, agrees with the con-
formal metric onM and generalizes the definition of
conformal metric for CMc in terms of incidence in
PT. To define the actual metric, as opposed to just
the conformal metric, one has a covariant-constant
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choice of �A
0B0 inM which defines an � on the base of

the fibration, and a Poisson structure on the fibers 

of the projection. The definition of 
 is more intricate,
but the two structures enable the metric of M to be
recovered from PT . Penrose (1976) and Huggett and
Tod (1994) provide more details.

Now the metric and curvature properties of M
are coded into holomorphic properties of PT
together with � and 
. These properties characterize
M: subject to topological conditions onM, there is
a one-to-one correspondence between holomorphic
solutions M of the Einstein vacuum equations with
ASD Weyl tensor and three-dimensional complex
manifolds PT fibered over CP1, with a four-
parameter of sections, each with normal bundle
H �H, and the forms � and 
 as above.

In fact, one only needs to assume the existence of
one section with the correct normal bundle and the
full four-parameter family will automatically exist,
at least near to the initial one. Penrose (1976)
showed how curved twistor spaces with the neces-
sary structures could be obtained by deforming the
neighborhood of a line in the ‘‘flat’’ twistor space
PT. The Kodaira–Spencer theory of complex defor-
mations ensures that the necessary lines continue to
exist under this deformation.

The original nonlinear graviton construction has
been extended in various ways including the follow-
ing: to allow the possibility of a cosmological
constant (Ward and Wells 1991); to produce real,
Riemannian solutions (Hitchin 1995); to solve other
but related field equations (e.g., those for hyper-
complex metrics, scalar-flat Kahler metrics or
Einstein–Weyl structures).

The search for a twistor construction of the
SD Einstein equations (distinct from a construction
in terms of dual twistors, which is, of course,
provided by deforming dual twistor space) is an
active area of research. This and other applications of
twistor theory, including a quasilocal definition of
mass in general relativity, the classification of affine
holonomies and the construction of four-dimensional
conformal field theories, may be found in the
literature cited in the ‘‘Further readi ng’’ section.

See also: Classical Groups and Homogeneous Spaces;
Clifford Algebras and Their Representations; Integrable

Systems: Overview; Quantum Field Theory: A Brief
Introduction; Quantum Mechanics: Foundations;
Relativistic Wave Equations Including Higher Spin Fields;
Riemann–Hilbert Problem; Spinors and Spin Coefficients;
Twistor Theory: Some Applications.
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Introduction

For the last twenty years or so, two-dimensional
(2D) conformal field theories have played an
important role in different areas of modern theo-
retical physics. One of the main applications of
conformal field theory has been in string theory (see
Compactification of Superstring Theory), where the
excitations of the string are described, from the
point of view of the world sheet, by a 2D conformal
field theory. Conformal field theories have also been
studied in the context of statistical physics, since the
critical points of second-order phase transition are
typically described by a conformal field theory.
Finally, conformal field theories are interesting
solvable toy models of genuinely interacting quan-
tum field theories.

From an abstract point of view, conformal field
theories are (Euclidean) quantum field theories
that are characterized by the property that their
symmetry group contains, in addition to the
Euclidean symmetries, local conformal transforma-
tions, that is, transformations that preserve angles
but not necessarily lengths. The local conformal
symmetry is of special importance in two dimen-
sions since the corresponding symmetry algebra is
infinite dimensional in this case. As a consequence,
2D conformal field theories have an infinite
number of conserved quantities, and are essentially
solvable by symmetry considerations alone. The
mathematical formulation of these symmetries has
led to the concept of a vertex operator algebra,
which has become a new branch of mathematics in
its own right. In particular, it has played a major
role in the explanation of ‘‘monstrous moonshine’’
for which Richard Borcherds received the Fields
medal in 1998.

In the following, we want to explain the main
features of conformal field theory using an algebraic
approach that will naturally lead to the concept of a
vertex operator algebra. There are other approaches
to the subject, most notably the formulation,
pioneered by Segal, of conformal field theory as a
functor from the category of Riemann surfaces to
the category of vector spaces. Due to limitations of
space, however, we will not be able to discuss any of
these other approaches here.

The Conformal Symmetry Group

The conformal symmetry group of the n-dimen-
sional Euclidean space Rn consists of the (locally
defined) transformations that preserve angles but
not necessarily lengths. The transformations that
preserve angles as well as lengths are the well-
known translations and rotations. The conformal
group contains (in any dimension) in addition the
dilatations or scale transformations

x� 7! ~x�¼�x� ½1�

where � 2 R and x� 2 Rn, as well as the so-called
special conformal transformations,

x� 7! ~x�¼ x�þ x2a�

1þ 2ðx � aÞþ x2a2
½2�

where a� 2Rn and x2 = x�x�. (Note that this last
transformation is only defined for x� 6¼ �a�=a2.)

If the dimension n of the space Rn is larger than 2,
one can show that the full conformal group is
generated by these transformations. For n = 2,
however, the group of (locally defined) conformal
transformations is much larger. To see this, it is
convenient to introduce complex coordinates for
(x, y) 2 R2 by defining z = xþ iy and �z = x� iy.
Then any (locally) analytic function f (z) defines a
conformal transformation by z 7! f (z), since analytic
maps preserve angles. (Incidentally, the same also
applies to z 7! f (z), but this would reverse the
orientation.) Clearly, the group of such transforma-
tions is infinite dimensional; this is a special feature
of two dimensions.

In this complex notation, the transformations that
are generated by translations, rotations, dilatations,
and special conformal transformations simply gen-
erate the Möbius group of automorphisms of the
Riemann sphere

z 7! f ðzÞ ¼ azþ b

czþ d
½3�

where a, b, c, d are complex constants with
ad � bc 6¼ 0; since rescaling a, b, c, d by a common
complex number does not modify [3], the Möbius
group is isomorphic to SL(2, C)=Z2. In addition to
these transformations (that are globally defined on the
Riemann sphere), we have an infinite set of infinitesi-
mal transformations generated by Ln : z 7! zþ �znþ1

for all n 2 Z. The generators L �1 and L0 generate the
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subgroup of Möbius transformations, and their com-
mutation relations are simply

½Lm;Ln� ¼ ðm� nÞLmþn ½4�

In fact, [4] describes also the commutation relations
of all generators Ln with n 2 Z: this is the Lie
algebra of (locally defined) 2D conformal transfor-
mations – it is called the Witt algebra.

The General Structure of Conformal
Field Theory

A 2D conformal field theory is determined (like any
other field theory) by its space of states and the
collection of its correlation functions (vacuum
expectation values). The space of states is a vector
space H (which, in many interesting examples, is a
Hilbert space), and the correlation functions are
defined for collections of vectors in some dense
subspace of H. These correlation functions are
defined on a 2D (Euclidean) space. We shall mainly
be interested in the case where the underlying 2D
space is a closed compact surface; the other
important case concerning surfaces with boundaries
(whose analysis was pioneered by Cardy) will be
reviewed elsewhere (see the article Boundary Con-
formal Field Theory). The closed surfaces are
classified (topologically) by their genus g, which
counts the number of handles; the simplest such
surface which we shall mainly consider is the sphere
with g = 0, the surface with g = 1 is the torus, etc.

One of the special features of conformal field
theory is the fact that the theory is naturally defined
on a Riemann surface (or complex curve), that is, on
a surface that possesses suitable complex coordi-
nates. In the case of the sphere, the complex
coordinates can be taken to be those of the complex
plane that cover the sphere except for the point at
infinity; complex coordinates around infinity are
defined by means of the coordinate function
�(z) = 1=z that maps a neighborhood of infinity to
a neighborhood of zero. With this choice of complex
coordinates, the sphere is usually referred to as the
Riemann sphere, and this choice of complex
coordinates is, up to Möbius transformations,
unique. The correlation functions of a conformal
field theory that is defined on the sphere are thus of
the form

h0jVð 1; z1;�z1Þ � � �Vð n; zn;�znÞj0i ½5�

where V( , z, �z) is the field that is associated to the
state  , and zi and �zi are complex conjugates of one
another. Here j0i denotes the SL(2, C)=Z2-invariant
vacuum. The usual locality assumption of a 2D

(bosonic) Euclidean quantum field theory implies
that these correlation functions are independent of
the order in which the fields appear in [5].

It is conventional to think of z = 0 as describing
‘‘past infinity,’’ and z =1 as ‘‘future infinity’’; this
defines a time direction in the Euclidean field theory
and thus a quantization scheme (radial quantiza-
tion). Furthermore, we identify the space of states
with the space of ‘‘incoming’’ states; thus, the state  
is simply

 ¼ Vð ; 0; 0Þj0i ½6�

We can think of zi and �zi in [5] as independent
variables, that is, we may relax the constraint that �zi

is the complex conjugate of zi. Then we have two
commuting actions of the conformal group on these
correlations functions: the infinitesimal action on
the zi variables is described (as before) by the Ln

generators, while the generators for the action on
the �zi variables are �Ln. In a conformal field theory,
the space of states H thus carries two commuting
actions of the Witt algebra. The generator L0 þ �L0

can be identified with the time-translation operator,
and thus describes the energy operator. The space of
states of the physical theory should have a bounded
energy spectrum, and it is thus natural to assume
that the spectrum of both L0 and �L0 is bounded
from below; representations with this property are
usually called positive-energy representations. It is
relatively easy to see that the Witt algebra does not
have any unitary positive-energy representations
except for the trivial representation. However, as is
common in many instances in quantum theory, it
possesses many interesting projective representa-
tions. These projective representations are conven-
tional representations of the central extension of the
Witt algebra

½Lm;Ln� ¼ ðm� nÞLmþn þ
c

12
mðm2� 1Þ�m;�n ½7�

which is the famous Virasoro algebra. Here c is a
central element that commutes with all Lm; it is
called the central charge (or conformal anomaly).

Given the actions of the two Virasoro algebras
(that are generated by Ln and �Ln), one can
decompose the space of states H into irreducible
representations as

H ¼
M

ij

MijHi � �Hj ½8�

where Hi( �Hj) denotes the irreducible representations
of the algebra of Ln(�Ln), and Mij 2 N0 describe the
multiplicities with which these combinations of
representations occur. (We are assuming here that
the space of states is completely reducible with
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respect to the action of the two Virasoro algebras;
examples where this is not the case are the so-called
logarithmic conformal field theories.) The positive-
energy representations of the Virasoro algebra are
characterized by the value of the central charge, as
well as the lowest eigenvalue of L0; the state  
whose L0 eigenvalue is smallest is called the highest-
weight state, and its eigenvalue L0 = h is the
conformal weight. The conformal weight determines
the conformal transformation properties of  : under
the conformal transformation z 7! f (z), �z 7! �f (�z), we
have

Vð ; z;�zÞ

7! f 0ðzÞð Þh �f 0ð�zÞ
� ��h

Vð ; f ðzÞ; �f ð�zÞÞ ½9�

where L0 = h and �L0 = �h . The corresponding
field V( ; z, �z) is then called a primary field; if [9]
only holds for the Möbius transformations [3], the
field is called quasiprimary.

Since Lm with m > 0 lowers the conformal weight
of a state (see [7]), the highest-weight state  is
necessarily annihilated by all Lm (and �Lm) with m > 0.
However, in general the Lm (and �Lm) with m < 0
do not annihilate  ; they generate the descendants
of  that lie in the same representation. Their
conformal transformation property is more compli-
cated, but can be deduced from that of the primary
state [9], as well as the commutation relations of
the Virasoro algebra.

The Möbius symmetry (whose generators annihi-
late the vacuum) determines the 1-, 2- and 3-point
functions of quasiprimary fields up to numerical
constants: the 1-point function vanishes, unless
h = �h = 0, in which case h0jV( ; z, �z)j0i= C, inde-
pendent of z and �z. The 2-point function of  1 and
 2 vanishes unless h1 = h2 and �h1 = �h2; if the
conformal weights agree, it takes the form

h0jVð 1; z1;�z1ÞVð 2; z2;�z2Þj0i

¼ Cðz1 � z2Þ�2hð�z1 � �z2Þ�2�h ½10�

Finally, the structure of the 3-point function of three
quasiprimary fields  1, 2, and  3 is

h0jVð 1; z1;�z1ÞVð 2; z2;�z2ÞVð 3; z3;�z3Þj0i

¼ C
Y
i<j

ðzi � zjÞðhk�hi�hjÞð�zi � �zjÞð
�hk��hi��hjÞ ½11�

where for each pair i < j, k labels the third field, that
is, k 6¼ i and k 6¼ j. The Möbius symmetry also
restricts the higher correlation function of quasi-
primary fields: the 4-point function is determined up
to an (undetermined) function of the Möbius
invariant cross-ratio, and similar statements also

hold for n-point functions with n � 5. The full
Virasoro symmetry must then be used to restrict
these functions further; however, since the genera-
tors Ln with n � �2 do not annihilate the vacuum
j0i, the Virasoro symmetry leads to Ward identities
that cannot be easily evaluated in general. (In typical
examples, the Ward identities give rise to differential
equations that must be obeyed by the correlation
functions.)

Chiral Fields and Vertex Operator
Algebras

The decomposition [8] usually contains a special
class of states that transform as the vacuum state
with respect to �Lm; these states are the so-called
chiral states. (Similarly, the states that transform as
the vacuum state with respect to Lm are the
antichiral states.) Given the transformation proper-
ties described above, it is not difficult to see that the
corresponding chiral fields V( ; z, �z) only depend on
z in any correlation function, that is V( ; z, �z) 	
V( , z). (Similarly, the antichiral fields only depend
on �z.) The chiral fields always contain the field
corresponding to the state L�2 j0i, that describes a
specific component of the stress–energy tensor.

In conformal field theory, the product of two
fields can be expressed again in terms of the fields of
the theory. The conformal symmetry restricts the
structure of this operator product expansion:

Vð 1; z1;�z1ÞVð 2; z2;�z2Þ

¼
X

i

ðz1 � z2Þ�i ð�z1 � �z2Þ
��i

X
r;s�0

Vð�i
r;s; z2;�z2Þðz1 � z2Þrð�z1 � �z2Þs ½12�

where �i and ��i are real numbers, and r, s 2 N0.
(Here i labels the conformal representations that
appear in the operator-product expansion, while r
and s label the different descendants.) The actual
form of this expansion (in particular, representations
that appear) can be read off from the correlation
functions of the theory since the identity [12] has to
hold in all correlation functions.

Given that the chiral fields only depend on z in all
correlation functions, it is then clear that the
operator-product expansion of two chiral fields
again only contains chiral fields. Thus, the subspace
of chiral fields closes under the operator-product
expansion, and therefore defines a consistent (sub)-
theory by itself. This subtheory is sometimes referred
to as a meromorphic conformal field theory (Goddard
1989). (Obviously, the same also applies to the
subtheory of antichiral fields.) The operator-product
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expansion defines a product on the space of mero-
morphic fields. This product involves the complex
parameters zi in a nontrivial way, and therefore does
not directly define an algebra structure; it is, however,
very similar to an algebra, and is therefore usually
called a vertex operator algebra in the mathematical
literature. The formal definition involves formal
power series calculus and is quite complicated; details
can be found in (Frenkel–Lepowski–Meurman 1988).

By virtue of its definition as an identity that holds
in arbitrary correlation functions, the operator-
product expansion is associative, that is,

Vð 1; z1;�z1ÞVð 2; z2;�z2Þð ÞVð 3; z3;�z3Þ
¼ Vð 1; z1;�z1Þ Vð 2; z2;�z2ÞVð 3; z3;�z3Þð Þ ½13�

where the brackets indicate which operator-product
expansion is evaluated first. If we consider the case
where both  1 and  2 are meromorphic fields, then
the associativity of the operator-product expansion
implies that the states in H form a representation of
the vertex operator algebra. The same also holds for
the vertex operator algebra associated to the anti-
chiral fields. Thus the meromorphic fields encode in
a sense the symmetries of the underlying theory: this
symmetry always contains the conformal symmetry
(since L�2 j 0i is always a chiral field, and �L�2 j 0i
always an antichiral field). In general, however, the
symmetry may be larger. In order to take full
advantage of this symmetry, it is then useful to
decompose the full space of states H not just with
respect to the two Virasoro algebras, but rather with
respect to the two vertex operator algebras; the
structure is again the same as in [8], where,
however, each Hi and �Hj is now an irreducible
representation of the chiral and antichiral vertex
operator algebra, respectively.

Rational Theories and Zhu’s Algebra

Of particular interest are the rational conformal
field theories that are characterized by the property
that the corresponding vertex operator algebras only
possess finitely many irreducible representations.
(The name ‘‘rational’’ stems from the fact that the
conformal weights and the central charge of these
theories are rational numbers.) The simplest exam-
ple of such rational theories are the so-called
minimal models, for which the vertex operator
algebra describes just the conformal symmetry:
these models exist for a certain discrete set of
central charges c < 1 and were first studied by
Belavin, Polyakov, and Zamolodchikov in 1984.
(Their paper is contained in the reprint volume of
Goddard and Olive (1988).) It was this seminal

paper that started many of the modern develop-
ments in conformal field theory. Another important
class of examples are the Wess–Zumino–Witten
(WZW) models that describe the world-sheet theory
of strings moving on a compact Lie group. The
relevant vertex operator algebra is then generated by
the loop group symmetries. There is some evidence
that all rational conformal field theories can be
obtained from the WZW models by means of two
standard constructions, namely by considering
cosets and taking orbifolds; thus rational conformal
field theory seems to have something of the flavor of
(reductive) Lie theory.

Rational theories may be characterized in terms of
Zhu’s algebra that can be defined as follows. The
chiral fields V( , z) that only depend on z must by
themselves define local operators; they can therefore
be expanded in a Laurent expansion as

Vð ; zÞ¼
X
n2Z

Vnð Þ z�n�h ½14�

where h is the conformal weight of the state  . For
example, for the case of the holomorphic compo-
nent of the stress–energy tensor one finds

TðzÞ ¼
X
n2Z

Lnz�n�2 ½15�

where the Ln are the Virasoro generators. By the
state/field correspondence [6], it then follows that

Vnð Þj0i¼ 0 for n > �h ½16�

and that

V�hð Þj0i¼ ½17�

(For an example of the above component of the
stress–energy tensor, [16] implies that L�1j0i=
L0 j0i= Lnj0i= 0 for n � 0 – thus the vacuum is in
particular SL(2, C)=Z2 invariant. Furthermore, [17]
shows that L�2 j 0i is the state corresponding to this
component of the stress–energy tensor.) We denote
by H0 the space of states that can be generated by
the action of the modes Vn( ) from the vacuum j0i.
On H0 we consider the subspace O(H0) that is
spanned by the states of the form

VðNÞð Þ�; N > 0 ½18�

where V(N)( ) is defined by

VðNÞð Þ ¼
Xh

n¼0

h
n

� �
V�n�Nð Þ ½19�

and h is the conformal weight of  . Zhu’s algebra is
then the quotient space

A ¼ H0=OðH0Þ ½20�
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It actually forms an associative algebra, where the
algebra structure is defined by

 ? � ¼ Vð0Þð Þ� ½21�

This algebra structure can be identified with the
action of the ‘‘zero-mode algebra’’ on an arbitrary
highest-weight state.

Zhu’s algebra captures much of the structure of
the (chiral) conformal field theory: in particular, it
was shown by Zhu in 1996 that the irreducible
representations of A are in one-to-one correspon-
dence with the representations of the full vertex
operator algebra. A conformal field theory is thus
rational (in the above, physicists’, sense) if Zhu’s
algebra is finite dimensional. (In the mathematics
literature, a vertex operator algebra is usually called
rational if in addition every positive-energy repre-
sentation is completely reducible. It has been
conjectured that this is equivalent to the condition
that Zhu’s algebra is semisimple.)

In practice, the determination of Zhu’s algebra is
quite complicated, and it is therefore useful to
obtain more easily testable conditions for rational-
ity. One of these is the so-called C2 condition of
Zhu: a vertex operator algebra is C2-cofinite if the
quotient space H0=O2(H0) is finite dimensional,
where O2(H0) is spanned by the vectors of the form

V�n�hð Þ�; n � 1 ½22�

It is easy to show that the C2-cofiniteness condition
implies that Zhu’s algebra is finite dimensional.
Gaberdiel and Neitzke have shown that every
C2-cofinite vertex operator algebra has a simple
spanning set; this observation can, for example, be
used to prove that all the fusion rules (see below) of
such a theory are finite.

Fusion Rules and Verlinde’s Formula

As explained above, the correlation function of three
primary fields is determined up to an overall
constant. One important question is whether or not
this constant actually vanishes since this determines
the possible ‘‘couplings’’ of the theory. This infor-
mation is encoded in the so-called fusion rules of the
theory. More precisely, the fusion rules Nij

k 2 N0

determine the multiplicity with which the represen-
tation of the vertex operator algebra labeled by k
appears in the operator-product expansion of the
two representations labeled by i and j.

In 1988, Verlinde found a remarkable relation
between the fusion rules of a vertex operator
algebra and the modular transformation properties
of its characters. To each irreducible representation

Hi of a vertex operator algebra, one can define the
character

�ið	Þ¼ trHi qL0�ðc=24Þ
� �

; q¼ e2
i	 ½23�

For rational vertex operator algebras (in the math-
ematical sense) these characters transform under the
modular transformation 	 7! �1=	 as

�ð�1=	Þ¼
X

j

Sij�jð	Þ ½24�

where Sij are constant matrices. Verlinde’s formula
then states that, at least for unitary theories,

Nij
k¼

X
l

Sil Sjl S
kl

S0l
½25�

where the ‘‘0’’ label denotes the vacuum representa-
tion. A general argument for this formula has been
given by Moore and Seiberg in 1989; very recently,
this has been made more precise by Huang.

Modular Invariance and the Conformal
Bootstrap

Up to now, we have only considered conformal field
theories on the sphere. In order for the theory to be
well defined also on higher-genus surfaces, it is
believed that the only additional requirement comes
from the consistency of the torus amplitudes. In
particular, the vacuum torus amplitude must only
depend on the equivalence class of tori that is
described by the modular parameter 	 2 H, up to
the discrete identifications that are generated by the
usual action of the modular group SL(2, Z) on the
upper half-plane H. For the theory with decomposi-
tion [8] this requires that the function

Zð	; �	Þ¼
X

ij

Mij�ið	Þ�jð�	Þ ½26�

is invariant under the action of SL(2, Z). This is a
very powerful constraint on the multiplicity matrices
Mij that has been analyzed for various vertex
operator algebras. For example, Cappelli, Itzykson,
and Zuber have shown that the modular invariant
WZW models corresponding to the group SU(2)
have an A–D–E classification. The case of SU(3) was
solved by Gannon, using the Galois symmetries of
these rational conformal field theories.

The condition of modular invariance is relatively
easily testable, but it does not, by itself, guarantee that
a given space of states H comes from a consistent
conformal field theory. In order to construct a
consistent conformal field theory, one needs to solve
the conformal bootstrap, that is, one has to determine
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all the normalization constants of the correlators so
that the resulting set of correlators is local and
factorizes appropriately into 3-point correlators
(crossing symmetry). This is typically a difficult
problem which has only been solved explicitly for
rather few theories, for example, the minimal models.
Recently, it has been noticed that the conformal
bootstrap can be more easily solved for the corre-
sponding boundary conformal field theory. Further-
more, Fuchs, Runkel, and Schweigert have shown that
any solution of the boundary problem induces an
associated solution for conformal field theory on
surfaces without boundary. This construction relies
heavily on the relation between 2D conformal field
theory and 3D topological field theory (Turaev 1994).

See also: Boundary Conformal Field Theory;
Compactification of Superstring Theory; Current Algebra;
Knot Theory and Physics; String Field Theory;
Superstring Theories; Symmetries in Quantum Field
Theory of Lower Spacetime Dimensions.
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Introduction

The Ising model is a model of a classical ferro-
magnet on a lattice first introduced in 1925 in the
one-dimensional case by E Ising. At each lattice site
there is a ‘‘spin’’ variable �, which takes on the
values þ1 (spin up) and �1 (spin down). The mutual
interaction energy of the pair of spins �� and ��0 ,
where � and �0 are nearest neighbors, is �E(�,�0) if
�� = ��0 and is E(�,�0) if �� =���0 . In addition, the
spins can interact with an external magnetic field as
�H��. On a square lattice, where j specifies the row
and k specifies the column, the interaction energy
for the homogeneous case where Ev(�,�0) and
Eh(�,�0) are independent of the position �,�0 may
be explicitly written as

EðHÞ ¼ �
X
j;k

½Eh�j;k�j;kþ1 þ Ev�j;k�jþ1;k þH�j;k� ½1�

This very simple model [1] has the remarkable
property that in two dimensions at H = 0 many
properties of physical interest can be computed
exactly. Furthermore, the model has a ferromagnetic
phase transition at a critical temperature Tc, at
which the specific heat diverges and the magnetic
susceptibility diverges to infinity and below which
there is a nonzero spontaneous magnetization. In
addition, the microscopic correlations between spins
can also be exactly computed. These exact calcula-
tions are the basis of the modern theory of second-
order phase transitions used to analyze real ferro-
magnets and real fluids near their critical points in
both two and three dimensions. The model may also
be interpreted as a lattice gauge theory.

Solvability

The solvability of the Ising model at H = 0 was
discovered by Onsager in 1944 in one of the most
profound and inventive papers ever written in
mathematical physics. Onsager discovered that the
model possesses an infinite-dimensional symmetry,
which allowed him to exactly compute the free
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energy per site. This symmetry is generated by the
relations

½Al;Am� ¼ 4Gl�m

½Gl;Am� ¼ 2Amþl � 2Am�l

½Gl;Gm� ¼ 0

½2�

This algebra of Onsager is a subalgebra of what is
now called the loop algebra of the Lie algebra Sl2
and it is the first infinite-dimensional algebra to be
used in physics.

In the 60 years since Onsager first computed the
free energy, several other methods of exact solution
have been found. In 1949, Kaufman reduced the
computation of the free energy to a problem of free
fermions. A closely related combinatorial method
was invented by Kac and Ward, Hurst and Green,
and by Kastelyn. Baxter (1982) has computed the
free energy by means of star triangle equations and
functional equations in his book.

The fermionic and the combinatorial methods are
powerful enough to compute the correlation func-
tions but are not generalizable to other models. The
functional equation methods of Baxter generalize to
many other important models but they do not give
correlation functions. There are still aspects of
Onsager’s method that remain unexplored.

The free energy per site in the thermodynamic
limit is defined as

F ¼ �kBT lim
N!1

N�1
ln ZIðHÞ ½3�

where N is the total number of sites of the lattice
and the partition function ZI(H) is defined as

ZIðHÞ ¼
X

all �¼�1

eEðHÞ=kBT ½4�

with the sum being over all values �j, k =�1 and kB

is Boltzmann’s constant. The result of Onsager is
that, at H = 0,

F=kBT ¼ ln 2þ 1

8�2

Z 2�

0

d�1

Z 2�

0

d�2 ln
h

cosh 2Eh=kBT

� cosh 2Ev=kBT� sinh 2Eh=kBT cos �1

� sinh 2Ev=kBT cos �2

i
½5�

This free energy has a singularity at a temperature
Tc defined from

sinhð2Ev=kBTcÞ sinhð2Eh=kBTcÞ ¼ 1 ½6�

and near Tc the specific heat diverges as

c �� 2

kBT2�
E2

h sinh2 2Ev=kBTc þ 2EvEh

�
þE2

v sinh2 2Eh=kBTc

�
ln j1� T=Tcj ½7�

The next property to be computed was the
spontaneous magnetization, which is usually
defined as

M� ¼ lim
H!0þ

MðHÞ ½8�

However, because solution is only available at
H = 0, this definition cannot be used and instead
M� is computed from an alternative definition in
terms of the spin–spin correlation function

<�0;0�M;N>¼
1

ZIð0Þ
X
�¼�1

�0;0�M;Ne�Eð0Þ=kBT ½9�

as

M2
� ¼ lim

M2þN2!1
<�0;0�M:N> ½10�

The result for M�, first announced by Onsager in
1949, is

M� ¼ ð1� k2Þ1=8 for T � Tc

0 for T > Tc

�
½11�

where

k ¼ ðsinh 2Ev=kBT sinh 2Eh=kBTÞ�1 ½12�

A key point in the computation of the magnetiza-
tion [11] from [9] is that the spin–spin correlation
function can be written as a determinant. In fact,
there are many such different, but equal, determi-
nental representations and the size of the smallest
one in general is 2(jMj þ jNj). The simplest case is
the diagonal correlation

<�0;0�N;N>¼

a0 a�1 a�2 � � � a1�N

a1 a0 a�1 � � � a2�N

a2 a1 a0 � � � a3�N

..

. ..
. ..

.
� � � ..

.

aN�1 aN�2 aN�3 � � � a0

������������

������������
½13�

where

an ¼
1

2�

Z �

��
d�e�in� 1� ke�i�

1� kei�

� �1=2

½14�

Determinants of the form [13], where the elements
on each diagonal are equal, are called Toeplitz.

The study of the spin–spin correlations of the
Ising model provides a microscopic picture of the
behavior of the ferromagnet near the phase transition
temperature Tc, and an entire branch of mathematics
has developed from the study of the behavior of
Toeplitz determinants when the size is large. The first
such mathematical advance was the discovery by
Szegö of a general formula for the limit as N!1,
from which the magnetization [11] is computed.
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The simplest result for the approach to this N!1
limit is the behavior of the diagonal correlation at
T = Tc(k = 1), where [13] exactly reduces to

<�0;0�N;N>¼
2

�

� 	N YN�1

l¼1

1� 1

4l2

� �l�N

½15�

which behaves as N !1 as

<�0;0�N;N>� AN�1=4 ½16�

where A � 0.6450 � � � is a transcendental constant.
Further results for large N and T fixed are for
T < Tc(k < 1),

<�0;0�N;N>�M�
2 1þ 2k2ðNþ1Þ

�N2ðk�2� 1Þ2
þ � � �

( )
½17�

and for T > Tc(k> 1),

<�0;0�N;N>�
k�N

ð�NÞ1=2ð1� k�2Þ1=4
þ � � � ½18�

By comparing [16] with [17] and [18], we see that
at T = Tc the correlations decay algebraically but for
T 6¼ Tc the decay is exponential. It is useful to write
the exponential in [17] for T < Tc as

k�N ¼ e�N=�� with ��1 ¼ � ln k ½19�

and in [18] for T > Tc as

kN¼ e�N=�þ with ��1 ¼ ln k ½20�

The quantity � is called the correlation length and as
T ! Tc the correlation length diverges as

�� � j1� kj�1¼ const: jT � Tcj�1 ½21�

A more profound property of the correlations is
that they satisfy differential and difference equa-
tions. It was found by Jimbo and Miwa (1980) that
the diagonal correlation function satisfies the non-
linear differential equation related to the sixth
Painlevé function

tðt � 1Þ d
2�

dt2

 !2

¼ N2 ðt � 1Þ d�
dt
� �

� 	2

� 4
d�

dt
ðt � 1Þ d�

dt
� �� 1

4

� 	
t
d�

dt
� �

� 	
½22�

where for T < Tc we set t = k�2 and

�NðtÞ ¼ tðt � 1Þ d

dt
ln <�0;0�N;N> �

1

4
½23�

and for T > Tc we set t = k2 and

�NðtÞ ¼ tðt � 1Þ d

dt
ln <�0;0�N;N> �

t

4
½24�

Furthermore it was found by McCoy et al. (1981)
that for a given temperature the general two spin
correlation function and all multipoint correlations
satisfy quadratic nonlinear partial difference equa-
tions in the locations of the spins.

Scaling Theory

It is evident that the results [17] and [18] do not
reduce to [16] when k! 1. Therefore, in order to
uniformly characterize the behavior of the correla-
tion function in the critical region near Tc, it is
necessary to introduce what is called the scaling
function. This uniform expansion is obtained by
introducing a scaled length defined as

r ¼ N=� ½25�

and considering the joint (scaling limit) where

N!1 and T!1 with r fixed ½26�

We define the scaled correlation function as

G�ðrÞ ¼ lim
scaling

M�2
� <�0;0�N;N> ½27�

where the subscript � means that the limit is taken
from T > Tc or T < Tc, respectively, M� is the
spontaneous magnetization [11] and

Mþ ¼ ðk�2 � 1Þ1=8 ½28�

This concept of the scaling limit and scaling
function is very general and can be defined for any
system with a critical point that has an order
parameter like M� that vanishes at Tc and a
correlation length that diverges at Tc. However,
the Ising model has the further remarkable property
discovered by Wu et al. (1976) that the scaled
correlation function may be explicitly expressed in
terms of a function which satisfies an ordinary
nonlinear differential equation. Specifically,

G�ðrÞ ¼
1

2
½1	 �ðr=2Þ��ðr=2Þ�1=2

� exp

Z 1
r=2

r0
r0

4
��2½ð1� �2Þ2 � ð�0Þ2� ½29�

where the function �(r) satisfies the Painlevé III
equation

�00 ¼ 1

�
ð�0Þ2 � �

0

r
þ �3 � ��1 ½30�
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with the boundary condition that

�ðrÞ � 1� 2�K0ð2rÞ as r!1 ½31�

where K0(r) is the modified Bessel function of the
third kind and

� ¼ 1=� ½32�

The leading behavior of G�(r) for r!1 is

GþðrÞ � �K0ðrÞ ½33�

G�ðrÞ � 1þ �2

�
r2½K2

1ðrÞ � K2
0ðrÞ�

� rK0ðrÞK1ðrÞ þ 1
2K

2
0ðrÞ



½34�

where Kn(z) is the modified Bessel function of the
third kind. When � is given by [32] these r!1
limits of G�(r) agree with the behavior of
<�0, 0�N, N> for N 
 1 and jT � Tcj small with
NjT � Tcj 
 1 which is obtained from [18] and
[17]. The behavior of G�(r) for r! 0 with the value
of � given by [32] is

G�ðrÞ ¼ const: r�1=4 ½35�

where the constant agrees with that computed from
the result [16] for <�0, 0�N, N> at T = Tc for N 
 1.
For other values of the boundary condition constant �,
the scaling function G�(r) diverges with a power
which differs from 1/4. The computation of the
constant in [35] requires the evaluation of a nontrivial
integral involving the Painlevé III function.

The agreement of the limits r!1 and r! 0 of
the function G�(r) with the lattice results near Tc

means that this scaling function uniformly inter-
polates between T 6¼ Tc and T = Tc and that the
lattice size (defined here as unity) and the self-
generated correlation length � are the only two
length scales in the theory. This feature that the
system generates only one new length scale near Tc

is referred to as one length scale scaling.

Susceptibility

The final quantity of macroscopic thermodynamic
interest is the magnetic susceptibility

	ðTÞ¼ @MðHÞ
@H

����
H¼0

½36�

which is expressed in terms of the spin–spin
correlation function as

	ðTÞ ¼ 1

kBT

X
M;N

f<�0;0�M;N> �M2
�g ½37�

The susceptibility may be studied by using the
determinental expression for the correlation func-
tion. The simplest result is obtained (for the
isotropic case, Ev = Eh) by using the scaling form
[27] to find for T � Tc that

kBT	�ðTÞ �M2
��

22�

Z 1
0

dr rfG� ���g ½38�

where �þ= 0 and ��= 1. and thus 	�(T) diverges
at T ! Tc as

	�ðTÞ � C�jT � Tcj�7=4 ½39�

where C� are transcendental constants given as
integrals over the scaling function G�(r), which
were first evaluated by Barouch et al. in 1973 as

C� ¼ 0:0255369719 . . . ;

Cþ ¼ 0:9625817322 . . .
½40�

Critical-Exponent Phenomenology

From the behavior for the Ising model of the
specific heat, magnetization, susceptibility, corre-
lation length, and the correlation at Tc given
above we abstract for general systems the phe-
nomenological critical-exponent parametrization
for T!Tc� of

c � A�C jT � Tcj��� ½41�

M � AMjTc � Tj
 ½42�

	 � A�	 jT � Tcj��� ½43�

� � A�� jT � Tcj��� ½44�

and at T = Tc for R!1

<�0�R>� A�=R
d�2þ� where d is the dimension ½45�

The exponents ��,��,�� above and below Tc are usually

found to be equal, and the exponent � is usually called the

anomalous dimension. If it is assumed that the scaling

function [27] exists and that one length scale scaling holds

then the exponents are related by what are called scaling

laws, such as

2
 ¼ ��ðd � 2þ �Þ ½46�

�� þ 2
 � �� ¼ 2 ½47�

d�� ¼ 2� �� ½48�

Thus, from the properties of the Ising model near
Tc, we have obtained a phenomenology for use on
all systems near the critical point.
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Fuchsian Equations and Natural
Boundaries for Susceptibility

This critical phenomenology, however, has not
taken into account the fact that the susceptibility
is a much more complicated function than either
the spontaneous magnetization [11] or the free
energy [5], which have only isolated singularities at
k2 = 1, and that there is more structure to the
susceptibility than the singularity of [39].

For arbitrary T, the susceptibility was shown by
Wu, McCoy, Tracy, and Barouch to be expressible
in the form

	�ðTÞ ¼M2
�
X

j

~	ðjÞðTÞ ½49�

where in the sum j is odd (even) for T above (below)
Tc. The quantities ~	(j)(T) are explicitly given as
j-fold integrals of algebraic functions and thus will
satisfy linear differential equations with polynomial
coefficients. Such functions can have only isolated
singularities. The function ~	(1)(T) is elementary and
has a double pole at Tc and ~	(2)(T) is given in terms
of complete elliptic integrals. Quite recently,
remarkable Fuchsian linear differential equations
for ~	(3)(T) and ~	(4)(T) of seventh and tenth orders,
respectively, have been obtained by Zenine, Bouk-
raa, Hassani, and Maillard for the isotropic lattice.

Furthermore, it was shown by Orrick et al. (2001)
that ~	(j) has singularities in the complex T plane at

coshð2Ev=kTÞ coshð2Eh=kTÞ
� sinhð2Ev=kTÞ cosð2�=jÞ
� sinhð2Eh=kTÞ cosð2�m0=jÞ ¼ 0 ½50�

with m, m0= 1, 2, . . . , j. The form of the singularity
in ~	(j)(T) for T > Tc is as


ðj
2�3Þ=2 ln 
 ½51�

and, for T < Tc, it is as


ðj
2�3Þ=2 ½52�

where 
 measures the deviation from the singular
point [50]. These singularities become dense as
j!1 and, therefore, the singularity at T = Tc is
not isolated and instead the critical point is
embedded in a natural boundary. Such a function
cannot satisfy a linear differential equation of finite
order with polynomial coefficients.

The existence of the natural boundary in the
susceptibility is a new phenomenon which is not
seen in either the free energy or magnetization and
leads to the speculation that in the presence of a
magnetic field the one length scale scaling property
of the model at H = 0 may fail. If this proves to be

correct, there will be physical effects which are not
incorporated in the phenomenological scaling theory
of critical phenomena.

Impure Ising Models

The Ising model may also be studied when the
interaction energies at sites j, k are not chosen to be
independent of position but are allowed to vary
from site to site. When these interactions are chosen
randomly out of some probability distribution, this
is a model of a ferromagnet with frozen (quenched)
impurities. All real systems will be impure to some
extent, so the study of such dirty systems is of great
practical importance.

The special case where the interactions are transla-
tionally invariant in the horizontal direction but are
allowed to vary in a layered fashion from row to row
was introduced by McCoy and Wu in 1968 and
found to be dramatically different from the pure Ising
model described above. In particular, what is a
critical temperature Tc in the pure case is now spread
out into a region bounded by the temperatures the
pure model would be critical if all the bonds took on
the minimum or maximum value allowed by the
probability distribution. In this new region, the
correlations (in the direction of translational invar-
iance) are found to decay as a power law which
depends on the temperature; the specific heat is never
infinite but the susceptibility is infinite in an entire
temperature region that includes the temperature at
which the spontaneous magnetization first appears as
T is lowered. The existence of this new region for
Ising models with a general randomness in two and
three dimensions has been demonstrated by Griffiths.
More recently, this effect has been reinterpreted in
terms of impurities in quantum spin chains.

Quantum Field Theory

The Ising model of [1] may be reinterpreted as a two-
dimensional lattice gauge theory of the gauge field

sjþ1=2;k ¼ �1

on the vertical link between ðj; kÞ and ðjþ 1; kÞ
sj;kþ1=2 ¼ �1

on the horizontal link between ðj; kÞ
and ðj; kþ 1Þ ½53�

and a ‘‘Higgs’’ field

�j:k ¼ �1 on the site ðj; kÞ ½54�
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with the action

Sg ¼�Eg

X
j;k

sjþ1=2;ksjþ1;kþ1=2sjþ1=2;kþ1sj;kþ1=2

�Eh

X
j;k

ð�j;ksjþ1=2;k�jþ1;kþ�j;ksj;kþ1=2�j;kþ1Þ ½55�

If we define

zg;h ¼ tanh Eg;h=kBT ½56�

the partition function of the gauge theory is expressed
in terms of the Ising model partition function as

Zg ¼ ½8 coshðEg=kBTÞ cosh2

� ðEh=kBTÞz1=2
g zh�NZIðHÞ ½57�

where we make the identification

H=kBT ¼ 1
2 ln zg and E=kBT ¼ 1

2 ln zh ½58�

This identification may be extended to correlation
functions. Of particular interest for the gauge theory is
the plaquette–plaquette correlation <P0, 0Pj, l> , where

Pj;k ¼ sjþ1=2;ksjþ1;kþ1=2sjþ1=2;kþ1sj;kþ1=2 ½59�

which is expressed in terms of the Ising correlations
at H 6¼ 0 as

<P0;0Pj;k> � <P0;0>
2

¼ sinh2ð2H=kBTÞð<�0;0�j;k> � <�0;0>
2Þ ½60�

To study this correlation further, we need to study
the correlations of the Ising model in nonzero
magnetic field. This has been done by McCoy and
Wu in the scaling limit H! 0, T!Tc with

h ¼ H

jT � Tcj15=8
fixed ½61�

for T < Tc, where it is found that the scaling
function G(r, h) for small h and large r if

Gðr; hÞ �
X

l

ahK0 ð2þ h2=3�lÞr
h i

� �1=2r�1=2e�2r
X

l

hae�rh2=3�l

½62�

where �l are the solutions of

J1=3
1
3�

3=2
� �

þ J�1=3
1
3�

3=2
� �

¼ 0 ½63�

with Jn(z) the Bessel function of order n and K0(z)
the modified Bessel function of the third kind.

A field theory is said to possess a particle spectrum
if the Fourier transform of the two-point function

Gðk; hÞ ¼
Z

d2reik�rGðr; hÞ ½64�

has poles of the form Al=(k
2 þm2

l ), where ml is the
mass of the lth particle. If we note that the Fourier
transform of K0(r) isZ

d2reik�rK0ðrÞ ¼
2�

k2 þ 1
½65�

we see that the Fourier transform of [62] is the sum of
an infinite number of poles. This is to be compared
with the Fourier transform of the scaled correlation
function G�(r) at H = 0 and T < Tc [34], which does
not contain any poles at all and may instead be
interpreted as having a two-particle cut. This phe-
nomenon of a cut at h = 0 breaking up into an infinite
number of poles for h > 0 is a signal that at h = 0 the
theory has free unconfined two-particle states which
become weakly confined by a linear confining
potential for h > 0. This confinement is thought to
be a characteristic of most gauge theories.

See also: Eight Vertex and Hard Hexagon Models;
Holonomic Quantum Fields; Painlevé Equations;
Percolation Theory; Phase Transitions in Continuous
Systems; Statistical Mechanics and Combinatorial
Problems; Toeplitz Determinants and Statistical
Mechanics; Yang–Baxter Equations.
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History and Motivation

Local quantum physics of systems with infinitely many
interacting degrees of freedom leads to situations
whose understanding often requires new physical
intuition and mathematical concepts beyond that
acquired in quantum mechanics and perturbative
constructions in quantum field theory. In this situa-
tion, two-dimensional soluble models turned out to
play an important role. On the one hand, they
illustrate new concepts and sometimes remove mis-
conceptions in an area where new physical intuition is
still in the process of being formed. On the other hand,
rigorously soluble models confirm that the underlying
physical postulates are mathematically consistent, a
task which for interacting systems with infinite degrees
of freedom is mostly beyond the capability of
pedestrian methods or brute force application of hard
analysis on models whose natural invariances have
been mutilated by a cutoff.

In order to underline these points and motivate
the interest in two-dimensional QFT, let us briefly
look at the history, in particular at the physical
significance of the three oldest two-dimensional
models of relevance for statistical mechanics and
relativistic particle physics, in chronological order:
the Lenz–Ising (L–I) model, Jordan’s model of
bosonization/fermionization, and the Schwinger
model (QED2). (A more detailed account of the
changeful history concerning their correct physical
interpretation and generalizations to higher dimen-
sions of these models and the increasing conceptual
role of low-dimensional models in QFT can be
found in Schroer (2005).)

The L–I model was proposed in 1920 by Wihelm
Lenz (see Lenz (1925)) as the simplest discrete
statistical mechanics model with a chance to go
beyond the P Weiss phenomenological ansatz
involving long-range forces and instead explain ferro-
magnetism in terms of nonmagnetic short-range
interactions. Its one-dimensional version was solved
four years later by his student Ernst Ising. Its changeful
history reached a temporary conceptual climax when
Onsager succeeded to rigorously establish a second-
order phase transition in two dimensions.

Another conceptually rich model which lay
dormant for almost two decades as a result of a
misleading speculative higher-dimensional general-
ization by its protagonist is the bosonization/
fermionization model first proposed by Jordan
(1937). This model establishes a certain equivalence
between massless two-dimensional fermions and
bosons and is related to Thirring’s massless
4-fermion coupling model and also to Luttinger’s
one-dimensional model of an electron gas (Schroer).
One reason why even nowadays hardly anybody
knows Jordan’s contribution is certainly the ambi-
tious but unfortunate title ‘‘the neutrino theory of
light’’ under which he published a series of papers.

Both discoveries demonstrate the usefulness of
having controllable low-dimensional models; at the
same time, their complicated history also illustrates
the danger of rushing to premature ‘‘intuitive’’
conclusions about extensions to higher dimensions.

A review of the early historical benchmarks of
conceptual progress through the study of solvable
two-dimensional models would be incomplete
without mentioning Schwinger’s (1962) proposed
solution of two-dimensional quantum electrody-
namics, afterwards referred to as the Schwinger
model. He used this model in order to argue that
gauge theories are not necessarily tied to zero-mass
vector particles. Some work was necessary
(Schroer) to unravel its physical content with the
result that the would-be charge of that QED2

model was ‘‘screened’’ and its apparent chiral
symmetry broken; in other words, the model exists
only in the so-called Schwinger–Higgs phase with
massive free scalar particles accounting for its
physical content. Another closely related aspect of



this model which also arose in the Lagrangian
setting of four-dimensional gauge theories was that
of the �-angle parametrizing, an ambiguity in the
quantization.

A coherent and systematic attempt at a mathema-
tical control of two-dimensional models came in the
wake of Wightman’s first rigorous programmatic
formulation of QFT (Schroer 2005). This formula-
tion stayed close to the physical ideas underlying the
impressive success of renormalized QED perturba-
tion theory, although it avoided the direct use of
Lagrangian quantization. The early attempts
towards a ‘‘constructive QFT’’ found their successful
realization in two-dimensional QFT (the P’2 models
(Glimm and Jaffe 1987)); the restriction to low
dimensions is related to the mild short-distance
singularity behavior (super-renormalizability) which
these methods require. We will focus our main
attention on alternative constructive methods which,
even though not suffering from such short-distance
restrictions, also suffer from a lack of mathematical
control in higher spacetime dimensions; the illustra-
tion of the constructive power of these new methods
comes presently from massless d = 1þ 1 conformal
and chiral QFT as well as from massive factorizing
models.

There are several books and review articles
(Furlan et al. 1989, Ginsparg 1990, Di Francesco
et al. 1996) on d = 1þ 1 conformal as well as on
massive factorizing models (Abdalla et al. 1991). To
the extent that concepts and mathematical structures
are used which permit no extension to higher
dimensions (Kac–Moody algebras, loop groups,
integrability, presence of an infinite number of
conservation laws), this line of approach will not
be followed in this article since our primary interest
will be the use of two-dimensional models of QFT
as ‘‘theoretical laboratories’’ of general QFT. Our
aim is twofold; on the one hand, we intend to
illustrate known principles of general QFT in a
mathematically controllable context and on the
other hand, we want to identify new concepts
whose adaptation to QFT in d = 1þ 1 lead to their
solvability (Schroer).

General Concepts and Their
Two-Dimensional Manifestation

The general framework of QFT, to which the rich
world of controllable two-dimensional models con-
tributes as an important testing ground, exists in
two quite different but nevertheless closely related
formulations: the 1956 approach in terms of point-
like covariant fields due to Wightman (see Streater

and Wightman (1964)) (see Axiomatic Quantum
Field Theory), and the more algebraic setting which
can be traced back to ideas which Haag (1992)
developed shortly after and which are based on
spacetime-indexed operator algebras and related
concepts which developed over a long period of
time, with contributions of many other authors to
what is now referred to as algebraic QFT (AQFT) or
simply local quantum physics (LQP). Whereas the
Wightman approach aims directly at the (not
necessarily observable) quantum fields, the opera-
tor-algebraic setting (see Algebraic Approach to
Quantum Field Theory) is more ambitious. It starts
from physically well-motivated assumptions about
the algebraic structure of local observables and aims
at the reconstruction of the full field theory
(including the operators carrying the superselected
charges) in the spirit of a local representation theory
of (the assumed structure of the) local observables.
This has the advantage that the somewhat myster-
ious concept of an inner symmetry (as opposed to
outer (spacetime) symmetry) can be traced back to
its physical roots which is the representation-
theoretical structure of the local observable algebra
(see Symmetries in Quantum Field Theory of Lower
Spacetime Dimensions). In the standard Lagrangian
quantization approach, the inner symmetry is part of
the input (multiplicity indices of field components
on which subgroups of U(n) or O(n) act linearly)
and hence it is not possible to problematize this
fundamental question. When in low-dimensional
spacetime dimensions the sharp separation (the
Coleman–Mandula theorems) of inner versus outer
symmetry becomes blurred as a result of the
appearance of braid group statistics, the standard
Lagrangian quantization setting of most of the
textbooks is inappropriate and even the Wightman
framework has to be extended. In that case, the
algebraic approach is the most appropriate.

The important physical principles which are shared
between the Wightman approach (see Streater and
Wightman (1964)) and the operator algebra (AQFT)
setting (Haag 1992) are the spacelike locality or
Einstein causality (in terms of pointlike fields or
algebras localized in causally disjoint regions) and
the existence of positive-energy representations of
the Poincaré group implementing covariance and the
stability of matter. In the algebraic approach, the
observable content of the theory is encoded into a
family of (weakly closed) operator algebras
{A(O)}O2K indexed by a family of convex causally
closed spacetime regions O (with O0 denoting the
spacelike complement and A0 the von Neumann
commutant) which act in one common Hilbert space.
Covariant local fields lose their distinguished role
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which they have in the classical setting and which
(via Lagrangian quantization) was at least partially
inherited by the Wightman approach and, apart in
their role as local generators of symmetries (con-
served currents), became mere ‘‘field coordinatiza-
tions’’ of local algebras. (There is a denumerable set
of such pointlike field generators which form a local
equivalence (Borchers) class of fields and in the
absence of interactions permits a neat description in
terms of Wick-ordered free-field polynomials (Haag
1992). Certain properties cannot be naturally for-
mulated in the pointlike field setting (e.g., Haag
duality for convex regions A(O0) =A(O)0), but apart
from those properties the two formulations are quite
close; in particular for two-dimensional theories there
are convincing arguments that one can pass between
the two without imposing additional technical
requirements. (Haag duality holds for observable
algebras in the vacuum sector in the sense that any
violation can be explained in terms of a sponta-
neously broken symmetry; in local theories, it can
always be enforced by dualization and the resulting
Haag dual algebra has a charge superselection
structure associated with the unbroken subgroup.)
Haag duality is the statement that the commutant of
observables not only contains the algebra of the
causal complement that is, A(O0) � A(O)0 (Einstein
causality) but is even exhausted by it; it is deeply
connected to the measurement process and its
violation in the vacuum sector for convex causally
complete regions signals spontaneous symmetry
breaking in the associated charge-carrying field
algebra (Haag 1992). It can always be enforced
(assuming that the wedge-localized algebras fulfill
[1] below) by symmetry-reducing extension called
Haag dualization. Its violation for multilocal region
reveals the charge content of the model via charge–
anticharge splitting in the neutral observable algebra
(Schroer).

Another physically important property which has
a natural algebraic formulation is the split property:
for regions Oi separated by a finite spacelike
distance, one finds A(O1 [ O2) ’ A(O1)�A(O2)
which can be derived from the Buchholz–Wichmann
‘‘nuclearity property’’ (Haag 1992) (an appropriate
adaptation of the ‘‘finiteness of phase-space cell’’
property of QM to QFT). Related to the Haag
duality is the local version of the ‘‘time slice
property’’ (the QFT counterpart of the classical
causal dependency property) sometimes referred to
as ‘‘strong Einstein causality’’ A(O00) =A(O)00.

One of the most astonishing achievements of the
algebraic approach (which justifies its emphasis on
properties of ‘‘local observables’’) is the DHR theory
of superselection sectors (Doplicher et al. 1971),

that is, the realization that the structure of charged
(nonvacuum) representations (with the superposi-
tion principle being valid only within one represen-
tation) and the spacetime properties of the
generating fields which are the carriers of these
generalized charges (including their spacelike com-
mutation relations which lead to the particle
statistics and also to their internal symmetry proper-
ties) are already encoded in the structure of the
Einstein causal observable algebra (Symmetries in
Quantum Field Theory: Algebraic Aspects). The
intuitive basis of this remarkable result (whose
prerequisite is locality) is that one can generate
charged sectors by spatially separating charges in the
vacuum (neutral) sector and disposing of the
unwanted charges at spatial infinity (Haag 1992).

An important concept which especially in d = 1þ 1
has considerable constructive clout is ‘‘modular
localization.’’ It is a consequence of the above
algebraic setting if either the net of algebras have
pointlike field generators, or if the one-particle
masses are separated by spectral gaps so that the
formalism of time-dependent scattering can be
applied (Schroer 2005); in conformal theories, this
property holds automatically in all spacetime
dimensions. It rests on the basic observation
(Tomita–Takesaki Modular Theory) that a standard
pair (A, �) of a von Neumann operator algebra and
a standard vector (standardness means that the
operator algebra of the pair (A, �) acts cyclic and
separating on the vector �) gives rise to a Tomita
operator S through its star-operation whose polar
decomposition yield two modular objects, a one-
parametric subgroup �it of the unitary group of
operators in Hilbert space whose Ad-action defines
the modular automorphism of (A, �) whereas the
angular part J is the modular conjugation which
maps A into its commutant A0

SA� ¼ A��; S ¼ J�1=2

JW ¼ UðjWÞ ¼ SscatJ0;�
it
W ¼ Uð�Wð2�tÞÞ

�WðtÞ :¼ Ad�it
W

½1�

The standardness assumption is always satisfied for
any field-theoretic pair (A(O), �) of a O-localized
algebra and the vacuum state (as long as O has a
nontrivial causal disjoint O0), but it is only for the
wedge region W that the modular objects have a
physical interpretation in terms of the global
symmetry group of the vacuum as specified in the
second line of [1]; the modular unitary �it

W

represents the W-associated boost �W(�) and the
modular conjugation JW implements the TCP-like
reflection along the edge of the wedge (Bisognano
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and Wichmann 1975). The third line is the defini-
tion of the modular group. The importance of this
theory for local quantum physics results from the
fact that it leads to the concept of modular
localization, an intrinsic new scenario for field-
theoretic constructions which is different from the
Lagrangian quantization schemes (Schroer 2005).

A special feature of d = 1þ 1 Minkowski spacetime
is the disconnectedness of the right/left spacelike region
leading to a right–left ordering structure. So in addition
to the Lorentz-invariant timelike ordering x � y (x
earlier than y, which is independent of spacetime
dimensions), there is an invariant spacelike ordering
x < y (x to the left of y) in d = 1þ 1 which opens the
possibility of more general Lorentz-invariant spacelike
commutation relations than those implemented by
Bose/Fermi fields (Rehren and Schroer 1987) of fields
with a spacelike braid group commutation structure.
The appearance of such exotic statistics fields is not
compatible with their Fourier transforms being crea-
tion/annihilation operators for Wigner particles;
rather, the state vectors which they generate from the
vacuum contain in addition to the one-particle
contribution a vacuum polarization cloud (Schroer
2005). This close connection between new kinematic
possibilities and interactions is one of the reasons why,
(different from higher dimensions where interactions
are prescribed by the recipe of local couplings of free
fields) low-dimensional QFT offers a more intrinsic
access to the central issue of interactions.

Boson/Fermion Equivalence and
Superselection Theory in a Special Model

The simplest and oldest but conceptually still rich
model is obtained, as first proposed by Jordan
(1937), by using a two-dimensional massless Dirac
current and showing that it may be expressed in
terms of scalar canonical Bose creation/annihilation
operators

j� ¼:  �� :¼ @��; �

:¼
Z þ1
�1
feipxa�ðpÞ þ h:c:g dp

2 pj j ½2�

Although the potential �(x) of the current as a result
of its infrared divergence is not a field in the
standard sense of an operator-valued distribution
in the Fock space of the a(p)# (It becomes an
operator after smearing with test functions whose
Fourier transform vanishes at p = 0), the formal
exponential defined as the zero-mass limit of a well-
defined exponential free massive field

: ei	�ðxÞ:¼ lim
m!0

m	2=2 : ei	�mðxÞ : ½3�

turns out to be a bona fide quantum field in a larger
Hilbert space (which extends the Fock space
generated from applying currents to the vacuum).
The power in front is determined by the requirement
that all Wightman functions (computed with the
help of free-field Wick combinatorics) stay finite in
this massless limit; the necessary and sufficient
condition for this is the charge conservation rule

Y
i

: ei	i�ðxÞ :

* +

¼

Y
i<j

�1

ð
þijÞ"ð
�ijÞ"

� �ð1=2Þ	i	j

; �	i ¼ 0

0; otherwise

8>><
>>:

½4�

where the resulting correlation function has been
factored in terms of light-ray coordinates

�ij = x�i � x�j, x�= t � x, and the "-prescription
stands for taking the standard Wightman bound-
ary value t ! t þ i", lim"! 0 which insures the
positive-energy condition. The finiteness of the
limit insures that the resulting zero-mass limiting
theory is a bona fide quantum field theory that is,
its system of Wightman functions permits the
construction of an operator theory in a Hilbert
space with a distinguished vacuum vector.

The factorization into light-ray components [4]
shows that the exponential charge-carrying opera-
tors inherit this factorization into two independent
chiral components : exp i	�(x) : = exp i	�þ(xþ):
: exp i	��(x�):, each one being covariant under
scaling 
!�
 if one assigns the scaling dimension
d =	2=2 to the chiral exponential field and d = 1 to
the current. As any Wightman field, this is a singular
object which only after smearing with Schwartz test
functions yields an (unbounded) operator. But the
above form of the correlation function belongs to a
class of distributions which admits a much larger
test-function space consisting of smooth functions
which instead of decreasing rapidly only need to be
bounded so that they stay finite on the compactified
light-ray line _R = S1. To make this visible, one uses
the Cayley transform (now x denotes either xþ
or x�)

z ¼ 1þ ix

1� ix
2 S1 ½5�

This transforms the Schwartz test function into a space
of test functions on S1 which have an infinite order
zero at z =�1 (corresponding to x =�1) but the
rotational transformed fields j(z), : exp i	�(z): permit
the smearing with all smooth functions on S1, a
characteristic feature of all conformal invariant
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theories as the present one turns out to be. There is an
additional advantage in the use of this compactifica-
tion. Fourier transforming the circular current actually
allows for a quantum-mechanical zero mode whose
possible nonzero eigenvalues indicate the presence of
additional charge sectors beyond the charge-zero
vacuum sector. For the exponential field, this leads to
a quantum-mechanical pre-exponential factor which
automatically insures the charge selection rules so that
unrestricted (by charge conservation) Wick contrac-
tion rules can be applied. In this approach, the
original chiral Dirac fermion  (x) (from which the
current was formed as the : � : composite)
reappears as a charge-carrying exponential field
for 	= 1 and thus illustrates the meaning of
bosonization/fermionization. (It is interesting to
note that Jordan’s (1937) original treatment of
fermionization had such a pre-exponential quan-
tum-mechanical factor.) Naturally, this terminol-
ogy has to be taken with a grain of salt in view of
the fact that the bosonic current algebra only
generates a superselected subspace into which the
charge-carrying exponential field does not fit.
Only in the case of massive two-dimensional QFT
fermions can be incorporated into a Fock space of
bosons (see last section). At this point, it should
however be clear to the reader that the physical
content of Jordan’s paper had nothing to do with
its misleading title ‘‘neutrino theory of light’’ but
rather was an early illustration about charge
superselection rules in two-dimensional QFT.

A systematic and rigorous approach consists in
solving the problem of positive-energy representa-
tion theory for the Weyl algebra on the circle (which
is the rigorous operator-algebraic formulation of the
abelian current algebra). (The Weyl algebra origi-
nated in quantum mechanics around 1927; its use in
QFT only appeared after the cited Jordan paper. By
representation we mean here a regular representa-
tion in which the exponentials can be differentiated
in order to obtain (unbounded) smeared current
operators.) It is the operator algebra generated by
the exponential of a smeared chiral current (always
with real test functions) with the following relation
between the generators

Wðf Þ ¼ eijðf Þ

jðf Þ ¼
Z

dz

2�i
jðzÞf ðzÞ; jðzÞ; jðz0Þ½ �

¼ ��0ðz� z0Þ ½6a�

Wðf ÞWðgÞ ¼ e�ð1=2Þsðf ;gÞWðf þ gÞ
W�ðf Þ ¼Wð�f Þ ½6b�

AðS1Þ ¼ alg Wðf Þ; f 2 C1ðS1Þ
� �

AðIÞ ¼ alg Wðf Þ; suppf � If g ½6c�

where

sð: ; :Þ ¼
Z

dz

2�i
f 0ðzÞgðzÞ

is the symplectic form which characterizes the
Weyl algebra structure and [6c] denotes the
unique C� algebra generated by the unitary objects
W(f). A particular representation of this algebra is
given by assigning the vacuum state to the
generators W(f )h i0 = e�(1=2) fk k2

0 , fk k2
0 =
P

n	1 n fnj j2.
Starting with the vacuum Hilbert space represen-
tation A(S1)0 = �0(A(S1)), one easily checks that
the formula

Wðf Þh i	 :¼ ei	f0 Wðf Þh i0 ½7a�

�	ðWðf ÞÞ ¼ ei	f0�0ðWðf ÞÞ ½7b�

defines a state with positive energy, that is, one
whose GNS representation for 	 6¼ 0 is unitarily
inequivalent to the vacuum representation. Its
incorporation into the vacuum Hilbert space [7b] is
part of the DHR formalism. It is convenient to view
this change as the result of an application of an
automorphism �	 on the C�-Weyl algebra A(S1)
which is implemented by a unitary charge-generat-
ing operator �	 in a larger (nonseparable) Hilbert
space which contains all charge sectors H	 = �	H0,
H0 
 Hvac =A(S1)�:

Wðf Þh i	¼ �	ðWðf ÞÞh i0
�	ðWðf ÞÞ¼�	Wðf Þ��	

½8�

�	� = �	 describes a state with a rotational homo-
geneous charge distribution; arbitrary charge distribu-
tions 
	 of total charge 	 that is,

R
(dz= 2�i)
	 =	

are obtained in the form

 �
	¼ �ð
	ÞWð
̂
�
	Þ�	 ½9�

where �(
	) is a numerical phase factor and the
net effect of the Weyl operator is to change the
rotational homogeneous charge distribution into

	. The necessary charge-neutral compensating
function 
�	 in the Weyl cocycle W(
�	) is uniquely
determined in terms of 
	 up to the choice of one
point � 2 S1 (the determining equation involves
the ln z function which needs the specification of
a branch cut (Schroer 2005)). From this formula,
one derives the commutation relations  �
	 

�

�

=
e�i�	� �
� 

�

	

for spacelike separations of the 

supports; hence, these fields are relatively local
(bosonic) for 	�= 2Z. In particular, if only one
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type of charge is present, the generating charge is
	gen =

ffiffiffiffiffiffiffi
2N
p

and the composite charges are multi-
ples, that is, 	genZ. This locality condition
providing bosonic commutation relations does
not yet ensure the �-independence. Since the
equation which controls the �-change turns out
to be

 �1

	

 �2

	

� ��
¼ e�i�	�e2�iQ	 ½10�

one achieves �-independence by restricting the
Hilbert space charges to be ‘‘dual’’ to that of the
operators, that is,

Q ¼ 1ffiffiffiffiffiffiffi
2N
p Z

	 


The localized  �1

	

operators acting on the restricted
separable Hilbert space Hres generate a �-indepen-
dent extended observable algebra AN(S1) (Schroer)
and it is not difficult to see that its representation in
Hres is reducible and that it decomposes into 2N
charge sectors

1ffiffiffiffiffiffiffi
2N
p n; n ¼ 0; 1; . . . ;N � 1

	 


Hence, the process of extension has led to a charge
quantization with a finite (‘‘rational’’) number of
charges relative to the new observable algebra which
is neutral in the new charge counting

1

	gen
Z=	genZ ¼ Z=	2

gen ¼ Z2N

The charge-carrying fields in the new setting are also
of the above form [9], but now the generating field
carries the chargeZ

dz

2�i

gen ¼ Qgen

which is a (1=2N) fraction of the old 	gen. Their
commutation relations for disjoint charge supports
are ‘‘braidal’’ (or better ‘‘plektonic’’ which is more
on par with being bosonic/fermionic). (In the abelian
case like the present, the terminology ‘‘anyonic’’
enjoys widespread popularity, but in the present
context the ‘‘any’’ does not go well with charge
quantization.) These objects considered as operators
localized on S1 do depend on the cut �, but using an
appropriate finite covering of S1 this dependence is
removed (Schroer 2005). So the field algebra FZ 2N

generated by the charge-carrying fields (as opposed
to the bosonic observable algebra AN) has its unique
localization structure on a finite covering of S1. An
equivalent description which gets rid of � consists in
dealing with operator-valued sections on S1. The

extension A!AN, which renders the Hilbert space
separable and quantizes the charges, seems to be
characteristic for abelian current algebra; in all other
models which have been constructed up to now the
number of sectors is at least denumerable and in the
more interesting ones even finite (rational models).
An extension is called maximal if there exists no
further extension which maintains the bosonic
commutation relation. For the case at hand, this
would require the presence of another generating
field of the same kind as above, which belongs to an
integer N0 is relatively local to the first one. This is
only possible if N is divisible by a square.

In passing, it is interesting to mention a somewhat
unexpected relation between the Schwinger model,
whose charges are screened, and the Jordan model.
Since the Lagrangian formulation of the Schwinger
model is a gauge theory, the analog of the four-
dimensional ‘‘asymptotic freedom’’ wisdom would
suggest the possibility of ‘‘charge liberation’’ in the
short-distance limit of this model. This seems to
contradict the statement that the intrinsic content
of the Schwinger model (QED2 with massless
Fermions) (after removing a classical degree of free-
dom) is the QFT of a free massive Bose field and such a
simple free field is at first sight not expected to contain
subtle information about asymptotic charge liberation.
(In its original gauge-theoretical form, the Schwinger
model has an infinite vacuum degeneracy. The
removal of this degeneracy (restoration of the cluster
property) with the help of the ‘‘�-angle formalism’’
leaves a massive free Bose field (the Schwinger–Higgs
mechanism). As expected in d = 1þ 1 the model only
possesses this phase.) Well, as we have seen above, the
massless limit really does have liberated charges and
the short-distance limit of the massive free field is the
massless model (Schroer).

As a result of the peculiar bosonization/fermioniza-
tion aspect of the zero-mass limit of the derivative of
the massive free field, Jordan’s model is also closely
related to the massless Thirring model (and the related
Luttinger model for an interacting one-dimensional
electron gas) whose massive version is in the class of
factorizing models (see later section). (Another struc-
tural consequence of this aspect leads to Coleman’s
theorem (Schroer 2005) which connects the Mermin–
Wagner no-go theorem for two-dimensional sponta-
neous continuous symmetry breaking with these
zero-mass peculiarities.) The Thirring model is a
special case in a vast class of ‘‘generalized’’ multi-
coupling multicomponent Thirring models, that is,
models with 4-fermion interactions. Under this name
they were studied in the early 1970s (Schroer) with
the aim to identify massless subtheories for which the
currents form chiral current algebras.
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The counterpart of the potential of the conserved
Dirac current in the massive Thirring model is the
sine-Gordon field, that is, a composite field which in
the attractive regime of the Thirring coupling again
obeys the so-called sine-Gordon equation of motion.
Coleman gave a supportive argument (Schroer 2005)
but some fine points about the range of its validity in
terms of the coupling strength remained open. (It was
noticed that the current potential of the free massive
Dirac Fermion (g = 0) does not obey the sine-Gordon
equation (Schroer 2005).) A rigorous confirmation of
these facts was recently given in the bootstrap form-
factor setting (Schroer 2005). Massive models which
have a continuous or discrete internal symmetry have
‘‘disorder’’ fields which implement a ‘‘half-space’’
symmetry on the charge-carrying field (acting as the
identity in the other half-axis) and together with the
basic pointlike field form composites which have
exotic commutation relations (see the last section).

The Conformal Setting,
Structural Results

Chiral theories play a special role within the setting
of conformal quantum fields. General conformal
theories have observable algebras which live on
compactified Minkowski space (S1 in the case of
chiral models) and fulfill the Huygens principle,
which in an even number of spacetime dimension
means that the commutator is only nonvanishing for
lightlike separation of the fields. The fact that this
classically expected behavior breaks down for
nonobservable conformal fields (e.g., the massless
Thirring field) was noticed at the beginning of the
1970s and considered paradoxical at that time
(‘‘reverberation’’ in the timelike (Huygens) region).
Its resolution around 1974–75 confirmed that such
fields are genuine conformal covariant objects but
that some fine points about their causality needed to
be addressed. The upshot was the proposal of two
different but basically equivalent concepts about
globally causal fields. They are connected by the
following global decomposition formula:

AðxcovÞ ¼
X

A	;�ðxÞ; A	;�ðxÞ

¼ P	AðxÞP�; Z ¼
X

eid	P	 ½11�

On the left-hand side, the spacetime point of the
field is a point on the universal covering of the
conformal compactified Minkowski space. These are
fields (Lüescher and Mack 1975) (Schroer 2005)
which ‘‘live’’ in the sense of quantum (modular)
localization on the universal covering spacetime (or
on a finite covering, depending on the ‘‘rationality’’

of the model) and fulfill the global causality
condition previously discovered by I Segal (Schroer
2005). They are generally highly reducible with
respect to the center of the covering group. The
family of fields on the right-hand side, on the other
hand, are fields which were introduced (Schroer and
Swieca 1974; Schroer et al. 1975) with the aim to
have objects which live on the projection x(xcov),
that is, on the spacetime of the physics laboratory
instead of the ‘‘hells and heavens’’ of the covering
(Schroer 2005). They are operator-distributional
valued sections in the compactification of ordinary
Minkowski spacetime. The connection is given by
the above decomposition formula into irreducible
conformal blocks with respect to the center Z of the
noncompact covering group gSO(2, n) where 	, � are
labels for the eigenspaces of the generating unitary Z
of the abelian center Z. The decomposition [11] is
minimal in the sense that in general there generally
will be a refinement due to the presence of
additional charge superselection rules (and internal
group symmetries). The component fields are not
Wightman fields since they annihilate the vacuum if
the right-hand projection differs from P0 = Pvac.

Note that the Huygens (timelike) region in Min-
kowski spacetime has a timelike ordering structure
x � y or x � y (earlier or later). In d = 1þ 1, the
topology allows in addition a spacelike left–right
ordering x9 y. In fact, it is precisely the presence of
these two orderings in conjunction with the factor-
ization of the vacuum symmetry group gSO(2, 2) ’gPSL(2R)l � gPSL(2, R)r, in particular Z = Zl � Zr,
which is at the root of a significant simplification.
This situation suggested a tensor factorization into
chiral components and led to an extremely rich and
successful construction program of two-dimensional
conformal QFT as a two-step process: the classifica-
tion of chiral observable algebras on the light ray and
the amalgamation of left–right chiral theories to two-
dimensional local conformal QFT. The action on the
circular coordinates z is through fractional SU(1, 1)
transformations

gðzÞ ¼ 	zþ �
��zþ �	

whereas the covering group acts on the Mack–
Luescher covering coordinates.

The presence of an ordering structure permits the
appearance of more general commutation relations
for the above A	� component fields namely

A	;�ðxÞB�;�ðyÞ
¼
X
�0

R	;�
�;�0B	;�0 ðyÞA�0;�ðxÞ; x > y ½12�
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with numerical R-coefficients which, as a result of
associativity and relative commutativity with respect
to observable fields, have to obey certain structure
relations; in this way, Artin braid relations emerge
as a new manifestation of the Einstein causality
principle for observables in low-dimensional QFT
(Rehren and Schroer 1989) (see Schroer 2005).
Indeed, the DHR method to interpret charged fields
as charge superselection carriers (tied by local
representation theory to the bosonic local structure
of observable algebras) leads precisely to such a
plektonic statistics structure (Fredenhagen et al.
1992, Gabbiani and Froehlich 1993) for systems in
low spacetime dimension (see Symmetries in Quan-
tum Field Theory of Lower Spacetime Dimensions).
With an appropriately formulated adjustment to
observables fulfilling the Huygens commutativity,
this plektonic structure (but now disconnected from
particle/field statistics) is also a possible manifesta-
tion of causality for the higher-dimensional timelike
structure (Schroer 2005).

The only examples known up to the appearance
of the seminal BPZ work (Belavin et al. 1984) were
the abelian current models of the previous section
which furnish a rather poor man’s illustration of the
richness of the decomposition theory. The flood-
gates of conformal QFT were only opened after the
BPZ discovery of ‘‘minimal models,’’ which was
preceded by the observation (Friedan et al. 1984)
that the algebra of the stress–energy tensor came
with a new representation structure which was not
compatible with an underlying internal group
symmetry (see Symmetries in Quantum Field The-
ory: Algebraic Aspects).

An important step in the structural study of chiral
models was the recognition that the energy–momen-
tum tensor has the commutation structure of a Lie
field (Schroer 2005); in the next section, its algebraic
structure and its representation theory will be
presented.

Chiral Fields and Two-Dimensional
Conformal Models

Let us start with a family which generalizes the
abelian model of the previous section. Instead of a
one-component abelian current we now take n
independent copies. The resulting multicomponent
Weyl algebra has the previous form except that the
current is n-component and the real function space
underlying the Weyl algebra consists of functions
with values in an n-component real vector space
f 2 LV with the standard Euclidean inner product
denoted by ( , ). The local extension now leads to

(	,�) 2 2Z, that is, an even-integer lattice L in V,
whereas the restricted Hilbert subspace HL� which
ensures �-independence is associated with the dual
lattice L�: (�i,	k) = �ik which contains L. The
resulting superselection structure (i.e., the Q-
spectrum) corresponds to the finite factor group
L�=L. For self-dual lattices L�=L (which only can
occur if dim V is a multiple of 8), the resulting
observable algebra has only the vacuum sector; the
most famous case is the Leech lattice �24 in
dim V = 24, also called the ‘‘moonshine’’ model.
The observation that the root lattices of the Lie
algebras of types A, B, or E (e.g., su(n) corre-
sponding to An�1) also appear among the even-
integral lattices suggests that the nonabelian
current algebras associated to those Lie algebras
can also be implemented. This turns out to be
indeed true as far as the level-1 representations are
concerned which brings us to the second family:
the nonabelian current algebras of level k asso-
ciated to those Lie algebras; they are characterized
by the commutation relation

J	ðzÞ; J�ðz0Þ
� �

¼ if �	�j�ðzÞ�ðz� z0Þ
� 1

2kg	��
0ðz� z0Þ ½13�

where f �	� are the structure constants of the under-
lying Lie algebra, g their Cartan–Killing form, and
k, the level of the algebra, must be an integer in
order that the current algebra can be globalized to a
loop group algebra. The Fourier decomposition of
the current leads to the so-called affine Lie algebras,
a special family of Kac–Moody algebras. For k = 1,
these currents can be constructed as bilinears in
terms of the multicomponent chiral Dirac field;
there exists also the mentioned possibility to obtain
them by constructing their maximal Cartan currents
within the above abelian setting and representing the
remaining nondiagonal currents as certain charge-
carrying (‘‘vertex’’ algebra) operators. Level-k alge-
bras can be constructed from reducing tensor
products of k level-1 currents or directly via the
representation theory of infinite-dimensional affine
Lie algebras. (The global exponentiated algebras
(the analogs to the Weyl algebra) are called loop
group algebras.) Either way one finds that, for
example, the SU(2) current algebra of level k has
(together with the vacuum sector) kþ 1 sectors
(inequivalent representations). The different sectors
are already distinguished by the structure of their
ground states of the conformal Hamiltonian L0.
Although the computation of higher point correla-
tion functions for k > 1, there is no problem in
securing the existence of the algebraic nets which
define these chiral models as well as their kþ 1
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representation sectors and to identify their generat-
ing charge-carrying fields (primary fields) including
their R-matrices appearing in their plektonic com-
mutation relations. It is customary to use the
notation SU(2)k for the abstract operator algebras
associated with the current generators [13] and we
will denote their kþ 1 equivalence classes of
representations by ASU(2)k, n, n = 0, . . . , k, whereas
representations of current algebras for higher rank
groups require a more complicated labeling (in
terms of Weyl chambers).

The third family of models are the so-called
minimal models which are associated with the
Lie-field commutation structure of the chiral
stress–energy tensor which results from the chiral
decomposition of a conformally covariant two-
dimensional stress–energy tensor

TðzÞ;Tðz0Þ½ � ¼ iðTðzÞ þ Tðz0ÞÞ�0ðz� z0Þ

þ ic

24�
�000ðz� z0Þ ½14�

whose Fourier decomposition yields the Witt–
Virasoro algebra, that is, a central extension of
the Lie algebra of the Diff(S1). (The presence of
the central term in the context of QFT (the analog
of the Schwinger term) was noticed later; however,
the terminology Witt–Virasoro algebra in the
physics literature came to mean the Lie algebra
of diffeomorphisms of the circle including the
central extension.) The first two coefficients are
determined by the physical role of T(z) as the
generating field density for the Lie algebra of the
Poincaré group whereas the central extension
parameter c > 0 (positivity of the two-point func-
tion) for the connection with the generation of the
Moebius transformations and the undetermined
parameter c > 0 (the central extension parameter)
is easily identified with the strength of the two-
point function. Although the structure of the
T-correlation functions resembles that of free
fields (in the sense that is an algebraically
computable unique set of correlation functions
once one has specified the two-point function), the
realization that c is subject to a discrete quantiza-
tion if c < 1 came as a surprise. As already
mentioned, the observation that the superselection
sectors (the positive-energy representation struc-
ture) of this algebra did not at all follow the logic
of a representation theory of an inner symmetry
group generated a lot of attention and stimulated a
flurry of publications on symmetry concepts
beyond groups (quantum groups). A concept of
fundamental importance is the DHR theory of
localized endomorphisms of operator algebras and

the concept of operator-algebraic inclusions (in
particular, inclusions with conditional expectations –
V Jones inclusions).

The SU(2)k current coset construction (Goddard
et al. 1985) revealed that the proof of existence and
the actual construction of the minimal models is
related to that of the SU(2)k current algebras.
Constructing a chiral model does not necessarily
mean the explicit determination of the n-point
Wightman functions of their generating fields
(which for most chiral models remains a prohibi-
tively complicated task) but rather a proof of their
existence by demonstrating that these models are
obtained from free fields by a series of computa-
tional complicated but mathematically controlled
operator-algebraic steps as reduction of tensor
products, formation of orbifolds under group
actions, coset constructions, and a special kind of
extensions. The generating fields of the models are
nontrivial in the sense of not obeying free-field
equations (i.e., not being ‘‘on-shell’’). The cases
where one can write down explicit n-point functions
of generating fields are very rare; in the case of the
minimal family this is limited to the field theory of
the Ising model (Schroer 2005).

To show the power of inclusion theory for the
determination of the charge content of theory, let us
look at a simple illustration in the context of the above
multicomponent abelian current algebra. The vacuum
representation of the corresponding Weyl algebra is
generated from smooth V-valued functions on the
circle modulo constant functions (i.e., functions with
vanishing total integral) f 2 LV0. These functions
equipped with the aforementioned complex structure
and scalar product yield a Hilbert space. The
I-localized subalgebra is generated by the Weyl image
of I-supported functions (class functions whose repre-
senting functions are constant in the complement I0)

AðIÞ :¼ alg Wðf Þjf 2 KðIÞf g
KðIÞ ¼ f 2 LV0jf ¼ const:in I0f g

½15�

The one-interval Haag duality A(I)0=A(I0) (the
commutant algebra equals the algebra localized in
the complement) is simply a consequence of the fact
that the symplectic complement K(I)0 in terms of
Im(f , g) consists of real functions in that space which
are localized in the complement, that is,
K(I)0= K(I0). The answer to the same question for
a double interval I = I1 [ I3 (think of the first and
third quadrant on the circle) does not lead to duality
but rather to a genuine inclusion

Kð I1 [ I3ð Þ0Þ ¼KðI2 [ I4Þ � KðI1 [ I3Þ0

KðI1 [ I3Þ � Kð I1 [ I3ð Þ0Þ0
½16�
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The meaning of the left-hand side is clear; these
are functions which are constant in I1 [ I3 with the
same constant in the two intervals whereas the
functions on the right-hand side are less restrictive
in that the constants can be different. The
conversion of real subspaces into von Neumann
algebras by the Weyl functor leads to the algebraic
inclusion A(I1 [ I3) � A((I1 [ I3)0)0. In physical
terms, the enlargement results from the fact that
within the charge neutral vacuum algebra a charge
split with one charge in I1 and the compensating
charge in I2 for all values of the (unquantized)
charge occurs. A more realistic picture is obtained
if one allows a charge split to be subjected to a
charge quantization implemented by a lattice
condition f (I2)� f (I4) 2 2�L which relates the
two multicomponent constant functions (where
f (I) denotes the constant value f takes in I). As
in the previous one-component case, the choice of
even lattices corresponds to the local (bosonic)
extensions. Although imposing such a lattice
structure destroys the linearity of the K, the
functions still define Weyl operators which gener-
ated operator algebras AL(I1 [ I2). (The linearity
structure is recovered on the level of the operator
algebra.) But now the inclusion involves the dual
lattice L� (which of course contains the original
lattice),

ALðI1 [ I2Þ � AL� ðI1 [ I2Þ
ind ALðI1 [ I2Þ � ALð I1 [ I2ð Þ0Þ0
� �

¼ Gj j
ALðI1 [ I2Þ ¼ invGAL� ðI1 [ I2Þ

This time the possible charge splits correspond to
the factor group G = L�=L, that is, the number of
possibilities is Gj j which measures the relative size
of the bigger algebra in terms of the smaller. This is
a special case of the general concept of the so-called
Jones index of an inclusion which is a numerical
measure of its depth. A prerequisite is that the
inclusion permits a conditional expectation which
is a generalization of the averaging under the
‘‘gauge group’’ G on AL� (I1 [ I2) in the third
equation above, which identifies the invariant
smaller algebra with the fix-point algebra (the
invariant part) under the action of G. In fact,
using the conceptual framework of Jones, one can
show that the two-interval inclusion is independent
of the position of the disjoint intervals character-
ized by the group G.

There exists another form of this inclusion which
is more suitable for generalizations. One starts from
the charge quantized extended local algebra Aext

L �
A described earlier in terms of an even-integer lattice
L (which lives in the separable Hilbert space HL� ) as

our observable algebra. Again the Haag duality is
violated and converted into an inclusion Aext

L (I1 [ I2)
� Aext

L ((I1 [ I2)0)0 which turns out to have the same
G = L�=L charge structure (it is in fact isomorphic
to the previous inclusion). In the general setting
(current algebras, minimal model algebras, . . .), this
double interval inclusion is particularly interesting if
the associated Jones index is finite. One finds
Kawahigashi et al. (2001) (Schroer 2005).

Theorem 1 A chiral theory with finite Jones index
�= ind{A((I1 [ I2)0)0 :A(I1 [ I2)} for the double
interval inclusion (always assuming that A(S1) is
strongly additive and split) is a rational theory and
the statistical dimensions d
 of its charge sectors are
related to � through the formula

� ¼
X



d2

 ½17�

Instead of presenting more constructed chiral
models, it may be more informative to mention
some of the algebraic methods by which they are
constructed and explored. The already mentioned
DHR theory provides the conceptual basis for
converting the notion of positive-energy represen-
tation sectors of the chiral model observable
algebras A (equivalence classes of unitary repre-
sentations) into localized endomorphisms 
 of this
algebra. This is an important step because con-
trary to group representations which have a
natural tensor product composition structure,
representations of operator algebras generally do
not come with a natural composition structure.
The DHR endomorphisms theory of A leads to
fusion laws and an intrinsic notion of generalized
statistics (for chiral theories: plektonic in addition
to bosonic/fermionic). The chiral statistics para-
meters are complex numbers (Haag 1992) whose
phase is related to a generalized concept of spin
via a spin-statistics theorem and whose absolute
value (the statistics dimension) generalized the
notion of multiplicities of fields known from the
description of inner symmetries in higher-dimen-
sional standard QFTs. The different sectors may
be united into one bigger algebra called the
exchange algebra F red in the chiral context (the
‘‘reduced field bundle’’ of DHR) in which every
sector occurs by definition with multiplicity 1 and
the statistics data are encoded into exchange
(commutation) relations of charge-carrying opera-
tors or generating fields (‘‘exchange algebra
fields’’) (Schroer 2005). Even though this algebra
is useful in that all properties concerning fusion
and statistics are nicely encoded, it lacks some
cherished properties of standard field theory
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namely there is no unique state–field relation, that
is, no Reeh–Schlieder property (a field A	� whose
source projection P� does not coalesce with the
vacuum projection annihilates the vacuum); in
operator-algebraic terms, the local algebras are
not factors. This poses the question of how to
manufacture from the set of all sectors natural
(not necessarily local) extensions with these
desired properties. It was found that this problem
can be characterized in operator-algebraic terms
by the existence of the so-called DHR triples
(Schroer). In case of rational theories, the number
of such extensions is finite and in the aforemen-
tioned ‘‘classical’’ current algebra and minimal
models they all have been constructed by this
method (thus confirming existing results complet-
ing the minimal family by adding some missing
models). The same method adapted to the chiral
tensor product structure of d = 1þ 1 conformal
observables classifies and constructs all two-dimen-
sional local (bosonic/ fermionic) conformal QFT B2

which can be associated with the observable chiral
input. It turns out that this approach leads to
another of those pivotal numerical matrices which
encode structural properties of QFT: the coupling
matrix Z,

A�A � B2X

�

Z
;�
ðAÞ � �ðAÞ � A �A ½18�

where the second line is an inclusion solely
expressed in terms of observable algebras from
which the desired (isomorphic) inclusion in the first
line follows by a canonical construction, the so-
called Jones basic construction. The numerical
matrix Z is an invariant closely related to the so-
called ‘‘statistics character matrix’’ (Schroer 2005)
and in case of rational models it is even a modular
invariant with respect to the modular SL(2, Z) group
transformations (which are closely related to the
matrix S in the final section).

Integrability, the Bootstrap
Form-Factor Program

Integrability in QFT and the closely associated
bootstrap form-factor construction of a very rich
class of massive two-dimensional QFTs can be
traced back to two observations made during the
1960s and 1970s ideas. On the one hand, there was
the time-honored idea to bypass the ‘‘off-shell’’ field-
theoretic approach to particle physics in favor of a
pure on-shell S-matrix setting which (in particular
recommended for strong interactions), as a result of

the elimination of short distances via the mass-shell
restriction, would be free of ultraviolet divergencies.
This idea was enriched in the 1960s by the crossing
property which in turn led to the bootstrap idea, a
highly nonlinear seemingly self-consistent proposal
for the determination of the S-matrix. However, the
protagonists of this S-matrix bootstrap program
placed themselves into a totally antagonistic fruitless
position with respect to QFT so that the strong
return of QFT in the form of gauge theory under-
mined their credibility. On the other hand, there
were rather convincing quasiclassical calculations in
certain two-dimensional massive QFTs as, for
example, the sine-Gordon model which indicated
that the obtained quasiclassical mass spectrum is
exact and hence suggested that the associated
QFTs are integrable (Dashen et al. 1975) and
have no real particle creation. These provocative
observations asked for a structural explanation
beyond quasiclassical approximations, and it soon
became clear that the natural setting for obtain-
ing such mass formulas was that of the ‘‘fusion’’
of boundstate poles of unitary crossing-symmetric
purely elastic S-matrices; first in the special
context of the sine-Gordon model (Schroer et al.
1976) and later as a classification program from
which factorizing S-matrices can be determined
by solving well-defined equations for the elastic
two-particle S-matrix (Karowski et al. 1977).
(It was incorrectly believed that the ‘‘nontrivial
elastic scattering implies particle creation’’
statement of Aks (Aks, 1963) is also valid for
low-dimensional QFTs.) Some equations in this
bootstrap approach resembled mathematical
structures which appeared in C N Yang’s work
on nonrelativistic �-function particle interactions
as well as relations for Boltzmann weights in
Baxter’s work on solvable lattice models; hence,
they were referred to as Yang–Baxter relations.
These results suggested that the old bootstrap
idea, once liberated from its ideological dead
freight (in particular from the claim that the
bootstrap leads to a unique ‘‘theory of
everything’’ (minus gravity)), generates a useful
setting for the classification and construction
of factorizing two-dimensional relativistic
S-matrices. Adapting certain known relations
between two-particle form factors of field opera-
tors and the S-matrix to the case at hand
(Karowski and Weisz 1978), and extending this
with hindsight to generalized (multiparticle) form
factors, one arrived at the axiomatized recipes of
the bootstrap form-factor program of d = 1þ 1
factorizable models (Smirnov 1992). Although
this approach can be formulated within the
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setting of the LSZ scattering formalism, the use of
a certain algebraic structure (Zamolodchikov and
Zamolodchikov 1979) which in the simplest
version reads

Zð�ÞZ�ð�0Þ ¼ Sð2Þð�� �0ÞZ�ð�0ÞZð�Þ þ �ð�� �0Þ
Zð�ÞZð�0Þ ¼ Sð2Þð�0 � �ÞZð�0ÞZð�Þ

½19�

(the �-term Faddeev is due to Faddeev) brought
significant simplifications. In the general case, the
Z0s are vector valued and the S(2)-structure function
is matrix valued. (The identification of the Z–F
structure coefficients with the elastic two-particle
S-matrix S(2) (which is prenempted by our notation)
can be shown to follow from the physical inter-
pretation of the Z-F structure in terms of localiza-
tion.) In that case the associativity of the Z–F
algebra is equivalent to the Yang–Baxter equations.
Recently, it became clear that this algebraic relation
has a deep physical interpretation; it is the simplest
algebraic structure which can be associated with
generators of nontrivial wedge-localized operator
algebras (see the next section).

Conceptually as well as computationally it is much
simpler to identify the intrinsic meaning of integr-
ability in QFT with the factorization of its S-matrix
or a certain property of wedge-localized algebras
(see next section) than to establish integrability (see
Integrability and Quantum Field Theory).

The first step of the bootstrap form-factor
program namely the classification and construction
of model S-matrices follows a combination of two
patterns: prescribing particle multiplets transforming
according to group symmetries and/or specifying
structural properties of the particle spectrum. The
simplest illustration for the latter strategy is supplied
by the ZN model. In terms of particle content, ZN

demands the identification of the Nth bound state
with the antiparticle. Since the fusion condition for
the bound mass m2

b = (p1 þ p2)2 = m2
1 þm2

2 þ 2m1

m2ch(�1 � �2) is only possible for a pure imaginary
rapidity difference �12 = �1 � �2 = i	 (‘‘binding
angle’’). Hence, the binding of two ‘‘elementary’’
particles of mass m gives

m2 ¼ m
sin 2	

sin	

and more generally of k particles with

mk ¼ m
sin k	

sin	

so that the antiparticle mass condition mN = �m = m
fixes the binding angle to 	= 2�=N. (The quotation
mark is meant to indicate that in contrast to the
Schrödinger QM there is ‘‘nuclear democracy’’ on

the level of particles. The inexorable presence of
interaction-caused vacuum polarization limits a
fundamental/fused hierarchy to the fusion of
charges.) The minimal (no additional physical
poles) two-particle S-matrix in terms of which the
n-particle S-matrix factorizes is therefore

S
ð2Þ
min¼

sinð1=2Þð�þ ð2�iÞ=NÞ
sinð1=2Þð�� ð2�iÞ=NÞ ½20�

(minimal = without so-called CDD poles) The
SU(N) model as compared with the U(N) model
requires a similar identification of bound states of
N � 1 particles with an antiparticle. This S-matrix
enters as in the equation for the vacuum to
n-particle meromorphic form factor of local opera-
tors; together with the crossing and the so-called
‘‘kinematical pole equation,’’ one obtains a recursive
infinite system linking a certain residue with a form
factor involving a lower number of particles. The
solutions of this infinite system form a linear space
from which the form factors of specific tensor fields
can be selected by a process which is analogous but
more involved than the specification of a Wick basis
of composite free fields. Although the statistics
property of two-dimensional massive fields is not
intrinsic but a matter of choice, it would be natural
to realize, for example, the ZN fields as ZN-anyons.

Another rich class of factorizing models are
the Toda theories of which the sine-Gordon and
sinh–Gordon are the simplest cases. For their
descriptions, the quasiclassical use of Lagrangians
(supported by integrability) turns out to be of some
help in setting up their more involved bootstrap
form-factor construction.

The unexpected appearance of objects with new
fundamental (solitonic) charges (e.g., the Thirring
field as the carrier of a solitonic sine-Gordon charge)
and the unexpected confinement of charges (e.g., the
CP(1) model as a confined SU(2) model) turn out to
be opposite sides of the same coin and both cases
have realizations in the setting of factorizing models
(Schroer 2005).

Recent Developments

There are two ongoing developments which place
the two-dimensional bootstrap form-factor program
into a more general setting which permits to under-
stand its position in the general context of local
quantum physics.

One of these starts from the observation that the
smallest spacetime localization region in which it is
possible to find vacuum-polarization-free generators
(PFG) in the presence of interactions is the wedge
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region. If one demands in addition that these
generators (necessarily unbounded operators) have
the standard domain properties of QFT (which
include stability of the domain under translations),
then one finds that this leads precisely to the two-
dimensional Z–F algebraic structure which in turn in
this way a spacetime interpretation for the first time
acquires. In these investigations (Schroer 2005),
modular localization theory plays a prominent role
and there are strong indications that with these
methods one can show the nontriviality of intersec-
tions of wedge algebras which is the algebraic
criterion for the existence of a model within local
quantum physics.

There is a second constructive idea based on light-
front holography which uses the radical reorganiza-
tion of spacetime properties of the algebraic structure
while maintaining the physical content including the
Hilbert space. Since spacetime localization aspects
(apart from the remark about wedge algebras and
their PFG generators made before) are traditionally
related to the concept of fields, holographic methods
tend to de-emphasize the particle structure in favor of
‘‘field properties.’’ Indeed, the transversely extended
chiral theories which arise as the holographic image
lead to simplification of many interesting properties
with very similar aims to the old ‘‘light-cone
quantization’’ except that light-front holography is
another way of looking at the original local ambient
theory without subjecting it to another quantization.
(The price for this simplification is that as a result of
the nonuniqueness of the holographic inversion
certain problems cannot be formulated.)

Actually, as a result of the absence of a transverse
direction in the two-dimensional setting, the family
of factorizing models provides an excellent theore-
tical laboratory to study their rigorous ‘‘chiral
encoding’’ which is conceptually very different
from Zamolodchikov’s perturbative relation (which
is based on identifying a factorizing model in terms
of a perturbation on a chiral theory).

It turns out that the issue of statistics of particles
loses its physical relevance for two-dimensional
massive models since they can be changed without
affecting the physical content. Instead such notions
as order/disorder fields and soliton take their place
(Schroer 2005).

In accordance with its historical origin, the theory
of two-dimensional factorizing models may also be
viewed as an outgrowth of the quantization of
classical integrable systems (Integrability and Quan-
tum Field Theory). But in comparison with the
rather involved structure of integrabilty (verifying
the existence of sufficiently many commuting con-
servation laws), the conceptual setting of factorizing

models within the scattering framework (factoriza-
tion follows from existence of wedge-localized
tempered PFGs) is rather simple and intrinsic
(Schroer 2005).

Among the additional ongoing investigations
in which the conceptual relation with higher-
dimensional QFT is achieved via modular localiza-
tion theory, we will select three which have caught
our, active attention. One is motivated by the recent
discovery of the adaptation of Einsteins classical
principle of local covariance to QFT in curved
spacetime. The central question raised by this work
(see Algebraic Approach to Quantum Field Theory)
is if all models of Minkowski spacetime QFTs
permit a local covariant extension to curved space-
time and if not which models do? In the realm of
chiral QFT, this would amount to ask if all
Moebius-invariant models are also Diff(S1)-covar-
iant. It has been known for sometime that a QFT
with all its rich physical content can be uniquely
defined in terms of a carefully chosen relative
position of a finite number of copies of one unique
von Neumann operator algebra within one common
Hilbert space. This is a perfect quantum field-
theoretical illustration for Leibnitz’s philosophical
proposal that reality results from the relative
position of ‘‘monades’’ (As opposed to the more
common (Newtonian) view that the material reality
originates from a material content being placed into
a spacetime vessel) if one takes the step of identify-
ing the hyperfinite typ III1 Murray von Neumann
factor algebra with an abstract monade from which
the different copies result from different ways of
positioning in a shared Hilbert space (Schroer 2005).
In particular, Moebius-covariant chiral QFTs arise
from two monades with a joint intersection defining
a third monade in such a way that the relative
positions are specified in terms of natural modular
concepts (without reference to geometry). This begs
the question whether one can extend these modular-
based algebraic ideas to pass from the global
vacuum preserving Moebius invariance to local
Diff(S) covariance Moeb ! Diff(S1). This would
be precisely the two-dimensional adaptation of the
crucial problem raised by the recent successful
generalization of the local covariance principle
underlying Einstein’s classical theory of gravity to
QFT in curved spacetime: does every Poincaré
covariant Minkowski spacetime QFT allow a unique
correspondence with one curved spacetime (having
the same abstract algebraic substrate but with a
totally different spacetime encoding)? In the chiral
context, one is led to the notion of ‘‘partially
geometric modular groups’’ which only act geome-
trically if restricted to specific subalgebras (Schroer
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2005). It is hard to imagine how one can combine
quantum theory and gravity without understanding
first the still mysterious links between spacetime
geometry, thermal properties, and relative position-
ing of monades in a joint Hilbert space.

A second important umbilical cord with higher-
dimensional theories is the issue of ‘‘Euclideaniza-
tion’’ in particular the chiral counterpart of
Osterwalder–Schrader localization and the closely
related Nelson–Symanzik duality. In concrete chiral
model s (e.g., the model s in the section ‘‘Chir al fields
and two-di mensional conform al models’’), it has
been noted as a result of explicit calculations that
the analytic continuation in the angular parametri-
zation for thermal correlation functions leads to
a duality relation in

Að’1; . . . ; ’nÞh i	;2��t

¼ i

�t

� �aX
�

S	� A
i

�t
’1; . . . ;

i

�t
’n

� �
 �
�;ð2�=�tÞ

½21�

where the thermal correlation function is defined as

Að’1; . . . ; ’nÞh i
	;2��t

:¼ trH
	
e�2��t L
	

0
�ðc=24Þð Þ�
	ðAð’1; . . . ; ’nÞÞ

Að’1; . . . ; ’nÞ ¼
Yn
i¼1

Aið’iÞ
½22�

Compared with the thermally extended Nelson–
Symanzik relation for two-dimensional QFT one
notices that in addition to the expected behavior of
real coordinates becoming imaginary and the
2�-periodicity changing role with the (suitably
normalized) KMS inverse temperature, there is a
rotation in the space of superselected charges in
terms of a unitary matrix S whose origin lies in the
braid group statistics (the statistics character
matrix). The deeper structural explanation which
shows that this relation is not just a property of
special models, but rather a generic property of
chiral QFT, comes from a very deep angular
Euclideanization which is based on modular theory
(Schroer). Specializing A = identity, one obtains a
relation for the partition function, the famous
Verlinde identity which is part of the transformation
law of the thermal angular correlation functions
under the SL(2, R) modular group.

There are many additional important observations
on factorizing models whose relation to the physical
principles of QFT, unlike the bootstrap form-factor
program, is not yet settled. The meaning of the
c-parameter outside the chiral setting and ideas on
its renormalization group flow as well as the various
formulations of the thermodynamic Bethe ansatz

belong to a series of interesting observations whose
final relation to the principles of QFT still needs
clarification.

See also: Algebraic Approach to Quantum Field Theory;
Axiomatic Quantum Field Theory; Bosons and Fermions
in External Fields; Euclidean Field Theory; Integrablility
and Quantum Field Theory; Operator Product Expansion
in Quantum Field Theory; Sine-Gordon Equation;
Symmetries in Quantum Field Theory: Algebraic Aspects;
Symmetries in Quantum Field Theory of Lower
Spacetime Dimensions; Tomita–Takesaki Modular
Theory.
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Introduction

Discovery of the universality phenomenon and the
underlying renormalization mechanism by Feigen-
baum and independently by Coullet and Tresser in
late 1970s was one of the most influential events
in the dynamical systems theory in the last quarter
of the twentieth century. It was numerically
observed that the cascades of doubling bifurca-
tions leading to chaotic regimes in one-parameter
families of interval maps, as well as the dynamical
attractors that appear in the limits, exhibit the
universal small-scale geometry. To explain this
surprising observation, a ‘‘Renormalization Con-
jecture’’ was formulated which asserted that a
natural renormalization operator acting in the
space of dynamical systems has a unique hyper-
bolic fixed point.

It took about two decades to prove this conjecture
rigorously (and without the help of computers). The
proof revealed rich mathematical structures behind
the universality phenomenon that linked it tightly to
holomorphic dynamics and conformal and hyper-
bolic geometry.

Besides the universality per se, the renormaliza-
tion theory led to many other important results.
It includes the proof of the regular or stochastic
dichotomy that gives us a complete under-
standing of the real quadratic family (and more
general families of one-dimensional maps) from
measure-theoretic point of view, as well as deep
advances in several key problems of holomorphic
dynamics.

Since the original discovery, many other manifes-
tations of the universality have been observed,
experimentally, numerically, and theoretically, in
various classes of dynamical systems. However, in
this article we will focus on mathematical aspects of
the original phenomenon.

General Terminology and Notations

We will use general notations and terminology from
Holomorphic Dynamics.

Unimodal Maps

Definitions and Conventions

Let us consider a smooth interval map f : I! I. It is
called unimodal if it has a single critical point c and
this point is an extremum. We assume that the critical
point is nondegenerate, unless otherwise it is expli-
citly stated. A unimodal map is called S-unimodal if it
has a negative Schwarzian derivative:

Sf ¼ f 000

f 0
� 3

2

f 00

f 0

� �2

< 0

For simplicity, we also assume that the map f is
even, and normalize it so that c = 0 and one of the
endpoints of I is a fixed point.

Topological Dynamics

Let J 3 0 be a 0-symmetric periodic interval, that is,
f p(J) � J for some p 2 N, such that the intervals
Jk = f k(J), k = 0, 1, . . . , p� 1, have disjoint interiors.
Then we refer to [ Jk as a cycle of intervals of period p.

According to their topological dynamics, S-
unimodal maps can be divided into three possible
types (Sharkovskii, Singer, Guckenheimer, Misiur-
ewicz, van Strien, Blokh, etc.):

� Regular maps. Such a map has an attracting or
parabolic cycle a. In this case, almost all trajec-
tories of f converge to a. In case a is attracting, the
map f is also called hyperbolic (see Holomorphic
Dynamics).
� Topologically chaotic maps. For such a map,

there is a cycle of intervals [ Jk such that the
restriction f j [ Jk is topologically transitive (i.e., it
has a dense orbit). Moreover, for almost all z 2 I,
orb z eventually lands in this cycle.
� Infinitely renormalizable maps. For such a map,

there is a nested sequence of periodic intervals
J1 � J2 � � � � 3 0 of periods pn!1. Then the



intersection of the corresponding cycles of
intervals,

A ¼ Af ¼
\1
n¼0

[pn�1

k¼0

f kðJnÞ ½1�

is a Cantor set endowed with a natural group
structure (inverse limit of cyclic groups Z=pnZ)
such that f jA becomes a group translation.
Moreover, f nz!A for a.e. z 2 I. This Cantor set
is also called the Feigenbaum attractor of f.

Kneading Theory

Kneading theory (Milnor and Thurston, mid-1970s)
gives a complete topological classification of S-unimodal
maps (and more general one-dimensional maps). Let Iþ
and I� stand for the components of In{0}, where Iþ 3
f (0). To any point x 2 I, let us associate its itinerary
("n)N

n = 0, where "n 2 {þ,�, 0}, N 2 Zþ [1, in the
following way. If x is precritical then N 2 Zþ is the
smallest number such that f Nx = 0, and we let "N = 0.
Otherwise, N =1. For n < N, "n =þ if f nx 2 Iþ, and
"n =� if f nx 2 I�.

The kneading sequence of f is the itinerary of the
critical value f (0). It essentially classifies S-unimodal
maps: two nonregular S-unimodal maps are topolo-
gically conjugate if and only if they have the same
kneading sequence. (In the regular case, one should
state if the map is hyperbolic or parabolic and
specify the sign of the multiplier of the correspond-
ing cycle.)

The kneading theory completely describes admis-
sible kneading sequences (realizable by some unim-
odal maps), and order them linearly in such a way
that a bigger sequence corresponds to a more
‘‘complicated’’ map. The minimal admissible knead-
ing sequence, þþþ, is realized by the parabolic map
x 7! x2 þ 1=4, while the maximal one, þ����,
is realized by the Chebyshev map x 7! x2 � 2.

A central result of the kneading theory is the
Intermediate Value Theorem asserting that a smooth
one-parameter family of S-unimodal maps ft con-
taining two kneading sequences also contains all
intermediate kneading sequences. In particular, a
family that contains the above maximal and the
minimal kneading sequences, contains all admissible
kneading sequences. Such a family is called full. We
see that the real quadratic family Pc, c 2 [�2, 1=4],
is full: any S-unimodal map is topologically equiva-
lent to some quadratic polynomial. This indicates
dynamical significance of the quadratic family.

We say that a one-parameter family of unimodal
maps ft is almost full if it contains all admissible
kneading sequences except possibly the minimal one.

Universality Phenomenon

Universal Geometry of Doubling Bifurcations
and the Feigenbaum Attractor

Let us consider the real quadratic family Pc : x 7! x2 þ c,
c 2 [�2, 1=4]. As the parameter c moves down from
1/4, we observe a sequence of doubling bifurcations
cn where the attracting cycle of period 2n gives birth
to an attracting cycle of period 2nþ1, n = 0, 1, . . .
(see Holomorphic Dynamics and Figure 1). This
sequence converges to the Feigenbaum parameter
c1 at exponential rate: cn � c1 � ��n, where � 	
4.6. It turns out that if we consider a similar one-
parameter family of unimodal maps, say x 7! a sin x,
we observe a similar sequence of doubling bifurca-
tions converging to the limit exponentially at the
same rate ��n, independently of the family under
consideration.

In the dynamical space, let us consider the
Feigenbaum attractor Af [1] of an infinitely renor-
malizable S-unimodal map f that appear in the limit
of doubling bifurcations (so that the periods of
periodic intervals Jn are equal to 2n). Let us consider
the scaling factors �n = jJnj=jJn�1j. Then �n!�1,
where the limiting scaling factor �1 	 2.6 is

c = –2

c = –1.77

c    = –1.38

c1 = –3/4
c = 1/4

Figure 1 Real quadratic family Pc : x 7! x2 þ c. This picture

presents how the limit set of the orbit fPn
c (0)g1n = 0 bifurcates as

the parameter c changes from 1/4 on the right to �2 on the left.

Three topological types of regimes are intertwined in an intricate

way. The gaps correspond to the regular regimes. The black

regions correspond to the chaotic regimes (though, of course,

there are many narrow invisible gaps therein). In the beginning

(on the right) one can see the cascade of doubling bifurcations.

This picture became symbolic for one-dimensional dynamics.
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independent of the particular map f under considera-
tion. Thus, the small-scale geometry of Af is
universal.

This was historically the first observed manifesta-
tion of the quantitative universality of dynamical
and parameter structures.

Feigenbaum–Coullet–Tresser Renormalization
Conjecture

To explain the above universality phenomenon,
Feigenbaum and independently Coullet and Tresser,
formulated the following Renormalization Conjec-
ture. Let us consider the space U of S-unimodal
maps f : [�1, 1]! [�1, 1]. A map f 2 U is called
(doubling) renormalizable if it has a cycle
of intervals J! J1! J of period 2. Then, for any
n 2 Zþ [ {1}, we can naturally define n-times
renormalizable maps, where n = 0 corresponds to
the non-renormalizable case, while n =1 corres-
ponds to the infinitely renormalizable case.

Let U0 � U be the space of doubling renormaliz-
able maps. If f 2 U0 then f 2 : J! J is an S-unimodal
map as well, and we define the (doubling) renorma-
lization operator R :U0 !U as the rescaling of this
map:

Rf ðxÞ ¼ ��1f 2ð�xÞ

where �= jJj=2.
The Renormalization Conjecture asserted that:

� The renormalization operator R has a unique
fixed point f
, and this point is hyperbolic;
� the stable manifold W s(f
) consists of infinitely

renormalizable unimodal maps;
� the unstable manifold W u(f
) is one dimensional

and represents an almost full family of unimodal
maps (see the sect ion ‘‘Knead ing theory ’’); and
� the quadratic family {Pc} transversally intersects

W s(f
) (see Figure 2).

Assuming this conjecture, one can see that for any
curve t 7! gt in U that transversally intersects the
stable manifold W s(f
) at some moment t
, the
doubling bifurcations parameters tn converge to t
 at

exponential rate ��n, where � is the unstable
eigenvalue of the differential DR(f
). This explains
the universal geometry of doubling bifurcations.

One can also show that the Feigenbaum attractor
Af of any map f 2W s(f
) is smoothly equivalent to
Af
 , which explains the universal small-scale geome-
try of these attractors.

Full Renormalization Horseshoe

Along with period doublings, one can consider
period triplings, quadruplings, etc. A unimodal
map f 2 U is said to be renormalizable with period
p if it has a cycle of intervals J! J1! � � � ! Jp�1! J
of period p. The corresponding renormalization
operator is defined as Rf (x) = ��1f p(�x), where
�= jJj=2.

The combinatorics or type � of the renormalization
operator is the order of the intervals Jk, k =
0, 1, . . . , p� 1, on the real line (up to reversal). (For
instance, there are three admissible combinatorics � of
period 5.) If we want to specify combinatorics of the
renormalization operator under consideration, we use
notation R� . This operator is defined on the ‘‘renor-
malization strip’’ U� of unimodal maps f 2 U that are
renormalizable with combinatorics � .

The Renormalization Conjecture admits a
straightforward generalization to any renormaliza-
tion operator R� . More interestingly, one can
formulate a stronger version of it by putting all the
admissible renormalization types together. Let T
stand for the set of all minimal renormalization
types, that is, the types that cannot be factored
through other types. Then the renormalization strips
U � , � 2 T , are pairwise disjoint, and we can define
the full renormalization operator

R :
[
�2T
U� ! U ½2�

by letting RjU� = R� . Then the strong version of the
renormalization conjecture asserted that:

� there is an R-invariant hyperbolic subset A � U
called the full renormalization horseshoe such
that the restriction RjA is topologically con-
jugate to the full shift � on the space � of bi-
infinite sequences (. . . , ��1, �0, �1, . . .) of symbols
�n 2 T ;
� for any f
 2 A, the stable manifold Ws(f
) consists

of infinitely renormalizable maps f 2 U with the
same combinatorics as f
;
� for any f
 2 A, the unstable manifold W u(f
) is

one-dimensional and represents an almost full
family of unimodal maps; and
� the real quadratic family {Pc} transversally inter-

sects all stable manifolds Ws(f
).

° f*

W s

°

Quadratic family

z 
2 + c*

W u

Figure 2 Renormalization fixed point.
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Complex Renormalization

Polynomial-Like Maps

A polynomial-like map is a holomorphic branched
covering of finite degree f : U!U0, where UYU0 �
C are topological disks (In other words, the maps f is
proper, that is, full preimages f�1(K) of compact sets
K � U0 are compact). For instance, if f is a
polynomial of degree d then for a sufficiently large
radius R > 0, the map f : f�1(DR)!DR is a poly-
nomial-like map of the same degree d. We refer to
such polynomial-like maps as ‘‘polynomials.’’

The filled Julia set of f is the set of nonescaping
points:

Kðf Þ ¼ fz : f nz 2 U; n ¼ 0; 1; . . .g

The Julia set of f is the boundary of its filled Julia
set: J(f ) = @K(f ).

A polynomial-like map of degree d has d � 1
critical points counted with multiplicities. The Julia
set (and the filled Julia set) is connected if and only
if all the critical points ci are nonescaping, that is,
ci 2 K(f ).

A polynomial-like map of degree 2 is called
quadratic-like. The Julia set of a quadratic-like
map is either connected or a Cantor set, depending
on whether its critical point is nonescaping or
otherwise.

The domain of a polynomial-like map is allowed
to be slightly adjusted by taking V 0 to be a
topological disk such that U � V 0 � U0 and letting
V = f�1(V 0). We say that two polynomial-like maps
represent the same germ if one can be obtained from
the other by a sequence of such adjustments.

We will be mostly interested in the quadratic case;
so let Q be the space of quadratic-like germs
considered up to affine conjugacy, and let C be the
connectedness locus in Q, that is, the subset of f 2 Q
with connected Julia set. The space Q has a natural
complex analytic structure such that holomorphic
curves in Q are represented by holomorphic families
f�(z) of quadratic-like maps.

Two polynomial-like maps are called hybrid
equivalent if they are conjugate by a quasiconformal
map h such that �@h = 0 a.e. on K(f ) (in particular, h
is conformal on int K(f )). By the Straightening
Theorem, any polynomial-like map is hybrid equiva-
lent (after an adjustment of its domain) to a
polynomial of the same degree (called the ‘‘straigh-
tening’’ of f ). The straightening depends only on the
germ of f.

For a quadratic-like map f with connected Julia
set, the straightening Pc : z 7! z2 þ c is unique,
c =�(f ). Thus, we obtain the straightening map

� : C!M, where M is the Mandelbrot set (see
Holomorphic Dynamics). We let Hc =��1(c) be the
hybrid class passing through a point c 2M. One can
show that Hc is a codimension-one submanifold in Q.

Any quadratic-like map has two fixed points
counted with multiplicity. In the case of connected
Julia set, these fixed points have a different
dynamical meaning: one of them, called �, is either
attracting, or neutral, or repelling separating, that is,
J(f )n{�} is disconnected. Another one, called �, is
either parabolic with multiplier 1 (and then it
coincides with �) of repelling nonseparating.

In what follows, we normalize quadratic-like
maps so that 0 is their critical point.

Complex Renormalization and Little
Mandelbrot Sets

A quadratic-like map f : U!U0 with connected
Julia set is called renormalizable if there is a
topological disk V 3 0 and a natural number p � 2
called the renormalization period such that:

� letting g = f pjV and V 0= g(V), the map g : V!V 0

is quadratic-like;
� the little Julia set K(g) is connected; and
� the sets gn(K(g)), n = 1, . . . , p� 1, can intersect

K(g) only at the �-fixed point of g.

Under these circumstances, the quadratic-like germ g
considered up to affine conjugacy is called the renorma-
lization of the quadratic-like germ f ; g = Rf . Moreover,
one says that f is primitively renormalizable if the
little Julia sets gn(K(g)), n = 1, . . . , p� 1, are pairwise
disjoint. Otherwise, f is satellite renormalizable.

As in the unimodal case, one can define combina-
torics or type � of the complex renormalization.
Roughly speaking, renormalizable maps with the same
combinatorics have the same renormalization period
and the ‘‘same position’’ of the little Julia sets f k(K(g))
in Ĉ (the rigorous definition is based on the notion of
Thurston’s equivalence from Holomorphic Dynamics).

Theorem 1 (Douady and Hubbard 1986). The set
of parameters c for which a quadratic map
Pc : z 7! z2 þ c is renormalizable with a given combi-
natorics � assemble a homeomorphic copy M� of the
Mandelbrot set M.

This theorem explains the presence of many little
Mandelbrot sets that are observable on the compu-
ter pictures of M (see Figures 3 and 4). Moreover,
the copies corresponding to the primitive renorma-
lization originate at primitive hyperbolic compo-
nents (see Holomorphic Dynamics), while the copies
obtained by a satellite renormalization originate at
satellite hyperbolic components attached to some
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‘‘mother’’ hyperbolic component. (Satellite copies
attached to the main cardioid are particularly
prominent on the pictures of M.)

Given a combinatorial type � , the set Q� of
quadratic-like germs f 2 Q that are renormalizable
with combinatorics � (the complex renormalization
strip) is the union of hybrid classes passing through
the little copy M� . As in the real case, let us consider
the set T C of all minimal combinatorial types. Then
the corresponding renormalization strips Q� are
pairwise disjoint, and we can define the full complex
renormalization operator R :

S
�2T C

Q�!Q.

Renormalization Theorem

The first proof of the Renormalization Conjecture in
the period-doubling case was based on rigorous

computer estimates (Lanford 1982). It followed, in
the 1980s, by works of Epstein, Eckmann, Khanin,
Sinai, among others, which gave a better conceptual
understanding and provided proofs of many ingre-
dients of the picture (without computer assistance).

The turning point in this development occurred
when methods of holomorphic dynamics and con-
formal geometry were introduced into the subject
(Douady and Hubbard 1985, Sullivan 1986). This
led to the proof of the renormalization conjecture in
the space of quadratic-like germs:

Theorem 2 (Sullivan–McMullen–Lyubich, the
1990s). For any real combinatorics � 2 T , the
operator R� has a unique fixed point f� in the space
Q. Moreover, f� is hyperbolic, its stable manifold
Ws(f� ) coincides with the hybrid class Hc, c =�(f� ),
while the real slice of the unstable manifold
represents an almost full family of unimodal maps.

This result was further extended to the smooth
category by de Faria, de Melo, and Pinto.

MLC, Density of Hyperbolicity, and
Geometry of Feigenbaum Julia Sets

The ‘‘Mandelbrot set is locally connected’’ (MLC)
conjecture (see Holomorphic Dynamics) is intimately
related to the renormalization phenomenon. This
connection was first revealed by the following result:

Theorem 3 (Yoccoz 1990, unpublished). Let us
consider a nonrenormalizable quadratic polynomial
Pc : z 7! z2 þ c with connected Julia set and both
fixed points repelling. Then the Julia set J(Pc) is
locally connected and the Mandelbrot set is locally
connected at c.

This result was recently extended to higher-degree
unicritical polynomials z 7! zd þ c (Kahn–Lyubich,
preprint 2005).

The MLC Conjecture is still open for general infinitely
renormalizable parameters. However, the similar pro-
blem for the real quadratic family has been resolved.
It implies the real version of the Fatou conjecture in
the quadratic case (see Holomorphic Dynamics):

Theorem 4 (Lyubich 1997). Hyperbolic maps are
dense in the real quadratic family.

This result was recently extended to higher-degree
polynomials by Kozlovskii, Shen, and van Strien
(preprint 2003).

Infinitely renormalizable quadratic maps of
bounded combinatorial type (i.e., with bounded
relative periods pnþ1=pn) supply us with a rich class
of fractals with very interesting geometry. These

Figure 4 The satellite copy of the Mandelbrot set attached to

the main cardioid at the point of doubling bifurcation.

Figure 3 A primitive copy of the Mandelbrot set.
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Julia sets are ‘‘hairy’’ at the origin, that is, their
blow-ups fill in densely the whole plane (this
phenomenon is related to the universal geometry of
the Feigenbaum attractors; McMullen (1996)).
However, some of them have zero Lebesgue measure
(Yarrington, thesis 1995) and Hausdorff dimension
smaller than 2 (Avila–Lyubich, preprint 2004). It is
unknown whether this happens for all of them or
not (in particular, the answer is unknown for the
Feigenbaum map born in the cascade of doubling
bifurcations).

Regular or Stochastic Dichotomy

Stochastic Maps

An S-unimodal map f is called stochastic if it has an
absolutely continuous invariant measure �. In this
case, f is topologically chaotic (see the section
‘‘Topo logical dyn amics’’) and � is supporte d on the
transitive cycle of intervals [ Jk. Moreover, � has a
positive characteristic exponent,

�¼
Z

log jDf jd� > 0

and Lebesgue almost all orbits are equidistributed
with respect to �, that is, for Lebesgue a.e. x 2 I,

1

n

X
	ðf nxÞ !

Z
	 d�

for any continuous function 	. The map f p j J is mixing
with respect to �, and in fact, is weakly Bernoulli.

Here are two important criteria for stochasticity:

� Collet–Eckmann condition (see Holomorphic
Dynamics). These maps have extra strong sto-
chastic properties, notably, the exponential decay
of correlations.
� Martens–Nowicki condition. To state it, we need to

define the principal nest of intervals, I0� I1� � � � 3
0. Here I0 = [��,�], where � is the fixed point with
negative multiplier, and Inþ1 is inductively defined
as the component of f�ln (In) containing 0, where ln
is the moment of first return of the orbit of 0 to In.
Let us consider the scaling factors �n = jInj=jIn�1j. IfP ffiffiffiffiffi

�n
p

<1 then f is stochastic.

Let N � [�2, 1=4] be the set of parameters c for
which the quadratic map Pc is topologically chaotic.
Not every such map is stochastic. However, the set
of stochastic parameters has positive Lebesgue
measure (Jakobson 1981), and in fact,

Theorem 5 (Lyubich 2000). For a.e. c 2 N , the
map Pc satisfies the Martens–Nowicki condition,
and thus, is stochastic.

Avila and Moreira (2005) went on to prove that
for a.e. c 2 N , the map Pc is Collet–Eckmann.

Renormalization Horseshoe

Let us consider the complexification of the renor-
malization operator [2],

R :
[
�2T
Q� ! Q ½3�

acting in the space of quadratic-like maps.

Theorem 6 (Lyubich 2002). The ‘‘Strong Renor-
malization Conjecture’’ is valid for the operator [3].

Let I � [�2, 1=4] be the set of parameters for
which the quadratic map Pc is infinitely renormaliz-
able. The above theorem implies that this set has
zero Lebesgue measure. (Avila and Moreira went on
to prove that HD(I ) < 1.)

Regular or Stochastic Dichotomy

Putting together Theorems 5 and 6, we obtain:

Theorem 7 For a.e. c 2 [�2, 1=4], the quadratic
map Pc is either regular or stochastic.

This result gives a complete probabilistic picture
of dynamics in the real quadratic family. It has been
later transferred to any nondegenerate real analytic
family of S-unimodal maps (Avila–Lyubich–de
Melo), and further to a generic smooth family of S-
unimodal maps (Avila–Moreira).

Palis has formulated a strong general conjecture
(in all dimensions) asserting that a typical (from
the probabilistic point of view) smooth dynamical
system f has finitely many attractors supporting
SRB measures (see Lyapunov Exponents and
Strange Attractors) that govern the behavior of
Lebesgue a.e. trajectories of f. The above results
confirm the Palis Conjecture in the setting of S-
unimodal maps.

Other Universality Classes

From a more general point of view, renormalization
is an appropriately rescaled return map to a relevant
piece of the phase space, viewed as an operator in
some class of dynamical systems. From this point of
view, most dynamical systems are ‘‘renormalizable,’’
and the renormalization approach often provides a
deep insight into the nature of the systems in
question.

Here is a partial list of classes of nonlinear
systems that exhibit universality with an underlying
renormalization mechanism (we provide a few

348 Universality and Renormalization



relevant names, but there are many more people
who contributed to the corresponding theories):

� Holomorphic germs near indifferent equilibria
(Yoccoz, Shishikura, McMullen);
� critical circle maps (Kadanoff, Feigenbaum, Rand,

Lanford, Swiatek, de Faria, Yampolsky);
� non-renormalizable quadratic-like maps of

Fibonacci type (Lyubich–Milnor);
� conservative two-dimensional diffeomorphisms

near the point of breaking of KAM tori (MacKay,
Koch); and
� dissipative Hénon-like maps (Collet–Eckmann–

Koch, de Carvalho–Lyubich–Martens).

See also: Fractal Dimensions in Dynamics; Holomorphic
Dynamics; Lyapunov Exponents and Strange Attractors;
Multiscale Approaches.
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Introduction

The problem of fluid turbulence is commonly
regarded as one of the most challenging problems of
theoretical physics and mathematics. There is general
agreement that the Navier–Stokes equations (NSEs)
provide a satisfactory basis for the description of
turbulent motions of homogeneous Newtonian fluids
such as gases and most liquids. But the difficulty of
generating solutions of these equations for high-
Reynolds-number flows has prevented accurate
answers to simple questions such as the question of
the discharge of turbulent pipe flow as a function of
the pressure head or the question of the heat transport
by turbulent convection in a fluid layer heated from
below. In view of this difficulty, it has become an
attractive idea to obtain rigorous bounds on turbulent
transports. Variational methods have played an
important role in the derivation of such bounds.

There is another motivation for the use of varia-
tional methods for the understanding of turbulent
fluid systems. Experimenters have sometimes noted
the tendency of turbulent flows to maximize trans-
ports under given external conditions. In his pioneer-
ing paper, Howard (1963) mentions that the Malkus
hypothesis of a maximum heat transport by thermal
convection had motivated him to derive upper bounds
through the use of variational methods. The techni-
ques developed by Howard have later been applied to
other kinds of turbulent transports by Busse. While
relatively simple ordinary differential equations are
obtained when the equation of continuity is not
imposed as a constraint, the Euler–Lagrange equa-
tions for a stationary value of the variational
functional lead to nonlinear partial differential equa-
tions when solenoidal extremalizing vector fields are
required. Nevertheless, using boundary layer methods
one can derive approximate analytical solutions even
in the limit of asymptotically large Rayleigh and
Reynolds numbers (Busse 1969, 1978).

In the following, we shall first discuss the energy
method which provides necessary conditions for the
existence of turbulent solutions of the underlying
equations and then turn to the problem of upper
bounds for the turbulent momentum transport in the
plane Couette flow configuration as a particular
example. The properties and physical relevance of
the extremalizing vector fields will be discussed in a
final section.

Energy Method

For simplicity, we consider the NSEs for a homo-
geneous incompressible fluid with a constant kine-
matic viscosity � in an arbitrary fixed domain D.
Using the diameter d of the domain as length scale
and d2=� as timescale, we can write the NSEs of
motion in dimensionless form,

@

@t
vþ v � rv ¼ �rpþ f þr2v ½1a�

r � v ¼ 0 ½1b�

where f denotes some given steady distribution of a
force density. On the boundary @D of the domain D,
steady velocities parallel to the boundary may be
specified. We assume that the basic steady solution
of the problem is given by vs = Re v̂ where the
average of (v̂)2=2 over the domain D (indicated by
angular brackets) is unity, hjv̂j2i= 2. Any velocity
field vt different from vs, that is, with u� vt �
vs 6 � 0, must obey the equations

@

@t
uþvs �ruþu �rvsþu �ru¼�r~pþr2u ½2a�

r �u ¼ 0 ½2b�

together with the homogeneous boundary conditions
for u on @D. By multiplying eqn [2a] by u and
averaging the result over the domain D we obtain
the relationship

1

2

d

dt
hu �ui ¼ �hjruj2i � Rehu � ðu � rÞv̂i ½3�



where the vanishing of u on @D and equations such
as

hu � ðvs � rÞui ¼ 1
2hvs � ru �ui

¼ 1
2hr � ðvsu �uÞi ¼ 0

have been used to prove that the terms
vs � ru, u � ru and r~p do not enter the balance [3].
This balance is called the Reynolds–Orr energy
equation and is the basis for the application of the
energy method. The lowest value Re for which the
right-hand side of [3] is non-negative is called the
energy Reynolds number ReE. For Re < ReE the
steady solution vs is absolutely stable and the energy
of any disturbance u must decay exponentially in
time. Re > ReE is a necessary condition for the
existence of a persistent turbulent state of fluid flow.
ReE is determined as the solution of the variational
problem:

For a given flow v̂ in D find the minimum ReE of the
functional

RE�
hjr�uj2i

h��u � ð�u � rÞv̂i ½4�

among all vector fields �u which satisfy the conditions
r � �u = 0 in D, �u = 0 on @D, and h�u � (�u � r)v̂i < 0.

For Re�ReE there will exist at least one vector
field u, namely the minimizing solution �u of the
variational problem [4], the energy of which does
not decay, at least not initially. In the derivation of
the Euler–Lagrange equations as necessary condi-
tions for stationary values of the variational func-
tional [4],

1
2Gð�u�@�v̂i þ �u�@iv̂�Þ¼ �@i ��þ @�@��ui ½5a�

@��u� ¼ 0 ½5b�

the constraint r � �u = 0 has been taken into account
through the Lagrange multiplying function �̌. G is a
stationary value of the functional [4] and in general
there exist many of those which are determined as
eigenvalues of the linear boundary value problem [5]
together with its boundary condition �ui = 0 on @D.
Only the infinum of all G provides the energy
Reynolds number ReE. Many details on the energy
method can be found in Joseph’s book (1976). Here
we just wish to remark that the Reynolds–Orr balance
[3] remains valid when the problem is considered in a
system rotating with a constant angular velocity �D

since the Coriolis force does not contribute to the
energy balance [3]. The values of ReE are usually
much smaller than the critical values Rec for the onset
of infinitesimal disturbances as can be seen from
Table 1. Here the experimentally determined values

ReG for the instability of the basic flow state have also
been listed. A unique situation occurs in the small gap
limit of the Taylor–Couette system where ReE and Rec

coincide for a special value of the dimensionless mean
rotation rate �D (Busse 2002).

Variational Problem for Turbulent
Momentum Transport

In order to introduce the variational method for
bounds on turbulent transports we consider the
simplest configuration for which a nontrivial solu-
tion of the NSEs of motion exists: the configuration
of plane Couette flow (Figure 1). The Reynolds
number is defined in this case in terms of the
constant relative motion U0i between the plates,
Re = U0d=�, where i is the unit vector parallel to the
plates and � is the kinematic viscosity of the fluid.
Using the distance d between the plates as length
scale and d2=� as timescale, the basic equations can
be written in the form

@

@t
vþ v � rv ¼ �rpþr2v ½6�

r � v ¼ 0 ½7�

We use a Cartesian system of coordinates with the
x, z-coordinates in the directions of i and k,

Table 1 Reynolds numbers for shear flows

ReE ReG

(from exp.)

Rec

Plane Couette flow 82.6 �1300 1
Poiseuille flow (channel flow) 99.2a �2000a 5772a

Hagen–Poiseuille flow

(pipe flow)

81.5a �2100a 1

Circular Couette flow with

�D = ReE=2

82.6 �82:6 82.6

a The maximum velocity and the channel width d (radius d in the

case of pipe flow) have been used in definition of Re.
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Figure 1 Geometrical configuration of the plane Couette flow

problem.

352 Variational Methods in Turbulence



respectively, where k is the unit vector normal to the
plates such that the boundary conditions are given by

v¼� 1

2
Re i at z¼	 1

2
½8�

After separating the velocity field v into its mean
and fluctuating parts, v = U þ �v with �v = U, ��v = 0,
where the bar denotes the average over planes
z = const., we obtain by multiplying eqn [6] by �v
and averaging it over the entire fluid layer (indicated
by angular brackets)

1

2

d

dt
hj�vj2i¼�

�
uw � @

@z
U

�
�hjr�vj2i ½9�

Here u denotes the component of �v perpendicular to
k and w is its z-component. We define fluid
turbulence under stationary conditions by the prop-
erty that quantities averaged over planes z = const.
are time independent. Accordingly, the equation for
the mean flow U can be integrated to yield

d

dz
U ¼ wu� hwui � Re i ½10�

where the boundary condition [8] has been
employed. With this relationship, U can be elimi-
nated from the problem and the energy balance

hjruj2i þ hjuw� huwij2i ¼ Rehuxwi ½11�

is obtained where the identity huw2i � huwi2 =
hjuw� huwij2i has been used.

Since the momentum transport in the x-direction
between the moving rigid plates is described by
M =�dUx=dz jz =	1=2 = huxwi þ Re, we can con-
clude immediately that the momentum transport
by turbulent flow always exceeds the corresponding
laminar value because huxwi is positive according
to the relationship [11]. Since a lower bound on M
thus exists, an upper bound � on huxwi as a
function of Re is of primary interest. Following
Howard (1963), it can be shown that �(Re) is a
monotonous function and it is therefor equivalent
to ask for a lower bound R of Re at a given value �
of huxwi. We are thus led to the following
formulation of the variational problem:

Find the minimum R(�) of the functional

Rð~v; �Þ� hjr~vj2i
h~ux �wi þ�

hj~u ~w� h~u ~wij2i
h~ux ~wi2

½12�

among all solenoidal vector fields ~v� ~uþ k ~w (with
~u � k = 0) that satisfy the boundary condition ~v = 0 at
z =	1=2 and the condition h~ux ~wi > 0.

The Euler–Lagrange equations as necessary con-
ditions for an extremal value of the functional are
given by

~w
d

dz
U
 þ k~u � d

dz
U
 ¼ � r�þr2~v ½13�

r � ~v ¼ 0 ½14�

where dU
=dz is defined by

d

dz
U
 ¼ ~u ~w� h~u ~wi � i

�
R� hjr~vj2i

2h~vx ~wi

�
½15�

and where �= h~ux ~wi has been set. When eqns
[13]–[15] are compared with the equations for �v
and for U, a strong similarity can be noticed. The
variational problem does not exhibit any time
dependence, but the Euler–Lagrange equations may
still be regarded as the symmetric analogue of the
NSEs for steady flow.

Upper Bounds on the Turbulent
Momentum Transport

A simple analytical solution of the variational
problem can be obtained when the constraint
r � ~v = 0 is dropped. In that case it is evident that
the minimum of the functional [12] is reached
when ~v is independent of x, y, and when
~ux = ~w = f (z) holds. The Euler–Lagrange equations
then assume the form of an ordinary differential
equation,

f 00 ¼ ½�ðf 2=hf 2i � 1Þ � Rþ hf 02i=hf 2i�f ½16�

Since the variational functional [12] is homogeneous
in ~v, we are free to use a normalization condition for
which we choose max [f (z)] = 1. Multiplication of
eqn [16] by f 0 and integration yield

f 02 ¼ �

2k2hf 2i ð1� k2f 2Þð1� f 2Þ

with k2 ¼ �=½2ðRþ �Þhf 2i � 2hf 02i � �� ½17�

This equation can be solved in terms of elliptical
integrals. The minimum R(�) is determined by the
relationships

R ¼ 8

3
½K2ð1þ k2Þ þ K3=D� 3k2KDÞ�

� ¼ 8k2 KD

½18�

where D(k) and K(k) are the complete elliptical
integrals usually labeled by these letters. For
details, see the analysis by Howard (1963) of an
analogous problem. In the asymptotic case of large
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Reynolds numbers, relationships [18] yield the
upper bound

�ðReÞ ¼ 8

128
Re2 ½19�

In solving the full eqns [13]–[15], it is convenient
to eliminate eqn [14] through the general represen-
tation of the solenoidal vector field ~v,

~v¼r�ðr�� kÞþr � k ½20�

We assume that the minimizing vector field ~v does
not depend on x, although a rigorous proof for this
property can be given only for small values of �.
Introducing the notations �� @ =@y and w�
�@2�=@y2 we are thus led to the general ansatz

w ¼ wðNÞ �
XN
n¼1

��2
n wnðzÞ�nðyÞ ½21a�

� ¼ �ðNÞ �
XN
n¼1

�nðzÞ�nðyÞ ½21b�

where N may tend to infinity and the functions �n(y)
satisfy the equation

@2

@y2
�n ¼ ��2

n�n ½22�

In the following, it will be assumed that the positive
wavenumbers �n are ordered according to their size,
�n�1 < �n < �nþ1. The solutions of the form [21] of
the Euler–Lagrange equations exhibit a boundary
layer structure for large � as sketched in Figure 2.
Accordingly, the N–� solutions are characterized by a
hierarchy of N boundary layers at each plate and
provide the upper bound sequentially with increasing
� starting with N = 1. The extremalizing vector fields
thus exhibit a bifurcation structure similar to that
found in many cases of the transition to turbulence.
The thicknesses of the boundary layers decrease with
increasing � and their ratio from one layer to the next
approaches the factor 4 as indicated in Figure 3. The
typical scale of motion increases linearly with

distance from the wall as assumed in Prandtl’s
mixing-length theory. But the discreteness of the
scales reflects the fact that effective transports require
preferred scales. Asymptotically, the upper bound for
the momentum transport approaches

�ðReÞ ¼ 0:010 Re2 ½23�

which represents a significant improvement over the
relationship [19]. Nevertheless, the upper bound still
exceeds the measured values of the momentum
transport by more than a factor 10.

Discussion

Bounds like those for the momentum transport have
been obtained for many other kinds of turbulent
transports. For details we refer to the review articles
listed below. Usually, the formulation of the upper
bound problem requires that the external conditions
are homogeneous in two spatial dimensions such
that a separation of the turbulent velocity, tempera-
ture, or magnetic fields into mean and fluctuating
parts is possible. In this respect, the variational
methods for upper bounds are more restricted than
those used for determination of the energy Reynolds
number ReE. The latter problem, incidentally,
corresponds to the limit �! 0 of variational
problems of the type [12] as can be seen from a
comparison with expression [4].

In recent years, the background field method has
been introduced by Doering and Constantin (1994) as
an alternative way for obtaining bounds on properties
of turbulent flows. When optimized, it becomes
equivalent to the variational method discussed in this
article as has been demonstrated by Kerswell (1998).
The fact that not optimized bounds can be obtained

–1/2

μ

w θ

wN 
θN

wN – 1θN – 1

wN – 3θN – 3

wN – 2θN – 2

z

Figure 2 Qualitative sketch of the boundary layer structure of

the extremalizing N–� solution.

Figure 3 Qualitative sketch of the nested boundary layers that

characterize the vector field of maximum transport. The profile of

the mean shear is shown on the right side.
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relatively easily emphasizes the point that the extre-
malizing vector fields are the most interesting aspect of
the variational problems. They often exhibit simila-
rities with the observed turbulent velocity fields, in
particular as far as the mean flows are concerned. In
the case of convection in a layer heated from below,
the transition of the bound from the 1 –� solution to
the 2 –� solution corresponds closely to the experi-
mentally observed transition from convection rolls to
bimodal convection (Busse 1969).

The close similarities between variational functionals
for rather different physical systems suggest corre-
sponding similarities between the respective turbulent
fields. For example, the analogy between the fluctuat-
ing component of the temperature in turbulent convec-
tion and the streamwise component of the fluctuating
velocity field in shear flow turbulence has been
demonstrated and employed in a theory of the atmo-
spheric boundary layer (Busse 1978). Better bounds
and more physically realistic properties of the extre-
malizing vector fields can be expected when additional
constraints are imposed. For example, the energy
balances for poloidal and toroidal components of the
velocity field can be applied separately. But these
developments are still in their initial stages.
See also: Bifurcations in Fluid Dynamics; Fluid
Mechanics: Numerical Methods; Turbulence Theories.
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Ginzburg–Landau-type problems are variational
problems which consider a Dirichlet-type energy
posed on complex-valued functions, penalized by a
potential term which has a well in the unit circle of
the complex plane. The denomination comes from
the physical model of superconductivity of Ginzburg
and Landau. They are phase-transition-type models
in the sense that they describe the state of the
material according to different ‘‘phases’’ which can
coexist in a sample and be separated by various
types of interfaces. We start by presenting the
physical model (readers familiar with it may wish
to skip the next two sections and go straight to the
section ‘‘The simplified model’’).
Introduction to the Ginzburg–Landau Model

The Ginzburg–Landau model was introduced by
Ginzburg and Landau in the 1950s as a pheno-
menological model to describe superconductivity,
and was later justified as a limit of the quantum
BCS theory of Bardeen–Cooper–Schrieffer. It is a
model of great importance and recognition in physics
(with several Nobel prizes awarded for it: Landau,
Ginzburg, Abrikosov). In addition to its importance
in the modeling of superconductivity, the Ginzburg–
Landau model turns out to be mathematically
extremely close to the Gross–Pitaevskii model for
superfluidity, and models for rotating Bose–Einstein
condensates, which all have in common the appear-
ance of topological defects called ‘‘vortices.’’

Superconductivity, which was discovered in 1911
by Kammerling Ohnes, consists in the complete loss
of resistivity of certain metals and alloys at very low
temperatures: the two most striking consequences of
it being the possibility of permanent superconduct-
ing currents and the particular behavior that an
external magnetic field applied to the sample gets
expelled from the material and can generate
vortices, through which it penetrates the sample.

The Energy Functional

After a series of dimension reductions, the Ginzburg–
Landau model describes the state of the
superconducting sample occupying a region �
and submitted to the external magnetic field hex,



below the critical temperature, through its Gibbs
energy:

G"ð ;AÞ ¼
1

2

Z
�

jrA j2 þ
ð1� j j2Þ2

2"2

þ 1

2

Z
R3
jcurl A� hexj2 ½1�

In this expression, the first unknown  is the
‘‘order parameter’’ in physics. It is a complex-valued
condensed wave function, indicating the local state
of the material, or the phase (in the Landau theory
approach of phase transitions): j j2 is the density of
the ‘‘Cooper pairs’’ of superconducting electrons
explaining superconductivity in the BCS approach.
With our normalization j j �1 and where j j � 1
the material is in the superconducting phase, while
where j j � 0, it is in the normal phase (i.e., behaves
like a normal conductor), the two phases being able
to coexist in the sample.

The second unknown A is the electromagnetic
vector potential of the magnetic field, a function
from � to R3. The induced magnetic field in the
sample is deduced by h = curl A. The notation rA

denotes the covariant derivative r� iA. The super-
conducting current is the vector j of components

jk ¼ hi ; ðrAÞk i ½2�

where h. , .i denotes the scalar product in C
identified with R2.

Finally, the parameter " is the inverse of the
‘‘Ginzburg–Landau parameter’’ �, a dimensionless
parameter (ratio of the penetration depth and
the coherence length) depending on the material only.

Most variational studies of Ginzburg–Landau
focus on the regime of large � or small ",
corresponding to ‘‘extreme type-II’’ superconduc-
tors, also called the London limit. In this limit, the
potential term acts as a singular perturbation, and
the characteristic size of the vortices is "! 0;
vortices become line-like topological singularities,
which makes it easier to extract and describe them.

This model is a U(1)-gauge theory, that is, it is
invariant under the gauge transformations:

 7! ei�

A 7!Aþr�
½3�

where � is a smooth real-valued function. The
physically relevant quantities are those that are
gauge invariant, such as the energy G", j j, h, and
the superconducting current j.

For more on the model, we refer to the physics
literature (e.g., DeGennes (1966) and Tinkham
(1996)).

Reductions of the Model

The goal of variational studies of the Ginzburg–
Landau model is to relate the energy to the vortices
and the applied field. In three dimensions (3D),
vortices are filaments, or lines of zeros of the order
parameter  , around which  has a nonzero
winding number. These are quite delicate to describe
in 3D (we will mention some results below), so a
simplification that is commonly made consists in
reducing to a two-dimensional model.

When reducing to 2D, one assumes that every-
thing is independent of the vertical direction, and
that the applied magnetic field is also vertical. The
domain � is then a two-dimensional, bounded and
(for simplicity) simply connected open set, which is
the horizontal section of an infinite vertical
cylinder. One can also imagine it represents a thin
film.

In 2D, the energy is written the same way:

G"ð ;AÞ ¼
1

2

Z
�

jrA j2 þ
ð1� j j2Þ2

2"2

þ jcurl A� hexj2 ½4�

where this time A is R2-valued, and the induced
magnetic field h = curl A = @1A2 � @2A1 is now a
real-valued function, which can be taken to be equal
to hex (now a real positive number) in R2n�.

The stationary states of the system are the critical
points of G", or the solutions of the Ginzburg–
Landau equations:

�ðrAÞ2 ¼
1

"2
 ð1� j j2Þ in �

�r?h ¼ hi ;rA i in �

h ¼ hex on @�

rA � � ¼ 0 on @�

½5�

where r? denotes (�@x2
, @x1

).
A common simplification consists in suppressing

the magnetic field, and thus in studying the
simplified energy

E"ðuÞ ¼
1

2

Z
�

jruj2 þ ð1� juj
2Þ2

2"2
½6�

where the order parameter is commonly denoted by
u, and is still complex valued. This energy, which
can be seen as a complex analog of the real-valued
Allen–Cahn model of phase transitions, has been
extensively studied, especially since the work of
Bethuel–Brezis–Hélein, where the domain � is
assumed to be two dimensional and simply con-
nected. The higher-dimensional case has also been
considered.
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Vortices and Critical Fields

We now need to explain more precisely what a
vortex is. In two dimensions, a vortex is an object
centered at an isolated zero of u (or  ), around
which the phase of u has a nonzero winding number
called the ‘‘degree of the vortex.’’ It is the simplest
example of a topological defect. If the zero is located
at x0, the winding number or degree is the integer
that can be computed by

1

2�

Z
@Bðx0;rÞ

@’

@�
¼ d 2 Z ½7�

where r is small enough, and ’ is the phase of u, that
is, u can be written u = jujei’. For example, the phase
’= d�, where � is the polar angle centered at x0, yields
a vortex of degree d. Observe that the phase ’ is not a
well-defined function, it is multivalued (and defined up
to 2�); however, we have the important relation

curlr’ ¼ 2�
X

i

di�ai
½8�

where the ai’s are the zeros of u, di’s the associated
degrees, and �x denotes the Dirac mass at x.

When " is small, it is clear from [4] or [6] that juj
prefers to be close to 1, and a scaling argument hints
that juj is different from 1 in regions of characteristic
size ". Of course this is an intuitive picture and several
mathematical notions are used to describe the vortices.

Vortices appear due to the applied field hex. For
type-II superconductors there are essentially three
critical fields, Hc1

, Hc2
, Hc3

, critical values of hex for
which phase transitions occur. For hex �
Hc1

= O(j log "j), there are no vortices and the
superconductor is in the superconducting phase
j j ’ 1 everywhere. At Hc1

the first vortices appear,
and their number increases as hex is raised. When
they become numerous they tend to arrange in
triangular lattices called Abrikosov lattices, as
observed in experiments and predicted by Abrikosov
from the Ginzburg–Landau model, in a very
influential work. At the second critical field
Hc1

= O(1="2) bulk superconductivity is destroyed,
and surface superconductivity remains until
Hc3

= O(1="2), the third critical field, above which
 � 0 and the material is normal.

Issues and Methods

The variational approach to Ginzburg–Landau con-
sists in expressing the energy in terms of reduced
quantities or objects, in particular in terms of the
vortices. This requires to develop mathematical tools
to describe and characterize the vortices (in particular
give some suitable definitions of a ‘‘vortex structure’’

for a given u or  ), and estimate precisely the energetic
cost of each vortex and of their interaction. This
allows us to obtain results of variational convergence
of the energy G", E" (or their variants), that is, to
derive �-limits, or ‘‘reduced problems’’ posed in terms
of the vortices, which are easier to minimize than the
original ones. These limits depend on the regime of
applied field, and allow to characterization of, in turn,
the critical fields, and the optimal repartition and
number of the vortices, if any.

Variational methods also serve to solve some
inverse problems, that is, to prove the existence of
solutions of the equation which have some given
properties, such as a given repartition of vortices,
through local minimization procedures, or the use of
topological methods based on investigating the
topology of the energy levels.

Nonvariational approaches of Ginzburg–Landau
are also very useful, in particular to identify the
profiles of the solutions, to describe vortices of
nonminimizing critical points, or to perform a bifurca-
tion analysis around the normal solution at Hc3

.

The Simplified Model

We first present the variational study of E" [6] in
dimension 2, together with the mathematical tools
used for both [6] and [4]. We will restrict to the
asymptotics "! 0, since this is the situation where
the most results are known.

Let us present informally the essential ingredients
of the analysis.

Tracing the Vortices

The easiest way to trace the vortices is to use the
current hiu, rui (or the ‘‘superconducting current’’
j = hi , rA i for the case with magnetic field). Here
we recall h. , .i denotes the scalar product in C as
identified with R2, that is, hiu, rui= (u� @1u, u�
@2u) with � the vector product in R2.

The curl of the current is the vorticity of the map u,
exactly like in fluid mechanics. Writing u = 	ei’ we
have (at least formally) hiu, rui= 	2r’ and since
	= juj is close to 1 (other than in the small vortex
regions), we have the approximation

curl hiu;rui ¼ curl ð	2r’Þ ’ curlr’
¼ 2�

X
i

di�ai
½9�

where the ai’s are the zeros of u (or its vortices) and
the di’s their degrees, or

curl hi ;rA i þ curl A ’ curlr’
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in the case with magnetic field. This can be made
rigorous (see Jerrard and Soner (2002) and Sandier
and Serfaty (to appear)), that is, one can express that

curl hiu;rui � 2�
X

i

di�ai ! 0 as "! 0 ½10�

(or respectively curlhi , rA i þ curlA� 2�
P

i di�ai

! 0) in some weak functional norm, thus giving a
rigorous use of [8]. The quantity


ðuÞ ¼ curl hiu;rui ½11�

or


ð ;AÞ ¼ curl hi ;rA i þ curl A ¼ curl jþ h ½12�

in the case with magnetic field, will thus be called
the vorticity and be used to trace the vortices, in this
limit "! 0. The relation


� 2�
X

i

di�ai
! 0 as "! 0 ½13�

states that it is close to being a measure.
This is also called the Jacobian determinant if

written (with differential forms) Ju = dhiu, dui=
hidu, dui= 2(ux1

� ux2
)dx1 ^ dx2, and under this

form it can be used in higher dimensions.

The Cost of Each Vortex

Here we investigate informally the cost of a vortex
of degree d. We know already that the characteristic
length scale of variation of u is ", and that (1�
juj2)2 is strongly penalized. Thus, we may expect
that juj is close to 1 at a distance	" of the zeros.
Assuming that x0 is a zero of u, and taking formally
juj= 1 for jx� x0j 
 ", we may write u = ei’ and
jruj= jr’j for jx� x0j 
 ".

Then, we have

1

2

Z
R
jx�x0j
"

jruj2


 1

2

Z R

"

Z
@Bðx0;rÞ

@’

@�

����
����
2

 !
dr


 1

2

Z R

"

Z
@Bðx0;rÞ

@’

@�

 !2
1

2�r

0
@

1
Adr ½14�


 1

2

4�2d2

2�

Z R

"

dr

r
¼ �d2 log

R

"
½15�

where we have used the Cauchy–Schwarz inequality
for [14], and the characterization of the degree [7].
We may also observe that this lower bound is sharp
if @’=@� is constant, that is, if the phase is d� (and
the vortex radial). The cost associated to juj in the
energy imposes the length scale " and is generally of

order 1 (jruj �C="), thus negligible compared to
the cost associated to the phase, which blows up as
log 1=" as "! 0.

The above estimate is only valid as long as
B(x0, R) does not contain any other zero of u. If
vortices get close to each other or become numer-
ous, one needs refined techniques to estimate their
cost. This can be done through a ‘‘ball-construction
method’’ introduced independently by Jerrard and
Sandier.

Evaluating the Total Interaction Cost of Vortices

In a first approach, one studies configurations which
satisfy the upper bound E"(u) � Cj log "j. Then,
lower bounds of the type [15] show that the total
sum of the degrees (hence the total number of
vortices of nonzero degree) remains bounded as "! 0.
Up to extraction, we may assume these zeros ai

converge as "! 0 to a finite set of points pi, with a
total degree still denoted di. This can also be expressed
as 
(u")! 2�

P
i di�pi

as "! 0.
This is not the only case of interest, since

unbounded numbers of vortices do arise, especially
in the physical situation of the energy with magnetic
field, as we will see in the next section. However,
this hypothesis, which was made in the work of
Bethuel–Brezis–Hélein, makes the analysis easier
and already allows us to exhibit the main
phenomena.

Vortices in superconductors are generated by the
presence of the external magnetic field hex. For the
energy without magnetic field, this has to be
replaced by some boundary condition which forces
some degree. Bethuel–Brezis–Hélein considered the
fixed Dirichlet boundary condition u" = g on @�,
where g is a fixed unit-valued map on @�, of degree
d>0. This forces u to have a total degree d in �.
However, the Neumann boundary condition, for
instance, can also be considered (the minimizers of
E" are then simply constants, they are trivial, but
one can still look for other critical points).

Let us return to lower bounds in order to look
for the next order term in the energy (still with
formal arguments). Cutting out holes [i B(pi, 	) of
fixed size 	 around the limiting vortices pi, we may
assume that u = ei’ in �n [i B(pi, 	) = �	, with ’ a
real-valued function, defined modulo 2�. Minimiz-
ing the energy outside of the holes amounts to
solving

min
u: �	!S1

u¼g on @�

degðu;@Bðpi;	ÞÞ¼di

1

2

Z
�	

jruj2
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This is a harmonic map problem, whose solution is
given in terms of ’ by

�’ ¼ 0 in �	

@’

@�
¼ ig;

@g

@�

� �
on @�Z

@Bðpi;	Þ

@’

@�
¼ 2�di

and in terms of the harmonic conjugate � which is
the function (up to a constant) such that
r’=r?�,

�� ¼ 0 in �	

@�

@�
¼ ig;

@g

@�

� �
on @�Z

@Bðpi;	Þ

@�

@�
¼ 2�di

½16�

As 	! 0, � behaves like the solution of

��0 ¼ 2�
X

i

di�pi
in �

@�0

@�
¼ ig;

@g

@�

� �
on @�

½17�

Hence, we have

1

2

Z
�	

jr’j2 ¼ 1

2

Z
�	

jr�j2

’ 1

2

Z
�	

jr�0j2

¼ �
X

i

d2
i log

1

	
þWdðp1; . . . ; pnÞ

þ oð1Þ as 	! 0 ½18�

where

Wdða1; . . . ; anÞ ¼ � �
X
i 6¼j

didj log jpi � pjj

� �
X

i

diRðaiÞ

þ 1

2

Z
@�

�0 ig;
@g

@�

� �
½19�

and R(x) = �0(x)�
P

i di log jx� pij. The function
W was introduced by Bethuel–Brezis–Hélein and
called the renormalized energy, since it consists in
the part of the energy that is left after subtracting
the ‘‘infinite part’’ in j log "j from E". It contains the
(logarithmic) interaction energy between the vor-
tices: we see that vortices with degrees of same sign
repel one another while vortices with degrees of
opposite signs attract one another. The �d2

i log 1=	
term corresponds to the self-interaction, or cost of

the vortex of core of size 	; it is what replaces the
infinite term in the formal calculation.

Now [18] is a good estimate for the optimal
energy outside of the holes, while the energy in holes
of size 	 can be bounded below by [15]. Given the
degree di on the boundary @B(pi, 	) of the small
hole, B(pi, 	) contains one or several zeros of u of
degrees �k with total degree

P
k �k = di. In view of

[15], since the cost of a vortex of degree d grows like
�d2j log "j, and since the infimum of

P
k �

2
k under the

constraint
P

k �k = di is �k = sign(di), the least costly
way to achieve this is to have jdij vortices of degree
sign(di). The smallest lower bound possible is thus

1

2

Z
Bðpi;	Þ

jruj2 þ ð1� juj
2Þ2

2"2

 �jdij log

	

"
þ C ½20�

where the constant C can be described explicitly.
Adding up the results of [20] and [18], we find

E"ðuÞ 
 �
X

i

d2
i log

1

	

þ �
X

i

jdij log
	

"
þWdðp1; . . . ; pnÞ

þ nCþ o	ð1Þ þ o"ð1Þ


 �
X

i

jdij log
1

"
þWdðp1; . . . ; pnÞ

þ nCþ o"ð1Þ ½21�

with equality only if u has jdij zeros of degree
sign(di) in each B(pi, 	).

This provides a lower bound of the energy in
terms of the vortices. Moreover, this bound is sharp:
one can construct test configurations which have the
given limiting vortices (pi, di), and an energy equal
to the right-hand side of [21].

One can thus deduce the behavior of global
minimizers of the energy. Given the total degree
d = deg(g)>0 on @ �, we need

P
i di = d, and the

lowest value achievable under this constraint in
the right-hand side of [21] is to have di = 1 for
every i, and thus to have exactly d vortices of
degree 1. Moreover, the limiting points pi’s
should minimize W. We thus are led to the first
main result.

Theorem 1 (Bethuel–Brezis–Hélein). Minimizers of
E" under the boundary condition u = g, deg(g) = d > 0,
have d zeros of degree 1, which converge as "! 0
to a minimizer of W.

This result can be rephrased as a result of
�-convergence of E" � �dj log "j. It reduces the
minimization of E" to one of W, which is a finite-
dimensional problem (interaction of point charges).
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Thus, we see again the interest of studying this
asymptotic limit "! 0 because the vortices become
pointlike and the problem reduces to a finite-
dimensional one, or one of minimizing the vortex
interaction.

Further Results

A nonvariational approach also allowed Bethuel–
Brezis–Hélein to prove a further correspondence
between E" and W: they obtained that critical points
of E", under the upper bound E" � Cj log "j, have
vortices which converge to a critical point of W.
Other important results are the study of the blow-up
profiles or solutions in the whole plane, by Brezis–
Merle–Rivière and Mironescu.

In two dimensions, the variational approach is
also used to solve inverse problems (construct
solutions) and study variants of the energy with
pinning (or weighted) terms.

The variational approach is also fruitful in higher
dimensions. In dimension 3, for example, vortices are
not points but vortex lines, and the Jacobian
Ju = d(iu, du) can be seen as a current carried by the
vortex line, with kJuk total mass of the current equal to
� times the length of the line, and it was established by
Jerrard and Soner that Ju" is compact in some weak
sense, and converges, up to extraction, to some � times
integer-multiplicity rectifiable current J, with

lim inf
"!0

E"ðu"Þ
j log "j 
 k J k

In fact, a complete �-convergence result of
E"=j log "j can be proved, see the work of Alberti–
Baldo–Orlandi, and thus minimizing E" reduces at
the limit to minimizing the length of the line, leading
to straight lines, or in higher dimensions, to
codimension-2 minimal currents. This is a nontrivial
problem, contrarily to dimension 2, where the �-
limit of E"=j log "j is trivial, which required to go to
the lower-order term to find the nontrivial renorma-
lized energy limit W.

The Functional with Magnetic Field

The aim here is to achieve the same objective:
express or bound from below the energy by terms
which depend only on the vortices and their degrees.
The method consists in transposing the type of
analysis above taking into account the magnetic
field contribution to see how the external field
triggers the sudden appearance of vortices, and for
what values they appear (thus retrieving the critical
fields, etc.). One of the main difficulties consists in the
fact that the number of vortices becomes divergent,

which requires more delicate estimates. Also, it is then
no longer possible to study the convergence of the
individual zeros of  , so one studies instead the limit of
rescalings of the vorticity measures 
( , A).

Splitting of the Energy and Main Results

Let us recall that in the case with magnetic field, the
vorticity is given by [12]. In addition, we may
assume that the second set of equations in [5]

�r?h ¼ j in �; h ¼ hex on @� ½22�

is satisfied (if not, keeping  fixed and choosing A
which satisfies this equation always decreases the
energy). Taking the curl of this equation, we find
exactly

��hþ h ¼ 
ð ;AÞ in �

h ¼ hex on @�
½23�

Thus, the vorticity and the induced magnetic field
are in one-to-one correspondence with each other.
Combining it to the relation [13], we are led to the
approximate relation

��hþ h ’ 2�
X

i

di�ai in �

h ¼ hex on @�

½24�

where again the ai’s are the vortex centers and di’s
their degrees, well known in physics as the
‘‘London equation.’’ It shows how the magnetic
field is induced by the vortices which act like
‘‘charges,’’ and how the magnetic field ‘‘penetrates
the sample’’ around the positive vortex locations.
Of course this equation is only an approximation,
because the singularities at the ai’s, where h would
become infinite, are really smoothed out in 
( , A);
however, the approximation is good far from
the vortex cores, just as [17] is an approximation
for [16].

It is then natural to introduce the field corre-
sponding to the vortex-free situation, which is hex h0

where h0 solves

��h0 þ h0 ¼ 0 in �

h0 ¼ 1 on @�
½25�

h0 is thus a fixed smooth function, depending only
on �, and when there are no vortices, we expect h to
be approximately hexh0. Moreover, h0:= h� hexh0

then solves

��h0 þ h0 ¼ 
ð ;AÞ ’ 2�
X

i

di�ai
in �

h0 ¼ 0 on @�

½26�
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Defining the Green kernel G(. , y) by

��GþG ¼ �y in �

G ¼ 0 on @�
½27�

and S by S(x, y) = 2�G(x, y)þ log jx� yj, for x far
enough from the ai’s, we may approximate h0 by

h0ðxÞ ¼ 2�
X

i

Gðx; aiÞ ½28�

Using the second Ginzburg–Landau equation [22]
and the fact that j j �1, we have jrA j 
 jjj= jrhj,
thus G"( , A) 
 (1=2)

R
� jrhj2 þ jh� hexj2. Plugging

in the decomposition h = hexh0 þ h0 and using an
integration by parts and [26], one finds

G"ð ;AÞ¼
1

2
h2

ex

Z
�

jrh0j2 þ jh0 � 1j2

þ hex

Z
�

rh0 � rh0 þ ðh0 � 1Þh0

þ 1

2

Z
�

jrh0j2 þ jh0j2

¼ h2
exJ0 þ hex

Z
�

ðh0 � 1Þ
ð ;AÞ

þ 1

2

Z
�

jrh0j2 þ jh0j2 ½29�

where J0 is the constant (1=2)
R

� jrh0j2 þ jh0 � 1j2.
The right-hand side of eqn [29] can be expressed
in terms of the vortices. First, using [26], we
have

R
� (h0�1)
( ,A)’ 2�

P
i di(h0�1)(ai). Second,

the expression
R

� jrh0j2þjh0j2 can be treated exactly

like E"(u) in the previous section, using lower bounds for
the cost of vortices provided by the Jerrard–Sandier
method, we are led to the (approximate) relation

1

2

Z
�

jrh0j2 þ jh0j2 
 �
X

i

jdij log
1

"

� �
X
i 6¼j

didj log jai � ajj

þ �
X

i;j

didjSðai; ajÞ ½30�

Combining this to [29] we find the decomposition

G"ð ;AÞ 
 h2
ex J0 þ �

X
i

jdijj log "j

þ 2�hex

X
i

diðh0 � 1ÞðaiÞ

� �
X
i 6¼j

didj log jai � ajj

þ �
X

i;j

didjSðai; ajÞ ½31�

On the other hand, this inequality is sharp: as
before, given vortices ai, one can construct a

configuration ( , A) for which this is an equality,
at leading order.

In that relation, h2
ex J0 is a fixed energy, the energy

of the vortex-free configuration. To it are added the
intrinsic cost of each vortex �jdijjlog "j, the interac-
tion cost between vortices, and the interaction
between the vortices and the external field
2�hex

P
i di(h0 � 1)(ai).

It is then simple, by minimizing the right-hand
side with respect to the vortices for a given hex, and
observing that h0 � 1 � 0, to deduce a few basic
facts about vortices: vortices of positive degree (and
of degree þ1) are preferred, each vortex costs
�j log "j, and allows to gain at best an energy
2�hex max jh0 � 1j when placed at the minimum of
h0 � 1. Therefore, vortices become favorable when
their cost becomes smaller than the gain, that is,
when hex becomes larger than the ‘‘first critical field’’

Hc1
� j log "j

2jminðh0 � 1Þj ½32�

We have the first main result.

Theorem 2 (Sandier–Serfaty). When " is small
enough and hex � Hc1

, then minimizers of G" have
no vortices.

On the other hand, if hex 
 Hc1
, the vortices

cannot all be located at the same minimum point of
h0 � 1, because their repulsion ��

P
i 6¼j log jai � ajj

would be infinite. There is thus a trade-off between
their repulsion and the cost for being far from the
minimum of h0 � 1. Only if n, the number of
vortices, is small compared to hex do the vortices
tend to concentrate near the minimum of h0 � 1. If
so, then, assuming for simplicity that the minimum
of h0 � 1 is achieved at a unique point p, and
denoting by Q the Hessian of h0 � 1 at p, in the
relation above (h0 � 1)(ai) can be approximated by
min (h0 � 1)þ (1=2)Q(ai � p) and thus G"( , A) by

G"ð ;AÞ �h2
exJ0þ�nj log"j þ2�nhex minðh0�1Þ
þ�hex

X
i

Qðai�pÞ

��
X
i6¼j

didj log jai� ajj þ�n2Sðp;pÞ ½33�

From this relation, optimizing on ‘, the character-
istic distance to p and characteristic distance
between the vortices, we find that ‘=

ffiffiffiffiffiffiffiffiffiffiffiffi
n=hex

p
is

optimal.
Moreover, optimizing with respect to n, we find

that n should remain bounded (as "! 0) when
hex � Hc1

þO( log j log "j). In that regime, rescaling
by setting xi = ((ai � p)=‘), we have the following
result:
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Theorem 3 (Sandier–Serfaty). There exist fields
Hn � Hc1

þ C(n� 1) log j log "j such that when
Hn � hex < Hnþ1, minimizers of G" have n vortices
of degree 1, and the rescaled vortices xi’s tend to
minimize:

wnðx1; . . . ; xnÞ ¼ � �
X
i 6¼j

log jxi � xjj

þ �n
Xn

i¼1

QðxiÞ ½34�

If hex �Hc1
	 log jlog "j, then the optimal number

of vortices n becomes unbounded as "! 0. The
analysis above still holds, but in order to get a
convergence of the vortices, one needs to rescale the
vorticity measure by n. There is an intermediate
regime, for log jlog "j � hex �Hc1

� jlog "j for
which n should be 	1 but still n� hex, so ‘� 1:
vortices are numerous, but still concentrate around p.
Rescaling by the scale ‘ as above, we prove that the
density of vortices (after dividing it by n) converges to
a probability measure, minimizer of the energy

Ið
Þ ¼ � �
Z

R2�R2
log jx� yj d
ðxÞ d
ðyÞ

þ �
Z

R2
QðxÞ d
ðxÞ ½35�

This is an averaged/continuous form of [34].
If hex�Hc1

is of order j log "j, then the optimal
number n becomes of order hex and the vortices no
longer concentrate around a single point.

The simplest approach is then to simply consider
the vorticity measure 
( , A) and to rescale it by the
order n, hence by hex. Then (1=hex)
( , A) con-
verges, after extraction, to some measure 
�. A
continuous version of [31] can thus be written, using
[12], as

G"ð ;AÞ


 1

2
hexj log"j

Z
�

j
�jþ
1

2
h2

ex

Z
�

jrh
� j
2þ jh
� j

2 ½36�

where h
� solves

��h
� þ h
� ¼ 
� in �

h
� ¼ 1 on @�

Again, this inequality can be proved to be sharp (by
a construction) and allows to show that minimizers
of G" have a vorticity 
( , A) such that 
( , A)=hex

converges to a minimizer of

Gð
�Þ ¼
1

2
lim
"!0

jlog "j
hex

� �Z
�

j
�j þ
1

2

Z
�

jrh
� j
2 þ jh
� j

2

In fact the stronger result holds, in that sense:

Theorem 4 (Sandier–Serfaty). G"=h
2
ex �-converges

to G.

The limit problem of minimizing G turns out to
have a simple solution in terms of an obstacle
problem: the optimal 
� is a uniform density of
vortices on a subdomain of � determined through a
free boundary problem (and depending on hex),
which is nonzero.

In all these regimes, we have thus been able to
identify the optimal number and repartition of
vortices through a �-convergence-type approach,
that is, by reducing the minimization of the energy
to the minimization of a limiting problem: wn or I or G,
according to the regime.

Further Results

Concerning vortices, in the same spirit as what was
done for E", we can obtain necessary conditions
characterizing limiting vorticities obtained from
sequences of (nonminimizing) critical points of
the energy G". They consist in passing to the limit
in the conservative form of the Ginzburg–Landau
equations [5].

Most of the results concerning the phase transi-
tions at the next critical fields Hc2

and Hc3
are also

obtained by nonvariational methods, and often by
linear analysis.

The study of the Ginzburg–Landau energy in non-
simply-connected domains is also very interesting
because it leads to nontrivial topological effects, since
in such domains there exist unit-valued maps with
nonzero degree (corresponding to permanent currents).

See also: Abelian Higgs Vortices; Aharonov–Bohm Effect;
Bose–Einstein Condensates; Gamma-Convergence and
Homogenization; Gauge Theory: Mathematical
Applications; Ginzburg–Landau Equation; High Tc

Superconductor Theory; Image Processing:
Mathematics; Superfluids; Topological Defects and Their
Homotopy Classification; Variational Techniques for
Microstructures.
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Austenite–Martensite Transformations
and the Shape Memory Effect

Microstructures in materials that typically form in
response to phase transformations in the solid state,
and their impact on the elastic properties of these
materials have been known for centuries. The
discovery of the complex phase diagram of iron
revolutionized the production of steels at the end of
the nineteenth century. Starting in the 1980s, the
mathematical description of microstructures in the
framework of nonlinear elasticity has led to deep
analytical questions and surprising developments in
the calculus of variations and in nonlinear partial
differential equations.

The mathematical approach outlined here is based
on the following fundamental assumptions:

1. The observed configurations correspond to mini-
mizers of or elements of minimizing sequences
for an energy functional.

2. The qualitative properties of low energy states
are determined from the set of minima of the free
energy density.

Under these assumptions one aims at explaining
experimental observations and to predict material
properties based on minimizing an energy functional
of the form

IðuÞ ¼
Z

�

WðDuÞ dx

Here � is an ideal, unstressed reference configura-
tion in Rn, u : �!Rm is an elastic deformation, and
W : Mm�n!R is the stored energy density. In the
case of physical interest, m = n = 2 or m = n = 3. For
applications in elasticity we assume that m = n, but
this assumption is not needed in the general theory.
The energy density W and its structure depend
critically on the temperature. However, since we are
interested in the analysis of the material at a given
temperature, we do not include this dependence
explicitly.

The key ingredient of this model is the stored
energy density W which has to reflect the properties
of the specific material one wants to model.
Frequently these are alloys, in particular shape
memory alloys that undergo an austenite–martensite
transformation. For most materials a closed analytic

expression for W is not available. In the spirit of the
fundamental assumption (2) one therefore focuses
on the structure of the set of minima of W which is
determined from general invariance and symmetry
principles. We may assume that W� 0 and that
K = {X: W(X) = 0} 6¼ ;. The principle of material
frame indifference then asserts that

WðRFÞ ¼WðFÞ for all R2 SOðnÞ

Here SO(n) is the group of proper rotations, that is,
the set of all matrices R2Mn�n with RTR = Id and
det R = 1.

The symmetry of the austenitic (high-temperature)
phase implies that the energy density in the
martensitic (low-temperature) phase is invariant
under all changes of basis that leave the underlying
lattice in the austenitic phase invariant. Therefore,

WðRTFRÞ ¼WðFÞ for all R2Pa

where Pa is the point group of the austenite. In the
case of a cubic to tetragonal phase transformation,
this leads to K = SO(3) in the austenitic phase and to

K ¼ SOð3ÞU1 [ SOð3ÞU2 [ SOð3ÞU3 ½1�

with

Ui ¼ �2ei � ei þ
1

�
I � ei � eið Þ ½2�

in the martensitic phase (see Figure 1). A set of the
form SO(n)Ui is often referred to as an energy well.

The origin of the shape memory effect is the
availability of a rich class of geometric patterns in
which the martensitic phases can be arranged, thus
leading to a great flexibility of the material to
accommodate macroscopic deformations. Upon heat-
ing of the material above the transformation tem-
perature, the martensitic phases lose their stability
and the material returns to its unique shape in the

(a) (b) (c)

Figure 1 Two-dimensional cartoon of a cubic to tetragonal

phase transformation in a single crystal: (a) a cubic lattice, (b)

and (c) tetragonal variants which are stretched in directions e1

and e2, respectively. (Sketch not to scale.)
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austenitic phase. The two solutions of Hadamard’s
compatibility condition

QU2 �U1 ¼ a� b; Q 2 SOð3Þ

are given by

Q1 ¼
1

�4 þ 1

2�2 �4 � 1 0
1� �4 2�2 0

0 0 �4 þ 1

0
@

1
A ½3�

and Q2 = QT
1 (see Figure 2). The normals (in the

reference configuration) are given by (1, �1, 0)=
ffiffiffi
2
p

.
It is one of the successes of the theory that it
provides an analytical derivation of the normals to
the twinning planes.

The Direct Method in the Calculus
of Variations

The mathematical interest in the variational prob-
lems described in the previous section lies in the fact
that existence of minimizers cannot in general be
obtained by a straightforward application of the
direct methods in the calculus of variations. This
approach is based on the idea to (1) choose a
minimizing sequence for the functional I, (2) show
that this sequence is bounded and precompact,
and (3) prove that the functional is lower semicon-
tinuous with respect to the notion of convergence,

IðuÞ � lim inf
j!1

IðujÞ if uj ! u

The typical choice is to seek uj in a suitable Sobolev
space W1, p(�; Rm) with 1 < p � 1 which is related
to growth and coercivity conditions for the energy
density W,

c1jFjp � c2 �WðFÞ � c3 jFjp þ 1
� �

for all F2Mm�n ½4�

This leads to weak compactness in W1, p(�; Rm)
(weak-	 compactness in W1,1(�; Rm)) and to the
requirement of sequential weak lower semicontinu-
ity of the functional,

IðuÞ � lim inf
j!1

IðujÞ if uj * u in W1;pð�; RmÞ

(sequential weak-	 lower semicontinuity for p =1).
Morrey’s fundamental work establishes a link
between convexity conditions for the energy density
and lower semicontinuity of the variational integral:
under suitable growth and coercivity conditions,
sequential weak-	 lower semicontinuity is equivalent
to quasiconvexity of the integrand.

Definition 1 A function W : Mm�n!R is said to be
quasiconvex at F ifZ

�

WðFÞdx �
Z

�

W F þD�ð Þdx

for all �2W1;1
0 ð�; RmÞ

and for all open and bounded domains � 
 Rn with
Ln(@�) = 0. It is said to be quasiconvex if it is
quasiconvex at all F.

In the language of nonlinear elasticity, W is
quasiconvex if affine functions are minimizers of
the energy functional subject to their own boundary
conditions. The direct method implies the following
classical existence theorem.

Theorem 1 Suppose that W : Mm�n!R is quasi-
convex and satisfies the growth and coercivity
condition [4]. Let u0 2W1, p(�; Rm). Then the varia-
tional problem: minimize I(u) in

A ¼ u2W1;pð�; RmÞ : u� u0 2W1;p
0 ð�; RmÞ

n o
has a minimizer.

The remarkable fact is that the structure of the
zero set of a typical energy W modeling a phase-
transforming material in its low-temperature phase
prevents W from being quasiconvex. In order to see
this, let Q 
 R3 be a cube with two of its sides
perpendicular to b = (1, 1, 0)=

ffiffi
(
p

2) and let h be the
1-periodic function with h0= 0 on (0, �) and h0= 1 on
(�, 1) with �2 (0, 1). Define vj(x) = U1xþ ah( jx � b)=j
and

ujðxÞ ¼ min vjðxÞ; distðx; @QÞ
� �

¼ min U1xþ ahð jx � bÞ=j; distðx; @QÞf g

where dist(x, @Q) = inf {kx� yk1, y 2 @Q}. Then
uj! u, u(x) = Cx strongly in L1(Q; R3) and weakly-	
in W1,1(Q; R3) with C =�U1 þ (1� �)Q1U2 =2K
where K is the zero set of W, see the previous section.

(a) (b) (c)

Figure 2 Formation of phase boundaries in a single crystal.

(a) The upper right half of the lattice deforms into phase I with

the constant deformation gradient U1, the lower left half of the

lattice deforms into phase II with constant deformation gradient

U2: (b) An additional rotation is needed to accomplish a

continuous deformation, see formula [3]. (c) A different config-

uration with a different orientation of the interface. (Sketch not

to scale.)
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Moreover, Duj 2 {U1, Q1U2} except in a small transi-
tion layer of volume O(1=j) close to @Q and

IðuÞ ¼
Z

�

WðCÞdx > lim inf
j!1

IðujÞ ¼ 0

This inequality shows that the functional is not
weakly-	 lower semicontinuous and therefore W
fails to be quasiconvex. The oscillations of uj on a
scale 1=j are part of the mathematical model for the
microstructures frequently observed in shape mem-
ory alloys. More generally, whenever u is a Sobolev
function on a domain � such that Du takes only two
values, say Du2 {A, B}, on open sets which are not
empty and whose union is � (up to a set of measure
zero), then the tangential continuity of the deriva-
tives implies that the difference A� B is a matrix of
rank 1, A� B = a� b, and that the interfaces
between the regions with Du = A and Du = B are
hyperplanes with normal parallel to b. This state-
ment is usually referred to as ‘‘Hadamard’s compat-
ibility condition.’’ Moreover, the pattern in Figure 3
is known as a ‘‘simple laminate’’ and the matrices A
and B are said to be rank-1 connected.

Relaxation

The discussion in the previous section shows that the
variational problems related to models in materials
science typically fail to be weakly lower semicon-
tinuous. One approach which allows us to recover
the macroscopic energy of the system and the macro-
scopic stress–strain relation is to pass to the relaxed
variational problem which involves the quasiconvex
envelope of the energy density W.

Definition 2 Let W : Mm�n!R be given. The
function

Wqc ¼ sup f : f �W; f quasiconvexf g

is called the quasiconvex envelope of W. Equivalently,

WqcðFÞ ¼ inf
�2W1;1

0
ð�;RmÞ

1

j�j

Z
�

WðF þD�Þdx

This formula implies that Wqc is the macroscopic
energy of the system in the sense that it characterizes
the smallest energy per unit volume that is required
to subject a volume element to a deformation with
affine boundary conditions. Here the system is
allowed to minimize its energy with microstructures
at any scale, a mechanism which was already
explored in the previous section. The arguments in
this section prove that Wqc(C) = 0 and this shows
that the zero set of Wqc can be strictly larger than
the zero set of K, see Definition 4. The relaxed
functional is given by

I qcðuÞ ¼
Z

�

WqcðDuÞdx

Since Wqc satisfies the growth and coercivity
conditions [4] if they are satisfied by W, the
functional Iqc attains its minimum subject to given
boundary conditions. The functional Iqc is the
weakly lower semicontinuous envelope of I in the
sense that minimizing sequences for I contain
subsequences that converge to minimizers of Iqc

and for all u there exists a sequence uj which
converges in W1, p(�; Rm) to u such that the
energies converge, I(uj)! I(u). However, a lot of
information in particular about oscillation patterns
might be lost in the passage from I to Iqc since the
knowledge of a minimizer u for Iqc does not
provide any immediate information about the
behavior of any minimizing sequence for I that
converges to u. Moreover, the minimization pro-
blem required in the definition of the relaxed
energy has been solved explicitly only for very
special energy densities.

In this context, one often relies on two related
notions of convexity, one sufficient and the other
necessary for quasiconvexity. For F2Mm�n let
M(F) 2 Rd(m, n) be the vector of all minors (sub-
determinants) of F. In the special case m = n = 2
we have M(F) = (F, det F)2R5 and for m = n = 3
we find M(F) = (F, cof F, det F) 2 R19 where cof
F is the 3� 3 matrix of all 2� 2 subdeterminants
of F.

Definition 3 Let W : Mm�n!R be given. The
function W is said to be polyconvex if there exists
a convex function g : Rd(m, n)!R such that
W(F) = g(M(F)). The function W is rank-1 convex if
it is convex along all rank-1 lines in Mm�n, that is, the
function t 7!W(F þ tR) is convex for all F 2Mm�n

and all R 2Mm�n with rank(R) = 1.

λ /j

BABABABA b

(1–λ)/j

Duj = 

Figure 3 Construction of a minimizing sequence uj with Duj !
fA, Bg in measure and affine boundary conditions u(x) =�Aþ
(1� �)B Hadamard’s compatibility condition requires that A�
B = a � b is a rank-1 matrix and that the planar interfaces are

perpendicular to b.
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All notions of convexity reduce to classical
convexity if m = 1 or n = 1. In the vector-valued
case m, n > 1 the following implications are true:

f convex) f polyconvex) f quasiconvex

) f rank-1 convex

The reverse statements for the first two implications
are not true. Rank-1 convexity does not imply
quasiconvexity for m� 3 and it is a fundamental
open problem with deep connections to harmonic
analysis to decide whether rank-1 convexity and
quasiconvexity are equivalent for m = n = 2.

The polyconvex and the rank-1 convex envelope
of an energy density W are defined analogously to
Definition 2. In view of the implications between the
different notions of convexity, one has Wpc �
Wqc �Wrc and essentially all explicitly known
relaxation formulas are based on the approach to
construct a candidate W	 for Wrc and to verify that
W	 is polyconvex. Then the inequalities become
equalities and one obtains a characterization for the
relaxed energy. This approach does not work for
extended-valued functions which are used in models
for incompressible materials since quasiconvexity
does not imply rank-1 convexity in this case.
However, for a model system of particular interest,
nematic elastomers, a complete characterization of
the relaxed energy, the macroscopic stress–strain
relation, and the macroscopic phase diagram have
been obtained.

Classical and Generalized Minimizers

The discussion of observed configurations as ele-
ments of minimizing sequences {uj} in the section
‘‘The direct method in the calculus of variations’’
leaves the question of the existence of minimizers
open. The answer cannot be obtained via the direct
methods since minimizing sequences do not need to
converge strongly to minimizers. One approach to
obtain the existence of solutions u with I(u) = 0 is to
solve the differential relation Du2K, u(x) = Fx on
@� by constructing special minimizing sequences
that converge strongly so that one can pass to
the limit in the energy integral. This idea has led
to surprising solutions u with affine boundary
conditions for the two-well problem where K =
SO(2)diag(�, 1=�) [ SO(2)diag(1=�, �). However, the
structure of the solutions is intrinsically complicated
in the sense that the phase boundary has infinite
length unless the boundary conditions are given by
u(x) = Fx with F2K.

More generally, the right tool to pass to the limit in
nonlinear functions of zj = Duj like the energy is the

‘‘Young measure’’ generated by a subsequence. It is
given by a family of probability measures �x that
provide statistical information about the distribution of
the values of zj close to a given point x. The existence
and the fundamental properties of Young measures are
described in the following theorem. For simplicity we
assume that the sequence zj is uniformly bounded.

Theorem 2 (Fundamental theorem on Young
measures). Let E 
 Rn be measurable, Ln(E) <1,
and let zj : E!Rd be a measurable and bounded
sequence. Then there exists a subsequence zk and a
weakly-	 measurable map � : E!M(Rd) such that
the following assertions are true:

(i) The measures �x are non-negative probability
measures.

(ii) If there exists a compact set K such that uk!K
in measure, then supp �x 
 K for a.e. x2E.

(iii) If f 2C(Rd) and if f (zk) is relatively weakly
compact in L1(E), then f (zk) * f in L1(E)
where f (x) = h�x, f i.

Here h�x, f i denotes the integration of the func-
tion f with respect to the measure �x. For example,
the Young measure generated by the sequence Duj

constructed in the section ‘‘The direct method in the
calculus of variations’’ generates the Young measure
�x = (1=2)�A þ (1=2)�B (see Figure 3) and

IðujÞ ¼
Z

�

WðDujÞ dx

!
Z

�

Z
Mm�n

WðYÞ d�xðYÞ dx ¼ 0

A Young measure generated by a sequence of
gradients is called a gradient Young measure
(GYM). It is said to be homogeneous if �x = � is
independent of x. We restrict our attention in the
following to homogeneous GYMs generated by
sequences that are bounded in L1. The importance
of quasiconvexity is also reflected in the following
characterization of homogeneous GYMs.

Theorem 3 A non-negative probability measure �
is a GYM if and only if there exists a compact set
K 
Mm�n with supp� 
 K and Jensen’s inequality
h�, f i� f (h�, idi) holds for all quasiconvex functions
f : Mm�n!R.

This motivates to characterize the generalized
limits of minimizing sequences as

MqcðKÞ¼ � 2MðKÞ : f ðh�; idiÞ � h�; f if
for all f : Mm�n ! R quasiconvexg

where M(K) is the set of all probability measures
supported on K. If � is generated by a sequence of
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functions with affine boundary conditions
uj(x) = Fx, then h�, idi= F. The set of all affine
deformations of the material that can be recovered
by heating (shape memory effect) is therefore given
as the set of all centers of mass of homogeneous
GYMs supported on K, the so-called ‘‘quasiconvex
hull’’ Kqc of K.

Definition 4 Suppose that K 
Mm�n is compact.
We define the quasiconvex hull of K by

Kqc ¼ F ¼ h�; idi : � 2MqcðKÞf g

There are several equivalent definitions of Kqc.
The foregoing definition corresponds to the defini-
tion of the convex hull of a set as the set of all
centers of mass of probability measures supported
on K (which satisfy Jensen’s inequality for all
convex f ). The set Kqc can also be defined as the
set of all points that cannot be separated by
quasiconvex functions from K or as the zero set of
the quasiconvex envelope of the distance function to
K. The ‘‘polyconvex hull’’ Kpc and the ‘‘rank-1
convex hull’’ Krc are defined analogously by replac-
ing quasiconvexity with polyconvexity and rank-1
convexity in the foregoing definitions. It follows that
Krc 
 Kqc 
 Kpc and all of these inclusions can be
strict.

A particularly useful set of conditions are the
minors conditions

h�;Mi ¼M h�; idið Þ

for all minors M which follow from the weak
continuity of the minors. For example, if
K = {A, B} 
M2�2, then any probability measure
supported on K is given by �=��A þ (1� �)�B. The
minors condition with M = det implies that

det �Aþ ð1� �ÞBð Þ ¼ deth�; idi ¼ h�; deti
¼ � det Aþ ð1� �Þ det B

This identity is equivalent to

�ð1� �Þ detðA� BÞ ¼ 0

and therefore the quasiconvex hull is equal to K if
and only if det (A� B) 6¼ 0. A very instructive
example is the set K = {(1, 3), (�1, �3), (�3, 1),
(3, �1)} viewed as a subset of the space of all
diagonal matrices in M2�2. It is frequently referred
to as a T4 configuration. The rank-1 convex hull is
equal to the quasiconvex hull and given by the four
points, the line segments, and the square in the
center, the polyconvex hull is bounded by four
hyperbolic arcs, and the convex hull is the square
with the points as corners, see Figure 4. It is
remarkable that the rank-1 convex hull is strictly

larger than the set K itself despite the fact that the
set K does not contain any rank-1 connections.

There are only a few examples in which explicit
characterizations of the convex hulls for sets
invariant under SO(n) have been obtained. For
K = SO(3)U1 [ SO(3)U2 (see [2]), one finds

Kqc¼ F2M3�3 : FTF ¼
a c 0

c b 0

0 0 1=�2

0
B@

1
CA;

8><
>:
ab� c2 ¼ �2; aþ bþ 2jcj � �4 þ 1

�2

)

The quasiconvex hull of the three-well problem [1]
is not known. In two dimensions one finds for

K ¼ SOð2ÞU1 [ � � � [ SOð2ÞUn;

det Ui ¼ 1; i ¼ 1; . . . ; n

that

Kqc ¼ F 2M2�2 : det F ¼ 1; jFej2 � max
i¼1;...;n

jUiej2
� �

All examples in which envelopes of functions or hulls
of sets have been obtained explicitly are based on the
exceptional property that the polyconvex envelope
coincides with the rank-1 convex envelope. The T4

configuration in Figure 4 is one of the few cases where
the quasiconvex hull is known to be different from the
polyconvex hull. The construction of quasiconvex
functions and the understanding of their properties is
one of the challenges left for the future.

Bibliographical Remarks

This article can only review some of the highlights
of mathematical developments related to models in

Figure 4 The four-point subset K in the space of all diagonal

matrices and its convex hulls: K rc = K qc are given by K, the line

segments and the shade square, K pc is bounded by the dashed

hyperbolic arcs, and the convex hull is the outer square.
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nonlinear elasticity for solid–solid phase transforma-
tions based on a huge body of work in the original
literature. The precise references can be found in the
extensive bibliographies of the books and review
articles that are cited in the subsequent section,
in particular in Ball (2004), Bhattacharya (2003),
Dolzmann (2003), James and Hane (2000), and
Müller (1999). This article focuses on models for
single crystals; the behavior of polycrystals (which
strongly depends on the amount of symmetry
breaking in the transformation) was studied by
Bhattacharya and Kohn.

The formulation of solid–solid phase transforma-
tions via nonlinear continuum theory goes back to
Ericksen and the analysis via tools in the calculus of
variations was initiated by Ball and James, Chipot
and Kinderlehrer, and Fonseca. The Russian school
developed the theory in linear elasticity in the 1960s,
see Khachaturyan (1983) for a review. A detailed
discussion of the crystallographic and group-theo-
retical aspects is contained in Pitteri and Zanzotto
(2002).

Quasiconvexity was introduced by Morrey (1966)
and his results were extended to Carathéodory
integrands by Acerbi and Fusco and Marcellini. A
modern treatment including Dacorogna’s relaxation
theorem and a summary of the various notions
of convexity and their properties can be found in
Dacorogna (1989). Šverák proved that rank-1
convexity does not imply quasiconvexity for m� 3
and Milton modified his example to show that the
rank-1 convex hull of a set can be strictly smaller
than its quasiconvex hull. The explicit characteriza-
tions for nematic elastomers were obtained by
DeSimone and Dolzmann.

Lipschitz solutions to differential inclusions were
constructed by Müller and Šverák based on Gro-
mov’s concept of convex integration, by Dacorogna
and Marcellini using Baire’s category argument, and
by Kirchheim in the framework of Banach Mazur
games. The structure of solutions of the two-well
problem with finite surface energy was analyzed by
Dolzmann and Müller. Young measures (also called
parametrized measures or chattering controls) were
originally introduced as generalized solutions for
optimal control problems which do not admit
classical solutions (Young 1969). Tartar (1979)
introduced Young measures as a fundamental tool
for the analysis of oscillation effects in partial

differential equations and for the passage from
microscopic to macroscopic models. Gradient
Young measures were characterized by Kinder-
lehrer and Pedregal. The four-point configuration
was discovered independently in various contexts by
several authors including Scheffer, Aumann and
Hart, Casadio Tarabusi, Tartar, and Milton and
Nesi. The characterization of the quasiconvex hull
uses a quasiconvex function constructed by Šverák.
The quasiconvex hull of the two-well problem in 3D
was found by Ball and James, and the generalization
to n wells in 2D by Bhattacharya and Dolzmann.
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Introduction

The Navier–Stokes equations

�ðut þ u � ruÞ ¼ �rpþ ��uþ f ½1�

r � u ¼ 0 ½2�

provide the simplest model for the motion of a
viscous incompressible fluid that is consistent with
the principles of mass and momentum conservation,
and with Stokes’ hypothesis that the internal forces
due to viscosity must be invariant with respect to
any superimposed rigid motion of the reference
frame. Despite their simplicity, they seem to govern
the motion of air, water, and many other fluids very
accurately over a wide range of conditions. Thus,
their mathematical theory is central to the rigorous
analysis of many experimental observations, from
the asymptotics of steady wakes and jets, to the
dynamics of convection cells, vortex shedding, and
turbulence. During the last 80 years, a great deal of
progress has been made on both the basic mathe-
matical theory of the equations and on its applica-
tion to the understanding of such phenomena. But
one of the most important matters, that of estimat-
ing the regularity of solutions over long periods of
time, remains a vexing and fascinating challenge.
Such an estimate will almost certainly be needed to
prove the ‘‘global’’ existence of smooth solutions. By
that we mean the existence of smooth solutions of
the initial-value problem over indefinitely long
periods of time without any restriction on the
‘‘size’’ of the data. To date we can prove the
‘‘local’’ existence of smooth solutions, but there
remains a concern that if the data are large,
solutions may develop singularities within a finite
period of time. In fact, there is a great deal more at
issue than this question of existence. A regularity
estimate is required to prove the reliability of the
equations as a predictive model. That is because any
estimate for the continuous dependence of solutions
on the prescribed data for a problem depends upon
a regularity estimate, as do error estimates for
numerical approximations. A global estimate for
the regularity of solutions is also required for a
mathematically rigorous theory of turbulence. In
fact, it may be hoped that the insight which
ultimately yields a global regularity estimate will

also be pivotal to our understanding of turbulence,
perhaps justifying Kolmogorff theory; see Heywood
(2003). In this article we aim to present a relatively
simple approach to the local existence, uniqueness,
and regularity theory for the initial boundary value
problem for the Navier–Stokes equations, and to
discuss some observations that bear on the question
of global regularity. A wider-ranging review of open
problems is given in Heywood (1990), and further
observations concerning the problem of global
regularity are given in Heywood (1994).

Setting the Problem

To focus on core issues, we shall make some
simplifying assumptions. The fluid under considera-
tion will be assumed to completely fill (without free
boundaries or vacuums) a bounded, connected,
time-independent domain � � Rn, n = 2 or 3, with
smooth boundary @�. We are mainly interested in
the three-dimensional case, but comparisons with
the two-dimensional case are illuminating. The Rn-
valued velocity u(x, t) = (u1(x, t), . . . , un(x, t)) and R-
valued pressure p(x, t) are functions of the position
x = (x1, . . . , xn) 2 � and time t � 0. Equation [1] is
an expression of Newton’s second law of motion,
equating mass density times acceleration on the left
with several force densities on the right, due to
pressure and viscosity, and sometimes a prescribed
external force f. Written in full, using the summa-
tion convention over repeated indices, its ith
component is

�
@ui

@t
þ uj

@ui

@xj

� �
¼ � @p

@xi
þ � @

2ui

@x2
j

þ fi

We will assume the density � and the coefficient of
viscosity � are positive constants.

In this article, we consider the initial boundary
value problem consisting of the equations [1], [2]
together with the initial and boundary conditions

ujt¼0¼ u0; uj@�¼ 0 ½3�

The initial velocity u0(x) is prescribed. It will be
assumed to possess whatever smoothness is con-
venient, and to satisfy r � u0 = 0 and u0j@� = 0. The
boundary condition is a reasonable one, since fluids
adhere to rigid surfaces.

Notice that a further condition would be needed
to uniquely determine the pressure, since only its
derivatives appear in the problem as posed. We
prefer to do without auxiliary conditions for the
pressure, and to refer to u by itself as a solution of
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the problem provided there exists a scalar function p
which together with u satisfies [1]–[3]. The problem
is said to be uniquely solvable if there is a unique
solution u, in which case the gradient of the pressure
is also uniquely determined, along with the pressure
up to a constant. Notice also that under our
assumptions a potential force like gravity has no
effect on u. If u solves the problem in the absence of
such a force, then the inclusion of the force affects
only the pressure, from which the potential must be
subtracted. It turns out that the inclusion of a
prescribed nonpotential force, while complicating
many of the estimates below, does not affect in any
essential way those parts of the theory to be
presented here. Thus, for simplicity, we shall
henceforth assume that f � 0.

Reynolds Number

We can make a slight further simplification of eqn [1]
by rescaling, with the objective of setting �= 1, or even
�= 1 and �= 1. This scaling is not required for the
existence theory we are presenting, but provides an
important insight for the study of stability, bifurcation,
and turbulence. The Reynolds number

R ¼ max juj � j�j � �
�

plays an important role in rescaling. It expresses the
ratio of the inertial to viscous effects. The notation
j�j represents a characteristic length, such as the
minimum diameter of a bounded domain. Generally
speaking, a high Reynolds number corresponds to
what is meant by ‘‘large’’ data, and the higher the
Reynolds number the more inclined a flow is to
instability and turbulence, and perhaps to the
development of singularities. However, the size of
the Reynolds number has precise implications only
in comparing ‘‘dynamically similar’’ flows. We say
that two vector fields v(x, t) and u(x, t) are dynami-
cally similar if and only if v(x, t) =�u(x=�, t=�) for
some �, �, � > 0. In such a case, if u is defined in
�� [0, T), then v will be defined in ��� [0, �T),
where �� = {�x: x 2 �}. Furthermore, if u satisfies
the Navier–Stokes equations, then v will satisfy

���1�vt þ ���2�v � rv

¼ ��rpðx=�; t=�Þ þ ��1�2��v ½4�

which has the form of the Navier–Stokes equations if
and only if the coefficients of the two inertial terms
on the left-hand side are equal. That is, if and only if

�� ¼ � ½5�

in which case

vt þ v � rv ¼ �rqþ ��v ½6�

with

� ¼ ���=� ½7�

and q(x, t) =�2��1p(x=�, t=�). We refer to such u
and v as dynamically similar flows. The relation
[7], that follows from [5], is equivalent to the
equality of the Reynolds numbers for the two
flows,

RðuÞ ¼ max juj � j�j � �
�

¼ max j�uj � j��j � 1
�

¼ RðvÞ

The condition [5] can be satisfied simultaneously
with the condition �= 1. For example, one may
choose �= 1,�= �=�, and �=�=�. This achieves a
rescaling of the equation to

vt þ v � rv ¼ �rqþ�v ½8�

without changing the domain. Different Reynolds
numbers result from varying the magnitude of the
velocity. In what follows, we will work with the
Navier–Stokes equation in this simplest possible
form.

Continuous Dependence on the Data

We begin our investigation of the initial boundary
value problem

ut þ u � ru ¼ �rpþ�u; r � u ¼ 0

for x; tð Þ 2 �� 0;1ð Þ,
ujt¼0 ¼ u0; uj@� ¼ 0

½9�

by considering two smooth solutions, say u and v,
taking possibly different initial values u0 and v0. Let
their difference be w = v� u, with initial value w0,
and let q be the difference of the corresponding
pressures. Then, subtracting one equation from the
other, one obtains

wt þw � rwþ u � rwþw � ru ¼ �rqþ�w ½10�

Multiplying this by w, integrating over �, and
integrating by parts, one then obtains

1

2

d

dt
wk k2þ rwk k2¼ � w � ru;wð Þ ½11�
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where

wk k2 ¼
Z

�

w2 dx

rwk k2 ¼
Z

�

@wi

@xj

@wi

@xj
dx

w � ru;wð Þ ¼
Z

�

wj
@ui

@xj
wi dx

since (and this should further explain our notation)

wt;wð Þ ¼
Z

�

wt �w dx

¼ 1

2

d

dt

Z
�

w2 dx ¼ 1

2

d

dt
wk k2

�w;wð Þ ¼
Z

�

@2wi

@x2
j

wi dx

¼ �
Z

�

@wi

@xj

@wi

@xj
dx ¼ � rwk k2

rq;wð Þ ¼
Z

�

@q

@xi
wi dx ¼ �

Z
�

q
@wi

@xi
dx ¼ 0

u � rw;wð Þ ¼
Z

�

uj
@wi

@xj
wi dx

¼ � 1

2

Z
�

@uj

@xj
wiwi dx ¼ 0

and similarly (w � rw, w) = 0. In deriving these we
have used the fact that the vector fields are
divergence free and vanish on the boundary. In the
following, we will use such identities without further
mention.

We can estimate the nonlinear term on the right-
hand side of [11] by using the ‘‘Sobolev inequalities’’

�k k2
4	 �k k r�k k; if n ¼ 2

�k k2
4	 �k k1=2 r�k k3=2; if n ¼ 3

½12�

proved by Ladyzhenskaya (1969), though with
larger constants. These are valid for any smooth
function � which vanishes on the boundary of �. It
may be either scalar or vector valued. The norms on
the left are L4-norms; we use the notation
�k kp = (

R
� �j j

p dx)1=p for any p > 1, but usually
drop the subscript when p = 2. Using first Hölder’s
inequality and then [12], one obtains

w � ru;wð Þj j 	 wk k2
4 ruk k

	
wk k rwk k ruk k if n ¼ 2

wk k1=2 rwk k3=2 ruk k if n ¼ 3

(

Young’s inequality

ab 	 1

p
ap þ 1

q
bq

holds if a, b > 0, p, q > 1 and 1=pþ 1=q = 1. Taking
a =

ffiffiffi
2
p
rwk k, along with p = q = 2 in the two-

dimensional case, and a = (4=3)3=4 rwk k, along
with p = 4=3, q = 4 in the three-dimensional case,
one obtains

w � ru;wð Þj j

	
rwk k2þ 1

4 ruk k2 wk k2; if n ¼ 2

rwk k2þ 27
256 ruk k4 wk k2; if n ¼ 3

(
½13�

Using these estimates for the right-hand side of [11],
we obtain linear differential inequalities for wk k2

that are easily integrated to give

w tð Þk k2

	
w0k k2exp

R t
0

1
2 ruk k2 d	; if n ¼ 2

w0k k2exp
R t

0
27
128 ruk k4 d	; if n ¼ 3

(
½14�

It follows that if we can estimate the integrals on
the right, which concern only the solution u, and if
v is a second solution, perhaps differing only
slightly from u when t = 0, then we can estimate
the difference v(t)� u(t)k k at later times. Moreover,
at any particular time this difference will be
bounded proportionally to v(0)� u(0)k k. The inte-
gral on the right-hand side of the two-dimensional
version of [14] is easily estimated using the energy
estimate [16] below. The estimation of the corre-
sponding integral in the three-dimensional case,
without a restriction on the size of the data,
remains an open problem. It can be regarded as
the most important open problem in the Navier–
Stokes theory. It would never be enough to some-
how prove that solutions are smooth without
estimating this integral, or something equivalent
to it. Of course, if solutions were known to be
smooth one could infer their uniqueness from [14],
since smoothness would imply that the integrals are
finite, which is enough to conclude that w(t)k k is
zero if w0k k is zero.

Energy Estimate

If one multiplies the Navier–Stokes equation for u
by u, and proceeds as in deriving [11], one obtains

1

2

d

dt
uk k2þ ruk k2¼ 0 ½15�

and hence

1

2
u tð Þk k2þ

Z t

0

ruk k2 d	 ¼ 1

2
u0k k2 ½16�
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This settles the matter of continuous dependence in
the two-dimensional case. Together with [16], the
two-dimensional version of [14] implies

w tð Þk k2	 w0k k2exp 1
4 u0k k2; if n ¼ 2 ½17�

We remark that the local rate of energy dissipa-
tion is 2 Duj j2 rather than ruj j2, where Du is the
stress tensor Du = (1=2)(ruþ (ru)T). However,
integrating over the domain, and integrating by
parts using the boundary condition uj@� = 0, one
may verify that the rate of total energy dissipation
2 Duk k2 equals ruk k2. For the purpose of this
article, it is convenient to write the energy identity
as [15].

Estimates for ru(t)k k Pointwise in Time

Of course, an estimate for ru(t)k k pointwise in time
would imply an estimate for the integral of ru(t)k k4

on the right-hand side of [14]. We can prove such an
estimate for at least a finite interval of time by an
argument due to Prodi (1962). It requires, in
preparation, some deep results concerning the
regularity of solutions of the steady Stokes equa-
tions. These cannot be proved here, but we can
briefly summarize what will be needed. Let

L2(�) = space of vector fields �, with finite
L2-norms �k k,

C10 (�) = space of smooth vector fields with compact
support in �,

D(�) = {� 2 C10 (�):r � �= 0},
J(�) = completion of D(�) in the L2-norm �k k,
J1(�) = completion of D(�) in the norm r�k k,
G(�) = {rp: p 2 L2(�) with rp 2 L2(�)}, and
P : L2(�)! J(�) be the L2-projection of L2(�) onto

J(�),

and define the Sobolev W2
2 (�) norm by

uk k2
W2

2
�ð Þ¼ uk k2þ ruk k2

þ
Z

�

@2ui=@xj@xk

�� ��2 dx

Furthermore, observe that (rp,�) = 0 for rp 2
G(�) and � 2 J(�), since it holds if p is smooth
and � 2 D(�). Therefore, Prp = 0, since
(Prp,�) = (rp,�) = 0, for all � 2 J(�). Later,
when we need it, we will also argue that
L2(�) = J(�)
G(�).

With these preparations, it is evident that every
smooth vector field u satisfying r � u = 0 and
uj@� = 0 can be regarded as a solution of the steady
Stokes problem

��uþrp ¼ f and r � u ¼ 0 in � uj@�¼ 0 ½18�

with f =�P�u. For such solutions, and hence for
all such u, we have the estimates

uk kW2
2

�ð Þ	 c P�uk k ½19�

and

sup
�

uj j2	 c uk k P�uk k; if n ¼ 2
c ruk k P�uk k; if n ¼ 3

�
½20�

with constants independent of u. It can also be
shown that every such vector field u belongs to J1(�)
and hence to J(�); see Heywood (1973).

Some history and remarks are in order. The
inequality [19] was proved independently by
Solonnikov (1964, 1966), and by Prodi’s student
Cattabriga (1961). In fact, they gave Lp versions of
it for all orders of the derivatives. Several proofs
specific to the L2 case needed here have been given
by Solonnikov and Sčadilov (1973) and by Beirão da
Veiga (1997). The inequalities [20] can be proved by
combining [19] with appropriate Sobolev inequal-
ities, or better, by combining [19] with recent
inequalities of Xie (1991) which are of precisely
the form [20], but with 4u instead of P4u on the
right-hand side, and without the requirement that
r � u = 0. The constant c in [19] depends upon the
regularity of the boundary, and tends to infinity
along with a bound for the boundary curvature.
Through the work of Xie (1992, 1997), there is
reason to believe that the inequalities [20] are
probably valid for arbitrary domains, with the
constant c = (2
)�1 if n = 2, and c = (3
)�1 if n = 3.
Xie’s efforts to prove this have been continued by
the author (Heywood 2001). If the inequalities
[20] can be proved for arbitrary domains (i.e.,
arbitrary open sets), with these fixed constants,
then the approach to Navier–Stokes theory pre-
sented in this article will extend immediately to
arbitrary domains, as explained in Heywood and
Xie (1997), with estimates independent of the
domain.

We go on now with an estimation of kru(t)k
based on [20]. Multiplying the Navier–Stokes
equation for u by �P4u, and integrating over �,
one obtains

1

2

d

dt
kruk2 þ kP�uk2 ¼ u � ru;P�uð Þ

	 sup
�

jujkrukkP�uk ½21�

since (ut,�P�u)=(Put,��u)=(ut,��u)=(rut,ru)
and (rp,P�u)=0.

372 Viscous Incompressible Fluids: Mathematical Theory



The right-hand side of [21] can be estimated using
[20] and Young’s inequality:

sup
�
jujkrukkP�uk

	 ckuk1=2krukkP�uk3=2; if n ¼ 2

ckruk3=2kP�uk3=2; if n ¼ 3

(

	
1
2 kP�uk2 þ ckuk2kruk4; if n ¼ 2

1
2 kP�uk2 þ ckruk6; if n ¼ 3

(

Thus,

d

dt
kruk2 þ kP�uk2

	 ckuk2kruk4; if n ¼ 2

ckruk6; if n ¼ 3

(
½22�

These differential inequalities are at the core of
present theory. Consider first the two-dimensional
case. It can be viewed as a linear differential
inequality

d

dt
kruk2 	 ckuk2kruk2

� �
kruk2 ½23�

with a coefficient ckuk2kruk2 that is integrable, in
view of the energy estimate [16]. Integrating it yields
a ‘‘global’’ estimate; for all t � 0,

kru tð Þk2 	 kru0k2 exp

Z t

0

kuk2kruk2 d	

	 kru0k2 exp
1

2
ku0k4 ½24�

However, if the three-dimensional version of [22]
is viewed as a linear differential inequality, the
coefficient to be integrated is kru(t)k4. Thus, the
same integral which is crucial to proving continuous
dependence on the data is also crucial to proving
regularity. What we can do in the three-dimensional
case, is view [22] as a nonlinear differential inequal-
ity of the form

’0 	 c’3 or ’0 	 ckruk2’2 ½25�

for ’(t) = kru(t)k2. Integrating the first of these, one
obtains a local estimate

kru tð Þk2 	 kru0k2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2ckru0k4t

q ½26�

for

0 	 t <
1

2ckru0k4

without any restriction on the size of the data.
Integrating the second, one obtains a global estimate

kru tð Þk2 	 kru0k2

1� ckru0k2 R t
0 kruk2 d	

	 kru0k2

1� ðc=2Þku0k2kru0k2
½27�

valid for all t � 0, provided

ku0k2kru0k2 <
2

c
½28�

This is a good interpretation of what we mean by
‘‘small data.’’ If Xie’s conjecture is correct, that the
constant in the three-dimensional version of [20] is
c = (3
)�1, then we obtain [25]–[28] with the
constant c = 3=(128
2). Thus, 2=c ’ 842.

Further Regularity, Smoothing Estimates

Once one has an estimate of the form

kru tð Þk 	M tð Þ; for 0 	 t < T ½29�

as provided by [24], [26], or [27], one can estimate
the solution’s derivatives of all orders over the open
time interval (0, T). The initial time t = 0 must be
excluded from the interval, because the ‘‘imperfec-
tion’’ of prescribed data generally causes an impul-
sive acceleration along the boundary at time zero,
resulting in a thin boundary layer in which the
derivatives are so large that krut(t)k and ku(t)kW3

2
(�)

tend to infinity as t! 0þ. But the solution quickly
smooths and remains smooth as long as [29]
remains in force. Thus, our working assumption up
to this point, that solutions are C1 smooth in ��
[0,1) is not valid at t = 0. However, we will see
that they are smooth in �� (0, T) and continuous in
�� [0, T). They are also continuous on [0, T) in the
W2

2 (�) norm. This is sufficient regularity to justify
everything that we have done to this point.

In this section, we give estimates for the derivatives
of all orders with respect to time, of u and its first- and
second-order derivatives with respect to space. In the
next section, we will prove an existence theorem by
Galerkin approximation. It will be easily seen that all
of the estimates proved in this and previous sections,
for solutions that are assumed to be smooth, also hold
for the approximations, without any unproven
assumptions. Therefore, they will be inherited by the
solution that is obtained upon passing to the limit of
the approximations. At first, this solution will be
something of a generalized solution, not fully classical,
but one which is C1 with respect to time over the
interval 0 < t < T, in the W2

2 (�) norm. In a final step,
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viewing u at any fixed time as a solution of the steady
Stokes equations, we can apply regularity estimates for
the Stokes equations to infer that it is C1 in all
variables throughout �� (0, T), with specific esti-
mates for each derivative.

The estimates of this section are obtained by
integrating an infinite sequence of differential inequal-
ities, for kuk, kruk, kutk, krutk, kuttk, kruttk, . . . .
The first two are [15] and [21], which have already
been dealt with. It turns out that after these first two,
each succeeding differential inequality is linearized by
the estimates obtained from its predecessor, which
explains why the time intervals for these additional
estimates do not become successively shorter. In fact,
in the two-dimensional case, the energy estimate
resulting from [15], which is valid for all time, already
gives the linearization [23] of [21], which then
provides an estimate valid for all time. Except for
noting such differences between the two- and three-
dimensional cases, we will henceforth deal with only
the three-dimensional case.

The differential inequalities just mentioned are
obtained by estimating the right-hand sides of two
sequences of differential identities, and ordering
them by an iteration between the two sequences.
The first sequence begins with and is patterned after
the energy identity,

1

2

d

dt
kuk2 þ kruk2 ¼ 0

1

2

d

dt
kutk2 þ krutk2 ¼ � ut � ru; utð Þ

1

2

d

dt
kuttk2 þ kruttk2 ¼ � utt � ru; uttð Þ

� 2 ut � rut; uttð Þ
etc:

½30�

while the second begins with and is patterned after
Prodi’s identity,

1

2

d

dt
kruk2 þ kP�uk2 ¼ u � ru;P�uð Þ

1

2

d

dt
krutk2 þ kP�utk2 ¼ ut � ru;P�utð Þ

þ u � rut;P�utð Þ
1

2

d

dt
kruttk2 þ kP�uttk2 ¼ utt � ru;P�uttð Þ þ � � �

etc:

½31�

Before going on, notice that we can return to [22] and
use [29] to infer a more complete estimate of the form

kru tð Þk2 þ
Z t

0

kP�uk2 d	

	 B M; tð Þ; for 0 	 t < T

½32�

containing an integral of kP�uk2 on the left-hand side.
We will use the notation B(M, t) generically, for any
bound that depends only on the function M(t) and t.
We remark, that a term kutk2 can also be included
under the integral sign on the left-hand side of [32],
because kutk and kP�uk are of essentially the
same order, being the leading terms in the projection
ut þ P(u � ru) = P�u of the Navier–Stokes equation.
Finally, one can also include kukW2

2
(�) under the

integral sign, in view of [19].
Going on, we obtain a third differential inequality

from the second identity of the sequence [30]. Its
right-hand side admits the estimate

� ut � ru; utð Þ 	 kutk2
4kruk

	 ckutk1=2krutk3=2kruk

	 1

2
krutk2 þ ckruk4kutk2 ½33�

which, in view of [29] or [32], produces a linear
differential inequality with integrable coefficients.
Its integration yields an estimate of the form

kut tð Þk2 þ
Z t

0

krutk2 d	

	 B M; t; kut 0ð Þkð Þ; for 0 	 t < T

½34�

provided kut(0)k is bounded. Since ut = P(�u�
u � ru), we have the estimate

kut 0ð Þk ¼ kP �u0 � u0 � ru0ð Þk

	 k�u0 � u0 � ru0k 	 B
�
ku0kW2

2
�ð Þ

�
½35�

provided that u is smooth in �� [0, T). This is a
delicate point, having been forewarned of a regular-
ity breakdown at t = 0. But, we will be able to
replicate the estimate [35] for the Galerkin approx-
imations, ultimately validating [34] for the approx-
imations and the solution.

The integration of the next differential inequality,
which arises from the second of the identities [31],
requires that krut(0)k <1. Similarly to [35], we
have

rut 0ð Þk k ¼ rP �u0 � u0 � ru0ð Þk k

	 B
�

u0k kW3
2
ð�Þ

� ½36�

provided that u is smooth in �� [0, T). However,
there is a big difference between [35] and [36]. In the
next section, we will not be able to obtain an analog of
[36] for the Galerkin approximations. Consequently,
the solution that is obtained will not be fully regular at
time t = 0. It will satisfy u 2 C(�� [0, T)) \ C1(��
(0, T)), but not u 2 C1(�� [0, T)). It will satisfy
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u(t)� u0k kW2
2
(�)! 0 but not u(t)� u0k kW3

2
(�)! 0,

as t! 0þ.
One may wonder whether this is a fault or

deficiency in the Galerkin method. It is not,
remembering what was said at the beginning of
this section. For most prescribed values of u0, no
matter how smooth, there is a breakdown in the
regularity of the solution as t! 0þ. In fact, it was
proved in Heywood and Rannacher (1982) that if
rut(t)k k or any one of several other quantities,

including u(t)k kW3
2
(�), remains bounded as t! 0þ,

then there exists a solution p0 of the overdetermined
Neumann problem

��p0 ¼ r � u0 � ru0ð Þ in �

rp0j@� ¼ �u0j@�

½37�

Generically speaking, this problem is not solvable,
and therefore

lim supt!0þ rut tð Þk k ¼ 1

We mention that under our assumption that u0 is
smooth, the correctly posed Neumann problem,
with boundary condition @p0=@nj@� = �u0 � nj@�, is
uniquely solvable for a solution p0 2W1

2 (�)=R, and
rp(t)�rp0k k! 0, as t! 0þ; see Heywood and

Rannacher (1982).
Since solutions are smooth for 0 < t < T, the

pressure in the Navier–Stokes equations satisfies the
overdetermined Neumann problem for all t 2 (0, T).
So it may seem appropriate to require that the
prescribed initial value u0 be a function for which
problem [37] is solvable. We do not agree with that.
It is too difficult, if not impossible, to find such
functions, except by solving the Navier–Stokes
equations. For example, one might think that the
condition that [37] should be solvable might be
satisfied if u0 2 D(�), since such functions are zero
in a neighborhood of the boundary. In fact, K
Masuda has shown that if � is a three-dimensional
sphere, then the overdetermined Neumann problem
[37] is never solvable for nonzero u0 2 D(�). Hence,
the gradient of the initial pressure will have a
nonzero tangential component, causing an impulsive
tangential acceleration along the boundary.

If we are to use the Navier–Stokes equations to
make predictions of the future, we must solve the
initial boundary value problem for ‘‘man-made’’
initial values, and accept the fact that there is a
momentary breakdown in regularity along the
boundary, immediately following the initial time.
Thereafter, the solution smooths as ‘‘nature’’ takes
over. To prove the reliability of our predictions, we
need continuous dependence estimates and error
estimates for numerical methods that take into

account this initial breakdown in the regularity.
The continuous dependence estimate [14] meets this
requirement. So also do the error estimates given in
a series of four papers by Rannacher and the author,
beginning with Heywood and Rannacher (1982).
They were based on the ‘‘smoothing’’ regularity
estimates for solutions that are being presented here.
We go on with these now, as models for similar
estimates for the Galerkin approximations.

Estimating the right-hand side of the second of the
identities [31] using [20] and Young’s inequality,
and then multiplying through by t, we get the linear
differential inequality

d

dt
t rutk k2
� �

þ t P�utk k2

	 rutk k2þc ruk k4þ ruk k2
�

þ P�uk k2
�

t rutk k2
� �

½38�

for t rutk k2, with coefficients that are integrable in
view of the previous estimates [32], [34], and [35].
Therefore, its integration yields an estimate analo-
gous to [32] of the form

t rutðtÞk k2þ
Z t

0

t P�utk k2 d	

	 B M; t; u0k kW2
2

�ð Þ

� �
; for 0 < t < T ½39�

provided its ‘‘initial value’’ is finite. It is, due to the
time weight, in the sense that

lim supt!0þ t rutðtÞk k2
� �

¼ 0 ½40�

This is proved by noting that if the lim sup were
positive, then the integral on the left-hand side of
[34] would be infinite. Finally, a term t uttk k2 can be
included under the integral sign on the left-hand side
of [39], because uttk k and P�utk k are of essentially
the same order, being the leading terms in the
projection utt þ P(ut � ruþ u � rut) = P�ut of the
time differentiated Navier–Stokes equation.

We continue inductively. Estimating the right-
hand side of the third of the identities [30] using
[12], [20], and Young’s inequality, and then multi-
plying through by t2, we get the linear differential
inequality

d

dt
t2 uttk k2
� �

þ t2 ruttk k2

	 2t uttk k2þt2 rutk k2þt2 P�utk k2

þ c ruk k4þ rutk k4
� �

t2 uttk k2
� �

½41�

with coefficients that are integrable in view of
preceding estimates. In particular, the integrability
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of the first term on the right-hand side follows from
the boundedness of the integralZ t

0

t uttk k2 d	 ½42�

which, we have pointed out, can be included on the
left-hand side of [39]. Finally, notice that the
boundedness of the integral [42] implies

lim supt!0þ t2 uttðtÞk k2
� �

¼ 0 ½43�

Therefore, we can integrate [41] to get the estimate

t2 uttðtÞk k2þ
Z t

0

t2 ruttk k2 d	

	 B M; t; u0k kW2
2

�ð Þ

� �
; for 0 	 t < T ½44�

analogous to [34].
At this point, we have introduced every device

needed to proceed by induction to an infinite
sequence of time-weighted estimates, similar to
[39] and [44], but with successively higher orders
of time derivatives and weights. The dependence of
these estimates on u0k kW2

2
(�) was introduced through

[34] and [35]. It can be eliminated by beginning the
introduction of powers of t as weight functions one
step earlier, with the added advantage that the initial
velocity u0 needs only belong to J1(�). In the two-
dimensional case, the weight functions can be
introduced even another step earlier, with the
advantage that the initial velocity u0 needs only
belong to J(�). Each of these cases leads to an
existence theorem for solutions u 2 C1(�� (0, T)),
with the initial values assumed in the norms of J1(�)
and J(�), respectively.

Existence by Galerkin Approximation

Let {a1, a2, . . .} and {�1,�2, . . .} denote the eigenfunc-
tions and eigenvalues of the Stokes equations,

��ak þrp ¼ �kak; r � ak ¼ 0 in �

ak
��
@�
¼ 0 ½45�

chosen to be orthonormal in L2(�). Clearly,
�P�ak =�kak, so they are also the eigenfunctions
and eigenvalues of the Stokes operator, �P�. Using
regularity estimates for the Stokes equations, each
eigenfunction is known to be C1 smooth in �.

The nth Galerkin approximation for problem [9]
is the solution

un x; tð Þ ¼
Xn

k¼1

ckn tð Þak xð Þ

of the system of ordinary differential equations

un
t ; a

l
� �

þ un � run; al
� �

¼ �un; al
� �

for l ¼ 1; 2; . . . ; n ½46�

satisfying the initial conditions (un(0), al) = (u0, al),
for l = 1, 2, . . . , n. Of course, since (un

t , al) = @cln=@t
and (�un, al) = (P�un, al) =��lcln, the differential
equations can be written as

d

dt
cln ¼ �

Xn

i;j¼1

cincjn ai � raj; al
� �

� �lcln

and the initial conditions as cln(0) = (un(0), al), for
l = 1, 2, . . . , n.

The system [46] is at least locally solvable, on
some interval [0, Tn), with each coefficient satisfying
cln 2 C1[0, Tn). Therefore, since the eigenfunctions
are also smooth, un is C1 smooth in �� [0, Tn). It
also satisfies all of the identities [30] and [31] on the
interval [0, Tn). Indeed, multiplying [46] by cln and
summing over l from 1 to n has the effect of
converting al into un. The resulting identity for un

leads immediately to the energy identity

1

2

d

dt
unk k2þ runk k2¼ 0 ½47�

The remaining identities in the sequence [30] are
obtained similarly. For example, the second is
obtained by taking the time derivative of [46],
multiplying through by dcln=dt and summing over l.

Prodi’s identity is obtained by multiplying [46] by
�lcln and summing, which has the effect of convert-
ing al into �P�un. To obtain the second of the
identities [31] for un, one differentiates [46], multi-
plies by �ldcln=dt and sums. The remaining identities
in the sequence [31] are obtained similarly.

The initial conditions easily imply that un(0)k k 	
u0k k, because u0 2 J(�) and the eigenfunctions are

orthogonal and complete in J(�). Therefore, inte-
gration of [47] yields the energy estimate

1

2
kunðtÞk2 þ

Z t

0

krunk2 d	 	 1

2
ku0k2 ½48�

which is uniform in n. Since kun(t)k remains bounded,
the solution un(t) can be continued for all time. Thus,
Tn =1, for all n. Hence, our early working assump-
tion about solutions, that they are smooth in ��
[0,1), is actually valid for the Galerkin approxima-
tions. The issue becomes one of obtaining estimates
for their derivatives that are uniform in n. All of the
estimates we have proved for solutions are proved in
exactly the same way for the approximations. The
only possible source of nonuniformity would arise
from the initial values of krunk and kun

t k.
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The estimates [24], [26], and [27] are uniform in
n, since u0 2 J1(�) and hence krun(0)k 	 kru0k,
due to the orthogonality of the eigenfunctions in the
inner-product (ru,rv), and their completeness with
respect to functions in J1(�). We also obtain a
uniform bound for kun

t (0)k of the form [35], by
multiplying [46] by @cln=@t and summing over l. In
the last step, we also need the inequality
kun(0)kW2

2
(�) 	 kun

0kW2
2
(�), which follows from the

orthogonality of the eigenfunctions in the inner
product (P�u, P�v), and their completeness with
respect to functions in J1(�) \W2

2 (�); see
Ladyzhenskaya (1969, p. 46). Any attempt to find
a bound for krun

t (0)k analogous to [36] is certain to
fail, as it would lead to a contradiction with afore-
mentioned results from Heywood and Rannacher
(1982).

Passage to the Limit

We now have L2-bounds for un,run, un
t , @2un=@xi@xj,

and run
t over any space-time region �� (0, T 0), with

0 < T 0 < T. We also have L2-bounds for all orders of
the time derivatives of these quantities over any
subregion �� (", T 0), with 0 < " < T 0 < T. From
these L2-bounds, we may infer the existence of a
subsequence of the Galerkin approximations, again
denoted by {un}, which converges, along with those of
its derivatives for which we have bounds, to a limit u
and its derivatives. The convergence un! u and
run!ru is strong in L2(�� (0, T 0)); the conver-
gence of un

t is strong in L2(�� (", T 0)) and weak in
L2(�� (0, T 0)); the convergence of P�un is weak in
L2(�� (0, T 0)); all time derivatives of un,run con-
verge strongly in L2(�� (", T 0)).

Because of estimates for the time derivatives, trace
arguments give the strong convergence un! u,
run!ru, un

t ! ut, and the weak convergence
P�un!P�u, in L2(�), for every t > 0.

For any fixed time, u 2W2
2 (�), and therefore u is

continuous in � by a well known Sobolev inequal-
ity. Since u 2 J1(�), it must equal zero along the
boundary. The estimates for the time derivatives of
un,run, @2un=@xi@xj imply that u and its time
derivatives are time continuous in W2

2 (�). There-
fore, u, ut, utt, . . . are classically continuous in
�� (0, T).

Introduction of the Pressure

Because of the strong convergence un! u, run!
ru, un

t ! ut and the weak convergence
P�un!P�u, in L2(�), for any t > 0, it is an easy
matter to let n!1 in [46], obtaining, for all t > 0,

ut; a
l

� �
þ ðu � ru; alÞ ¼ �u; al

� �
for l ¼ 1; 2; . . . ½49�

Since the eigenfunctions are complete in J(�), and
D(�) � J(�), this implies

ðut þ u � ru��u; �Þ ¼ 0; for all � 2 Dð�Þ ½50�

Therefore, there exists a vector field rp 2 G(�) such
that

ut þ u � ru��u ¼ �rp ½51�

Indeed, the usual test to determine whether a
smooth vector field w is conservative in some
domain �, and therefore representable as a gradient,
is to check whether the curve integralsI

C

w � 	 ds ½52�

vanish for every smooth closed curve C � �. Here, 	
is the unit tangent to the curve and ds is its arc
length. With a little reflection, one will realize that
these curve integrals can be approximated by
volume integrals of the form (w,�) with � 2 D(�).
For this, one should choose � to have its support in
a small tubular neighborhood of the curve, and its
streamlines parallel to the curve, with unit net flux
through any section of the tube. If w is not smooth,
but only known to belong to L2(�), one can
approximate it with its smooth mollifications. This
argument can be made rigorous. We previously
showed that J(�) and G(�) are orthogonal sub-
spaces of L2(�). Now we have argued that
L2(�) = J(�)
G(�).

Classical C1 Regularity

At any fixed time, we may regard u as a solution of the
steady Stokes problem [18] with f =�ut � u � ru.
Included in Cattabriga (1961) and Solonnikov (1964,
1966) are regularity estimates for all orders of
derivatives of the form

kukWkþ2
2
ð�Þ 	 ckfkWk

2
ð�Þ

From our estimates above, we easily conclude that
f � �ut � u � ru 2W1

2 (�). Hence, u 2W3
2 (�). In

fact, in view of the regularity we have proven
with respect to time, f 2 C1(0, T; W1

2 (�)) and u 2
C1(0, T; W3

2 (�)). Thus begins a bootstrapping argu-
ment. In the next step, we observe that f 2
C1(0, T; W2

2 (�)) and conclude that u 2 C1(0, T;
W4

2 (�)). By induction, one obtains u 2 C1(0, T;
Wk

2 (�)) for every positive integer k. Then well-
known Sobolev inequalities imply that u 2 C1

(�� (0, T)).
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Assumption of the Initial Values

We begin by showing that u(t)! u0, weakly in
L2(�), as t! 0þ. Of course, ku(t)k remains bounded
as t! 0þ, in virtue of [48], and the eigenfunctions
{al} are complete in J(�). Writing

uðtÞ � u0; a
l

� �
¼ uðtÞ � unðtÞ; al
� �

þ
�

unðtÞ

� unð0Þ; al
�
þ unð0Þ � u0; a

l
� �

note that the first and third terms on the right-hand
side can be made small by choosing n large. The
second can be written as

unðtÞ � unð0Þ; al
� �

¼
Z t

0

un
t ; a

l
� �

d	

which will be small if t is small, in view of [34].
Thus, (u(t)� u0, al)! 0, as t! 0þ, which implies
the desired weak convergence.

The strong convergence u(t)! u0 in L2(�) follows
from the weak convergence if lim supt! 0þ ku(t)k 	
ku0k. The energy estimate [48] for the approxima-
tions implies this also.

To conclude that u(t)! u0 strongly in J1(�), it only
remains to be shown that lim supt! 0þ kru(t)k 	
kru0k. This readily follows from [29], provided the
bounding function M(t) satisfies M(t)! ru0k k, as
t! 0þ. The bounding functions provided by our basic
estimates [24], [26], and [27] all have this property.

We may conclude that u(t)! u0 weakly in W2
2 (�),

provided u(t)k kW2
2
(�) remains bounded as t! 0þ. To

see this, remember that P�uk k and utk k are of
essentially the same order. Thus the term ut(t)k k2 on
the left-hand side of [34] can be accompanied by a
term u(t)k k2

W2
2
(�).

Finally, to prove that u(t)! u0 strongly in W2
2 (�),

we need only show that lim supt! 0þ P�u(t)k k 	
P�u0k k, since P��k k and �k kW2

2
(�) are equivalent

norms on J1(�) \W2
2 (�). To this end, multiply [46]

by �ldcln=dt and sum to get

1

2

d

dt
P�unk k2þ run

t

		 		2 ¼ un � run;P�un
t


 �
¼ d

dt
un � run;P�unð Þ

� un
t � run þ un � run

t ;P�un

 �

Integrating this gives

P�unðtÞk k2� P�unð0Þk k2

¼
Z t

0

d

dt
P�unk k2 ds

¼ 2 un � run;P�unð Þjt� 2 un � run;P�unð Þj0

� 2

Z t

0

run
t

		 		2
ds� 2

Z t

0

un
t � run



þ un � run

t ;P�un
�

ds ½53�

For the terms under the last integral we have

un
t � run;P�un


 �
þ un � run

t ;P�un

 ��� ��

	 run
t

		 		2þc runk k1=2 P�unk k3=2

Therefore, [53] implies

P�unðtÞk k2	 P�unð0Þk k2þ2 un � run;P�unð Þjt
� 2 un � run;P�unð Þj0þKt

uniformly in n, as t! 0þ, where K is a constant
depending on the estimates [32] and [34]. Letting
n!1, gives

P�uðtÞk k2	 P�uð0Þk k2þ2 u � ru;P�uð Þjt
� 2 u � ru;P�uð Þj0þKt

Since u � ru! u0 � ru0 strongly in L2(�), and
P�u!P�u0 weakly in L2(�), we get the desired
result. The continuous assumption of the initial values
in W2

2 (�) also implies their continuous assumption in
the classical sense, and hence that u 2 C(�� [0, T)).

Conclusion

Years ago, mathematical questions concerning the
Navier–Stokes equations were usually considered in
the context of generalized or weak solutions, which was
a technical barrier to many in the scientific community.
Nowadays, realizing that solutions are at least locally
classical, fundamental questions such as that of global
regularity can be studied within the classical context. If
the estimate [29] is proved for classical solutions, with
T =1, and without a restriction on the size of the data,
this particular matter will be settled.
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Introduction

von Neumann algebras, as they are called now,
first made their appearance under the name
‘‘rings of operators’’ in a series of seminal papers –
see Murray and von Neumann (1936, 1937, 1943)
and von Neumann (1936) – by F J Murray and J von
Neumann starting in 1936. Murray and von
Neumann (1936) specifically cite ‘‘attempts to
generalize the theory of unitary group representa-
tions’’ and ‘‘demands by various aspects of the
quantum-mechanical formalism’’ among the reasons
for the elucidation of this subject.

In fact, the simplest definition of a von Neumann
algebra is via unitary group representations:
a collection M of continuous linear operators on a
Hilbert space H (in order to avoid some potential
technical problems, we shall restrict ourselves to

separable Hilbert spaces throughout this article) is
a von Neumann algebra precisely when there is a
representation � of a group G as unitary operators
on H such that

M¼fx 2 LðHÞ : x�ðtÞ¼ �ðtÞx 8t 2 Gg

As above, we shall write L(H) for the collection of
all continuous linear operators on the Hilbert space H;
recall that a linear mapping x :H!H is continuous
precisely when there exists a positive constant K such
that kx�k 	 Kk�k 8� 2 H. If the norm kxk of the
operator x is defined as the smallest constant K with
the above property, then the set L(H) acquires the
structure of a Banach space. In fact L(H) is a Banach
�-algebra with respect to the composition product, and
involution x 7! x� given by

hx�; �i¼ h�; x��i 8�; � 2 H

The first major result in the subject is the
remarkable ‘‘double commutant theorem,’’ which
establishes the equivalence of a purely algebraic
requirement to purely topological ones. We need
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two bits of terminology to be able to state the
theorem.

First, define the commutant S0 of a subset S �
L(H) by

S0 ¼ fx0 2 LðHÞ : x0x ¼ xx0 8x 2 Sg

Second, the strong (resp., weak) operator topology is
the topology on L(H) of ‘‘pointwise strong (resp.,
weak) convergence’’: that is, xn! x precisely when
kxn� � x�k! 0 8� 2 H (resp., hxn� � x�, �i! 0 8�,
� 2 H).

Theorem 1 The following conditions on a unital
�-subalgebra M of L(H) are equivalent:

(i) M = M00(= (M0)0).
(ii) M is closed in the strong operator topology.
(iii) M is closed in the weak operator topology.

The conventional definition of a von Neumann
algebra is that it is a unital �-subalgebra of L(H)
which satisfies the equivalent conditions above. The
equivalence with our earlier ‘‘simplest definition’’ is
a consequence of the double commutant theorem
and the fact that any element of a von Neumann
algebra is a linear combination of four unitary
elements of the algebra: simply take G to be the
group of unitary operators in M0.

Another consequence of the double commutant
theorem is that von Neumann algebras are closed
under any ‘‘canonical construction.’’ For instance,
the uniqueness of the spectral measure E 7!Px(E)
associated to a normal operator x shows that if u is
unitary, then Puxu�(E) = uPx(E)u� for all Borel sets E.
In particular, if x 2M and u0 2 U(M0), then
u0Px(E)u0�= Pu0xu0� (E) = Px(E), and hence, we may
conclude that Px(E) 2 U(M0)0= (M0)0= M (we will
write U(N) (resp., P(N)) to denote the collection of
unitary (resp., projection) operators in any von
Neumann algebra N); that is, if a von Neumann
algebra contains a normal operator, it also contains
all the associated spectral projections. This fact,
together with the spectral theorem, has the conse-
quence that any von Neumann algebra M is the
closed linear span of P(M).

The analogy with unitary group representations is
fruitful. Suppose then that M = �(G)0, for a unitary
representation of G. Then the last sentence of the
previous paragraph implies that �(G)0= C precisely
when there exist no nontrivial �-stable subspaces
(here and in the sequel, we identify C with its image
under the unique unital homomorphism of C into
L(H); and we reserve the symbol Z(M) to denote the
center of M), that is, when � is irreducible. In general,
the �-stable subspaces are precisely the ranges of
projection operators in M. The notion of unitary

equivalence of subrepresentations of � is seen to
translate to the equivalence defined on the set P(M)
of projections in M, whereby p � q if and only if
there exists an operator u 2M such that u�u = p and
uu�= q. (Such a u is called a partial isometry, with
‘‘initial space’’ = range p, and ‘‘final space’’ = range q.)
This is the definition of what is known as the
‘‘Murray–von Neumann equivalence rel M’’ and is
denoted by �M . The following accompanying defini-
tion is natural: if p, q 2 P(M), say p �M q if there
exists p0 2 P(M) such that p �M p0 � q – where of
course e � f, range(e) � range(f ).

The Murray–von Neumann
Classification of Factors

We start with a fact (whose proof is quite easy) and
a consequent fundamental definition.

Proposition 2 The following conditions on a von
Neumann algebra M are equivalent:

(i) for any p, q 2 P(M), it is true that either p �M q
or q �M p.

(ii) Z(M) = M \M0= C.

The von Neumann algebra M is called a ‘‘factor’’ if
it satisfies the equivalent conditions above.

The alert reader would have noticed that if G is
a finite group, then �(G)0 is a factor precisely when
the representation � is ‘‘isotypical.’’ Thus, the
‘‘representation-theoretic fact,’’ that any unitary
representation is expressible as a direct sum of
isotypical subrepresentations, translates into the
‘‘von Neumann algebraic fact’’ that any �-subalgebra
of L(H) is isomorphic, when H is finite dimensional,
to a direct sum of factors. In complete generality,
von Neumann (1949) showed that any von
Neumann algebra is expressible as a ‘‘direct integral
of factors.’’ We shall interpret this fact from
‘‘reduction theory’’ as the statement that all the
magic/mystery of von Neumann algebras is con-
tained in factors and hence restrict ourselves, for a
while, to the consideration of factors.

Murray and von Neumann initiated the study of a
general factor M via a qualitative as well as a
quantitative analysis of the relation �M on P(M).
First, call a p 2 P(M) infinite if there exists a p0 � p
such that p �M p0 and p0 6¼ p; otherwise, say p is
finite. They obtained an analog, called the ‘‘dimen-
sion function,’’ of the Haar measure, as follows.

Theorem 3

(i) With M as above, there exists a function
DM :P(M)! [0,1] which satisfies the following
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properties, and is determined up to a multiplicative
constant, by them:

� p �M q,DM(p) � DM(q)
� p is finite if and only if DM(p) <1
� If {pn : n = 1, 2, . . . } is any sequence of pairwise

orthogonal projections in P(M) and
p =

P
n pn, then DM(p) =

P
n DM(pn)

(ii) M falls into exactly one of five possible cases,
depending on which of the following sets is the
range of some scaling of DM:

� (In) {0, 1, 2, . . . , n}
� (I1) {0, 1, 2, . . . ,1}
� (II1) [0, 1]
� (II1) [0,1]
� (III) {0,1}

In words, we may say that a factor M is of:

1. type I (i.e., of type In for some 1 � n � 1)
precisely when M contains a minimal projection,

2. type II (i.e., of type II1 or II1) precisely when M
contains nonzero finite projections but no mini-
mal projections, and

3. type III precisely when M contains no nonzero
finite projections.

Examples L1(�,�) may be regarded as a von
Neumann algebra acting on L2(�,�) as multi-
plication operators; thus, if we set mf (�) = f �,
then m : f 7!mf defines an isomorphism of L1(�,�)
onto a commutative von Neumann subalgebra of
L(L2(�,�)). In fact, ‘‘up to multiplicity,’’ this is how
any commutative von Neumann algebra looks.

It is a simple exercise to prove that M � L(H) is a
factor of type In, 1 � n � 1, if and only if there exist
Hilbert spacesHn and K and identificationsH=Hn 	
K, M = {x	 idK : x 2 L(Hn)} where dimHn = n; and
so M ffi L(Hn).

To discuss examples of the other types, it will be
convenient to use ‘‘crossed products’’ of von
Neumann algebras by ergodically acting groups of
automorphisms. We shall now digress with a
discussion of this generalization of the notion of a
semidirect product of groups.

If � : G!Aut(M) is an action of a countable group
G on M, where M � L(H) is a von Neumann
algebra, and eH= ‘2(G,H), there are representations
� : M!L( eH) and � : G!U(L( eH)) defined by

�ðxÞ�ð Þ ðsÞ ¼ �s�1ðxÞ�ðsÞ; �ðtÞ�ð ÞðsÞ ¼ �ðt�1sÞ

These representations satisfy the commutation rela-
tion �(t)�(x)�(t�1) = �(�t(x)), and the crossed pro-
duct Mo �G is the von Neumann subalgebra of L( eH)
defined by eM = (�(M) [ �(G))00.

Let us restrict ourselves to the case of
M = L1(�,�) acting on L2(�,�). In this case, it is
true that any automorphism of M is of the form
f 7! f � T�1, where T is a ‘‘nonsingular transforma-
tion of the measure space (�,�)’’ (= a bijection
which preserves the class of sets of �-measure 0). So,
an action of G on M is of the form �t(f ) = f � T�1

t ,
for some homomorphism t 7!Tt from G to the
group of nonsingular transformations of (�,�). We
have the following elegantly complete result from
Murray and von Neumann (1936).

Theorem 4 Let M, G,� be as in the last section,
and let eM = Mo �G. Assume the G-action is ‘‘free,’’
meaning that if t 6¼ 1 2 G, then �({! 2 � :
Tt(!) =!}) = 0. Then:

(i) eM is a factor if and only if G acts ergodically on
(�,�) – meaning that the only G-fixed functions
in M are the constants.

(ii) Assume that G acts ergodically. Then the type of
the factor eM is determined as follows:

� eM is of type I or II if and only if there exists
a G-invariant measure 	 which is mutually
absolutely continuous with respect to �,
meaning 	(E) = 0,�(E) = 0; (the ergodicity
assumption implies that such a 	 is necessa-
rily unique up to scaling by a positive
constant;)
� eM is of type In precisely when the 	 as above is

totally atomic, and � is the disjoint union of n
atoms for 	;
� eM is of type II precisely when the 	 as above is

nonatomic;
� eM is of finite type – meaning that 1 is a finite

projection in eM – precisely when the 	 as
above is a finite measure;
� eM is of type III if and only if there exists no 	

as above.

Thus, we get all the types of factors by this
construction; for instance, we may take:

(In)G = Zn acting on � = Zn by translation, and
�= 	= counting measure

(I1)G = Z acting on � = Z by translation, and
�= 	= counting measure

(II1)G = Z acting on � = T = {z 2 C : jzj= 1} by
powers of an aperiodic rotation, and �= 	=
arclength measure

(II1)G = Q acting on � = R by translations, and
�= 	= Lebesgue measure

(III)G = axþ b group acting in the obvious manner
on � = R,�= 	= Lebesgue measure.

Such crossed products of a commutative von
Neumann algebra by an ergodically acting countable
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group were intensively studied by Krieger (1970,
1976). We shall simply refer to such factors as
‘‘Krieger factors.’’ The term ‘‘Krieger factor’’ is
actually used for factors obtained from a slightly
more general construction, with ergodic group
actions replaced by more general ergodic equiva-
lence relations. Since there is no difference in the
two notions at least in good (amenable) cases, we
will say no more about this.

Abstract von Neumann Algebras

So far, we have described matters as they were in
von Neumann’s time. To come to the modern era, it
is desirable to ‘‘free a von Neumann algebra from
the ambient Hilbert space’’ and to regard it as an
abstract object in its own right which can act on
different Hilbert spaces – for example, L1(�,�) is
an object worthy of study in its own right, without
reference to L2(�,�).

The abstract viewpoint is furnished by a theorem
of Sakai (1983); let us define an abstract von
Neumann algebra to be an abstract C�-algebra
(this is a Banach algebra with an involution related
to the norm by the so-called C�-identity kxk2 =
kx�xk) M which admits a pre-dual M� – i.e., M is
isometrically isomorphic to the Banach dual space
(M�)

�. It turns out that a predual of such an abstract
von Neumann algebra is unique up to isometric
isomorphism. Consequently, an abstract von
Neumann algebra comes equipped with a canonical
‘‘weak�-topology,’’ usually called the ‘‘
-weak topol-
ogy’’ on M. The natural morphisms in the category
of abstract von Neumann algebras are �-homo-
morphisms which are continuous with respect to

-weak topologies on domain and range. It is
customary to call a linear map between abstract
von Neumann algebras ‘‘normal’’ if it is continuous
with respect to 
-weak topologies on domain and
range.

The equivalence of the ‘‘abstract’’ definition of
this section, with the ‘‘concrete’’ one given earlier
(which depends on an ambient Hilbert space), relies
on the following four facts:

1. L(H) is an abstract von Neumann algebra, with
the predual L(H)� being the so-called ‘‘trace class’’
of operators, equipped with the ‘‘trace norm.’’

2. A self-adjoint subalgebra of L(H) is closed in the
strong operator topology, and is hence a ‘‘con-
crete von Neumann algebra’’ precisely when it is
closed in the 
-weak topology on L(H).

3. If M is an abstract von Neumann algebra, and N
is a �-subalgebra of M which is closed in the

-weak topology of M, then N is also an abstract

von Neumann algebra, with one candidate for N�
being M�=N? (where N?= {� 2M� : n(�) =
0 8n 2 N}).

4. Any abstract von Neumann algebra (with separ-
able predual) is isomorphic (in the category of
abstract von Neumann algebras) to a (concrete)
von Neumann subalgebra of L(H) (for a separ-
able H).

With the abstract viewpoint available, we shall
look for modules over a von Neumann algebra M,
meaning pairs (H,�) where � : M!L(H) is a normal
�-homomorphism.

A brief digression into the proof of fact (4)
above – which asserts the existence of faithful
M-modules – will be instructive and useful. Suppose
M is an abstract von Neumann algebra. A linear
functional � on M is called a normal state if:

� (positivity) �(x�x) � 08x 2M;
� (normality) � : M!C is normal; and
� (normalization) �(1) = 1.

(Normal states on L1(�,�) correspond to non-
negative probability measures on � which are
absolutely continuous with respect to �.) It is true
that there exist plenty of normal states on M.
In fact, they linearly span M�. This implies that if
M� is separable, then there exist normal states
on M which are even ‘‘faithful’’ – meaning
�(x�x) = 0, x = 0.

Fix a faithful normal state � on M. (Consistent
with our convention about separable H’s, we shall
only consider M’s with separable preduals.) The
well-known ‘‘Gelfand–Naimark–Segal’’ construction
then yields a faithful M-module which is usually
denoted by L2(M,�) – motivated by the fact that if
M = L1(�,�), and �(f ) =

R
fd	, with 	 a probabil-

ity measure mutually absolutely continuous with
respect to �, then L2(M,�) = L2(�, 	) with L1(�,�)
acting as multiplication operators. The construction
mimics this case: the assumptions on � ensure that
the equation

hx; yi ¼ �ðy�xÞ

defines a positive-definite inner product on M; let
L2(M,�) be the Hilbert space completion of M. It
turns out that the operator of left-multiplication by
an element of M extends as a bounded operator to
L2(M,�), and it then follows easily that L2(M,�) is
indeed a faithful M-module, thereby establishing
fact (4) above.

Since we wish to distinguish between elements of
the dense subspace M of L2(M,�) and the operators
of left-multiplication by members of M, let us write
x̂ for an element of M when thought of as an
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element of L2(M,�), and x for the operator of left-
multiplication by x; thus, for instance, x̂ = x1̂, and
xŷ =cxy, hx1̂, 1̂i=�(x), etc.

Modular Theory

While type III factors were more or less an enigma
at the time of von Neumann, all that changed with
the advent of Connes. The first major result of this
‘‘type III era’’ is the celebrated ‘‘Tomita–Takesaki
theorem’’ (cf. Takesaki (1970)), which views the
adjoint mapping on M as an appropriate operator
on L2(M,�), and analyzes its polar decomposition.
Specifically, we have:

Theorem 5 If � is any faithful normal state on M,
consider the densely defined conjugate-linear opera-
tor given, with domain {x̂: x 2M}, by S(0)

� (x̂) = bx�.
Then,

(i) there is a unique conjugate-linear operator
S� (the ‘‘closure of S(0)

� ’’) whose graph is
the closure of the graph of S(0)

� ; if we write
S� = J��

1=2
� for the polar decomposition of the

conjugate-linear closed operator S�, then
(ii) J� is an antiunitary involution on L2(M,�) (i.e.,

it is a conjugate-linear norm-preserving bijec-
tion of L2(M,�) onto itself which is its own
inverse);

(iii) �� is an injective positive self-adjoint operator
on L2(M,�) such that J�f (��)J� = �f (��1

� ) for all
Borel functions f : R!R, and most crucially

(iv)

J�MJ� ¼M0 and �it
�M��it

� ¼M 8t 2 R

(Here and elsewhere, we shall identify x 2M
with the operator of ‘‘left-multiplication by x’’
on L2(M,�).)

Thus, each faithful normal state � on M yields a
one-parameter group {
�t : t 2 R} of automorphisms
of M – referred to as the group of ‘‘modular
automorphisms’’ – given by


�t ðxÞ ¼ �it
�x��it

�

The extent of dependence of the modular group on
the state is captured precisely by Connes’ Radon
Nikodym theorem (Connes 1973), which shows that
the modular groups associated to two different
faithful normal states are related by a ‘‘unitary
cocycle in M.’’ This has the consequence that if
� : Aut(M)!Out(M) = Aut(M)=Int(M) is the quoti-
ent mapping – where Int(M) denotes the normal
subgroup of inner automorphisms given by unitary

elements of M – then the one-parameter subgroup
{�(
�t ) : t 2 R} of Out(M) is independent of �.

Connes’ Classification and
Injective Factors

Given a factor M, Connes defined

SðMÞ¼\
fspecð��Þ : � a faithful normal state on Mg

which is obviously an isomorphism invariant. He
then classified (Connes 1973) type III factors into a
continuum of factors:

Theorem 6 Let M be a factor. Then,

(i) 0 2 S(M) , M is of type III; and
(ii) if M is a type III factor, there are three mutually

exclusive and exhaustive possibilities:

� (III0)S(M) = {0, 1}
� (III�)S(M) = {0} [ �Z, for some 0 < � < 1
� (III1)S(M) = [0,1)

Example 7 Consider the compact group � =
Q1

n = 1

Gn where Gn is a finite cyclic group of order 	n for
each n. Let �=

Q1
n = 1 �n, where �n is a probability

measure defined on the subsets of Gn which assigns
positive mass to each singleton. Let G = 
1n = 1 Gn be
the dense subgroup of � consisting of finitely
nonzero sequences. It is not hard to see that each
translation Tg, g 2 G (given by Tg(!) = gþ !) is a
nonsingular transformation of the measure space
(�,�). The density of G in � shows that this action
of G on L1(�,�) is fixed-point-free and ergodic,
with the result that the crossed product L1(�,�)o G
is a factor.

Krieger showed that in the case of a Krieger factor
M = L1(�,�)o G, the invariant S(M) agrees with the
so-called ‘‘asymptotic ratio set’’ of the group G of
nonsingular transformations, which is computable
purely in terms of the Radon–Nikodym derivatives
d(� � Tt)=d�. Using this ratio set description, it is
not hard to see that the Krieger factor M given by
the infinite product �

� is a factor of type III� if 	n = 2 and �n{0} =�=(1þ �)
for all n;
� is a factor of type III1 if 	n = 2 and �2n{0} =
�=(1þ �), �2nþ1{0} =
=(1þ 
), for all n, pro-
vided that {�,
} generates a dense multiplicative
subgroup of R�þ;
� can be of type III0.

Among all factors, Connes identified one tractable
class – the so-called injective factors – which are
ubiquitous and amenable to classification. To start
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with, he established the equivalence of several
(seemingly quite disparate) requirements on a von
Neumann algebra M � L(H) – ranging from injec-
tivity (meaning the existence of a projection of norm
1 from L(H) onto M) to ‘‘approximate finite
dimensionality’’ (meaning M = ( [n An)00 for some
increasing sequence A1 � A2 � � � � � An � � � � of
finite-dimensional �-subalgebras). In the same
paper, Connes (1976) essentially finished the com-
plete classification of injective factors. Only the
injective III1 factor withstood his onslaught; but
eventually even it had to surrender to the technical
virtuosity of Haagerup (1987) a few years later!

In the language we have developed thus far, the
classification of injective factors may be summarized
as follows:

� Every injective factor is isomorphic to a Krieger
factor.
� Up to isomorphism, there is a unique injective

factor of each type with the solitary exception of
III0.
� Injective factors of type III0 are classified (up to

isomorphism) by an invariant of an ergodic-
theoretic nature called the ‘‘flow of weights’’;
unfortunately, coming up with a crisp description
of this invariant, which is simultaneously acces-
sible to the nonexpert and is consistent with the
stipulated size of this survey, is beyond the scope
of this author.

The interested reader is invited to browse through
one of the books (Connes 1994, Sunder 1986,
Dixmier 1981) for further details; the third book is
the oldest (a classic but the language has changed a
bit since it was written), the second is more recent
(but quite sketchy in many places), and the first is
clearly the best choice (if one has the time to read it
carefully and digest it). Alternatively, the interested
reader might want to browse through the encyclo-
pediac treatments (Kadison and Ringrose) or
(Takesaki).

See also: Algebraic Approach to Quantum Field Theory;
Bicrossproduct Hopf Algebras and Noncommutative
Spacetime; Braided and Modular Tensor Categories;
C�-Algebras and Their Classification; Ergodic Theory;
Finite-Type Invariants; Hopf Algebra Structure of

Renormalizable Quantum Field Theory; Hopf Algebras
and q-Deformation Quantum Groups; The Jones
Polynomial; Knot Theory and Physics; Noncommutative
Geometry and the Standard Model; Noncommutative
Tori, Yang–Mills and String Theory; Positive Maps on
C�-Algebras; Quantum 3-Manifold Invariants; Quantum
Entropy; Tomita–Takesaki Modular Theory;
von Neumann Algebras: Subfactor Theory.
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Introduction

Subfactor theory was initiated by Jones (1983) and
has experienced rapid progress beyond the frame-
work of operator algebras. Here we start with a
basic introduction in this section.

A factor is a von Neumann algebra with a trivial
center. A von Neumann algebra M is an algebra of
bounded linear operators on a Hilbert space H,
which contains the identitiy operator and is closed
under the �-operation and weak operator topology,
and its center is the intersection of M and its
commutant

M0 ¼ fx 2 BðHÞjxy ¼ yx for all y 2Mg

where B(H) denotes the set of all the bounded linear
operators on H. (We are mostly interested in
separable, infinite-dimensional Hilbert spaces. A
von Neumann algebra is automatically closed also
in the norm topology and thus it is also a C�-algebra.)
By definition, a factor M acts on a certain Hilbert
space H, but we also consider its action on another
Hilbert space K, that is, a �-weakly continuous
homomorphism preserving the �-operation from M
into B(K). A subfactor is a factor N which is
contained in another factor M and has the same
identity. A factor is classified into types
In (n = 1, 2, 3, . . . ), I1, II1, II1, and III. In most of
the interesting studies of subfactors, the two factors
are of both type II1 or both type III. A factor M is
said to be of type II1 if it is infinite dimensional
and has a finite trace tr : M!C. By definition, a
finite trace tr is a linear functional on M satisfying
tr(1) = 1, tr(xy) = tr(yx) for all x, y 2M, and
tr(x�x) � 0 for all x 2M. When a factor M, not
isomorphic to C, acts on a separable Hilbert space, it
is of type III if and only if for any two nonzero
projections p, q 2M, we have an operator v 2M
with vv�= p and v�v = q. One obviously cannot have
a trace on such a factor. (See Takesaki (2002, 2003)
for a general theory on factors.)

Let M be a type II1 factor acting on a Hilbert
space H. We then have the coupling constant of
Murray and von Neumann, which is denoted by
dimMH and belongs to (0,1]. This measures the
relative dimension of H with respect to M. Note
that the factor M acts on M itself by the left
multiplication. We introduce an inner product on
M by (x, y) = tr(y�x) and denote the completion by

L2(M). Then M acts on this Hilbert space and we
have dimML2(M) = 1.

Let N �M be a subfactor and suppose that both
N and M are of type II1. (We then simply say that
N �M is a type II1 subfactor.) Suppose that M acts
on a Hilbert space H with dimMH <1. Then we
define the Jones index of N in M by

½M : N� ¼ dimNH

dimMH
2 ½1;1�

This number is independent of the choice of H, as
long as dimMH <1, so we can take H = L2(M),
then we have [M : N] = dimNL2(M). The equality
[M : N] = 1 means M = N. The first major discovery
of Jones (1983) is that the value of the Jones index is
in the set

f4 cos2ð�=mÞjm ¼ 3; 4; 5; . . .g [ ½4;1� ½1�

and all the values in this set are indeed realized.
Suppose we have a II1 factor M and an action of

an at most countable, discrete group G on M, that
is, a homomorphism � : G! Aut(M), where Aut(M)
is the automorphism group of M. Then we have a
construction Mo �G, called the crossed product. If
�g is not an inner automorphism of M for any g 2 G
other than the identity element of G, then Mo �G is
also a type II1 factor. (An automorphism � of M is
said to be inner if it is of the form �(x) = uxu� for
some unitary operator u 2M.) The index of a
subfactor M �Mo �G is the order of G, which can
be infinite. If we have a subgroup H of G, then we
obtain a subfactor Mo �H �Mo �G and its index is
given by the index [G : H] of the subgroup H. This
analogy to the index of a subgroup is the origin of
the terminology of the Jones index for a subfactor.
The Jones index is also analogous to the degree of
an extension of a field. From the viewpoint of this
analogy, subfactor theory can be regarded as a
certain generalized analogue (or the ‘‘quantum’’
version) of the classical Galois theory for field
extensions. (The direct analog of the classical Galois
correspondence for subfactors was studied by
Nakamura–Takeda in the early days, and Izumi–
Longo–Popa gave the most general form.)

The tools Jones (1983) has introduced to study
subfactors are as follows. Let N �M be a subfactor of
type II1 with finite Jones index. We consider the
actions of N, M on L2(M). The completion of N with
respect to the inner product given by the trace gives
L2(N), which is naturally regarded as a closed
subspace of L2(M). Let eN be the projection on
L2(M) onto L2(N), which is called the Jones
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projection. We define M1 to be the von Neumann
algebra generated by M and eN on L2(M). This is again
a type II1 factor and denoted by M1. This construction
is called the basic construction. We obtain [M1 : M] =
[M : N]. Repeat the same procedure for M �M1

acting on L2(M1) this time. In this way, we have an
increasing sequence of type II1 factors,

N �M �M1 �M2 �M3 � � � �

which is called the Jones tower. We label the
corresponding Jones projections as e1 = eN, e2 = eM,
e3 = eM1

, . . . . We then have the following celebrated
Jones relations:

ejek ¼ ekej; if jj� kj > 1

ejej�1ej ¼
1

½M : N� ej ½2�

Jones proved the above-mentioned restriction on
the possible values of the Jones index using these
relations. The realization of the index values below
4 in the set [1] by Jones also relies on these
relations of the Jones projection. The basic con-
struction is also possible for the other direction.
That is, we can construct a subfactor N1 � N so
that N �M is the basic construction of N1 � N.
This is called the downward basic construction.
This N1 is not unique, but is unique up to an inner
automorphism of N.

A subfactor N �M is said to be irreducible if the
relative commutant N0 \M is equal to C. If a
subfactor has Jones index less than 4, then it is
automatically irreducible. The original realization of
the Jones index values above 4 by Jones was through
reducible subfactors. Popa proved that all the values
above 4 are realized with irreducible subfactors. A
factor is said to be hyperfinite if it has a dense
subalgebra given as the union of increasing sequence
of finite-dimensional �-algebras. If M is a hyperfinite
type II1 factor, then its subfactor is automatically
also hyperfinite by a deep theorem of Connes. For
hyperfinite, irreducible type II1 subfactors, it is still
an open problem to determine all the possible values
of the Jones index.

For type II1 factors N �M � P, the Jones index
[P : N] is equal to the product [P:M][M:N]. Thus for
the Jones tower, we have [Mk:N] = [M:N]kþ1. In
general, if a subfactor N �M has a finite Jones
index, then the relative commutant N0 \M is
automatically finite dimensional. So, if we start
with a type II1 subfactor N �M with finite Jones
index, we have an increasing sequence of finite-
dimensional algebras as follows:

N0 \M � N0 \M1 � N0 \M2 � N0 \M3 � � � � ½3�

These finite-dimensional algebras are called higher
relative commutants of N �M. We draw the
Bratteli diagram for the higher relative commutants
as follows. Consider N0 \Mk (with convention
M�1 = N, M0 = M), then it is a finite-dimensional
�-algebra; thus, it is of the form

L
j Mnj

(C), where
we have only finitely many direct summands. We
draw a dot for each summand. We similarly draw a
dot for each summand in

L
l Mml

(C) for N0 \Mkþ1.
Let � be the inclusion map from N0 \Mk =L

j Mnj(C) to N0 \Mkþ1

L
l Mml

(C) and pl the
identity of Mml

(C), which is a projection in N0 \
Mkþ1. We denote by �jl the multiplicity of the
embedding map x 7! �(x)pl from Mnj

(C) to Mml
(C).

Then we draw �jl edges from the jth dot for Mnj
(C)

to the lth dot for Mml
(C). We repeat this procedure

for all k, and get a picture as in Figure 1, which is
called the Bratteli diagram of the higher relative
commutants of N �M.

It turns out that the edges connecting the kth and
(kþ 1)th steps of the Bratteli diagram consist of the
reflection of those connecting the (k� 1)th and kth
steps, and a (possibly empty) new part. The ‘‘new’’
parts taken altogether in the above Bratteli diagram
constitute the principal graph of a subfactor N �M.
In the example of Figure 1, the principal graph is the
Dynkin diagram A5. In general, a principal graph
can be finite or infinite. If it is finite, we say that a
subfactor is of finite depth. If a subfactor has the
Jones index less than 4, it is automatically of
finite depth and the principal graph must be one of
the A–D–E Dynkin diagrams.

Pimsner and Popa (1986) obtained the character-
ization of the Jones index value in terms of the
Pimsner–Popa inequality for a conditional expec-
tation. This can be used as a definition of the index
for a subfactor of arbitrary type (and even for
C�-subalgebras). Kosaki obtained a definition of the
index for type III subfactors based on works of
Connes and Haagerup.

N ′ ∩ N

N ′ ∩ M

N ′ ∩ M1

N ′ ∩ M2

N ′ ∩ M3

N ′ ∩ M4

Figure 1 The Bratteli diagram of the higher relative commutants.
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Analytic Classification Theory

If M is a hyperfinite type II1 factor, then it is unique
up to isomorphism. So any subfactor of such M is
isomorphic to M itself. We next consider the
classification problem of hyperfinite type II1 subfac-
tors. We say that a subfactor N �M is isomorphic to
P � Q if we have an isomorphism of M onto Q
which maps N onto P. The following tower of finite-
dimensional algebras is a natural invariant for a type
II1 subfactor N �M with finite Jones index and it is
called the standard invariant for N �M:

M0 \M � M0 \M1 � M0 \M2 � � � �

\ \ \

N0 \M � N0 \M1 � N0 \M2 � � � �

½4�

Each square

M0 \Mk � M0 \Mkþ1

\ \

N0 \Mk � N0 \Mkþ1

is a special combination of inclusions called a
commuting square. Under a fairly general condition
(called extremality of a subfactor, which automati-
cally holds for an irreducible subfactor), the above
sequence [4] is anti-isomorphic to the following
sequence of finite-dimensional algebras, including
the trace values:

M0 \M � N0 \M � N01 \M � � � �

\ \ \

M0 \M1 � N0 \M1 � N01 \M1 � � � �

½5�

where � � � � N3 � N2 � N1 � N �M is given by
repeated downward basic constructions. So, if the
closure of

S
j(N

0
j \M1) in the weak operator topology

is equal to M1 for an appropriate choice of Nj’s,
then the closure of

S
j(N

0
j \M) is also M, and the

isomorphism class of the subfactor N �M is recov-
ered from the standard invariant. In such a case, we
say that a subfactor has a generating property, and
then we have a complete classification of subfactors
in terms of the standard invariant. Popa (1994)
introduced a notion called strong amenability and
proved that a subfactor of type II1 is strongly
amenable if and only if it has the generating property.
This is the fundamental result in the classification of
subfactors. A hyperfinite type II1 subfactor with finite
Jones index and finite depth is automatically strongly
amenable, so such a subfactor is covered by this
classification theorem of Popa. Popa also has a
similar result for subfactors of type III.

Constructions and Combinatorial
Classification

As mentioned in the above section, Jones con-
structed hyperfinite type II1 subfactors for all
possible index values below 4. They have the
Dynkin diagrams An as the principal graphs. It has
been an important problem to construct new
subfactors since then. Using the Hecke algebras,
Wenzl constructed a series of subfactors with index
values sin2 (N�=k)= sin2 (�=k) with N = 2, 3, 4, . . . ,
where the series for N = 2 coincide with the ones
constructed by Jones. Wenzl’s dimension estimate in
this work for the relative commutant has been an
important tool to study subfactors. It was soon
noticed that the subfactors of Jones and Wenzl are
related to the quantum groups Uq(slN) of Drinfel’d–
Jimbo, at the value of the deformation parameter q
at exp (�i=k). Constructions of subfactors from other
quantum groups have been given by Wenzl.

Ocneanu (1988) has introduced a notion of a
paragroup and characterized the higher relative
commutants arising from a type II1 subfactor with
finite Jones index and finite depth as a paragroup. If
we start with a subfactor N � No �G for a finite
group G, the corresponding paragroup contains
complete information on the group G and its
representations. In this sense, a paragroup is a
generalization of a (finite) group. The basic idea is
to regard the bimodule NL2(M)M as an analog of the
fundamental representation of a compact Lie group
and make finite relative tensor products

� � � 	N L2ðMÞ 	M L2ðMÞ 	N L2ðMÞ 	M � � �

Then one makes an irreducible decomposition and
studies various intertwiners arising from these
irreducible bimodules. In this way, we obtain a
certain combinatorial object and it is called a
paragroup. The vertices of the principal graphs
correspond to irreducible bimodules and the edges
correspond to basis vectors in the intertwiner spaces.
Note that by Popa’s theorem explained in the
previous section, a classification of subfactors of a
hyperfinite type II1 factor with finite Jones index
and finite depth is reduced to one of paragroups.

Using this theory of paragroups, Ocneanu has
found that the Dynkin diagrams An, D2n, E6, and
E8 are realized as principal graphs of subfactors, but
D2nþ1 and E7 are not. Furthermore, each of the
graphs An and D2n has unique realization and each
of E6, E8 has two realizations. At the index value 4,
the principal graph must be one of the extended
Dynkin diagrams, A(1)

2n�1, D(1)
n , E(1)

6 , E(1)
7 , E(1)

8 , A1,
A1,1, and D1, and all are realized. (The last
three correspond to subfactors of infinite depth.)
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See Evans and Kawahigashi (1998) and Goodman et
al. (1989) for these constructions and classifications.
Evans-Kawahigashi and Xu studied the orbifold
construction of subfactors applied to the Hecke
algebra subfactors of Wenzl.

In a theory of integrable lattice models, we have
squares with labeled edges, and we assign complex
numbers to them. A paragroup has much formal
similarity to such a lattice model, and the para-
groups of subfactors of Jones and Wenzl correspond
to the lattice models of Andrews–Baxter–Forrester.

Goodman–de la Harpe–Jones have another con-
struction of subfactors from the Dynkin diagrams,
and for E6 this gives a hyperfinite type II1 subfactor
with Jones index 3þ

ffiffiffi
3
p

and finite depth. Haagerup
has made a combinatorial study on type II1 sub-
factors with Jones index values between 4 and 3þ

ffiffiffi
3
p

and obtained a list of candidates of possible higher
relative commutants. Haagerup himself showed one
in the list with Jones index (5þ

ffiffiffiffiffiffi
13
p

)=2 is indeed
realized. Asaeda–Haagerup showed that another in
the list having the Jones index (5þ

ffiffiffiffiffiffi
17
p

)=2 is also
realized. These two examples are still among the
most mysterious examples of subfactors today and
do not seem to arise from other constructions using
quantum groups or conformal field theory. Izumi
has another construction of a subfactor with the
Jones index (7þ

ffiffiffiffiffiffi
29
p

)=2 using an endomorphism of
the Cuntz algebra.

Popa has obtained a complete characterization of
higher relative commutants including the case of
infinite depth, and axiomatized the higher relative
commutant as the standard �-lattices. Xu has
constructed standard �-lattices, hence subfactors,
from quantum groups. This realization of Popa of a
given standard �-lattice produces a nonhyperfinite
type II1 subfactor. Popa–Shlyakhtenko later showed
that any standard �-lattice is realized for a subfactor
of a single type II1 factor, a group II1 factor arising
from the free group F1 having countably many
generators, which is not hyperfinite.

Jones (1999) has introduced a combinatorial
characterization of standard �-lattices as planar
algebras. This approach uses planar operads based
on tangles and provides a new viewpoint on the
structure of higher relative commutants. More
studies on planar algebras have been done by
Bisch–Jones.

Topological Invariants in Three
Dimensions and Tensor Categories

Through the relations of the Jones projections, Jones
(1985) discovered the Jones polynomial as an

invariant for links. This was the beginning of series
of entirely new theories in three-dimensional topol-
ogy. The Jones polynomial was quickly generalized
to the two-variable HOMFLY polynomial by Hoste,
Ocneanu, Millet, Freyd, Lickorish, and Yetter.

A three-dimensional topological quantum field
theory (TQFT3) assigns a complex number to each
closed oriented 3-manifold and a finite dimensional
vector space to each closed oriented surface.
Furthermore, to each compact oriented 3-manifold
with boundary, it assigns a vector in the vector space
corresponding to its boundary. Turaev–Viro have
constructed TQFT3 from combinatorial data called
quantum 6j-symbols arising from quantum groups.
Ocneanu has found that a subfactor of finite index
and finite depth also produces quantum 6j-symbols,
which give rise to a TQFT3 generalizing the Turaev–Viro
construction. See Evans and Kawahigashi (1998) for
this construction. Reshetikhin–Turaev have another
construction of TQFT3 from a modular tensor
category, which is a braided tensor category with
nondegenerate braiding. Ocneanu has found a
subfactor version of the quantum double construc-
tion which produces a modular tensor category
from a type II1 subfactor of finite index and finite
depth. From a type II1 subfactor of finite index and
finite depth, we can apply Ocneanu’s generalization
of the Turaev–Viro construction on one hand, and
also the Reshetikhin–Turaev construction to the
modular tensor category arising from the quantum
double construction of Ocneanu. The resulting two
TQFT3s are shown to be equal by Kawahigashi–
Sato–Wakui. Concrete computations of these topo-
logical invariants have been made by Sato–Wakui
based on Izumi’s work. Turaev and Wenzl have
other constructions of TQFT3 and modular tensor
categories.

Algebraic Quantum Field Theory

An operator algebraic approach to quantum field
theory is called algebraic quantum field theory and
the standard reference is Haag (1996). In this
approach, instead of quantum fields which are
operator-valued distributions, we consider a family
{A(O)} of von Neumann algebras parametrized by
spacetime regions O in a Minkowski space. Each
A(O) is meant to be generated by self-adjoint
operators which are observables in O. We axioma-
tize such a family of von Neumann algebras and call
one a local net of von Neumann algebras. It is
enough to take O of a special form, called a double
cone. The name ‘‘local’’ comes from the locality
axiom which is a mathematical expression of the
Einstein causality on a Minkowski space. The
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Poincaré group is used as the spacetime symmetry of
the Minkowski space. Doplicher et al. (1971, 1974)
have introduced a representation theory of a local
net A of von Neumann algebras and found that a
‘‘physically nice’’ representation is realized as an
endomorphism of a one von Neumann algebra A(O)
for some fixed O. They have a notion of a statistical
dimension for such a representation and it is an
integer (or infinite) if the spacetime dimension is
larger than 2. Longo (1989, 1990) has shown that
this statistical dimension of a representation is equal
to the square root of the index [A(O) :�(A(O))],
where � is the corresponding endomorphism of
A(O) to the representation. The relation between
algebraic quantum field theory and subfactor theory
has been found in this way. Longo (1989, 1990) has
also started a theory of canonical endomorphisms
for a subfactor and Izumi has further studied it.
Longo has later obtained a characterization when an
endomorphism of a factor becomes a canonical
endomorphism by introducing a Q-system.

Recently, conformal field theory has attracted
much attention. An approach based on algebraic
quantum field theory describes a conformal field
theory with a local net of von Neumann algebras on
a two-dimensional Minkowski space with diffeo-
morphism group as the spacetime symmetry. We can
restrict such a theory into a tensor product of two
theories on the circle, the compactified one-
dimensional Euclidean space. Each theory on the
circle is called a chiral conformal field theory and
described by a local conformal net of von Neumann
algebras, which is a family of von Neumann
algebras parametrized by intervals on the circle.
The name ‘‘conformal’’ comes from the fact that we
use the orientation preserving diffeomorphism group
on the circle as the symmetry group of the space. For
a local conformal net A of von Neumann algebras
on the circle with natural irreducibility assumption,
each von Neumann algebra A(I) is automatically a
type III factor. The Doplicher–Haag–Roberts theory
works in this setting after an appropriate adaptation
as in Fredenhagen et al. (1989) and each representa-
tion of a local conformal net of von Neumann
algebras is realized by an endomorphism of A(I),
where I is an arbitrarily fixed interval on the circle.
(Here we do not need an assumption that a
representation is ‘‘physically nice’’ since it now
automatically holds.) Now the representations give
a braided tensor category.

Buchholz–Mack–Todorov constructed examples of
local conformal nets of von Neumann algebras on the
circle using the U(1)-current algebra. Wassermann
(1998) has constructed more examples using positive
energy representations of the loop groups LSU(N)

and computed their representation theory, and his
construction has been extended to other Lie groups
by Toledano Laredo and others. For the local
conformal net A of von Neumann algebras on the
circle arising from LSU(N), we take an endomorph-
ism � of A(I) arising from a representation of the
local conformal net, then we have a subfactor
�(A(I)) � A(I). This is isomorphic to the type II1

subfactor constructed by Jones and Wenzl tensored
with a common type III factor.

Longo–Rehren (1995) started the study of a local
net of subfactors, A(I) � B(I). They have defined a
certain induction procedure which gives a represen-
tation of the larger local conformal net B from that
of A. This procedure is today called �-induction. Xu
has studied this procedure and found several basic
properties. In the cases of local conformal nets of
subfactors arising from conformal embeddings, he
has found a simple construction of subfactors with
principal graphs E6 and E8 using �-induction.
In the context of subfactor theory, �-induction
has been further studied by Böckenhauer–Evans–
Kawahigashi, together with graphical methods of
Ocneanu on the Dynkin diagrams. More detailed
studies on local conformal nets of factors on the
circle have been pursued partly using various
techniques of subfactor theory, including classifica-
tion of local conformal nets of von Neumann
algebras on the circle with central charge less than
1 by Kawahigashi–Longo.

See also: Algebraic Approach to Quantum Field Theory;
Braided and Modular Tensor Categories; C�-Algebras
and Their Classification; Hopf Algebras and
q-Deformation Quantum Groups; The Jones Polynomial;
Quantum 3-Manifold Invariants; Quantum Entropy; von
Neumann Algebras: Introduction, Modular Theory, and
Classification Theory; Yang–Baxter Equations.
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Introduction

A vortex is commonly associated with the rotating
motion of fluid around a common centerline. It is
defined by the vorticity in the fluid, which measures
the rate of local fluid rotation. Typically, the fluid
circulates around the vortex, the speed increases as
the vortex is approached and the pressure decreases.
Vortices arise in nature and technology applications
in a large range of sizes, as illustrated by the
examples given in Table 1. The next section presents
some of the mathematical background necessary to
understand vortex formation and evolution. Next,
some sample flows are described, including impor-
tant instabilities and reconnection processes. Finally,
some of the numerical methods used to simulate
these flows are presented.

Background

Let D be a region in three-dimensional (3D) space
containing a fluid, and let x = (x, y, z)T be a point in
D. The fluid motion is described by its velocity

u(x, t) = u(x, t)iþ v(x, t)j þw(x, t)k, and depends on
the fluid density �(x, t), temperature T(x, t), gravita-
tional field g, and other external forces possibly
acting on it. The fluid vorticity is defined by w =r
 u.
The vorticity measures the local fluid rotation about an
axis, as can be seen by expanding the velocity near
x = x0,

uðxÞ ¼ uðx0Þ þDðx0Þðx� x0Þ þ 1
2 wðx0Þ 
 ðx� x0Þ

þOðjx� x0j2Þ ½1�

where

Dðx0Þ ¼ 1
2 ðruþruTÞ; ru ¼

ux uy uz

vx vy vz

wx wy wz

2
4

3
5 ½2�

The first term u(x0) corresponds to translation: all
fluid particles move with constant velocity u(x0).
The second term D(x0)(x� x0) corresponds to a
strain field in the three directions of the eigenvectors
of the symmetric matrix D. If the eigenvalue
corresponding to a given eigenvector is positive,
the fluid is stretched in that direction, if it is
negative, the fluid is compressed. Note that, in
incompressible flow, r � u = 0, so the sum of the
eigenvalues of D equals zero. Thus, at least one
eigenvalue is positive and one negative. If the third
eigenvalue is positive, fluid particles move towards
sheets (Figure 1a). If the third eigenvalue is negative,
fluid particles move towards tubes (Figure 1b). The
last term in eqn [1], (1/2)w(x0)
 (x� x0), corre-
sponds to a rotation: near a point with w(x0) 6¼ 0,
the fluid rotates with angular velocity jwj=2 in a
plane normal to the vorticity vector w. Fluid for
which w = 0 is said to be irrotational.

A vortex line is an integral curve of the vorticity.
For incompressible flow, r � w =r � (r
 u) = 0,
which implies that vortex lines cannot end in the
interior of the flow, but must either form a closed loop

Table 1 Sample vortices and typical sizes

Vortex Diameter

Superfluid vortices 10�8 cm ( = 1 Å)

Trailing vortex of Boeing 727 1–2 m

Dust devils 1–10 m

Tornadoes 10–500 m

Hurricanes 100–2000 km

Jupiter’s Red Spot 25 000 km

Spiral galaxies Thousands of light years
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interior of the flow, but must either form a closed loop
or start and end at a bounding surface. In 2D flow,
u = uiþ vj and the vorticity is w =!k, where ! is the
scalar vorticity. Thus, in 2D, the vorticity points in the
z-direction and the vortex lines are straight lines
normal to the x–y plane. A vortex tube is a bundle
of vortex lines. The strength of a vortex tube is defined
as the circulation

R
C u � ds about a curve C enclosing

the tube. By Stokes’ theorem,Z
C

u � ds ¼
ZZ

A

w � n dS ½3�

and thus the circulation can also be interpreted as
the flux of vorticity through a cross section of the
tube. In inviscid incompressible flow of constant
density, Helmholtz’ theorem states that the tube
strength is independent of the curve C, and is
therefore a well-defined quantity, and Kelvin’s
theorem states that a tube’s strength remains
constant in time. A vortex filament is an idealization
in which a tube is represented by a single vortex line
of nonzero strength.

The evolution equation for the fluid vorticity, as
derived from the Navier–Stokes equations, is

dw
dt
¼ w � ruþ ��w ½4�

where d=dt = @=@t þ u � r is the total time deriva-
tive. Equation [4] states that the vorticity is
transported by the fluid velocity (first term),
stretched by the fluid velocity gradient (second
term), and diffused by viscosity � (last term). These
equations are usually nondimensionalized and writ-
ten in terms of the Reynolds number, a dimension-
less quantity inversely proportional to viscosity.

To understand high Reynolds number flow it is of
interest to study the inviscid Euler equations. The
corresponding vorticity evolution equation in 2D is

d!

dt
¼ 0 ½5�

which states that 2D vortex filaments in inviscid
flow move with the fluid velocity. Furthermore, in

incompressible flow, the fluid velocity is determined
by the vorticity, up to an irrotational far-field
component u1, through the Biot–Savart law,

uðxÞ ¼ � 1

4�

Z ðx� x0Þ � wðx0Þ
jx� x0j3

dx0 þ u1 ½6�

In planar 2D flow, eqn [6] reduces to

uðxÞ ¼ K2D!; K�2DðxÞ ¼
1

2�

�yiþ xj

jxj2
½7�

where !(x) is the scalar vorticity. Equations [4], [5]
and [6], [7] are the basis of the numerical methods
discussed later in this article.

A vortex is typically defined by a region in the
fluid of concentrated vorticity. A simple model is a
point vortex in 2D flow, which corresponds to a
straight vortex filament of unit circulation. The
associated scalar vorticity is a �-function in the
plane, and the induced velocity is obtained from the
Biot–Savart law. For a point vortex at the origin,
this reduces to the radial velocity field
u(x) = K�2D�= K2D(x). Corresponding particle tra-
jectories are shown in Figure 2a. The particle speed
juj= 1=(2�r) increases unboundedly as the vortex
center is approached, and vanishes as r!1
(Figure 2b). In general, the far-field velocity of a
concentrated vortex behaves similarly to the one of
a point vortex, with speeds decaying as 1=r. Near
the vortex center, the velocity typically increases in
magnitude and, as a result, the fluid pressure
decreases (Bernoulli’s theorem). A vortex of arbi-
trary shape can be approximated by a sum of point
vortices (in 2D) or vortex filaments (in 3D), as is
often done for simulation purposes.

Vorticity can be generated by a variety of
mechanisms. For example, vorticity can be gen-
erated by density gradients, which in turn are
induced by spatial temperature variations. This
mechanism explains the formation of warm-air
vortices when a layer of hot air is trapped
underneath cooler air. Vorticity is also generated
near solid walls in the form of boundary layers
caused by viscosity. To illustrate, imagine

(a) (b)

Figure 1 Strain field: (a) two positive eigenvalues, sheet

formation and (b) one positive eigenvalue, tube formation.

(a) (b)

Distance, r

S
pe

ed
, |

u 
|

Figure 2 Flow induced by a point vortex: (a) streamlines and

(b) speed juj vs. distance r.
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horizontal flow with speed Uo moving past a
solid wall at rest (Figure 3a). Since in viscous
flow the fluid sticks to the wall (the no-slip
boundary condition), the fluid velocity at the wall
is zero. As a result, there is a thin layer near the
wall in which the horizontal velocity varies
greatly while the vertical velocity gradients are
small, yielding large negative vorticity values
!= vx � uy (Figure 3b). Similarity solutions to
the approximating Prandtl boundary-layer equa-
tions show that the boundary-layer thickness d
grows proportional to

ffiffi
t
p

, where t measures the
time from the beginning of the motion. Boundary
layers can separate from the wall at corners or
regions of high curvature and move into the fluid
interior, as illustrated in several of the following
examples.

Sample Vortex Flows

Shear Layers

A shear layer is a thin region of concentrated
vorticity across which the tangential velocity com-
ponent varies greatly. An example is the constant-
vorticity layer given by parallel 2D flow
u(x, y) = U(y), v(x, y) = 0, where U is as shown in
Figure 4a. In this case, the velocity is constant
outside the layer and linear inside. The vorticity
!=�U0(y) is zero outside the layer and constant

inside. Shear layers occur naturally in the ocean or
atmosphere when regions of distinct temperature or
density meet. To illustrate this scenario, consider a
tank containing two horizontal layers of fluids of
different densities, one on top of the other. If the
tank is tilted, the heavier bottom fluid moves
downstream, and the lighter one moves upstream,
creating a shear layer.

Flat shear layers are unstable to perturbations:
they do not remain flat but roll up into a sequence
of vortices. This is the Kelvin–Helmholtz instability,
which can be deduced analytically using linear
stability analysis. One shows that in a periodically
perturbed flat shear layer, the amplitude of a
perturbation with wave number k will initially
grow exponentially in time as ewt, where w = w(k)
is the dispersion relation, leading to instability. The
wave number of largest growth depends on the layer
thickness. This is illustrated in Figure 4b, which
plots w(k) for a constant-vorticity layer of thickness
2d. The wave number of maximal growth is
proportional to 1=d.

A vortex sheet is a model for a shear layer. The
layer is approximated by a surface of zero thickness
across which the tangential velocity is discontinu-
ous, as illustrated in Figure 5a. In this case, the
dispersion relation reduces to w(k) =� k. That is,
for each wave number k there is a growing and a
decaying mode, and the growing mode grows faster
the higher the wave number is, as shown in
Figure 5b. The vortex sheet arises from a constant
vorticity shear layer as the thickness d ! 0 and the
vorticity !!1 in such a way that the product !d
remains constant. Figure 6 shows the roll-up of a
periodically perturbed vortex sheet due to the

y

ωUo u

y

d

(a) (b)

Figure 3 Velocity and vorticity in boundary layer near a flat

wall.

2D

y

U

(a) (b)

0.65 kd

w

Figure 4 Shear layer: (a) velocity profile and (b) dispersion

relation.

y

U

(a) (b)

w

k

Figure 5 Vortex sheet: (a) velocity profile and (b) dispersion

relation.

Figure 6 Computation of vortex sheet roll-up.
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Kelvin–Helmholtz instability, computed using one of
the methods described in the next section.

Aircraft Trailing Vortices

One can often observe trailing vortices that shed
from the wings of a flying aircraft (also called
contrails). These vortices are formed because the
wing develops lift. The pressure on the top of the
wing is lower than on bottom, causing air to move
around the edge of the wing from the bottom
surface to the top. The boundary layer on the wing
separates as a shear layer that rolls up into a vortex
attached to the tip of the wing (Figure 7). Since the
velocity inside the vortex is high, the pressure is
correspondingly low and causes water vapor in the
air to condense, forming water droplets that
visualize the vortices. The vortex strength increases
with increasing lift, and is particularly strong in
high-lift conditions such as take-off and landing.
Since lift is proportional to weight, it also increases
with the size of the airplane. Vortices of large planes
are strong enough to flip a small one if it gets too
close. Trailing vortices are the principal reason for
the time delay between take-off and landing and are
still a serious issue for crowded urban airports.

The trailing vortices can be modeled by a pair of
counter-rotating vortex lines (Figure 8a). Two
parallel vortex lines of opposite strength induce a
downward motion on each other, similar to two
point vortices, the zero-core limit. Two point
vortices of strength �� at a distance 2d from each
other translate with self-induced velocity (Figure 9):

U ¼ �

4�d
½8�

As a result trailing vortices near takeoff hit the
ground as a strong downwash air current.

Vortex decay results generally from the develop-
ment of instabilities. Two parallel vortex tubes are
subject to the long-wavelength Crow instability.
Triggered by turbulence in the surrounding air, or
by local variations in air temperature or density, the
vortices develop symmetric sinusoidal perturbations
with long wavelength, of the same order as the
vortex separation (Figure 8b). As the perturbations
grow to finite amplitude, the tubes reconnect and
produce a sequence of vortex rings. Note that the

two-dimensional schematic in Figure 8c does not
convey the three-dimensional structure of the rings.
The reconnection process destroys the initial wake
structure more rapidly than viscous decay of the
individual filaments.

Of much interest is the study of how to accelerate
the vortex decay. High-aspect-ratio vortices are subject
to a shorter-wavelength elliptic instability, which leads
to earlier destruction. However, such vortices are not
realistic in current aircraft wakes. Wing designs have
been proposed in which more than two trailing
vortices form which interact strongly and lead to
faster decay. Other interesting aspects are the effect of
ambient turbulence and vortex breakdown. Break-
down refers to a disturbance in the vortex core in
which it quickly, within an axial distance of few core
diameters, develops a region of reversed flow and loses
its laminar behavior.

Unlike the counter-rotating vortices discussed so
far, two equally signed vortices rotate under their
self-induced velocity about a common axis. If the
separation distance between them is too small, two
equally signed patches merge into one. Vortex
merging occurs in two- or three-dimensional flows,
as opposed to vortex reconnection, which is a
strictly three-dimensional phenomenon.

Figure 7 Sketch. Shear layer separation and roll-up into

trailing vortices behind an airfoil.

(a)

(b)

(c)

Figure 8 Sketch. Onset of Crow instability in a pair of vortex

lines and ensuing reconnection.

Γ −Γ

2d

U

Figure 9 Self-induced downward motion of a vortex pair.
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Vortex Rings

A vortex tube that forms a closed loop is called a
vortex ring. Vortex rings can be formed by ejecting
fluid from a circular opening, such as when a smoke
ring is formed. The boundary layer wall vorticity
separates at the opening as a cylindrical shear layer
that rolls up at its edge into a ring (Figure 10). The
vorticity is concentrated in a core, which may be
thin or thick relative to the ring diameter. The
limiting cases are an infinitely thin circular filament
of nonzero circulation and the Hill’s vortex, in
which the vorticity occupies all the interior of a
sphere.

Just as a counter-rotating vortex pair, a ring
translates under its self-induced velocity U in
direction normal to the plane of the ring (Figure 11).
However, unlike the vortex pair, the ring velocity
depends significantly on its core thickness. For a ring
with radius, circulation and core size, respectively,
R, �, a, the self-induced velocity is

U � �

4�R
log

8R

a
� 1

4

� �
½9�

asymptotically as a! 0. Thus, the translation
velocity becomes unbounded for rings with decreas-
ing core size. In reality, at some point viscosity takes
over and spreads the core vorticity, slowing the ring
down.

Vortex rings of small cross section are subject
to an azimuthal instability. Theory, experiment,
and simulations show that if a ring is perturbed
in the azimuthal direction, there exists a domi-
nant wave number which is unstable and grows
(Figure 12). The unstable wave number increases
as the core size decreases, while its spatial
amplification rate is almost independent of the
core size.

Interesting dynamics are obtained when two or
more rings interact. Two coaxial vortex rings of
equally signed circulation move in the same
direction and exhibit leap-frogging: the rear ring
causes the front ring to grow in radius and the
front ring causes the rear one to decrease. From
eqn [9] it can be seen that the ring velocity is
inversely proportional to its radius. Consequently,
the front ring slows down and the rear ring
speeds up, until the rear ring travels through the
front ring. This process repeats itself and is
known as leap-frogging. On the other hand, two
coaxial vortex rings of oppositely signed circula-
tion approach each other and grow in radius.
Their cores contract in order to preserve volume,
and their vorticity increases in order to preserve
circulation. Under certain experimental condi-
tions, the azimuthal instability develops, the
resulting waves on opposite rings reconnect and
a sequence of smaller rings form.

Vortices, Mixing, and Chaos

Mixing is important in many natural processes and
technological applications. For example, mixing in
shear flows and wakes is relevant to aeronautics and
combustion, mixing and diffusion determine chemi-
cal reaction rates, and mixing of contaminants
pollutes oceans and atmosphere. It is therefore
important to understand and control mixing
processes.

Efficient mixing of two fluids is obtained by
efficient stretching and folding of material lines.

Figure 10 Vortex ring, formed by ejecting fluid from a circular

tube.
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Figure 11 Self-induced motion of a vortex ring.

Figure 12 Sketch. Onset of azimuthal vortex ring instability.
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Stretching and folding in turn are the fingerprint
of chaos; thus, mixing and chaos are intimately
related. Mixing and associated chaotic fluid
motion can be obtained by simple vortical
motion. For example, two counter-rotating vor-
tices subject to a periodic strain field oscillate in a
regular fashion but induce chaos in a region of
fluid moving with them. Similarly, two corotating
vortices of equal strength that are turned on and
off periodically so that one is on when the other
is off, known as the blinking vortices, rotate
around a common axis in a stepwise manner but
induce chaos in nearby regions. On the other
hand, if there are four or more vortices present,
the vortex motion itself is generally chaotic. It
should be noted that there are also nonchaotic
equilibrium solutions of four or more vortices
forming what is called a vortex crystal.

Information about chaotic particle motion is
obtained by studying Poincaré sections, examining
the associated stable and unstable manifolds, and
investigating the existence of chaotic maps such as
the horseshoe map.

Atmospheric Vortices

Atmospheric vortices are driven by temperature
gradients, Earth’s rotation (Coriolis force), spatial
landscape variations, and instabilities. For example,
temperature differences between the equator and the
poles and Earth’s rotation lead to large-scale
vortices such as the trade winds (Hadley cell), the
jet streams, and the polar vortex (Figure 13). Semi-
annual temperature oscillations are responsible for
the Indian monsoons. Daily oscillations cause land-
and sea-breezes. Landscape variations can cause
urban–rural wind flows and mountain–valley
circulations.

Instabilities are often responsible for large
cyclonic vortices. Barotropic instability results
from large horizontal velocity gradients, and has
been deemed responsible for disturbances over the
Sahara region that occasionally intensify into

tropical cyclones. Baroclinic instability, which
occurs when temperature advection is superposed
on a velocity field, can lead to cyclonic vortices at
the front between air of polar origin and that of
tropical origin. The inertial or centrifugal
instability occurs when air flows around high-
pressure systems and the pressure gradient force
is not large enough to balance the centripetal
acceleration and the Coriolis effect.

Vortices also form on other planets with an
atmosphere. On Mars, dust devils are quite
common. They are �10–50 times larger than the
ones on Earth and can carry high-voltage electric
fields caused by the rubbing of dust grains against
each other. Jupiter’s characteristic spots are
extremely large storm vortices. The Great Red
Spot is a vortex spanning twice the diameter of
the Earth. Unlike the low-pressure terrestrial
storms and hurricanes, the Great Red Spot is a
high-pressure system that has been stable for
more than 300 years. Other vortices on Jupiter
decay and vanish, such as the White Ovals, three
large anticyclones which merged into one within
two years. Recent computer simulations predict
that many of Jupiter’s vortices will merge and
disappear in the next decade. As a result, mixing
of heat across zones will decay and the planet’s
temperature is predicted to increase.

Numerical simulations of the atmosphere are
expensive due to the large number of parameters
and the relatively small scales that need to be
resolved. For climate models and medium-range
forecast models, the governing 3D compressible
Euler equations are simplified using the hydro-
static approximation (in which only the pressure
gradient and the gravitational forces are retained
in the vertical-momentum equation) and the
anelastic approximation (in which d�=dt is
neglected), to obtain the primitive equations.
Additional vertical averaging yields the shallow-
water equations. One big hurdle is to accurately
incorporate the effect of clouds, which is sig-
nificant and is usually treated using subgrid
models.

Vortices in Superfluids and Superconductors

At temperatures below 2.2 K, liquid helium is a
superfluid, meaning that it acts essentially like a
fluid with zero viscosity governed by the Euler
equations. The fluid is irrotational, except for
extremely thin vortex filaments, which are formed
by quantum-mechanical processes. Since the vortices
cannot end in the interior of the flow, they can be
generated only at the surface or they nucleate as

Subtropical
jet stream

Hadley cell

Ferrel cell

Polar jet stream

Polar front
Polar
vortex

Figure 13 Vortices in the atmosphere.
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vortex rings inside the fluid. As an example, if
a cylindrical container with helium is rotated
sufficiently fast, vortex lines attached to both ends
of the container appear. These quantum vortices
have discrete values of circulation (= nh=m, where
h = Planck’s constant, m = mass of helium atom,
n = integer), core sizes of about 1 Å (roughly the
diameter of a single hydrogen atom) and move
without viscosity.

Similarly, certain types of materials lose their
electric resistance at low temperatures and
become superconductors. One distinguishes type-I
superconductors (most pure metals) from type-II
superconductors (alloys). Using the Ginzburg–
Landau theory it has been predicted that in
type-II superconductors a lattice of vortex fila-
ments forms, each carrying a quantized amount
of magnetic flux. This was subsequently con-
firmed by experimental observation. More pre-
cisely, for temperatures T below a critical value
Tc, there are three regions corresponding to
increasing values of the magnetic field (Figure 14).
At low magnetic fields (H < Hc1), no vortices
exist (superconducting phase). At intermediate
values (Hc1 < H < Hc2), the magnetic field pene-
trates the superconductor in the form of quan-
tized vortices, also called flux lines (mixed
phase). The values Hc1, c2 are determined by the
London penetration depth �, which measures the
electromagnetic response of the superconductor.
With increasing magnetic field, the density of flux
lines increases until the vortex cores overlap
when the upper critical field Hc2 is reached,
beyond which one recovers the normal metallic
state (normal conductor).

When an external current density j is applied to
the vortex system, the flux lines start to move under
the action of the Lorentz force. As a result, a
dissipating electric field E appears that is parallel to
j, and the superconducting property of dissipation-
TcT0

H

Hc2

Hc1

Mixed phase

Normal
conductor

Superconductor
no vortices

Figure 14 Superconductor phase dependence on magnetic

field H and temperature T.
free current flow is lost. In order to recover the
desired property of dissipation-free flow, flux lines
have to be pinned, for example, by introducing
inhomogeneities and structural defects. For a given
pinning force, flux lines remain pinned as long as the
current density stays below a critical value. A major
research objective is to optimize the pinning force in
order to preserve superconductivity at larger current
densities.
Numerical Vortex Methods

Many numerical methods used to compute fluid
flow are Eulerian schemes based on a fixed mesh,
such as finite difference, finite element, and spectral
methods, commonly used for example in atmo-
sphere and ocean modeling. This section briefly
describes alternative vorticity-tracking methods
used to simulate incompressible inviscid vortex
flows, and concludes with some extensions to
viscous flows. The premise of these methods is
that since the fluid velocity is determined by the
vorticity through the Biot–Savart law (eqn [6]), it
suffices to track only that portion of the fluid
carrying nonzero vorticity. This region is often
much smaller than the total fluid volume, and
computational efficiency is gained. Numerical vor-
tex methods are typically Lagrangian, that is, the
computational elements move with the fluid
velocity.
Point-Vortex Approximation in 2D

To compute the evolution of a vorticity distribution
!(x, t) in 2D, the simplest approach is to approx-
imate the vorticity by a set of point vortices at xj(t)
with circulation �j and evolve them under their self-
induced motion. The values �j are an estimate of the
initial circulation around xj(0). The vortex positions
xj(t) evolve in the induced velocity field

dxj

dt
¼
XN
k¼1
k 6¼j

�kK2Dðxj � xkÞ ½10�

where the exclusion k 6¼ j accounts for the fact that
a point vortex induces zero velocity on itself. The
solution to the system of ordinary differential
equations [10] can be obtained using any method,
such as Runge–Kutta or Adams–Bashforth.

The point-vortex approximation can be written in
Hamiltonian form as

dxj

dt
¼ � 1

�j

@H

@yj
;

dyj

dt
¼ 1

�j

@H

@xj
½11�



0.0

–8.0
–2.5 2.5

t = 60

t = 20

t = 0

Figure 15 Computed evolution of an elliptically loaded flat

vortex sheet.
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where the Hamiltonian

Hðx; yÞ ¼ 1

4�

XN
j¼1

XN
k¼1
k>j

�j�k log ðxj � xkÞ2
h

þðyj � ykÞ2
i

½12�

is conserved along fluid particles, dH=dt = 0. The
method also conserves the fluid circulation and the
linear and angular momenta.

Ideally, the solution to [10] should converge as
N !1 to the solution of the Euler equations.
This is true for smooth vorticity distributions, but
for singular distributions such as a vortex sheet,
the situation is more complicated. The vortex
sheet, a curve in the plane, develops a singularity
in finite time at which the curvature becomes
unbounded at a point. The point-vortex approx-
imation converges before the singularity formation
time, provided the growth of spurious roundoff
error due to Kelvin–Helmholtz instability is
suppressed using a filter. However, past the
singularity formation time, the point-vortex
approximation no longer converges.

The general approach is to replace the singular
kernel K2D by a regularization K�

2D, such as

K�
2D ¼

1

2�

�yiþ xj

jxj2 þ �2
½13a�

K�
2D ¼

1

2�

�yiþ xj

jxj2
1� e�jxj

2=�2
� �

½13b�

where � is a numerical parameter. The regulariza-
tion amounts to replacing the �-function vorticity
of a point vortex by an approximate �-function. In
order to recover the solution to the Euler equations,
it is necessary to study the limit N !1, � ! 0. For
smooth vorticity distributions, this process con-
verges. For vortex sheet initial data, there is
evidence of convergence, but details of the limiting
behavior remain under investigation. Regularized
solutions with fixed value � and vortex sheet initial
data are shown in Figures 6 and 15. Figure 6 shows
the onset of the Kelvin–Helmholtz instability in a
periodically perturbed flat vortex sheet. Figure 15
shows the rollup of an elliptically loaded flat vortex
sheet that models the evolution of an aircraft
wake (see Figure 7). The correspondence between
the two-dimensional simulation and the three-
dimensional wake is made by replacing the spatial
coordinate in the aircraft’s line of flight by a time
coordinate.
Contour Dynamics in 2D

Consider a planar patch of constant vorticity !o

bounded by a curve x(s, t), 0 	 s 	 L, moving in
inviscid, incompressible flow. In view of Kelvin’s
theorem and eqn [5], the vorticity in the patch
remains constant and equal to !o for all time, and
the patch area remains constant. Only the patch
boundary moves. The velocity at a point x(�, t) on
the boundary can be written as a line integral over
the boundary:

dx

dt
¼ � !o

2�

Z
C

log jx� xðs; tÞj @x

@s
ds ½14�

The contour dynamics method consists of approx-
imating a given vorticity distribution by a super-
position of vortex patches, and moving their
boundaries according to eqn [14]. This method
has been applied to compute the evolution of
single-vortex patches and shear layers, and to
geophysical flows. Typically, filamentation occurs:
the patch develops thin filaments which increase the
boundary length significantly and thereby the
computational expense. The approach generally
taken is to remove the thin filaments at several
times throughout the computation, which is
referred to as contour surgery. The contour
dynamics approach as well as the point-vortex
approximation have also been generalized to treat
quasigeostrophic flows.
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Vortex Filament Methods in 3D

Vortex simulations in 3D differ from those in 2D in
that the stretching term in eqn [4] needs to be
incorporated. The vortex filament method approx-
imates the fluid vorticity by a finite number of
filaments whose circulation remains constant in
time. Each filament is marked by computational
mesh points which move with the regularized
induced velocity. The regularization is necessary to
prevent the infinite self-induced velocities of curved
vortex filaments. As in 2D, this method automati-
cally conserves circulation. Vorticity stretching is
accounted for by the stretching between computa-
tional mesh points. As the filament length increases,
more meshpoints are typically introduced to keep it
resolved. Also, the number of filaments can be
increased throughout the simulation to maintain
resolution.

Viscous Vortex Methods

While inviscid models are expected to approximate
small viscosity fluids well far from boundaries, near
boundaries, where vortex shedding is an inherently
viscous mechanism, it is important to incorporate
the effects of viscosity. The first methods to do so
used operator splitting in which inviscid and viscous
terms of the Navier–Stokes equations were solved in
a sequential manner. In each time step, the compu-
tational elements would first be convected, and then
they would be diffused by a random-walk scheme.
The particle strength exchange method, introduced
more recently, does not rely on operator splitting
and has better accuracy. The particle position and
vorticity evolve simultaneously, and viscous
diffusion is accounted for in a consistent manner.

Vortex dynamics continues to be a source of
interesting problems of theoretical and practical
importance. In particular, much remains to be
learned to better understand turbulence and the
transition to turbulence, a process dominated by
deterministic vortex dynamics.
Further Remarks

Finally, some remarks on relevant literature on this
subject are in order. Lugt (1983) and Tritton (1988)
are recommended as elementary introduction to
vortex flows. van Dyke (1982) presents beautiful and
instructive flow visualizations. Comprehensive treat-
ments of incompressible fluid dynamics are given in
Batchelor (1967), Chorin and Marsden (1992), Lamb
(1932), and Saffman (1992), and compressible flow is
treated in Anderson (1990). Cottet and Koumoutsakos
(2000) give an overview of numerical vortex methods.
Special topics have also been addressed; atmosphere
(Andrews et al. 1987), point vortex motion and chaos
(Aref 1983, Newton 2001, Ottino 1989), superfluids
and superconductors (Blatter et al. 1994, Donnelly
1991), turbulence theory using statistical mechanics (
Chorin 1994), vortex reconnection (Kida and
Takaoka 1994), theory for Euler and Navier–Stokes
equations (Majda and Bertozzi 2002), contour
dynamics (Pullin 1992), vortex rings (Shariff and
Leonard 1992), and aircraft trailing vortices (Spalart
1998). Green (1995) includes survey articles on
various topics.
Nomenclature
a
 vortex ring core size

g
 gravitational field

H
 Hamiltonian

K2D
 singular velocity kernel

K2D, �
 regularized velocity kernel

�(x, t)
 fluid density

R
 vortex ring radius

T(x, t)
 temperature

U
 translation velocity

u(x, t) = u(x, t)iþ
v(x, t)j þw(x, t)k
fluid velocity
w(k)
 dispersion relation

w =r� u
 vorticity

!= vx � uy
 scalar vorticity

�
 ring circulation
See also: Abelian Higgs Vortices; Incompressible Euler
Equations: Mathematical Theory; Integrable Systems:
Overview; Interfaces and Multicomponent Fluids;
Intermittency in Turbulence; Newtonian Fluids and
Thermohydraulics; Point-Vortex Dynamics; Stochastic
Hydrodynamics; Superfluids; Topological Knot Theory
and Macroscopic Physics; Turbulence Theories.
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Introduction

The most basic wave equation is

@2u

@t2
��u ¼ 0 ½1�

for u = u(t, x), where � is the Laplace operator,
given by �u = @2u=@x2

1 þ � � � þ @2u=@x2
n on n-dimen-

sional Euclidean space Rn. More generally, u might
be defined on R �M, where R is the t-axis and M is
a Riemannian manifold, with a metric tensor given
in local coordinates by (gjk). Then the Laplace–
Beltrami operator is given, in local coordinates, by

�u ¼ g�1=2
X
j;k

@

@xj
g1=2g jk @u

@xk

� �
½2�

where (gjk) is the matrix inverse to (gjk) and
g = det (gjk). Even if one concentrates on wave
propagation in Euclidean space, one frequently
wants to use curvilinear coordinates, and [2] is
useful. Equation [1] is supplemented by initial
conditions of the form

uð0; xÞ ¼ f ðxÞ; @tuð0; xÞ ¼ gðxÞ ½3�

called Cauchy data. If the spatial domain M has a
boundary @M (e.g., if M is a bounded region in Rn),
then boundary conditions are imposed. The most
common are the Dirichlet boundary condition

uðt; xÞ ¼ 0 for x 2 @M ½4�

and the Neumann boundary condition

@�uðt; xÞ ¼ 0 for x 2 @M ½5�

where @�u denotes the normal derivative of u at the
boundary. More generally, one might have a driving
force, and replace 0 on the right-hand side of [1] by
a function F(t, x). Similarly, one can consider
nonzero boundary data in [4] and [5].

The wave equation [1] models a number of
physical phenomena, at least in the linear approxi-
mation. The vibration of a drum head is modeled by
[1], with M a planar domain, and with the Dirichlet
boundary condition [4]. The motion of sound waves
in a room with hard walls is modeled by [1], with M
a region in R3, and with the Neumann boundary
condition [5]. The propagation of electromagnetic
waves is given by Maxwell’s equations:

@E

@t
� curl B ¼ �J

@B

@t
þ curl E ¼ 0

div E ¼ �
div B ¼ 0

½6�

where � is the electric charge density and J the
current. These equations yield [1] (with the right-
hand side replaced by some function F(t, x) if J and �
are not zero) for the components of the electric field
E and the magnetic field B. If the propagation is in a
region M in R3 bounded by a perfect conductor,
then the boundary conditions are that E is normal to
@M and B is tangential to @M. If @M is flat, these
equations can be decomposed into Dirichlet pro-
blems for some components and Neumann problems
for the rest, but if @M is curved such a decomposi-
tion is not possible.

Other models of vibrating objects produce var-
iants of [1]. Examples include vibrating elastic
solids, yielding an equation like [1] with �u
replaced by ��uþ (�þ �)grad div u, for linear
elasticity. Here � acts componentwise on u, and �
and � are constants, called Lamé constants. Other
examples model vibrations of crystals and propaga-
tion of electromagnetic waves in crystals. Further
interesting phenomena arise in these various cases,
such as Rayleigh waves in linear elasticity and
conical refraction in crystal optics.

Here we discuss the propagation of waves and their
reflection and diffraction at boundaries. In the interest
of providing reasonable coverage in a brief space, we
restrict attention to the wave equation [1].



Basic Propagation Phenomena

The simplest examples of waves propagating accord-
ing to [1] are plane waves, of the form

uðt; xÞ ¼ ’ðx � !� tÞ ½7�

with (t, x) 2 R � Rn,! a unit vector in Rn, and ’ a
function on R. If ’ has two continuous derivatives,
[7] defines a classical solution of [1]. More
generally, one can allow ’ to be less regular. For
example, it could be piecewise smooth with a jump
discontinuity at some point a 2 R. In such a case, u
will be piecewise smooth with a jump across the
n-dimensional surface x � !� t = a in R � Rn, which
will solve [1] in a weak, or distributional, sense. For
fixed t, u(t, � ) has a jump across the (n� 1)-
dimensional surface �t = {x 2 Rn : x � != t þ a}. As
t varies, �t moves in the direction ! with unit speed.

There are also spherical wave solutions to [1] on
R � Rn, such as

uðt; xÞ ¼ sgn t

2�
ðt2 � jxj2Þ�1=2

þ ½8�

for n = 2, and

uðt; xÞ ¼ 1

4�t
�ðjxj � jtjÞ ½9�

for n = 3. Here sþ= s for s > 0, sþ= 0 for s � 0, and
�(s) is the Dirac delta function. In fact, [8] and [9]
are ‘‘fundamental solutions’’ (more on which in the
section on harmonic analysis) to the wave equation
on R � Rn, for n = 2 and 3, respectively. In such
cases, the singularity in u(t, � ) for each fixed t lies in
�t = {x 2 Rn : jxj= jtj}, a family of surfaces in Rn

that moves, in the direction of the normal to �t, at
unit speed.

The examples mentioned above illustrate two
general phenomena about the behavior of solutions
to [1]. The first is finite propagation speed. Its
general formulation is that, given a closed set
K �M,

supp f ; g � K ) supp uðt; �Þ
� fx 2M : distðx;KÞ � jtjg ½10�

In fact, given that [8]–[9] are fundamental solutions,
[10] is a consequence of these formulas when
M = R2 or R3. The result [10] is true in great
generality, with well-known demonstrations invol-
ving energy estimates.

The second phenomenon involves propagation of
singularities. Typically, if the Cauchy data f and g in
[3] are smooth on the complement of an (n� 1)-
dimensional surface �0, perhaps with a jump across
�0, or such a singularity as in [8] or [9], the solution
u(t, x) will be a sum of two terms, with singularities

of a similar nature on the surfaces ��t , moving at
unit speed in the direction of their normals, �þt
flowing from �0 in one direction and ��t in the
other. This also holds for the manifold case [2]. That
happens at least until such surfaces develop singula-
rities, when matters become more elaborate.

An alternative way to describe how the set of
singularities evolves is the following. Let S1M denote
the space of unit vectors tangent to M; this is
a submanifold of the tangent bundle of M, TM.
There is a natural projection � : S1M ! M. Asso-
ciated to a smooth surface �0 of dimension n� 1 in
M (of dimension n) are two preimages �þ0 and ��0 in
S1M, consisting of unit vectors lying over points of
�0 and normal to �0. The geodesic flow is a flow on
S1M, and it takes ��0 to smooth (n� 1)-dimensional
surfaces ��t in S1M. The sets ��t are the images of
��t under �. The geodesics starting out at points in
��0 and sweeping out ��t are the rays along which
the singularities of the solution u propagate.

This latter description works for all t if M has no
boundary and is complete, that is, all geodesics are
defined for all t, although singularities develop in
the images �(��t ) = ��t , at points p 2 ��t , where ��t
meets TpM nontransversally. The behavior of u near
such singular points of ��t , known as caustics, is
more complicated than that near regular points, but
it can be captured in terms of integrals. Methods of
establishing this propagation of singularities are
discussed in the section on geometrical optics.

Such a description needs further elaboration if M
has a boundary. One of the principal problems of
diffraction theory is to explain how singularities of
solutions to [1], with a boundary condition such as
[4] or [5], propagate and reflect off the boundary.

Considering the case where M is a half-space
in Rn,

M ¼ Rn
þ ¼ fx 2 Rn : xn 	 0g ½11�

provides a guide to the simplest reflection phenom-
ena. In such a case, one can solve the Dirichlet or
Neumann boundary problem for the wave equation
[1] by the method of images. One extends f and g
from Rn

þ to Rn. For the Dirichlet problem [4], one
takes odd extensions, f (x0, �xn) = �f (x0, xn), and
similarly for g. For the Neumann problem [5], one
takes even extensions, f (x0, �xn) = f (x0, xn), etc.
One then solves the wave equation [1] on R � Rn

with the extended Cauchy data, and the restriction
to R � Rn

þ solves the respective boundary problem.
Suppose �0 is a smooth (n� 1)-dimensional surface
that does not meet @Rn

þ, and that f and g have
singularities on �0, as above. (Suppose for simplicity
that f and g vanish near @Rn

þ.) Those rays issuing
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from normals to �0 have mirror images, which are
rays in Rn

�. If such a ray hits @Rn
þ, its mirror image

does so also, and continues into Rn
þ, as the reflected

ray. The singularities of u propagate along such
reflected rays.

Such a description extends to a general complete
Riemannian manifold with boundary M, in the case
of rays that hit the boundary transversally. Such a
ray is reflected by retaining the tangential compo-
nent of its velocity vector at the point of intersection
@M and reversing the sign of the normal component.
One says that the ray is reflected according to the
laws of geometrical optics. Singularities of u carried
by such rays that hit @M are correspondingly
reflected. Methods to establish such transversal
reflection of singularities are natural extensions of
those developed to treat the propagation away from
@M, mentioned above.

Matters become more delicate when there are rays
that are tangent to @M. A model example is given by

M ¼ Rn n B; B ¼ fx 2 Rn : jxj < 1g ½12�

which one takes when studying the scattering of
waves in Rn by the obstacle B. Consider a solution
to [1] with boundary condition given by [4] or [5]
that has a simple singularity on �t = {x 2 Rn : xn = t}
for t < �1. The associated rays are of the form
�x0(t) = (x0, t), for t < �1, with x0 2 Rn�1. If jx0j > 1,
these rays continue on in RnnB, for all t 	 �1. If
jx0j < 1, these rays hit @M = @B transversally, and
their reflection is as described above. If jx0j= 1,
these rays hit @B tangentially, at t = 0; they are
sometimes called grazing rays. One also continues
them past t = 0. One defines in this fashion �t for
t 	 �1. The region

S ¼ fx ¼ ðx0; xnÞ 2 RnnB : jx0j < 1; xn > 0g ½13�

is called the ‘‘shadow region.’’ It is disjoint from �t

for all t. The solution u is smooth in S for all t,
although it is not identically zero. The set

Sb ¼ fx ¼ ðx0; xnÞ 2 RnnB : jx0j ¼ 1; xn 	 0g ½14�

is the ‘‘shadow boundary.’’
One can replace B in [12] by a more general

smooth, convex obstacle K, with positive Gauss
curvature everywhere, and the same considerations
of transversal and grazing rays and shadow regions
apply. These notions also extend to a more general
class of Riemannian manifolds with boundary,
called manifolds with diffractive boundary. In the
case K = B, one can use separation of variables to
reduce the problem of analyzing solutions to [1] and
showing that singularities propagate along such rays
to a problem in harmonic analysis on the sphere

Sn�1. For more general convex obstacles K or
manifolds with diffractive boundary, other techni-
ques are required, to show that waves reflect off the
boundary in a fashion similar to the case [12].

Another situation arises if instead of [12] one
takes M = B, or more generally M = K, a convex
region as described above. A ray starting off from
a point in @M, almost tangent to @M but with a
small component in the direction of the normal
pointing into M, will undergo many reflections in
a short time. Upon shrinking the normal compo-
nent of the initial velocity to zero, one obtains in
the limit a geodesic in @M, known as a gliding ray.
In such a case, singularities of solutions to [1],
with such a boundary condition as [4] or [5],
propagate along both transversally reflected and
gliding rays.

For the generic smooth obstacle K in Rn, the
second fundamental form can have a variety of
signatures at various boundary points. Various types
of ‘‘generalized rays’’ occur – generally speaking
limits of sequences of transversally reflected rays.
This situation also holds for general complete
Riemannian manifolds with smooth boundary. The
main result about propagation of singularities in
such a case is that it is always along such generalized
rays. This was established by Melrose and Sjöstrand
(1978).

Further diffraction effects arise when @M has
singularities, such as edges and corners. The simplest
example is

M ¼ fx 2 R2 : a � 	 � b; r 	 0g ½15�

where (r, 	) are the polar coordinates of x 2 R2, and
we assume 0 � a < b � 2�. Here one is studying the
diffraction of waves by a wedge. In the limiting case
a = 0, b = 2�, the wedge becomes a half-line, that is,

M ¼ R2 n fðx1; 0Þ : x1 > 0g ½16�

Singularities of solutions to [1] on R �M with
such a boundary condition as [4] or [5] propagate in
the interior of M and reflect off the regular points of
@M as before. If a family of continuous, piecewise
smooth curves �t carrying the singularity of u hit the
corner x = 0 at t = a, this reflection creates a tear in
�t for t > a. In addition, a diffracted wave spreads
out from the corner at unit speed. This diffracted
wave carries a singularity that is weaker than that of
the incident wave. For example, if one has a solution
like [8], but shifted to have support in a disk of radius
jtj about a point p 6¼ 0 in R2, for small jtj, then the
diffracted wave will have a jump discontinuity.

The space M in [15] is a special case of a cone.
More generally, if N is a complete Riemannian
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manifold (possibly with boundary), then the cone
C(N) with base N is the set

CðNÞ ¼ ½0;1Þ �N ½17�

with all points (0, x), x 2 N, identified, with the
metric tensor

ds2 ¼ dr2 þ r2g ½18�

where g is the metric tensor on N, and points on
C(N) are denoted (r, x), r 2 [0,1), x 2 N. The space
in [14] has the form M = C(N) with N = [a, b], an
interval. A cone in Euclidean space Rn is of the form
C(N) with N a domain in the unit sphere Sn�1.

The propagation of singularities for solutions to [1]
on C(N), when N has smooth boundary, has a
description similar to that above for the case [15].
Again, there is a diffracted wave set off from the conic
point {r = 0} when a singularity of a wave hits it. The
diffracted wave is typically (n� 1)=2 units smoother
than the singular wave producing it, where
n = dim C(N). For example, the fundamental solution
to the wave equation on C(N) produces a diffracted
wave which is the sum of a jump discontinuity and (in
general) a logarithmic singularity.

In fact, precise understanding of the behavior of
the fundamental solution to the wave equation on
C(N) is encoded in terms of the behavior of the
solution operator to the wave equation on the base
N. This is discussed in further detail in the section
on harmonic analysis. In the case where C(N) is
given by [15], we are dealing with the wave
equation on an interval [a, b], whose behavior is
elementary.

One can use analysis of [15] together with finite
propagation speed to get a good qualitative picture of
diffraction of waves in R2 by a polygonal obstacle. A
variation of this argument allows one to understand
the behavior of the wave equation on a ‘‘polygonal’’
domain N in S2, that is, one whose boundary consists
of a finite number of geodesic segments in S2. Going
from there to C(N), one can then analyze diffraction
of waves in R3 by a polyhedron.

It is worth remarking how the ‘‘shadow region’’
for such an obstacle as a wedge in R2 differs from
that in [12]–[14]. For example, if one considers M
given by [16] and u(t, x) = �(x2 � t), for t < 0, then
the region

S ¼ fx ¼ ðx1; x2Þ : x1; x2 > 0g ½19�

is the ‘‘shadow region,’’ in the sense that rays either
missing or reflecting off the obstacle {(x1, 0) : x1 > 0}
do not enter the region [19]. However, unlike the
case [13], the solution u(t, x) is not smooth in the
region [19] for t > 0. There is a singularity there,

although it is weaker than the singularity of the
main wave.

Taking Cartesian products of spaces of the form
[15] with Rk yields spaces with k-dimensional
edges. There are also spaces with curvy edges.
Rather than continuing with further general
description, one more particular case is discussed
next, which has had a historical significance.
Namely, we consider the reflection of waves in R3

off a disk, that is, take

M ¼ R3 nD; D ¼ ðx1; x2; 0Þ : x2
1 þ x2

2 � 1
� �

½20�

Consider a wave given for t < 0 by u(t, x) = �(x3 � t).
This wave hits D = @M at t = 0, giving off a diffracted
wave, traveling away from 
= {(x1, x2, 0) : x2

1 þ
x2

2 = 1} at speed 1 for t > 0. This diffracted wave
carries a singularity that blows up like the�1=2 power
of the distance to the torus of points of distance t from

, for t 2 (0, 1). For t > 1, there is a focusing effect
along the x3-axis, producing a stronger singularity for
u(t, x) there.

This sort of phenomenon was understood, at
least from a heuristic point of view, in the
nineteenth century, and it played a role in an
important argument of Poisson. At the time, there
was a debate about whether the propagation of
light was a wave phenomenon. Poisson did not
think it was, and he noted that if it were, the light
waves propagated past such an obstacle should
produce a bright spot along the axis normal to the
disk and through its center. The experiment was
performed and the bright spot was observed.
This is now called the Poisson spot, and its
occurrence convinced many physicists, including
Poisson, that the propagation of light is a wave
phenomenon.

Harmonic Analysis and the Wave
Equation

The wave equation [1] with Cauchy data [3] can be
regarded as an operator differential equation, with
solution

uðt; xÞ ¼ cos t
ffiffiffiffiffiffiffiffi
��
p

f ðxÞ þ sin t
ffiffiffiffiffiffiffiffi
��
p
ffiffiffiffiffiffiffiffi
��
p gðxÞ ½21�

This brings one to investigate functions of the self-
adjoint operator �. If M = Rn, one can do this using
the Fourier transform, which is given by

F f ð�Þ ¼ f̂ ð�Þ ¼ ð2�Þ�n=2
Z

f ðxÞe�ix�� dx ½22�

One defines F
 by changing e�ix�� to eix�� in [22],
and the Fourier inversion formula says F and F
 are
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inverses of each other on various function spaces,
including L2(Rn). Then one has

’ð
ffiffiffiffiffiffiffiffi
��
p

Þf ðxÞ ¼ ð2�Þ�n=2
Z
’ðj�jÞf̂ ð�Þeix�� d� ½23�

Note that [23] is equal toZ
�ðx� yÞf ðyÞ dy ¼ � 
 f ðxÞ ½24�

where

�ðxÞ ¼ ð2�Þ�n
Z
’ðj�jÞeix�� d� ½25�

In particular, [21] becomes

uðt; xÞ ¼ @

@t
Rt 
 f ðxÞ þ Rt 
 gðxÞ ½26�

where

RtðxÞ ¼ ð2�Þ�n
Z

sin tj�j
j�j eix�� d� ½27�

is the fundamental solution to the wave equation.
The integral [27] is not an easy integral when

n > 1, but the answer can be derived by analytic
continuation from the Poisson kernel, that is,

e�y
ffiffiffiffiffiffi
��
p

f ðxÞ ¼ Py 
 f ðxÞ
PyðxÞ ¼ Cnyðjxj2 þ y2Þ�ðnþ1Þ=2

½28�

where Cn = ��(nþ1)=2�((nþ 1)=2). One gets

RtðxÞ ¼ lim
"&0

Cn

n� 1
Imðjxj2 � ðt � i"Þ2Þ�ðn�1Þ=2 ½29�

Taking this limit for n = 2, 3 yields the formulas
[8]–[9]. There are several ways to derive [28]. One,
which is flexible and useful for other situations,
derives it from the formula for the heat kernel,

et�f ðxÞ ¼ Ht 
 f ðxÞ; HtðxÞ ¼ ð4�tÞ�n=2 e�jxj
2=4t ½30�

via the subordination identity:

e�yA ¼ y

2�1=2

Z 1
0

e�y2=4t e�tA2

t�3=2 dt

A > 0; y > 0 ½31�

with A =
ffiffiffiffiffiffiffi
��
p

. The heat kernel can be computed via
[23], which becomes a well-known Gaussian inte-
gral. The identity [31] can be proved using the fact
that the Fourier integral formula for Py(x) is
elementary to compute when n = 1.

To understand functions of the Laplace operator
on a cone C(N), one uses

� ¼ @2

@r2
þ n� 1

r

@

@r
þ 1

r2
�N ½32�

where �N is the Laplace operator on N, which
follows from [2] and [18]. Here n = dim C(N). This is
a modified Bessel operator. We define the operator

� ¼ ð��N þ �2Þ1=2; � ¼ � n� 2

2
½33�

For each �j in the spectrum of �, we consider the
Hankel transform

H�j
gð�Þ ¼

Z 1
0

gðrÞJ�j
ð�rÞr dr ½34�

where J�j
is the Bessel function of order �j. The

Hankel inversion formula says H�j
is unitary

on L2(Rþ, r dr), and is its own inverse. Conse-
quently, we can write the action of ’(

ffiffiffiffiffiffiffi
��
p

) on
L2(C(N)) as

’ð
ffiffiffiffiffiffiffiffi
��
p

Þgðr; xÞ ¼
Z 1

0

K’ðr; s; �Þgðs; xÞsn�1 ds ½35�

where K’(r, s,�) is a family of operators on L2(N),
given by

K’ðr; s; �Þ ¼ ðrsÞ�
Z 1

0

’ð�ÞJ�ð�rÞJ�ð�sÞ� d� ½36�

To obtain the wave kernel on C(N), one can
analytically continue formulas for the Poisson
kernel, for e�y

ffiffiffiffiffi
��
p

. Such formulas arise from the
Lipschitz–Hankel identity:Z 1

0

e�y�J�ðr�ÞJ�ðs�Þ d�

¼ 1

�
ðrsÞ�1=2Q��1=2

r2 þ s2 þ y2

2rs

� �
½37�

Here Q��1=2(
) is a Legendre function. The identity
[37] is one of the more difficult identities in the
theory of Bessel functions. It is useful to know that it
can be derived by applying a slight variant of the
subordination identity [31] to the more elementary
identityZ 1

0

e�t�2

J�ðr�ÞJ�ðs�Þ� d� ¼ 1

2t
e�ðr

2þs2Þ=4tI�
rs

2t

� �
½38�

(where I�(y)=e��i�=2J�(iy) for y> 0), which describes
the behavior of the heat kernel on C(N).

Carrying out the analytic continuation of [37]
to imaginary y yields results stated in the section
on ba sic propagat ion phenome na, once one
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understands the behavior of families of functions of
the operator � so produced. An approach taken by
Cheeger and Taylor (1982) to this was to synthesize
these operators from eis�, s 2 R, and deduce their
behavior from the behavior of the solution operator
to the wave equation on the base N.

One can apply similar considerations to M = Rn nB,
which is the truncated cone [1,1)� Sn�1, with
metric tensor [18], where g is the metric tensor on
Sn�1, and Laplace operator given by [32], with �N

the Laplace operator on Sn�1. The problem of
diffraction of waves by the ball B can be recast as
solving

@2u

@t2
��u ¼ 0 on R �M

u R�@Mj ¼ f ; uðt; xÞ ¼ 0 for t� 0

½39�

with f compactly supported on R � @M. Taking the
partial Fourier transform with respect to t yields the
reduced wave equation

ð�þ �2Þv ¼ 0 for jxj > 1; v Sn�1 ¼ gðx; �Þj ½40�

and the condition u(t, x) = 0 for t� 0 yields for v
the outgoing radiation condition

rðn�1Þ=2 @v

@r
� i�v

� �
! 0 as r!1 ½41�

The solution is

vðx; �Þ ¼ r�ðn�2Þ=2 H
ð1Þ
� ð�rÞ

H
ð1Þ
� ð�Þ

gðx; �Þ ½42�

with � as in [33] and H(1) the Hankel function.
The behavior of H(1)

�j
(�r)=H(1)

�j
(�) as �j,�!1

with ratio in a small neighborhood of 1 can be
shown to control the behavior of the solution u to
[39] near grazing rays. There is an asymptotic
formula for this, which is one of the most delicate
analytical results in the theory of Bessel functions.
The result is that, uniformly for z near 1, as
�!1,

Hð1Þ� ð�zÞ � 2e��i=3 4�

1� z2

� �1=4

� Aþð�2=3�Þ
X
k	0

akð�Þ�1=3�2k

(

þA0þð�2=3�Þ
X
k	0

bkð�Þ�5=3�2k

)
½43�

Here

Aþð�Þ ¼ Aiðe�2�i=3�Þ ½44�

where Ai is the Airy function. The coefficients ak(�)
and bk(�) are smooth functions of their argument,
�= �(z), which is defined by

2

3
�3=2 ¼

Z 1

z

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� t2
p dt

t
½45�

Making use of [43] in [44], one can obtain a
parametrix for u (i.e., a solution modulo a C1 error)
whose form is a special case of the formula [50],
which we will present in the next section.

Geometrical Optics and Extensions

By results of the last section, the solution to [1]
when M = Rn has the form

uðt; xÞ ¼
X
�

Z
e�itj�jþix��ĥ�ð�Þ d� ½46�

where the functions h� are produced from the initial
data via simpler transformations. For a general
metric tensor, one can produce a parametrix (i.e.,
an approximation to u(t, x) with a C1 error) in the
following form:

uðt; xÞ ¼
X
�

Z
a�ðt; x; �Þ ei’�ðt;x;�Þĥ�ð�Þ d� ½47�

Here the phase functions ’�(t, x,�) are smooth for
� 6¼ 0 and homogeneous of degree 1 in �. The
amplitudes a�(t, x,�) are smooth and have asympto-
tic expansions as j�j ! 1:

a�ðt; x; �Þ �
X
k	0

a�k ðt; x; �Þ ½48�

with a�k (t, x,�) homogeneous of degree �k in �. One
applies @2

t �� to both sides of [47], and obtains an
operator of a similar form, with new amplitudes
b�(t, x,�) �

P
b�k (t, x,�). Setting the terms in this

asymptotic expansion equal to zero yields, first for
’�(t, x,�), a partial differential equation known as
the eikonal equation:

@’�

@t
¼ �jrx’

�j ½49�

where jvj is the norm of a vector v 2 TxM,
determined by the metric tensor. Setting b�k (t, x,�)
= 0 for k 	 1 yields linear differential equations for
the amplitude terms in [48], known as transport
equations.

Operators of the form [47] are special cases
of Fourier integral operators. Seminal works of
Keller (1953) and Lax (1957) gave an important
stimulus to work on these operators, and work of
Hörmander (1971) turned this into a systematic and
powerful theory. A particular advance regards
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producing a parametrix valid for all t. Generally, one
can solve [49] and the associated transport equations
for t in some interval, past which the eikonal
equation might break down. Hörmander’s theory
treats products of Fourier integral operators, yielding
global constructions. This facilitates the treatment of
caustics mentioned earlier. Stationary-phase methods
can be brought to bear to relate the singularities of
Th to those of h, when T is a Fourier integral
operator.

To construct parametrices for waves reflecting off
a boundary, one can again reduce the problem to
one of the form [39]. Waves that reflect transver-
sally are given by parametrices of the form [47],
although with the role of the variables changed, so
that t in [47]–[49] is replaced by a coordinate that
vanishes on R � @M.

A parametrix that treats grazing rays can be written
in the form of a Fourier–Airy integral operator:

uðyÞ ¼
Z

Rn
a Aþð�Þ þ ij�j�1=3b A0þð�Þ
h i

� Aþð�0Þ�1 ei	bFð�Þ d� ½50�

Here y = (y1, . . . , ynþ1) denotes a coordinate system
on a neighborhood of a boundary point of R �M,
with ynþ1 = 0 on R � @M. We have a pair of phase
functions 	(y, �) and �(y, �), homogeneous in � of
degree 1 and 2/3, respectively, and a pair of
amplitudes a(y, �) and b(y, �), each having asympto-
tic expansions of the form [48]. The function Aþ is
the Airy function [44]. The phase functions satisfy a
coupled pair of eikonal equations:

hry	;ry	i þ �hry�;ry�i ¼ 0

hry	;ry�i ¼ 0
½51�

where h� , �i denotes the Lorentz inner product on
Ty(R �M) given by dt2 � g. More precisely, [51] is
to hold in the region where � � 0, and also to
infinite order at ynþ1 = 0, for � 	 0. One requires
@	=@�j to have linearly independent y-gradients, for
j = 1, . . . , n, and

�ðy; �Þ ¼ �0ð�Þ ¼ ��1=3
1 �n for ynþ1 ¼ 0 ½52�

The terms in the asymptotic expansions of a(y, �)
and b(y, �) satisfy coupled systems of transport
equations. One can arrange that b(y, �) = 0 for
ynþ1 = 0. Then ujR�@M = TF, where T is a Fourier
integral operator, which can be inverted, modulo a
smooth error, by Hörmander’s theory, producing a
parametrix for [39].

The construction of solutions to [51] satisfying
[52] is due to Melrose. This followed earlier works
of Ludwig (1967), Melrose (1975), and Taylor

(1976), which produced solutions satisfying [52] to
infinite order at �n = 0. This earlier construction is
adequate to produce a grazing ray parametrix, but
the sharper result [52] is extremely valuable for
constructing a gliding ray parametrix. This has the
form

uðyÞ ¼
Z

Rn
½a Aið�Þ þ ij�j�1=3b Ai0ð�Þ�

� Aið�0Þ�1 ei	bFð�Þ d� ½53�
It differs from [50] in the use of Ai rather than Aþ.
Since Ai has real zeros, it is also convenient to pick
T > 0 and evaluate 	, �, a, and b at (�1, . . . , �n�1,
�n þ iT), and take �0 = ��1=3(�n þ iT). The treatment
of the eikonal and transport equations is as above,
though the Fourier–Airy integral operator [50] has a
different behavior from [53], reflecting the differ-
ence between how singularities in solutions to the
wave equation are carried by grazing and by gliding
rays.
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Introduction about Turbulence
and Wavelets

What is Turbulence?

Turbulence is a highly nonlinear regime encoun-
tered in fluid flows. Such flows are described by
continuous fields, for example, velocity or pressure,
assuming that the characteristic scale of the fluid
motions is much larger than the mean free path of
the molecular motions. The prediction of the
spacetime evolution of fluid flows from first
principles is given by the solutions of the Navier–
Stokes equations. The turbulent regime develops
when the nonlinear term of Navier–Stokes equa-
tions strongly dominates the linear term; the ratio
of the norms of both terms is the Reynolds number
Re, which characterizes the level of turbulence. In
this regime nonlinear instabilities dominate, which
leads to the flow sensitivity to initial conditions and
unpredictability.

The corresponding turbulent fields are highly
fluctuating and their detailed motions cannot be
predicted. However, if one assumes some statistical
stability of the turbulence regime, averaged quan-
tities, such as mean and variance, or other related
quantities, for example, diffusion coefficients, lift or
drag, may still be predicted.

When turbulent flows are statistically stationary
(in time) or homogeneous (in space), as it is
classically supposed, one studies their energy spec-
trum, given by the modulus of the Fourier transform
of the velocity autocorrelation.

Unfortunately, since the Fourier representation
spreads the information in physical space among the
phases of all Fourier coefficients, the energy spec-
trum loses all structural information in time or
space. This is a major limitation of the classical way
of analyzing turbulent flows. This is why we have
proposed to use the wavelet representation instead
and define new analysis tools that are able to
preserve time and space locality.

The same is true for computing turbulent flows.
Indeed, the Fourier representation is well suited to
study linear motions, for which the superposition
principle holds and whose generic behavior is, either
to persist at a given scale, or to spread to larger
ones. In contrast, the superposition principle does

not hold for nonlinear motions, their archetype
being the turbulent regime, which therefore cannot
be decomposed into a sum of independent motions
that can be separately studied. Generically, their
evolution involves a wide range of scales, exciting
smaller and smaller ones, even leading to finite-time
singularities, e.g., shocks. The ‘‘art’’ of predicting
the evolution of such nonlinear phenomena consists
of disentangling the active from the passive
elements: the former should be deterministically
computed, while the latter could either be discarded
or their effect statistically modeled. The wavelet
representation allows to analyze the dynamics
in both space and scale, retaining only those degrees
of freedom which are essential to predict the
flow evolution. Our goal is to perform a kind
of ‘‘distillation’’ and retain only the elements
which are essential to compute the nonlinear
dynamics.

How One Studies Turbulence?

When studying turbulence one is uneasy about the
fact that there are two different descriptions,
depending on which side of the Fourier transform
one looks from.

� On the one hand, looking from the Fourier space
representation, one has a theory which assumes
the existence of a nonlinear cascade in an
intermediate range of wavenumbers sets, called
the ‘‘inertial range’’ where energy is conserved
and transferred towards high wavenumbers, but
only on average (i.e., considering either ensemble
or time or space averages). This implies that a
turbulent flow is excited at wavenumbers lower
than those of the inertial range and dissipated at
wavenumbers higher. Under these hypotheses, the
theory predicts that the slope of the energy
spectrum in the inertial range scales as k�5=3 in
dimension 3 and as k�3 in dimension 2, k being
the wavenumber, i.e., the modulus of the wave
vector.
� On the other hand, if one studies turbulence from

the physical space representation, there is not yet
any universal theory. One relies instead on
empirical observations, from both laboratory
and numerical experiments, which exhibit the
formation and persistence of coherent vortices,
even at very high Reynolds numbers. They
correspond to the condensation of the vorticity
field into some organized structures that contain
most of the energy (L2-norm of velocity) and
enstrophy (L2-norm of vorticity).
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Moreover, the classical method for modeling turbu-
lent flows consists in neglecting high-wavenumber
motions and replacing them by their average, suppos-
ing their dynamics to be either linear or slaved to the
low wavenumber motions. Such a method would work
if there exists a clear separation between low and high
wavenumbers, that is, a spectral gap.

Actually, there is now strong evidence, from
both laboratory and direct numerical simulation
(DNS) experiments, that this is not the case.
Conversely, one observes that turbulent flows are
nonlinearly active all along the inertial range and that
coherent vortices seem to play an essential dynamical
role there, especially for transport and mixing. One
may then ask the following questions: Are coherent
vortices the elementary building blocks of turbulent
flows? How can we extract them? Do their mutual
interactions have a universal character? Can we
compress turbulent flows and compute their evolu-
tion with a reduced number of degrees of freedom
corresponding to the coherent vortices?

The DNS of turbulent flows, based on the integra-
tion of the Navier–Stokes equations using either grid
points in physical space or Fourier modes in spectral
space, requires a number of degrees of freedom per
time step that varies as Re9=4 in dimension 3 (and as
Re in dimension 2). Due to the inherent limitation of
computer performances, one can presently only per-
form DNS of turbulent flows up to Reynolds numbers
Re = 106. To compute higher Reynolds flows, one
should then design ad hoc turbulence models, whose
parameters are empirically adjusted to each type of
flows, in particular to their geometry and boundary
conditions, using data from either laboratory or
numerical experiments.

What are Wavelets?

The wavelet transform unfolds signals (or fields)
into both time (or space) and scale, and possibly
directions in dimensions higher than 1. The starting
point is a function  2 L2(R), called the ‘‘mother
wavelet’’, which is well localized in physical space
x 2 R, is oscillating ( has at least a vanishing
integral, or better, its first m moments vanish), and
is smooth (its Fourier transform  ̂(k) exhibits fast
decay for wave numbers jkj tending to infinity). The
mother wavelet then generates a family of dilated
and translated wavelets

 a; bðxÞ¼ a�1=2 
x� b

a

� �

with a 2 Rþ the scale parameter and b 2 R the
position parameter, all wavelets being normalized
in L2-norm.

The wavelet transform of a function f 2 L2(R) is
the inner product of f with the analyzing wavelets
 a, b, which gives the wavelet coefficients: ef (a, b) =
hf , a, bi=

R
f (x) a, b(x) dx. They measure the fluc-

tuations of f around the scale a and the position
b. f can then be reconstructed without any loss as
the inner product of its wavelet coefficients ef with
the analyzing wavelets

 a; b : f ðxÞ= C 
�1

Z Z ef ða; bÞ  a; bðxÞa�2da db

C =
R
j ̂j2jkj�1 dk being a constant which depends

on the wavelet  .
Like the Fourier transform, the wavelet transform

realizes a change of basis from physical space to
wavelet space which is an isometry. It thus conserves
the inner product (Plancherel theorem), and in
particular energy (Parseval’s identity). Let us men-
tion that, due to the localization of wavelets in
physical space, the behavior of the signal at infinity
does not play any role. Therefore, the wavelet
analysis and synthesis can be performed locally, in
contrast to the Fourier transform where the nonlocal
nature of the trigonometric functions does not allow
to perform a local analysis.

Moreover, wavelets constitute building blocks of
various function spaces out of which some can be
used to contruct orthogonal bases. The main
difference between the continuous and the orthogo-
nal wavelet transforms is that the latter is non-
redundant, but only preserves the invariance by
translation and dilation only for a discrete subset of
wavelet space which corresponds to the dyadic grid
�= (j, i), for which scale is sampled by octaves j and
space by positions 2�ji. The advantage is that all
orthogonal wavelet coefficients are decorrelated,
which is not the case for the continuous wavelet
transform whose coefficients are redundant and
correlated in space and scale. Such a correlation
can be visualized by plotting the continuous wavelet
coefficients of a white noise and the patterns one
thus observes are due to the reproducing kernel of
the continuous wavelet transform, which corre-
sponds to the correlation between the analyzing
wavelets themselves.

In practice, to analyze turbulent signals or fields,
one should use the continuous wavelet transform
with complex-valued wavelets, since the modulus of
the wavelet coefficients allows to read the evolution
of the energy density in both space (or time) and
scales. If one uses real-valued wavelets instead, the
modulus of the wavelet coefficients will present the
same oscillations as the analyzing wavelets and it
will then become difficult to sort out features
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belonging to the signal or to the wavelets. In the case
of complex-valued wavelets, the quadrature between
the real and the imaginary parts of the wavelet
coefficients eliminates these spurious oscillations; this
is why we recommend to use complex-valued wave-
lets, such as the Morlet wavelet. To compress
turbulent flows, and a fortiori to compute their
evolution at a reduced cost, compared to standard
methods (finite difference, finite volume, or spectral
methods), one should use orthogonal wavelets. This
avoids redundancy, since one has the same number of
grid points as wavelet coefficients. Moreover there
exists a fast algorithm to compute the orthogonal
wavelet coefficients which is even faster than the fast
Fourier transform, having O(N) operations instead of
O(N log2 N).

The first paper about the continuous wavelet
transform has been published by Grossmann and
Morlet (1984). Then, discrete wavelets were
constructed, leading to frames (Daubechies et al.
1986) and orthogonal bases (Lemarié and Meyer,
1986). From there the formalism of multiresolution
analysis (MRA) has been constructed which led
to the fast wavelet algorithm (Mallat 1989). The
first application of wavelets to analyze turbulent
flows has been published by Farge and Rabreau
(1988). Since then a long-term research program has
been developed for analyzing, computing and
modeling turbulent flows using either continuous
wavelets, orthogonal wavelets, or wavelet packets.

Wavelet Analysis

Wavelet Spectra

Wavelet space To study turbulent signals one uses
the continuous wavelet transform for analysis, and
the orthogonal wavelet transform for compression
and computation. To perform a continuous wavelet
transform, one can choose:

� either a real-valued wavelet, such as the Marr
wavelet, also called ‘‘Mexican hat,’’ which is the
second derivative of a Gaussian,

 ðxÞ ¼ ð1� x2Þ exp
�x2

2

� �
½1�

� or a complex-valued wavelet, such as the Morlet
wavelet,

b ðkÞ ¼ 1

2�
exp �ðk� k Þ2

2

 !
for k > 0

b ðkÞ ¼ 0 for k � 0

8>><
>>: ½2�

with the wavenumber k denoting the barycenter of
the wavelet support in Fourier space computed as

k ¼
R1

0 kjb ðkÞjdkR1
0 jb ðkÞjdk

½3�

For the orthogonal wavelet transform, there is
a large collection of possible wavelets and the
choice depends on which properties are preferred,
for instance: compact support, symmetry, smooth-
ness, number of cancelations, computational
efficiency.

From our own experience, we tend to prefer
the Coifman wavelet 12, which is compactly
supported, has four vanishing moments, is quasi-
symmetric, and is defined with a filter of length 12,
which leads to a computational cost for the fast
wavelet transform in 24N operations, since two
filters are used.

As stated above, we recommend the complex-
valued continuous wavelet transform for analysis. In
this case, one plots the modulus and the phase of the
wavelet coefficients in wavelet space, with a linear
horizontal axis for the position b, and a logarithmic
vertical axis for the scale a, with the largest scale at
the bottom and the smallest scale at the top.

In Figure 1a we show the wavelet analysis of
a turbulent signal, corresponding to the time
evolution of the velocity fluctuations of two succes-
sive vortex breakdowns, measured by hot-wire
anemometry at N = 32768 = 215 instants (Cuypers
et al. 2003). The modulus of the wavelet coefficients
(Figure 1b) shows that during the vortex break-
down, which is due to strong nonlinear flow
instability, energy is spread over a wide range of
scales. The phase of the wavelet coefficients
(Figure 1c) is plotted only where the modulus is
non-negligible, otherwise the phase information
would be meaningless. In Figure 1c, one observes
that the lines of constant phase point towards the
instants where the signal is less regular, that is,
during vortex breakdowns.

Local wavelet spectrum Since the wavelet trans-
form conserves energy and preserves locality in
physical space, one can extend the concept of energy
spectrum and define a local energy spectrum, such
that

eEðk; xÞ ¼ 1

C k 
ef k 

k
;x

� �����
����
2

for k � 0 ½4�

where k is the centroid wavenumber of the
analyzing wavelet  and C is defined in the
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admissibility condition (respectively, eqns [10] and
[1] in the article Wavelets: Mathematical Theory).

By measuring eE(k, x) at different instants or
positions, one estimates which elements in the
signal contribute most to the global Fourier energy
spectrum, inorder to suggest a way to decompose
the signal into different components. For example,
if one considers turbulent flows, one can compare
the energy spectrum of the coherent structures
(such as isolated vortices in incompressible flows
or shocks in compressible flows) and the energy
spectrum of the incoherent background flow, since
both elements exhibit different correlations and
therefore different spectral slopes.

Global wavelet spectrum Although the wavelet
transform analyzes the flow using localized func-
tions rather than complex exponentials, one can
show that the global wavelet energy spectrum
converges towards the Fourier energy spectrum,
provided the analyzing wavelet has enough vanish-
ing moments. More precisely, the global wavelet
spectrum, defined by integrating [4] over all
positions,

eEðkÞ¼Z 1
�1
eEðk; xÞdx ½5�

gives the correct exponent for a power-law Fourier
energy spectrum E(k)/ k�� if the analyzing wavelet
has at least M > (� �1)=2 vanishing moments.
Thus, the steeper the energy spectrum one studies,
the more vanishing moments the analyzing wavelet
should have.

The inertial range which corresponds to the scales
when turbulent flows are dominated by nonlinear
interactions, exhibits a power-law behavior as
predicted by the statistical theory of homogeneous
and isotropic turbulence.

The ability to correctly evaluate the slope of the
energy spectrum is an important property of the
wavelet transform which is related to its ability to
detect and characterize singularities. We will not
discuss here how wavelet coefficients could be used
to study singularities and fractal measures, since it is
presented in detail elsewhere (see Wavelets:
Applications).

Relation to Classical Analysis

Relation to Fourier spectrum The global wavelet
energy spectrum eE(k) is actually a smoothed version
of the Fourier energy spectrum E(k). This can be
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Figure 1 Example of a one-dimensional continuous wavelet

analysis. (a) the signal to be analyzed, (b) the modulus of its

wavelet coefficients, (c) the phase of its wavelet coefficients.
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seen from the following relation between the two
spectra:

eEðkÞ ¼ 1

C k 

Z 1
0

Eðk0Þ b k k0

k

� �����
����
2

dk0 ½6�

which shows that the global wavelet spectrum is an
average of the Fourier spectrum weighted by the
square of the Fourier transform of the analyzing
wavelets at wavenumber k. Note that the larger k,
the larger the averaging interval, because wavelets
are bandpass filters with �k=k constant. This
property of the global wavelet energy spectrum is
particularly useful to study turbulent flows. Indeed,
the Fourier energy spectrum of a single realization
of a turbulent flow is too oscillating to be able to
clearly detect a slope, while it is no more the case
for the global wavelet energy spectrum, which is a
better estimator of the spectral slope.

The real-valued Marr wavelet [1] has only two
vanishing moments and thus can correctly measure
the energy spectrum exponents up to � < 5. In the
case of the complex-valued Morlet wavelet [2], only
the zeroth-order moment is null, but the higher mth
order moments are very small (/ km

 e(�k2
 =2)),

provided that k is larger than 5. For instance, the
Morlet wavelet transform with k = 6 gives accu-
rate estimates of the power–law exponent of the
energy spectrum up to � < 7.

There is also a family of wavelets with an infinite
number of cancelations

b nðkÞ ¼ �n exp � 1

2
k2 þ 1

k2n

� �� �
n � 1 ½7�

where �n is chosen for normalization.
These wavelets can therefore correctly measure

any power–law energy spectrum, and thus detect the
difference between a power–law energy spectrum
and a Gaussian energy spectrum (E(k) / e(�(k=k0)2)).
For instance, it is important in turbulence to
determine the wavenumber after which the
energy spectrum decays exponentially, since this
wavenumber defines the end of the inertial range,
dominated by nonlinear interactions, and the begin-
ning of the dissipative range, dominated by linear
dissipation.

Relation to structure functions In this subsection
we will point out the limitations of classical
measures of intermittency and present a set of
wavelet-based alternatives.

The classical measures based on structure func-
tions can be thought of as a special case of wavelet
filtering using a nonsmooth wavelet defined as the
difference of two Diracs (DOD). It is this lack of
regularity of the underlying wavelet that limits the
adequacy of classical measures to analyze smooth
signals. Wavelet-based diagnostics can overcome
these limitations, and produce accurate results,
whatever the signal to be analyzed.

We will link the scale-dependent moments of the
wavelet coefficients and the structure functions,
which are classically used to study turbulence. In
the case of second-order statistics, the global wavelet
spectrum corresponds to the second-order structure
function. Furthermore, a rigorous bound for the
maximum exponent detected by the structure func-
tions can be computed, but there is a way to
overcome this limitation by using wavelets.

The increments of a signal, also called the
modulus of continuity, can be seen as its wavelet
coefficients using the DOD wavelet

 �ðxÞ ¼ �ðxþ 1Þ � �ðxÞ ½8�

We thus obtain

f ðxþ aÞ � f ðxÞ ¼ efx; a ¼ hf ;  �x; ai ½9�

with  x, a(y) = 1=a[�((y� x)=aþ 1)��((y� x)=a)].
Note that the wavelet is normalized with respect to
the L1-norm. The pth-order structure function Sp(a)
therefore corresponds to the pth-order moment of
the wavelet coefficients at scale a

SpðaÞ ¼
Z
ðefx;aÞpdx ½10�

As the DOD wavelet has only one vanishing
moment (its mean), the exponent of the pth-order
structure function in the case of a self-similar
behavior is limited by p, that is, if Sp(a) / a�(p),
then �(p) < p. To be able to detect larger exponents,
one has to use increments with a larger stencil, or
wavelets with more vanishing moments.

We now concentrate on the case p = 2, that is, the
energy norm. Equation [6] gives the relation
between the global wavelet spectrum eE(k) and the
Fourier spectrum E(k) for an arbitrary wavelet  .
For the DOD wavelet we find, since b �(k) =
eik �1 = eik=2(eik=2 � ei k=2) and hence jb �(k)j2 =
2(1� cos k), that

eEðkÞ ¼ 1

C k

Z 1
0

Eðk0Þ 2� 2 cos
k k0

k

� �� �
dk0 ½11�
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Setting a = k =k, we see that the wavelet spectrum
corresponds to the second-order structure function,
such that

eEðkÞ ¼ 1

C k
S2ðaÞ ½12�

The above results show that, if the Fourier spectrum
behaves like k�� for k!1, eE(k) / k�� if � < 2Mþ
1, where M denotes the number of vanishing
moments of the wavelets. Consequently, we find
for S2(a) that S2(a) / a�(p) = (k =k)�(p) for a! 0 if
�(2) � 2M. For the DOD wavelet, we have M = 1,
therefore, the second-order structure function
can only detect slopes smaller than 2, corresponding
to an energy spectrum whose slope is shallower
than �3. Thus, the usual structure functions give
spurious results for sufficiently smooth signals. The
relation between structure functions and wavelet
coefficients can be generalized in the context of
Besov spaces, which are classically used for non-
linear approximation theory (see Wavelets: Mathe-
matical Theory).

Intermittency Measures

Intermittency is defined as localized bursts of high-
frequency activity. This means that intermittent
phenomena are localized in both physical and
spectral spaces, and thus a suitable basis for
representing intermittency should reflect this dual
localization. The Fourier basis is well localized in
spectral space, but delocalized in physical space.
Therefore, when a turbulence signal is filtered using
a high-pass Fourier transform and then recon-
structed in physical space, for example, to calculate
the flatness, some spatial information is lost. This
leads to smoothing of strong gradients and spurious
oscillations in the background, which come from the
fact that the modulus and phase of the discarded
high wavenumber Fourier modes have been lost.
The spatial errors introduced by such a Fourier
filtering lead to errors in estimating the flatness, and
hence the signal’s intermittency.

When a quantity (e.g., velocity derivative) is
intermittent, it contains rare but strong events (i.e.,
bursts of intense activity), which correspond to
large deviations reflected in the ‘‘heavy tails’’ of the
PDF. Second-order statistics (e.g., energy spectrum,
second-order structure function) are relatively
insensitive to such rare events whose time or
space supports are very small and thus do not
dominate the integral. However, these events
become increasingly important for higher-order
statistics, where they finally dominate. High-order

statistics therefore characterize intermittency. Of
course, intermittency is not essential for all problems:
second-order statistics are sufficient to measure
dispersion (dominated by energy-containing scales),
but not to calculate drag or mixing (dominated by
vorticity production in thin boundary or shear
layers).

To measure intermittency, one uses the space–
scale information contained in the wavelet coeffi-
cients to define scale-dependent moments and
moment ratios. Useful diagnostics to quantify the
intermittency of a field f are the moments of its
wavelet coefficients at different scales j

Mp;jðf Þ ¼ 2�j
X2j�1

i¼0

jefj;ijp ½13�

Note that the distribution of energy scale by scale,
that is, the scalogram, can be computed from the
second-order moment of the orthogonal wavelet
coefficients: Ej = 2j�1M2, j. Due to orthogonality of
the decomposition, the total energy is just the sum:
E =

P
j�0 Ej.

The sparsity of the wavelet coefficients at each
scale is a measure of intermittency, and it can be
quantified using ratios of moments at different
scales

Qp;q;jðf Þ ¼
Mp;jðf Þ
ðMq;jðf ÞÞp=q

½14�

which may be interpreted as quotient norms
computed in two different functional spaces,
Lp-and Lq-spaces. Classically, one chooses q = 2 to
define typical statistical quantities as a function of
scale. Recall that for p = 4 we obtain the scale-
dependent flatness Fj = Q4, 2, j. It is equal to 3 for a
Gaussian white noise at all scales j, which proves that
this signal is not intermittent. The scale-dependent
skewness, hyperflatness, and hyperskewness are
obtained for p = 3, 5, and 6, respectively. For inter-
mittent signals Qp, q, j increases with j, whatever p
and q.

Wavelet Compression

Principle

To study turbulent signals, we now propose to
separate the rare and extreme events from the dense
events, and then calculate their statistics indepen-
dently. A major difficulty in turbulence research is
that there is no clear scale separation between these
two kinds of events. This lack of ‘‘spectral gap’’
excludes Fourier filtering for disentangling these
two behaviors. Since the rare events are well
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localized in physical space, one might try to use an
on–off filter defined in physical space to extract
them. However, this approach changes the spectral
properties by introducing spurious discontinuities,
adding an artificial scaling (e.g., k�2 in one
dimension) to the energy spectrum. To avoid these
problems, we use the wavelet representation, which
combines both physical and spectral space localiza-
tions (bounded from below by Heisenberg’s uncer-
tainty principle). In turbulence, the relevant rare
events are the coherent vortices and the dense
events correspond to the residual background flow.
We have proposed a nonlinear wavelet filtering of
the wavelet coefficients of vorticity to extract the
coherent vortices out of turbulent flows. We now
detail the different steps of this procedure.

Extraction of Coherent Structures

Principle We propose a new method to extract
coherent structures from turbulent flows, as encoun-
tered in fluids (e.g., vortices, shocklets) or plasmas
(e.g., bursts), in order to study their role in transport
and mixing.

We first replace the Fourier representation by the
wavelet representation, which keeps track of both
time and scale, instead of frequency only. The
second improvement consists in changing our view-
point about coherent structures. Since there is not
yet a universal definition of coherent structures, we
prefer starting from a minimal but more consensual
statement about them, that everyone hopefully could
agree with: ‘‘coherent structures are not noise.’’
Using this apophatic method, we propose the
following definition: ‘‘coherent structures are what
remain after denoising.’’

For the noise we use the mathematical definition
stating that a noise cannot be compressed in any
functional basis. Another way to say this is to
observe that the shortest description of a noise is the
noise itself. Notice that often one calls ‘‘noise’’ what
is actually ‘‘experimental noise,’’ but not noise in the
mathematical sense.

Considering our definition of coherent structures,
turbulent signals can be split into two contribu-
tions: coherent bursts, corresponding to that part of
the signal which can be compressed in a wavelet
basis, and incoherent noise, corresponding to that
part of the signal which cannot be compressed,
neither in wavelets nor in any other basis. We will
then check a posteriori that the incoherent con-
tribution is spread, and therefore does not com-
press, in both Fourier and grid-point basis. Since we
use the orthogonal wavelet representation, both
coherent and incoherent components are

orthogonal and therefore the L2-norm, for example,
energy or enstrophy, is a superposition of coherent
and incoherent contributions (Mallat 1998).

Assuming that coherent structures are what
remain after denoising, we need a model, not for
the structures themselves, but for the noise. As a first
guess, we choose the simplest model and suppose the
noise to be additive, Gaussian and white, that is,
uncorrelated. Having this model in mind, we use
Donoho and Johnstone’s theorem to compute the
value to threshold the wavelet coefficients. Since the
threshold value depends on the variance of the noise,
which in the case of turbulence is not a priori
known, we propose a recursive method to estimate
it from the variance of the weakest wavelet
coefficients, that is, those whose modulus is below
the threshold value.

Wavelet decomposition We describe the wavelet
algorithm to extract coherent vortices out of
turbulent flows and apply it as example to a 3D
turbulent flow. We consider the vorticity field
w =r� v, computed at resolution N = 23J, N being
the number of grid points and J the number of
octaves in each spatial direction. Each vorticity
component is developed into an orthogonal wavelet
series from the largest scale lmax = 20 to the smallest
scale lmin = 2J�1 using a three-dimensional (3D) MRA:

!ðxÞ ¼ �!0;0;0 �0;0;0ðxÞ

þ
XJ�1

j¼0

X2j�1

ix¼0

X2j�1

iy¼0

X2j�1

iz¼0

X7

d¼1

~!d
j;ix;iy;iz

 d
j;ix;iy;iz

ðxÞ ½15�

with �j, ix, iyi, iz (x) =�j, ix(x)�j, iy(y)�j, iz (z), and

 d
j;ix;iy;iz

ðxÞ ¼

 j;ixðxÞ�j;iyðyÞ�j;izðzÞ d ¼ 1

�j;ixðxÞ j;iyðyÞ�j;izðzÞ d ¼ 2

�j;ixðxÞ�j;iyðyÞ j;izðzÞ d ¼ 3

 j;ixðxÞ�j;iyðyÞ j;izðzÞ d ¼ 4

 j;ixðxÞ j;iyðyÞ�j;izðzÞ d ¼ 5

�j;ixðxÞ j;iyðyÞ j;izðzÞ d ¼ 6

 j;ixðxÞ j;iyðyÞ j;izðzÞ d ¼ 7

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

½16�

where �j, i and  j, i are the one-dimensional
scaling function and the corresponding wavelet,
respectively. Due to orthogonality, the scaling coeffi-
cients are given by �!0, 0, 0 = h!,�0, 0, 0i and the wavelet
coefficients are given by ~!d

j, ix, iy, iz
= h!, d

j, ix, iy, iz
i, where

h�,�i denotes the L2-inner product.
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Nonlinear thresholding The vorticity field is then
split into wC and wI by applying a nonlinear threshold-
ing to the wavelet coefficients. The threshold is defined
as 	= ð43 Z ln NÞ1=2. It only depends on the total
enstrophy Z = 1

2

R
jwj2dx and on the number of grid

points N without any adjustable parameter. The choice
of this threshold is based on theorems by Donoho
and Johnstone proving optimality of the wavelet
representation to denoise signals in the presence of
Gaussian white noise, since this wavelet-based
estimator minimizes the maximal L2-error for func-
tions with inhomogeneous regularity (Mallat 1998).

Wavelet reconstruction The coherent vorticity field
wC is reconstructed from the wavelet coefficients
whose modulus is larger than 	 and the incoherent
vorticity field wI from the wavelet coefficients whose
modulus is smaller or equal to 	. The two fields thus
obtained, wC and wI, are orthogonal, which ensures
a separation of the total enstrophy into Z = ZC þ ZI

because the interaction term hwC, wIi vanishes. We
then use Biot–Savart’s relation v =r� (r�2w) to
reconstruct the coherent velocity vC and the inco-
herent velocity vI from the coherent and incoherent
vorticities, respectively.

Application to 3D Turbulence

We consider a 3D homogeneous isotropic turbulent
flow, computed by DNS at resolution N = 2563,
which corresponds to a Reynolds number based
on the Taylor microscale R� = 168 (Farge et al.
2003). The computation uses a pseudospectral
code, with a Gaussian random vorticity field as initial
condition, and the flow evolution is integrated until a
statistically stationary state is reached. Figure 2 shows
the modulus of the vorticity fluctuations of the total
flow, zooming on a 643 subcube to enhance structural
details. The flow exhibits elongated, distorted, and
folded vortex tubes, as observed in laboratory and
numerical experiments.

We apply to the total flow the wavelet compres-
sion algorithm described above. We find that only
2.9% wavelet modes correspond to the coherent
flow, which retains 79% of the energy (L2-norm of
velocity) and 75% of the enstrophy (L2-norm of
vorticity), while the remaining 97.1% incoherent
modes contain only 1% of the energy and 21% of
the enstrophy. We display the modulus of the
coherent (Figure 3) and incoherent (Figure 4) vorti-
city fluctuations resulting from the wavelet
decomposition.

Note that the values of the three isosurfaces chosen
for visualization (j!j= 6Z1=2, 8Z1=2 and 10Z1=2, with
Z the total enstrophy) are the same for the total and

coherent vorticities, but they have been reduced by a
factor 2 for the incoherent vorticity whose fluctuations
are much smaller. In the coherent vorticity (Figure 3)
we recognize the same vortex tubes as those present in
the total vorticity (Figure 2). In contrast, the remaining
vorticity (Figure 4) is much more homogeneous and

ω
Figure 2 Isosurfaces of total vorticity field, for

jwj= 3
, 4
, 5
 with opacity 1, 0.5, 0.1, respectively, and 
2 the

total enstrophy. Simulation with resolution N = 2563 for R� = 168.
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Figure 3 Isosurfaces of coherent vorticity field, for

jwj= 3
, 4
, 5
 with opacity 1, 0.5, 0.1, respectively. Simulation

with resolution N = 2563. Zoom on a subcube 643: Reprinted with

permission from Farge et al. Coherent vortex extraction in three-

dimensional homogeneous turbulence: Comparison between CVS-

wavelet and POD-Fourier decompositions. Physics of Fluids
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does not exhibit coherent structures. Hence, the
wavelet compression retains all the vortex tubes and
preserves their structure at all scales. Consequently, the
coherent flow is as intermittent as the total flow, while
the incoherent flow is structureless and non intermit-
tent. Modeling the effect of the incoherent flow onto
the coherent flow should then be much simpler than
with methods based on Fourier filtering.

Figure 5 shows the velocity PDF in semilogarithmic
coordinates. We observe that the coherent velocity has

the same Gaussian distribution as the total velocity,
while the incoherent velocity remains Gaussian, but its
variance is much smaller. The corresponding energy
spectra are plotted on Figure 6. We observe that the
spectrum of the coherent energy is identical to the
spectrum of the total energy all along the inertial
range. This implies that the vortex tubes are respon-
sible for the k�5=3 energy scaling, which corresponds to
a long-range correlation, characteristic of 3D turbu-
lence as predicted by Kolmogorov’s theory. In con-
trast, the incoherent energy has a scaling close to k2,
which corresponds to an energy equipartition between
all wave vectors k, since the isotropic spectrum is
obtained by integrating energy in 3D k-space over 2D
shells k = jkj. The incoherent velocity field is therefore
spatially uncorrelated, which is consistent with the
observation that incoherent vorticity is structureless
and homogeneous.

From these observations, we propose the following
scenario to interpret the turbulent cascade: the
coherent energy injected at large scales is transferred
towards small scales by nonlinear interactions between
vortex tubes. In the meantime, these nonlinear inter-
actions also produce incoherent energy at all scales,
which is dissipated at the smallest scales by molecular
kinematic viscosity. Thus, the coherent flow causes
direct transfer of the coherent energy into incoherent
energy. Conversely, the incoherent flow does not
trigger any energy transfer to the coherent flow, as it
is structureless and uncorrelated. We conjecture that
the coherent flow is dynamically active, while the
incoherent flow is slaved to it, being only passively
advected and mixed by the coherent vortex tubes. This
is a different view from the classical interpretation
since it does not suppose any scale separation. Both

ω<

Figure 4 Isosurfaces of incoherent vorticity field, for

jwj= 3=2
, 2
, 5=2
 with opacity 1, 0.5, 0.1, respectively. Simula-

tion with resolution N = 2563. Zoom on a subcube 643. Reprinted

with permission from Farge et al. Coherent vortex extraction in

three-dimensional homogeneous turbulence: Comparison between

CVS-wavelet and POD-Fourier decompositions. Physics of Fluids

15(10): 2886–2896. Copyright 2003, American Institute of Physics.
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coherent and incoherent flows are active all along the
inertial range, but they are characterized by different
probability distribution functions and correlations:
non-Gaussian and long-range correlated for the
former, while Gaussian and uncorrelated for the latter.

Wavelet Computation

Principle

The mathematical properties of wavelets (see Wave-
lets: Mathematical Theory) motivate their use for
solving of partial differential equations (PDEs).

The localization of wavelets, both in scale and
space, leads to effective sparse representations of
functions and pseudodifferential operators (and their
inverse) by performing nonlinear thresholding of the
wavelet coefficients of the function and of the matrices
representing the operators. Wavelet coefficients allow
to estimate the local regularity of solutions of PDEs
and thus can define autoadaptive discretizations with
local mesh refinements. The characterization of func-
tion spaces in terms of wavelet coefficients and the
corresponding norm equivalences lead to diagonal
preconditioning of operators in wavelet space.

Moreover, the existence of the fast wavelet trans-
form yields algorithms with optimal linear complex-
ity. The currently existing algorithms can be
classified in different ways. We can distinguish
between Galerkin, collocation, and hybrid schemes.
Hybrid schemes combine classical discretizations,
for example, finite differences or finite volumes, and
wavelets, which are only used to speed up the linear
algebra and to define adaptive grids. On the other
hand, Galerkin and collocation schemes employ
wavelets directly for the discretization of the
solution and the operators. Wavelet methods have
been developed to solve Burger’s, Stokes, Kura-
moto–Sivashinsky, nonlinear Schrödinger, Euler,
and Navier–Stokes equations. As an example, we
present an adaptive wavelet algorithm, of Galerkin
type, to solve the 2D Navier–Stokes equations.

Adaptive Wavelet Scheme

We consider the 2D Navier–Stokes equations writ-
ten in terms of vorticity ! and stream function �,
which are both scalars in two dimensions,

@t!þ v � r!� �r2! ¼ r� F ½17�

r2� ¼ ! and v ¼ r?� ½18�

for x 2 [0, 1]2, t > 0. The velocity is denoted by v, F
is an external force, � > 0 is the molecular kinematic
viscosity, and r?= (�@y, @x).

The above equations are completed with bound-
ary conditions and a suitable initial condition.

Time discretization Introducing a classical semi-
implicit time discretization with a time step �t and
setting !n(x) 	 !(x, n�t), we obtain

ð1���tr2Þ!nþ1¼!nþ�tðr�Fn�vn �r!nÞ ½19�

r2�nþ1 ¼ !nþ1 and vnþ1 ¼ r?�nþ1 ½20�

Hence, in each time step two elliptic problems
have to be solved and a differential operator has to
be applied.

Formally the above equations can be written in
the abstract form Lu = f , where L is an elliptic
operator with constant coefficients. This corre-
sponds to a Helmholtz type equation for ! with
L = (1� ��tr2) and a Poisson equation for � with
L =r2.

Spatial discretization For the spatial discretization,
we use the method of weighted residuals, that is, a
Petrov–Galerkin scheme. The trial functions
are orthogonal wavelets � and the test functions
are operator adapted wavelets, called ‘‘vaguelettes,’’
�. To solve the elliptic equation Lu = f at time
step tnþ1, we develop unþ1 into an orthogonal
wavelet series, that is, unþ1 =

P
� eunþ1

�  �, where
�= (j, ix, iy, d) denotes the multi-index for scale j,
space i, and direction d. Requiring that the residual
vanishes with respect to all test functions ��, we
obtain a linear system for the unknown wavelet
coefficients eunþ1

� of the solution u:

X
�

eunþ1
� hL �; ��0 i ¼ hf ; ��0 i ½21�

The test functions � are defined such that the
stiffness matrix turns out to be the identity.
Therefore, the solution of Lu = f reduces to a
change of basis, that is, unþ1 =

P
�hf , ��i �. The

right-hand side (RHS) f can then be developed into a
biorthogonal operator adapted wavelet
basis f =

P
�hf , ��i��, with �� = L?�1 � and

�� = L �,
? denoting the adjoint operator. By

construction, � and � are biorthogonal, that is,
such that h��, ��0 i= ��,�0 . It can be shown that
both have similar localization properties in physical
and Fourier space as  , and that they form a Riesz
basis.

Adaptive discretization To get an adaptive space
discretization for the linear problem Lu = f , we
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consider only the significant wavelet coefficients of
the solution. Hence, we only retain coefficients eun

�

whose modulus is larger than a given threshold ",
that is, jeun

�j > ". The corresponding coefficients
are shown in Figure 7 (white area under the solid
line curve).

Adaption strategy To be able to integrate the
equation in time we have to account for the
evolution of the solution in wavelet coefficient
space (indicated by the arrow in Figure 7). There-
fore, we add at time step tn the neighbors to the
retained coefficients, which constitute a security
zone (gray area in Figure 7). The equation is then
solved in this enlarged coefficient set (white and
gray areas below the curves in Figure 7) to obtaineunþ1
� . Subsequently, we threshold the coefficients

and retain only those whose modulus jeunþ1
� j > "

(coefficients under the dashed curve in Figure 7).
This strategy is applied in each time step and hence
allows to automatically track the evolution of the
solution in both scale and space.

Evaluation of the nonlinear term For the
evaluation of the nonlinear term f (un), where the
wavelet coefficients eun are given, there are two
possibilities:

� Evaluation in wavelet coefficient space. As
illustration, we consider a quadratic nonlinear
term, f (u) = u2. The wavelet coefficients of f can
be calculated using the connection coefficients,
that is, one has to calculate the bilinear expres-
sion,

P
�

P
�0 eu�I��0�00eu�0 with the interaction

tensor I��0�00 = h � �0 , ��00 i. Although many coeffi-
cients of I are zero or very small, the size of I
leads to a computation which is quite untractable
in practice.
� Evaluation in physical space. This approach is

similar to the pseudospectral evaluation of the
nonlinear terms used in spectral methods, there-
fore it is called pseudowavelet technique. The

advantage of this scheme is that general nonlinear
terms, for example, f (u) = (1� u) e�C=u, can be
treated more easily. The method can be summar-
ized as follows: starting from the significant
wavelet coefficients, jeu�j > ", one reconstructs u
on a locally refined grid and gets u(x�). Then one
can evaluate f (u(x�)) pointwise and the wavelet
coefficients ef� are calculated using the adaptive
decomposition.

Finally, one computes the scalar products of the
RHS of [21] with the test functions � to advance the
solution in time. We compute eu� = hf , ��i belonging
to the enlarged coefficient set (white and gray
regions in Figure 7).

The algorithm is of O(N) complexity, where N
denotes the number of wavelet coefficients retained
in the computation.

Application to 2D Turbulence

To illustrate the above algorithm we present an
adaptive wavelet computation of a vortex dipole in
a square domain, impinging on a no-slip wall at
Reynolds number Re = 1000. To take into account
the solid wall, we use a volume penalization
method, for which both the fluid flow and the
solid container are modeled as a porous medium
whose porosity tends towards zero in the fluid and
towards infinity in the solid region.

The 2D Navier–Stokes equations are thus mod-
ified by adding the forcing term F =�(1=
)�v
in eqn [18], where 
 is the penalization parameter
and � is the characteristic function whose value is 1
in the solid region and 0 elsewhere. The equations
are solved using the adaptive wavelet method in
a periodic square domain of size 1.1, in which
the square container of size 1 is imbedded,
taking 
= 10�3. The maximal resolution corre-
sponds to a fine grid of 10242 points. Figure 8a
shows snapshots of the vorticity field at times
t = 0.2, 0.4, 0.6, and 0.8 (in arbitrary units). We
observe that the vortex dipole is moving towards
the wall and that strong vorticity gradients are
produced when the dipole hits the wall. The
computational grid is dynamically adapted during
the flow evolution, since the nonlinear wavelet filter
automatically refines the grid in regions where
strong gradients develop. Figure 8b shows the
centers of the retained wavelet coefficients at
corresponding times.

Note that during the computation only 5% out of
10242 wavelet coefficients are used. The time
evolution of total kinetic energy and the total
enstrophy F =�( 1

y )�v, are plotted in Figure 9 to

J

0

j

i

∼|ω | > ε

Figure 7 Illustration of the dynamic adaption strategy in

wavelet coefficient space.
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show the production of enstrophy and the concomi-
tant dissipation of energy when the vortex dipole
hits the wall.

This computation illustrates the fact that the
adaptive wavelet method allows an automatic grid
refinement, both in the boundary layers at the
wall and also in shear layers which develop during
the flow evolution far from the wall. Therewith,
the number of grid points necessary for the
computation is significantly reduced, and we con-
jecture that the resulting compression rate will
increase with the Reynolds number.

(a) (b)

Figure 8 Dipole wall interaction at Re = 1000. (a) Vorticity field, (b) corresponding centers of the active wavelets, at t = 0.2, 0.4, 0.6,

and 0.8 (from top to bottom).
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Introduction

Wavelet analysis was first developed in the early
1980s in the field of seismic signal analysis in the
form of an integral transform with a localized kernel
function with continuous parameters of dilation and
translation. When a seismic wave or its derivative
has a singular point, the integral transform has a
scaling property with respect to the dilation para-
meter; thus, this scaling behavior can be available to
locate the singular point. In the mid-1980s, the
orthonormal smooth wavelet was first constructed,
and later the construction method was generalized
and reformulated as multiresolution analysis
(MRA). Since then, several kinds of wavelets have
been proposed for various purposes, and the concept
of wavelet has been extended to new types of basis
functions. In this sense, the most important effect of
wavelets may be that they have awakened deep
interest in bases employed in data analysis and data
processing. Wavelets are now widely used in various
fields of research; some of their applications are
discussed in this article.

From the perspective of time–frequency analysis,
the wavelet analysis may be regarded as a windowed
Fourier analysis with a variable window width,
narrower for higher frequency. The wavelets can
therefore give information on the local frequency
structure of an event; they have been applied to
various kinds of one-dimensional (1D) or multi-
dimensional signals, for example, to identify an
event or to denoise or to sharpen the signal.

1D wavelets  (a,b)(x) are defined as

 ða;bÞðxÞ ¼ 1ffiffiffiffiffiffi
jaj

p  
x� b

a

� �

where a( 6¼0), b are real parameters and  (x) is a
spatially localized function called ‘‘analyzing wave-
let’’ or ‘‘mother wavelet.’’ Wavelet analysis gives a
decomposition of a function into a linear combina-
tion of those wavelets, where a perfect reconstruc-
tion requires the analyzing wavelet to satisfy some
mathematical conditions.

For the continuous wavelet transform (CWT),
where the parameters (a, b) are continuous, the
analyzing wavelet  (x)L2(R) has to satisfy the
admissibility condition

420 Wavelets: Applications



analyzing wavelet  (x)L2(R) has to satisfy the
admissibility condition

C �
Z 1
�1

j ̂ð!Þj2

j!j d! <1

where  ̂(!) is the Fourier transform of  (x):

 ̂ð!Þ ¼
Z 1
�1

e�i!x ðxÞ dx

The admissibility condition is known to be equiva-
lent to the condition that  (x) has no zero-frequency
component, that is,  ̂(0) = 0, under some mild
condition for the decay rate at infinity. Then the
CWT and its inverse transform of a data function
f (x) 2 L2(R) is defined as

T ða; bÞ ¼
1ffiffiffiffiffiffi
C 

p Z 1
�1

 ða;bÞðxÞf ðxÞ dx

f ðxÞ ¼ 1ffiffiffiffiffiffi
C 

p Z 1
�1

Z 1
�1

T ða; bÞ ða;bÞðxÞ
da db

a2

In the case of the discrete wavelet transform
(DWT), the parameters (a, b) are taken discrete; a
typical choice is a = 1=2j, b = k=2j, where j and k are
integers:

 j;kðxÞ ¼ 2j=2 ð2jx� kÞ

In order that the wavelets { j,k(x) j j, k 2 Z} may
constitute a complete orthonormal system in L2(R),
the analyzing wavelet should satisfy more stringent
conditions than the admissibility condition for the
CWT, and is now constructed in the framework of
MRA. A data function is then decomposed by the
DWT as

f ðxÞ ¼
X1

j¼�1
�j;k j;kðxÞ; �j;k ¼

Z 1
�1

 j;kðxÞf ðxÞ dx

Even when the discrete wavelets do not constitute
a complete orthnormal system, they often form a
wavelet frame if linear combinations of the wavelets
are dense in L2(R) and if there are two constants A,
B such that the inequality

Akfk2 �
X
j;k

jh j;k; f ij2 � Bkfk2

holds for an arbitrary f (x) 2 L2(R). For the wavelet
frame { j,k}, there is a corresponding dual frame,
{ ̃j,k}, which permits the following expansion of f (x):

f ðxÞ ¼
X
j;k

h j;k; f i ~ j;kðxÞ ¼
X
j;k

h ~ j;k; f i j;kðxÞ

The wavelet frame is also employed in several
applications.

From the prospect of applications, the CWTs are
better adapted for the analysis of data functions,
including the detection of singularities and patterns,
while the DWTs are adapted to the data processing,
including signal compression or denoising.

Singularity Detection and Multifractal
Analysis of Functions

Since its birth, the wavelet analysis has been applied
for the detection of singularity of a data function.
Let us define the Hölder exponent h(x0) at x0 of a
function f (x) is defined here as the largest value of
the exponent h such that there exists a polynomial
Pn(x) of degree n that satisfies for x in the
neighborhood of x0:

jf ðxÞ � Pnðx� x0Þj ¼ Oðjx� x0jhÞ

The data function is not differentiable if h(x0) < 1,
but if h(x0) > 1 then it is differentiable and a
singularity may arise in its higher derivatives. The
wavelet transform is applied to find the Hölder
exponent h(x0), because T (a, b) has an asymptotic
behavior T (a, b) = O(ah(x0þ1=2))(a! 0) if the ana-
lyzing wavelet has N(>h(x0)) vanishing moments,
that is,

Z 1
�1

xm ðxÞ dx ¼ 0; m 2 Z; 0 � m < N

A commonly used analyzing wavelet for this purpose
may be the N-time derivative of the Gaussian
function  (x) = dN(e�x2=2)=dxN. This method works
well to examine a single or some finite number of
singular points of the data function.

When the data function is a multifractal function
with an infinite number of singular point of various
strengths, the multifractal property of the data
function is often characterized by the singularity
spectrum D(h) which denotes the Hausdorff dimen-
sion of the set of points where h(x) = h. The
singularity spectrum is, however, difficult to obtain
directly from the CWT, and the Legendre transfor-
mation is introduced to bypass the difficulty.

Fully developed 3D fluid turbulence may be a
typical example of wavelet application to the
singularity detection. The Kolmogorov similarity
law of fluid turbulence for the longitudinal velocity
increment �u(r) � e � (u(xþ re)� u(x)), where u(x)
is the velocity field and e is a constant unit vector,
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predicts a scaling property of the structure function;
for r in the inertial subrange,

hð�uðrÞÞpi � r�p; �p ¼ p=3

where h � i denotes the statistical mean. In reality,
however, the scaling exponent �p measured in
experiments shows a systematic deviation from p/3,
which is considered to be a reflection of intermit-
tency, namely the spatial nonuniformity or multi-
fractal property of active vortical motions in
turbulence. For simplicity, let us consider the
velocity field on a linear section of the turbulence
field. According to the multifractal formalism, the
turbulence velocity field has singularities of various
strengths described by the singularity spectrum
D(h), which is related to the scaling exponent �p

through the Legendre transform, D(h) = infp(ph�
�p þ 1). This relation is often used to determine D(h)
from the knowledge of �p (structure function
method). However, this method does not necessarily
work well because, for example, it does not capture
the singular points of the Hölder exponent larger
than 1 and it is unstable for h < 0.

These difficulties are not restricted to the turbu-
lence research, but arise commonly when the
structure function is employed to determine the
singularity spectrum. In these problems, the CWT
T (a, b) provides an alternative method. An inge-
nious technique is to take only the modulus maxima
of T (a, b) (for each of fixed a) to construct a
partition function

Zða; qÞ ¼
X

l2Lmax

sup
ða;b0Þ2l

jT ða; b0Þj
" #q

where q 2 R, and Lmax denotes the set of all maxima
lines, each of which is a continuous curve for small
value of a, and there exists at least one maxima line
toward a singular point of the Hölder exponent
h(x0) < N. In the limit of a! 0, defining the
exponent �(q) as Z(a, q) � a�(q), one can obtain the
singularity spectrum through the Legendre
transform:

DðhÞ ¼ inf
q

q hþ 1
2

� �
� �ðqÞ

� �
This method (wavelet-transform modulus-maxima
(WTMM) method) is advantageous in that it works
also for singularities of h > 1 and h < 0. Several
simple examples of multifractal functions have been
successfully analyzed by this method. For fluid
turbulence, this method gives a singularity spectrum
D(h) which has a peak value of �1 at h �1=3,
consistently with Kolmogorov similarity law, but

has a convex shape around h = 1=3 suggesting a
multifractal property. For a fractal signal, we note
that the WTMM method enlightens the hierarchical
organization of the singularities, in the branching
structure of the WT skeleton defined by the
maxima lines arrangement in the (a, b) half-plane.

Though the above discussion also applies to the
DWT, the detection of the Hölder exponent h in
experimental situations is usually performed by the
CWT, which has no restriction on possible values of
a, while the DWT is often employed for theoretical
discussions of singularity and multifractal structure
of a function.

Multiscale Analysis

Wavelet transform expands a data function in the
time–frequency or the position–wavenumber space,
which has twice the dimension of the original signal,
and makes it easier to perform a multiscale analysis
and to identify events involved in the signal. In the
wavelet transform, as stated above, the time resolu-
tion is higher at higher frequency, in contrast with
the windowed Fourier transform where the time and
the frequency resolutions are independent of fre-
quency. Another advantage of wavelet is a wide
variety of analyzing wavelet, which enables us to
optimize the wavelet according to the purpose of
data analysis. Both the CWT and the DWT are
available for these time–frequency or position–
wavenumber analysis. However, the CWT has
properties quite different from those of familiar
orthonormal bases of discrete wavelets.

Multidimensional CWT

The CWT can be formulated in an abstract way. We
can regard G = {(a, b) j a( 6¼0), b 2 R} as an affine
group on R with the group operation of
(a, b)(a0, b0) = (aa0, ab0 þ b) associated with the
invariant measure d�= da db=a2. The group G has
its unitary representation in the Hilbert space
H = L2(R):

ðUða;bÞf ÞðxÞ ¼ 1ffiffiffiffiffiffi
jaj

p f
x� b

a

� �

and then we can consider the CWT can be constructed
as a linear map W from L2(R) to L2(G; da db=a2):

W : f ðxÞ 7!T ða; bÞ ¼
1ffiffiffiffiffiffi
C 

p hUða; bÞ ; f i

where h� , �i is the inner product of L2(R) with the
complex conjugate taken at the first element, and
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 (x) is a unit vector (analyzing wavelet) satisfying
the abstract admissibility condition

C ¼
Z

G

jhUða; bÞ ;  ij2 d� <1

This formulation is applicable also to a locally
compact group G and its unitary and square
integrable representation in a Hilbert space H.
Note that even the canonical coherent states are
included in this framework by taking the Weyl–
Heisenberg group and L2(R) for G and H,
respectively. This abstract formulation allows us
to extend the CWT to higher-dimensional Eucli-
dean spaces and other manifolds: for example, 2D
sphere S2 for geophysical application and 4D
manifold of spacetime taking the Poincaré group
into consideration.

In Rn, the CWT of f (x) 2 L2(Rn) and its inverse
transform are given by

T ða; r; bÞ ¼
1ffiffiffiffiffiffi
C 

p Z
Rn
 ða;r;bÞðxÞf ðxÞ dx

f ðxÞ ¼ 1ffiffiffiffiffiffi
C 

p Z
G

Tða; r; bÞ ða;r;bÞðxÞ da dr db

anþ1

where r 2 SO(n), b 2 Rn, dr is the normalized invar-
iant measure of G = SO(n), and the wavelets are
defined as  (a, r, b)(x) = (1=an=2) (r�1(x� b)=a), with
the analyzing wavelet satisfying the admissibility
condition

C ¼
Z

Rn

j ̂ðwÞj
jwjn dw <1

Note that these wavelets are constructed not only
by dilation and translation but also by rotation
which therefore gives the possibility for directional
pattern detection in a data function. In the case of
2D sphere S2, on the other hand, the dilation
operation should be reinterpreted in such a way
that at the North Pole, for example, it is the normal
dilation in the tangent plane followed by lifting it
to S2 by the stereographic projection from the
South Pole.

Generally, the abstract map W thus defined is
injective and therefore reversal, but not surjective in
contrast with the Fourier case. Actually in the case of
1D CWT, T (a, b) is subject to an integral condition:

T ða;bÞ ¼
Z 1
�1

Z 1
�1

da db

a2
Kða;b; a0; b0ÞT ða0;b0Þ

Kða;b; a0; b0Þ ¼
Z 1
�1

 ða;bÞðxÞ ða0;b0ÞðxÞdx

which defines the range of the CWT, a subspace
of L2(R). Therefore, if one wants to modify T (a,b)
by, for example, assigning its value as zero in some
parameter region just as in a filter process, care
should be taken for the resultant T (a,b) to be in the
image of the CWT. The reason may be understood
intuitively by noticing that the wavelets  (a,b)(x) are
linearly dependent on each other. The expression of
a data function by a linear combination of the
wavelets is therefore not unique, and thus is
redundant. The CWT gives only T (a, b) of the
least norm in L2(R2; da db=a2). In physical inter-
pretations of the CWT, however, this nonuniqueness
is often ignored.

Pattern Detection

Edge detection The edges of an object are often the
most important components for pattern detection.
The edge may be considered to consist of points of
sharp transition of image intensity. At the edge, the
modulus of the gradient of the image f (x, y) is
expected to take a local maximum in the 1D
direction perpendicular to the edge. Therefore, the
local maxima of jrf (x, y)j may be the indicator of
the edge. However, the image textures can also give
similar sharp transitions of f (x, y), and one should
take into account the scale dependence which
distinguishes between edges and textures. One of
the practically possible ways for this purpose is to
use dyadic wavelets  m

j (x, y) = 2j m(2jx, 2jy) which
are generated from the two wavelets ( 1,  2) = (�
@�=@x, �@�=@y), where � is a localized function
(multiscale edge detection method). The dyadic
wavelet transform of the image f (x, y)

Tm
j ðb1;b2Þ ¼ hf ðx; yÞ;  m

j ðx� b1; y� b2Þi; m ¼ 1; 2

defines the multiscale edges as a set of points
b = (b1, b2) where the modulus of the wavelet trans-
form, j(T1

j , T2
j )j, takes a locally maximum value

(WTMM) in a 1D neighborhood of b in the
direction of (T1

j (b), T2
j (b)). Scale dependence of

the magnitude of the modulus maxima is related to
the Hölder exponent of f (x, y) similarly to 1D case,
and thus gives information to distinguish between
the edges and the textures.

Inversely, the information of WTMM bj,p =
{(b1,j,p, b2,j,p)} of multiscale edges can be made use
of for an approximate reconstruction of the original
image, although the perfect reconstruction cannot be
expected because of the noncompleteness of the
modulus maxima wavelets. Assuming that
{ 1

j,p, 2
j,p} = { 1

j (x� bj,p),  2
j (x� bj,p)} constitutes a

frame of the linear closed space generated by
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{ 1
j,p,  2

j,p}, an approximate image f̂ is obtained by
inverting the relation

Lf̂ �
X

m

X
j;p

hf̂ ;  m
j;pi m

j;p ¼
X

m

X
j;p

Tm
j ðbj;pÞ m

j;p

using, for example, a conjugate gradient algorithm,
where a fast calculation is possible with a filter bank
algorithm for the dyadic wavelet (‘‘algorithm à
trous’’). This algorithm gives only the solution of
minimum norm among all possible solutions, but it
is often satisfactory for practical purposes and thus
is applicable also to data compression.

Directional detection For oriented features such as
segments or edges in images to be detected, a
directionally selective wavelet for the CWT is desired.
A useful wavelet for this purpose is one that has the
effective support of its Fourier transform in a convex
cone with apex at the origin in wave number space. A
typical example of the directional wavelet may be the
2D Morlet wavelet:

 ðxÞ ¼ expðik0 � xÞ expð�jAxj2Þ

where k0 is the center of the support in Fourier
space, and A is a 2� 2 matrix diag[�1=2, 1](� � 1),
where the admissibility condition for the CWT is
approximately satisfied for jk0j � 5. Another exam-
ple is the Cauchy wavelet which has the support
strictly in a convex cone in wave number space.

These wavelets have the directional selectivity
with preference to a slender object in a specific
direction. One of their applications is the analysis of
the velocity field of fluid motion from an experi-
mental data, where many tiny plastic balls distrib-
uted in fluid give a lot of line segments in a picture
taken with a short exposure. The directional wavelet
analysis of the picture classifies the line segments
according to their directions, indicating the direc-
tions of fluid velocity. Another example may be a
wave-field analysis where many waves in different
directions are superimposed; the directional wavelets
allow one to decompose the wave field into the
component waves. Directional wavelets have also
been applied successfully to detect symmetry of
objects such as crystals or quasicrystals.

Denoising and separation of signals The wavelet
frame as well as the CWT give a redundant
representation of a data function. If, instead of the
original data, the redundant expression is trans-
mitted, the redundancy is used to reduce the noise
included in the received data because the redun-
dancy requires the data to belong to a subspace, and
the projection of the received data to the subspace

reduces the noise component orthogonal to it. More
specifically, the wavelet frame gives a representation
of a data function as f (t) =

P
j,k �j,k j,k, where the

expansion coefficients �j,k = h j,k, f (x)i satisfy the
defining equation of the subspace

�j0;k0 ¼
X

�j;kh j0;k0 ;  j;ki

If the frame coefficients are transmitted, the projec-
tion operator P, which is defined on the right-hand
side of the above equation, reduces the noise in the
received coefficients �j,k contaminated during the
transmission.

However, this method is not applicable if the
transmitted signal is not redundant. Then some
a priori criterion is necessary to discriminate between
signal and noise. Various criteria have been pro-
posed in different fields. If the signal and the noise,
or plural signals have different power-law forms of
spectra, then their discrimination may be possible by
the DWT at higher-frequency region where the
difference in the magnitude of the coefficients is
significant. In this approach, the wavelets of Meyer
type, that is, an orthogonal wavelet with a compact
support in Fourier space, may be preferable because
the wavelets of different scales are separated, at least
to some extent, in Fourier space.

In fluid dynamics, the vorticity field of 2D
turbulence is found to be decomposed into coherent
and incoherent vorticity fields, according as the
CWT is larger than a threshold value or not,
respectively. These two fields give different Fourier
spectra of the velocity field (k�5 for coherent part
while k�3 for incoherent part), showing that the
coherent structures are responsible for the deviation
from k�3 predicted by the classical enstrophy
cascade theory. In an astronomical application, on
the other hand, the data processing is performed by
a more sophisticated method taking into account
interscale relation in the wavelet transform, because
an astronomical image contains various kinds
of objects, including stars, double-stars, galaxies,
nebulas, and clusters. In a medical image however
contrast analysis is indispensable for diagnostic
imaging to get a clear detailed picture of organic
structure. A scale-dependent local contrast is defined
as the ratio of the CWT to that given by an
analyzing wavelet with a larger support. A multi-
plicative scheme to improve the contrast is con-
structed by using the local contrast.

Signal Compression

Signal compression is quite an important technology
in digital communication. Speech, audio, image, and
digital video are all important fields of signal
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compression, and plenty of compression methods
have been put to practical use, but we mention here
only a few.

The MRA for orthogonal wavelets gives a
successive procedure to decompose a subspace of
L2(R) into a direct sum of two subspaces corre-
sponding to higher- and lower-frequency parts; only
the latter of which is decomposed again into its
higher- and lower-frequency parts. Algebraically,
this procedure was already known before the
discovery of MRA in filter theory in electrical
engineering, where a discretely sampled signal is
convoluted with a filter series to give, for example, a
high-pass-filtered or low-pass-filtered series. An
appropriate designed pair of a high-pass and a
low-pass filters followed by the downsampling
yields two new series corresponding to the higher-
and lower-frequency parts, respectively, which are
then reversible by another two reconstruction filters
with the upsampling. These four filters which are
often employed in a widely used technique of ‘‘sub-
band coding’’ then constitute a perfect reconstruc-
tion filter bank. Under some conditions, successive
applications of this decomposition process to the
series of lower-frequency parts, which is equivalent
to the nesting structure of MRA, have been used for
data compression (quadrature mirror filter). A
famous example is a data compression system of
FBI for finger prints, consisting of wavelet coding
with scalar quantization.

In MRA, however, it is only the lower-frequency
parts that are successively decomposed. If both the
lower- and the higher-frequency parts are repeatedly
decomposed by the decomposition filters, then the
successive convolution processes correspond to a
decomposition of data function by a set of wavelet-
like functions, called ‘‘wavelet packet,’’ where there
are choices whether to decompose the higher- and/or
the lower-frequency parts. The best wavelet packet, in
the sense of the entropy, for example, within a
specified number of decompositions, often provides
with a powerful tool for data compression in several
areas, including speech analysis and image analysis.
We also note that from the viewpoint of the best basis
which minimizes the statistical mean square error of
the thresholded coefficients, an orthonormal wavelet
basis gives a good concentration of the energy if the
original signal is a piecewise smooth function super-
imposed by a white noise, which is thus efficiently
removed by thresholding the coefficients. The effi-
ciency of a wavelet expansion of a signal is sometimes
evaluated with the entropy of ‘‘probability’’ defined as
j�j,kj2=jjf jj2. A better wavelet can be selected by
reducing the entropy, practically from among some
set of wavelets, and its restricted expansion coefficients

give a compressed signal. One of the systematic
methods to generate such a suitable basis is also to
employ the wavelet packets.

Numerical Calculation

Application of wavelet transform, especially of the
DWT, to numerical solver for a differential equation
(DE) has long been studied. At the first sight, the
wavelets appear to give a good DE solver because
the wavelet expansion is generally quite efficient
compared to Fourier series due to its spatial
localization. But its implementation to an efficient
computer code is not so straightforward; research is
still continuing for concrete problems. Application
of the CWT to spectral method for partial differ-
ential equation (PDE) has been studied extensively.
There is no wavelet which diagonalizes the differ-
ential operator @=@x; therefore, an efficient numer-
ical method is necessary for derivatives of wavelets.
Products of wavelets also yield another numerical
problem. MRA brings about mesh points which are
adaptive to some extent, but finite element method
still gives more flexible mesh points.

For some scaling-invariant differential or integral
operators, including @2=@x2, Abel transformations,
and Reisz potential, adaptive biorthogonal wavelets
can be provided with block-diagonal Galerkin
representations, which has been applied to data
processing. Generally, simultaneous localization of
wavelets, both in space and in scale, leads to a
sparse Galerkin representation for many pseudodif-
ferential operators and their inverses. A threshold-
ing technique with DWT has been introduced to
coherent vortex simulation of the 2D Navier–Stokes
equations, to reduce the relevant wavelet coeffi-
cients. Another promising application of wavelet
occurs as a preprocessor for an iterative Poisson
solver, where a wavelet-based preconditioning leads
to a matrix with a bounded condition number.

Other Wavelets and Generalizations

Several new types of wavelets have been proposed:
‘‘coiflet’’ whose scaling function has vanishing
moments giving expansion coefficients approxi-
mately equal to values of the data functions, and
‘‘symlet’’ which is an orthonormal wavelet with a
nearly symmetric profile. Multiwavelets are wavelets
which give a complete orthonormal system in L2

space. In 2D or multidimensional applications of the
DWT, separable orthonormal wavelets consisting of
tensor products of 1D orthonormal wavelets are
frequently used, while nonseparable orthonormal
wavelets are also available. Another generalization

Wavelets: Applications 425



of wavelets is the Malvar basis which is also a
generalization of local Fourier basis, and gives a
perfect reconstruction. A new direction of wavelet is
the second-generation wavelets which are con-
structed by lifting scheme and free from the regular
dyadic procedure, and thus applicable to compact
regions as S2 and a finite interval.

See also: Fractal Dimensions in Dynamics; Image
Processing: Mathematics; Intermittency in Turbulence;
Wavelets: Application to Turbulence; Wavelets:
Mathematical Theory.
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Introduction

The wavelet transform unfolds functions into time
(or space) and scale, and possibly directions. The
continuous wavelet transform has been discovered
by Alex Grossmann and Jean Morlet who published
the first paper on wavelets in 1984. This mathema-
tical technique, based on group theory and square-
integrable representations, allows us to decompose a
signal, or a field, into both space and scale, and
possibly directions. The orthogonal wavelet trans-
form has been discovered by Lemarié and Meyer
(1986). Then, Daubechies (1988) found orthogonal
bases made of compactly supported wavelets, and
Mallat (1989) designed the fast wavelet transform
(FWT) algorithm. Further developments were done
in 1991 by Raffy Coifman, Yves Meyer, and Victor
Wickerhauser who introduced wavelet packets and
applied them to data compression. The development
of wavelets has been interdisciplinary, with con-
tributions coming from very different fields such as
engineering (sub-band coding, quadrature mirror
filters, time–frequency analysis), theoretical physics
(coherent states of affine groups in quantum
mechanics), and mathematics (Calderon–Zygmund
operators, characterization of function spaces, har-
monic analysis). Many reference textbooks are
available, some of them we recommend are listed
in the ‘‘Further reading’’ section. Meanwhile, a large
spectrum of applications has grown and is still
developing, ranging from signal analysis and image
processing via numerical analysis and turbulence
modeling to data compression.

In this article, we will first define the continuous
wavelet transform and then the orthogonal wavelet
transform based on a multiresolution analysis.
Properties of both transforms will be discussed
and illustrated by examples. For a general intro-
duction to wavelets, see Wavelets: Applications.

Continuous Wavelet Transform

Let us consider the Hilbert space of square-integr-
able functions L2(R) = {f : jkfk2 <1}, equipped
with the scalar product hf , gi=

R
R f (x)g?(x) dx

(? denotes the complex conjugate in the case of
complex-valued functions) and where the norm is
defined by kfk2 = hf , f i1=2.

Analyzing Wavelet

The starting point for the wavelet transform is to
choose a real- or complex-valued function  2
L2(R), called the ‘‘mother wavelet,’’ which fulfills
the admissibility condition,

C ¼
Z 1

0

b ðkÞ			 			2dk

jkj <1 ½1	

where

b ðkÞ ¼ Z 1
�1

 ðxÞ e��2	kx dx ½2	

denotes the Fourier transform, with �=
ffiffiffiffiffiffi
�1
p

and k
the wave number. If  is integrable, that is,  2
L1(R), this implies that  has zero mean,Z 1

�1
 ðxÞ dx ¼ 0 or b ð0Þ ¼ 0 ½3	

In practice, however, one also requires the wavelet
 to be well localized in both physical and Fourier
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Z 1
�1

xm ðxÞ dx ¼ 0 for m ¼ 0; M� 1 ½4�

that is, monomials up to degree M� 1 are exactly
reproduced. In Fourier space, this property is
equivalent to

dm

dkm
b ðkÞ jk¼0¼ 0 for m ¼ 0;M� 1 ½5�

therefore, the Fourier transform of  decays
smoothly at k = 0.

Analysis

From the mother wavelet  , we generate a family of
continuously translated and dilated wavelets,

 a;bðxÞ ¼
1ffiffiffi
a
p  

x� b

a

� �
for a > 0 and b 2 R ½6�

where a denotes the dilation parameter, correspond-
ing to the width of the wavelet support, and b the
translation parameter, corresponding to the position
of the wavelet. The wavelets are normalized in
energy norm, that is, k a, bk2 = 1.

In Fourier space, eqn [6] reads

b a;bðkÞ ¼
ffiffiffi
a
p b ðakÞ e��2�kb ½7�

where the contraction with 1/a in [6] is reflected in
a dilation by a [7] and the translation by b implies a
rotation in the complex plane.

The continuous wavelet transform of a function f
is then defined as the convolution of f with the
wavelet family  a, b:

ef ða; bÞ ¼ Z 1
�1

f ðxÞ �a;bðxÞ dx ½8�

where  �a, b denotes, in the case of complex-valued
wavelets, the complex conjugate.

Using Parseval’s identity, we get

ef ða; bÞ ¼ Z 1
�1
bf ðkÞb �a;bðkÞ dk ½9�

and the wavelet transform could be interpreted as a
frequency decomposition using bandpass filters b a, b

centered at frequencies k = k =a. The wave number
k denotes the barycenter of the wavelet support in
Fourier space

k ¼
R1

0 kjb ðkÞj dkR1
0 jb ðkÞj dk

½10�

Note that these filters have a variable width �k=k;
therefore, when the wave number increases, the

bandwidth becomes wider.

Synthesis

The admissibility condition [1] implies the existence
of a finite energy reproducing kernel, which is a
necessary condition for being able to reconstruct the
function f from its wavelet coefficients ~f . One then
recovers

f ðxÞ ¼ 1

C 

Z 1
0

Z 1
�1
ef ða; bÞ a;bðxÞ

dadb

a2
½11�

which is the inverse wavelet transform.
The wavelet transform is an isometry and one has

Parseval’s identity. Therefore, the wavelet transform
conserves the inner product and we obtain

hf ; gi ¼
Z 1
�1

f ðxÞg�ðxÞ dx

¼ 1

C 

Z 1
0

Z 1
�1
ef ða; bÞeg�ða; bÞ dadb

a2
½12�

As a consequence, the total energy E of a signal
can be calculated either in physical space or in
wavelet space, such as

E ¼
Z 1
�1
jf ðxÞj2 dx

¼ 1

C 

Z 1
0

Z 1
�1
jef ða; bÞj2 dadb

a2
½13�

This formula is also the starting point for the
definition of wavelet spectra and scalogram (see
Wavelets: Application to Turbulence).

Examples

In the following, we apply the continuous wavelet
transform to different academic signals using the
Morlet wavelet. The Morlet wavelet is complex
valued, and consists of a modulated Gaussian with
width k0=�:

 ðxÞ ¼ ðe2��x � e�k2
0
=2Þ e�2�2x2=k2

0 ½14�

The envelope factor k0 controls the number of
oscillations in the wave packet; typically, k0 = 5 is
used. The correction factor e�k2

0
=2, to ensure its

vanishing mean, is very small and often neglected.
The Fourier transform is

b ðkÞ ¼ k0

2
ffiffiffi
�
p e�ðk

2
0
=2Þð1þk2Þðe�k2

0
k � 1Þ ½15�

Figure 1 shows wavelet analyses of a cosine, two
sines, a Dirac, and a characteristic function. Below

Wavelets: Mathematical Theory 427



the four signals we plot the modulus and the phase
of the corresponding wavelet coefficients.

Higher Dimensions

The continuous wavelet transform can be extended to
higher dimensions in L2(Rn) in different ways. Either
we define spherically symmetric wavelets by setting
 (x) = 1d(jxj) for x 2 Rn or we introduce in addition
to dilations a 2 Rþ and translations b2Rn also rota-
tions to define wavelets with a directional sensitivity. In
the two-dimensional case, we obtain for example,

 a;b;�ðxÞ ¼
1

a
 R�1

�

x� b

a

� �� �
½16�

where a 2 Rþ, b 2 R2, and where R� is the rotation
matrix

cos � � sin �
sin � cos �

� �
½17�

The analysis formula [8] then becomes

ef ða;b; �Þ ¼ Z
R2

f ðxÞ �a;b;�ðxÞ dx ½18�

and for the corresponding inverse wavelet transform
[11] we obtain

f ðxÞ¼ 1

C 

Z 1
0

Z
R2

Z 2�

0

ef ða;b;�Þ a;b;�ðxÞ
dadbd�

a3
½19�

Similar constructions can be made in dimensions
larger than 2 using n�1 angles of rotation.
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Figure 1 Examples of a one-dimensional continuous wavelet analysis using the complex-valued Morlet wavelet. Each subfigure

shows on the top the function to be analyzed and below (left) the modulus of its wavelet coefficients and below (right) the phase of its

wavelet coefficients.
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Discrete Wavelets

Frames

It is possible to obtain a discrete set of quasiortho-
gonal wavelets by sampling the scale and position
axes a, b. For the scale a we use a logarithmic
discretization: a is replaced by aj = a�j

0 , where a0 is
the sampling rate of the log a axis (a0 = �( log a))
and where j 2 Z is the scale index. The position b is
discretized linearly: b is replaced by xji = ib0a�j

0 ,
where b0 is the sampling rate of the position axis at
the largest scale and where i 2 Z is the position
index. Note that the sampling rate of the position
varies with scale, that is, for finer scales (increasing j
and hence decreasing aj), the sampling rate
increases. Accordingly, we obtain the discrete wave-
lets (cf. Figure 2)

 jiðx0Þ ¼ aj
�1=2 

x0 � xji

aj

� �
½20�

and the corresponding discrete decomposition for-
mula is

efji ¼ h ji; f i ¼
Z 1
�1

f ðx0Þ �jiðx0Þ dx0 ½21�

Furthermore, the wavelet coefficients satisfy the
following estimate:

Akfk2
2 �

X
j;i

jefjij2 � Bkfk2
2 ½22�

with frame bounds B � A > 0. In the case A = B we
have a tight frame.

The discrete reconstruction formula is

f ðxÞ ¼ C
X1

j¼�1

X1
i¼�1

efji jiðxÞ þ RðxÞ ½23�

where C is a constant and R(x) is a residual, both
depending on the choice of the wavelet and the
sampling of the scale and position axes. For the parti-
cular choice a0 = 2 (which corresponds to a scale
sampling by octaves) and b0 = 1, we have the dyadic
sampling, for which there exist special wavelets ji that
form an orthonormal basis of L2(R), that is, such that

h ji;  j0i0 i ¼ �jj0�ii0 ½24�

where � denotes the Kronecker symbol. This means
that the wavelets  ji are orthogonal with respect to
their translates by discrete steps 2�ji and their dilates
by discrete steps 2�j corresponding to octaves. In
this case, the reconstruction formula is exact with
C = 1 and R = 0. Note that the discrete wavelet
transform has lost the invariance by translation and
dilation of the continuous one.

Orthogonal Wavelets and Multiresolution Analysis

The construction of orthogonal wavelet bases and the
associated fast numerical algorithm is based on the
mathematical concept of multiresolution analysis
(MRA). The underlying idea is to consider approx-
imations fj of the function f at different scales j.
The amount of information needed to go from a coarse
approximation fj to a finer resolution approximation
fjþ1 is then described using orthogonal wavelets. The
orthogonal wavelet analysis can thus be interpreted as
decomposing the function into approximations of the
function at coarser and coarser scales (i.e., for
decreasing j), where the differences between the
approximations are encoded using wavelets.

The definition of the MRA was introduced by
Stéphane Mallat in 1988 (Mallat 1989). This
technique constitutes a mathematical framework of
orthogonal wavelets and the related FWT.

A one-dimensional orthogonal MRA of L2(R) is
defined as a sequence of successive approximation
spaces Vj, j 2 Z, which are closed imbedded subspaces
of L2(R). They verify the following conditions:

Vj � Vjþ1 8j 2 Z ½25�
[
j2Z

Vj ¼ L2ðRÞ ½26�

\
j2Z

Vj ¼ f0g ½27�

f ðxÞ 2 Vj , f ð2xÞ 2 Vjþ1 ½28�
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Figure 2 Orthogonal quintic spline wavelets  j , i (x ) = 2j=2 

(2j x � i) at different scales and positions: (a)  5, 6(x ),

 6, 32(x), 7, 108(x), and (b) corresponding wavelet coefficients.
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A scaling function �(x) is required to exist. Its
translates generate a basis in each Vj, that is,

VjVj ¼ spanf�jigi2Z ½29�

where

�jiðxÞ ¼ 2j=2�ð2jx� iÞ; j; i 2 Z ½30�

At a given scale j, this basis is orthonormal with respect
to its translates by steps i=2j but not to its dilates,

h�ji; �jki ¼ �ik ½31�

The nestedness of the approximation spaces [28]
generated by the scaling function � implies that it
satisfies a refinement equation:

�j�1;iðxÞ ¼
X1

n¼�1
hn�2i�jnðxÞ ½32�

with the filter coefficients hn = h�jn,�j�1,0i, which
determine the scaling function completely. In gen-
eral, only the filter coefficients hn are known and no
analytical expression of � is given. Equation [32]
implies that the approximation of a function at
coarser scale can be described by linear combina-
tions of the same function at finer scales.

The orthogonal projection of a function f 2 L2(R)
on VJ is defined as

PVJ
: f�!PVJ

f ¼ fJ ½33�

with

fJðxÞ ¼
X
k2Z

hf ; �jki�jkðxÞ ½34�

This coarse graining at a given scale J is done by
filtering the function with the scaling function �. As
a filter, the scaling function � does not have
vanishing mean but is normalized so thatR1
�1 � (x) dx = 1.
As VJ�1 is included in VJ, we can define its

orthogonal complement space in VJ:

VJ ¼ VJ�1 �WJ�1 ½35�

Correspondingly, the approximation of the func-
tion f at scale 2�J, belonging to VJ, can be
decomposed as a sum of orthogonal projections on
VJ�1 and WJ�1, such that

PVJ
f ¼ PVJ�1

f þ PWJ�1
f ½36�

Based on the scaling function �, one can construct a
function  , the so-called mother wavelet, given by
the relation

 jiðxÞ ¼
X
n2Z

gn�2i�j;nðxÞ ½37�

with gn = h�jn, j�1, 0i, and where  ji(x) = 2j=2

 (2jx� i), j, i 2 Z (cf. Figure 2). The filter coeffi-
cients gn can be computed from the filter coefficients
hn using the relation

gn ¼ ð�1Þ1�nh1�n ½38�

The translates and dilates of the wavelet  
constitute orthonormal bases of the spaces Wj,

Wj ¼ spanf jigi2Z ½39�

As in the continuous case, the wavelets have
vanishing mean, and also possibly vanishing higher-
order moments; therefore,

Z 1
�1

xm ðxÞ dx ¼ 0 for m ¼ 0; . . . ;M� 1 ½40�

Let us now consider approximations of a function
f 2 L2(R) at two different scales j:

	 at scale j

fjðxÞ ¼
X1

i¼�1
f ji�jiðxÞ ½41�

	 at scale j� 1

fj�1ðxÞ ¼
X1

i¼�1
f j�1;i�j�1;iðxÞ ½42�

with the scaling coefficients

fji ¼ hf ; �jii ½43�

which correspond to local averages of the function
f at position i2�j and at scale 2�j.

The difference between the two approximations is
encoded by the wavelets

fjðxÞ � fj�1ðxÞ ¼
X1

i¼�1

efj�1; i j�1;iðxÞ ½44�

with the wavelet coefficients

efji ¼ hf ;  jii ½45�

which correspond to local differences of the function
at position (2iþ 1)2�(jþ1) between approximations
at scales 2�j and 2�(jþ1).

Iterating the two-scale decomposition [44], any
function f 2 L2(R) can be expressed as a sum of a
coarse-scale approximation at a reference scale j0
that we set to 0 here, and their successive
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differences. These details are needed to go from one
scale j to the next finer scale jþ 1 for
j = 0, . . . , J � 1,

f ðxÞ ¼
X1

i¼�1
f 0;i�0;iðxÞ þ

X1
j¼0

X1
i¼�1

efji jiðxÞ ½46�

For numerical applications, the sums in eqn [46]
have to be truncated in both scale j and position i.
The truncation in scale corresponds to a limitation
of f to a given finest scale J, which is in practice
imposed by the available sampling rate. Due to the
finite length of the available data, the sum over i
also becomes finite. The decomposition [46] is
orthogonal, as, by construction,

h ji;  j0i0 i ¼ �jj0�ii0 ½47�

h ji; �j0i0 i ¼ 0 for j � j0 ½48�

in addition to [31].

Fast Wavelet Transform

Starting with a function f 2 L2(R) given at the finest
resolution 2�J (i.e., we know fJ 2 VJ and hence the
coefficients f Ji for i 2 Z), the FWT computes its
wavelet coefficients efji by decomposing successively
each approximation fJ into a coarser scale approx-
imation fJ�1, plus the corresponding details which
are encoded by the wavelet coefficients. The
algorithm uses a cascade of discrete convolutions
with the low pass filter hn and the bandpass filter gn,
followed by downsampling, in which only one
coefficient out of two is retained. The direct wavelet
transform algorithm is

	 initialization

given f 2 L2ðRÞ and f Ji ¼ f
i

2 J

� �
for i 2 Z

	 decomposition
for j = J to 1, step �1, do

f j�1;i ¼
X
n2Z

hn�2if jn ½49�

efj�1;i ¼
X
n2Z

gn�2if jn ½50�

The inverse wavelet transform is based on
successive reconstructions of fine-scale approxima-
tions fj from coarser scale approximations fj�1,
plus the differences between approximations at
scale j� 1 and the finer scale j which are encoded
by efj�1, i. The algorithm uses a cascade of discrete
convolutions with the filters hn and gn, preceded by

upsampling which adds zeros in between two
successive coefficients.

	 reconstruction
for j = 1 to J, step 1, do

f ji ¼
X1

n¼�1
hi�2nf j�1;n þ

X1
n¼�1

gi�2n
efj;n ½51�

The FWT has been introduced by Stéphane Mallat
in 1989. If the scaling functions (and wavelets) are
compactly supported, the filters hn and gn have only
a finite number of nonvanishing coefficients. In this
case, the numerical complexity of the FWT is O(N)
where N denotes the number of samples.

Choice of Wavelets

Orthogonal wavelets are typically defined by their
filter coefficients hn, since in general no analytic
expression for  is available. In the following, we
give the filter coefficients of hn for some typical
orthogonal wavelets. The filter coefficients of gn can
be obtained using the quadrature relation between
the two filters [38].

	 Haar D1 (one vanishing moment):

h0 ¼ 1=
ffiffiffi
2
p

h1 ¼ 1=
ffiffiffi
2
p

	 Daubechies D2 (two vanishing moments):

h0 ¼ 0:482 962 913 145

h1 ¼ 0:836 516 303 736

h2 ¼ 0:224 143 868 042

h3 ¼ �0:129 409 522 551

	 Daubechies D3 (three vanishing moments):

h0 ¼ 0:332 670 552 950

h1 ¼ 0:806 891 509 311

h2 ¼ 0:459 877 502 118

h3 ¼ �0:135 011 020 010

h4 ¼ �0:085 441 273 882

h5 ¼ 0:035 226 291 882

	 Coiflets C12 (four vanishing moments): the
wavelets and the corresponding scaling function
are shown in Figure 3.

Remarks The construction of orthogonal wavelets
in L2(R) can be modified to obtain wavelets on the
interval, that is, in L2([0, 1]). Therewith, boundary
wavelets are introduced, while in the interior of the
interval the wavelets are not modified.
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A periodic MRA of L2(T), where T = R=Z
denotes the torus, can also be constructed by
periodizing the wavelets in L2(R), using

 perðxÞ ¼
X
k2Z

 ðxþ kÞ

Relaxing the condition of orthogonality allows
greater flexibility in the choice of the basis
functions. For example, biorthogonal wavelets can
be designed using different basis functions for
analysis (a) and synthesis (s) which are related
but no longer orthogonal. A couple of refinable
scaling functions (�a,�s) with related wavelets
( a, s) which are by construction biorthogonal
generate a biorthogonal MRA Va

j , Vs
j . From an

algorithmic point of view, only two different filter
couples (ga, ha) for the forward and (gs, hs) for the
backward FWT are used, without changing the
algorithm.

The multiresolution approach can be further
generalized, for samplings on nonequidistant
grids leading to the so-called second-generation
wavelets.

Higher Dimensions

The previously presented one-dimensional construc-
tion can be extended to higher dimensions. For
simplicity, we will consider only the two-
dimensional case, since higher dimensions can be
treated analogously.

Tensor product construction Having developed a
one-dimensional orthonormal basis  ji of L2(R), one
could use these functions as building blocks in
higher dimensions. One way of doing so is to take
the tensor product of two one-dimensional bases
and to define

 jx;jy;ix;iyðx; yÞ ¼  jx;ixðxÞ jy;iyðyÞ ½52�

The resulting functions constitue an orthonormal
wavelet basis for L2(R2). Each function f 2 L2(R2)
can then be developed into

f ðx; yÞ ¼
X
jx;ix

X
jy;iy

efjx;jy;ix;iy jx;jy;ix;iyðx; yÞ ½53�

with efjx, jy, ix, iy = hf , jx, jy, ix, iyi. However, in this basis
the two variables x and y are dilatated separately
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Figure 3 Orthogonal wavelets Coiflet C12. (a) Scaling function �(x) (left) and j�̂(!)j. (b) Wavelet  (x ) (left) and j ̂(!)j.
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and therefore no longer form an MRA. This means
that the functions  jx, jy involve two scales, 2jx and
2jy , and each of the functions is essentially supported
on a rectangle with these side-lengths. Hence, the
decomposition is often called rectangular wavelet
decomposition (cf. Figure 4a). From the algorithmic
viewpoint, this is equivalent to applying the one-
dimensional wavelet transform to the rows and the
columns of a matrix or a function. For some
applications, such a basis is advantageous, for others
not. Often the notion of a scale has a certain
meaning. For an application, one would like to have
a unique scale assigned to each basis function.

Multiresolution construction Another much more
interesting construction is the construction of a truly
two-dimensional MRA of L2(R2). It can be obtained
through the tensor product of two one-dimensional
MRAs of L2(R). More precisely, one defines the
spaces V j, j 2 Z by

V j ¼ Vj 
 Vj ½54�

and V j = span{�j, ix, iy(x, y) =�j, ix(x)�j, iy(y), ix, iy 2 Z}
fulfilling analogous properties as in the one-
dimensional case.

Likewise, we define the complement space W j to
be the orthogonal complement of V j in V jþ1, that is,

V jþ1 ¼ Vjþ1 
 Vjþ1

¼ ðVj �WjÞ 
 ðVj �WjÞ ½55�

¼Vj 
 Vj � ððWj 
 VjÞ
� ðVj 
WjÞ � ðWj 
WjÞÞ ½56�

¼ V j �W j ½57�
It follows that the orthogonal complement W j =
V jþ1 � V j consists of three different types of func-
tions and is generated by three different wavelets

 "j;ix;iyðx; yÞ ¼
 j;ixðxÞ�j;iyðyÞ; " ¼ 1

�j;ixðxÞ j;iyðyÞ; " ¼ 2

 j;ixðxÞ j;iyðyÞ; " ¼ 3

8><
>: ½58�

Observe that here the scale parameter j simulta-
neously controls the dilatation in x and y. We recall
that in d dimensions this construction yields 2d � 1
types of wavelets spanning W j.

Using [58], each function f 2 L2(R2) can be
developed into a multiresolution basis as

f ðx; yÞ ¼
X

j

X
ix;iy

X
"¼1;2;3

ef "j;ix;iy "j;ix;iyðx; yÞ ½59�

with ef "j, ix, iy
=< f , "j, ix, iy

>. A schematic representa-
tion of the wavelet coefficients is shown in
Figure 4b. The algorithmic structure of the one-
dimensional transforms carries over to the two-
dimensional case by simple tensorization, that is,
applying the filters at each decomposition step to
rows and columns.

Remark The described two-dimensional wavelets
and scaling functions are separable. This advantage is
the ease of generation starting from one-
dimensional MRAs. However, the main drawback
of this construction is that three wavelets are needed
to span the orthogonal complement space W j.
Another property should be mentioned. By construc-
tion, the wavelets are anisotropic, that is, horizontal,
diagonal, and vertical directions are preferred.

Approximation Properties

Reproduction of Polynomials

A fundamental property of the MRA is the exact
reproduction of polynomials. The vanishing
moments of the wavelet  , that is,

R
R xm (x)dx = 0
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Figure 4a Schematic representation of the 2D (b) wavelet transforms: (a) Tensor product construction and (b) 2D MRA.
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for m = 0, M� 1, is equivalent to the fact that
polynomials up to degree M� 1, can be expressed
exactly as a linear combination of scaling functions,
pm(x)=

P
n2Z nm�(x�n) for m=0,M�1. This so-

called Strang–Fix condition proves that  has M
vanishing moments if and only if any polynomial of
degree M�1 can be written as a linear combination
of scaling functions �. Note that, as pm 62L2(R), the
coefficients nm are not in l2(Z).

Regularity and Local Decay of Wavelet
Coefficients

The local or global regularity of a function is closely
related to the decay of its wavelet coefficients. If a
function is locally in Cs(R) (the space of s-times
continuously differentiable functions), it can be well
approximated locally by a Taylor series of degree s.
Consequently, its wavelet coefficients are small at
fine scales, as long as the wavelet  has enough
vanishing moments. The decay of the coefficients
hence determines directly the error being made when
truncating a wavelet sum at some scale.

Depending on the type of norm used and whether
global or local characterization is concerned, various
relations of this kind have been developed. Let us
take as example the case of an �-Lipschitz function.

Suppose f 2 L2(R), then for [a, b] � R the func-
tion f is �-Lipschitz with 0 < � < 1 for any x0 2
[a, b], that is, jf (x0 þ h)� f (x0)j � Cjhj�, if and
only if there exists a constant A such that jefjij �
A2�j��1=2 for any (j, i) with i=2j 2 [a, b].

This shows the relation between the local reg-
ularity of a function and the decay of its wavelet
coefficients in scale.

Example To illustrate the local decay of the
wavelet coefficients, we consider in Figure 5 the
function f (x) = sin (2�x) for x � 1=4 and x � 3=4
and f (x) =�sin (2�x) for 1=4 < x < 3=4. The corre-
sponding wavelet coefficients for quintic spline
wavelets are plotted in logarithmic scale. The
wavelet coefficients show that only in a local region
around singularities the fine-scale coefficients are
significant.

Linear Approximation

The exact reproduction of polynomials can be used
to derive error estimates for the approximation of a
function f at a given scale, which corresponds to
linear approximation. We consider f belonging to
the Sobolev space Ws, p(Rd), that is, the weak
derivatives of f up to order s belong to Lp(Rd). The
linear approximation of f at scale J, corresponding
to the projection of f onto VJ, is then given by

fJðxÞ ¼
XJ�1

j¼0

X
i2Z

efj;i j;iðxÞ ½60�

The approximation error can be estimated by

kf � fJkLp < C2�J minðs;mÞ=d ½61�

where s denotes the smoothness of the function in
Lp, d the space dimension, and m the number of
vanishing moments of the wavelet  . In the case of
poor global regularity of f, that is, for small s, a
large number of scales J is needed to get a good
approximation of f.

In Figure 6, we plot the linear approximation of
the function f shown in Figure 5. The function f6 is
reconstructed using wavelet coefficients up to scale
J � 1 = 5, so that in total only 64 out of 512
coefficients are retained. We observe an oscillating
behavior of fJ near the discontinuities of f which
dominates the approximation error.

Nonlinear Approximation

Retaining the N largest wavelet coefficients in the
wavelet expansion of f in [46], without imposing
any a priori cutoff scale, yields the best N-term
approximation f N. In contrast to the linear approx-
imation [60], it is called nonlinear approximation,
since the choice of the retained coefficients depends

–4.00E + 00 Logarithm 1.00E + 00

(a)

(b)

Figure 5 Orthogonal wavelet decomposition using quintic

spline wavelets: (a) function f (x ) = sin (2�x ) for x � 1=4 and x �
3=4 and f (x )= �sin(2�x ) for 1=4< x < 3=4 sampled on a grid

xi = i=2J , i =0, . . . ,2J �1 with J =9 and (b) corresponding wavelet

coefficients log10 jefj , i j for i =0, . . . ,2j �1 and j =0, . . . ,J�1.
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on the function f. The mathematical theory has been
formalized by Cohen, Dahmen, and De Vore.

The nonlinear approximation of the function f can
then be written as

f NðxÞ ¼
X
ðj;iÞ2�N

efj;i  j;iðxÞ ½62�

where �N denotes the ensemble of all multi-indices
�= (j, i), indexing the N largest coefficients (mea-
sured in the lp norm),

�N ¼f�k;k¼ 1;Nj kef�k
klp > kef	klp 8	2�g ½63�

with �= {	= (j, i), j� 0, i2Z}. The nonlinear
approximation leads to the following error estimate:

kf � f NkLp < CN�s=d ½64�

where s denotes the smoothness of f in the larger
space Lq(Rd) with

1

q
¼ 1

p
þ s

d

which corresponds to the Sobolev embedding line
(Figure 7). This estimate shows that the nonlinear
approximation converges faster than the linear one,
if f has a larger regularity in Lq, that is, f 2Ws, q

(Rd), which is for example the case for functions
with isolated singularities and for small q.

In Figure 8, we plot the nonlinear approximation
of the function f shown in Figure 5. The function f N

is reconstructed using the strongest 64 wavelet
coefficients out of 512 coefficients. Compared to
the linear approximation (cf. Figure 6), the oscilla-
tions around the discontinuities disappear and the
approximation error is reduced while using the same
number of coefficients.

Compression and Preconditioning of Operators

The nonlinear approximation of functions can be
extended to certain operators leading to an efficient
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Figure 7 Schematic representation of linear and nonlinear

approximation.
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Figure 6 (a) Linear approximation fJ of the function f in

Figure 5 for J = 6, reconstructed from 64 wavelet coefficients

using quintic splines wavelets and (b) corresponding wavelet

coefficients log10 jefj , i j for i = 0, . . . , 2j � 1 and j = 0, . . . , J � 1.

Note that the coefficients for J > 5 have been set to zero.
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Figure 8 (a) Nonlinear approximation f N of the function f in

Figure 5 reconstructed from the 64 largest wavelet coefficients

using quintic splines wavelets, (b) retained wavelet coefficients

log10 jefj , i j for i = 0, . . . , 2j � 1 and j = 0, . . . , J � 1.
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representation in wavelet space, that is, to sparse
matrices. For integral operators, for example,
Calderon–Zygmund operators T on R defined by

Tf ðxÞ ¼
Z

R

Kðx; yÞf ðyÞ dy ½65�

where the kernel k satisfies

jkðx; y; Þj � C

jx� yj

and

@

@x
kðx; yÞ

����
����þ @

@y
kðx; y; Þ

����
���� � C

jx� yj2

their wavelet representation hT j, i, j0, i0 i is sparse
and a large number of weak coefficients can be
suppressed by simple thresholding of the matrix
entries while controlling the precision. The resulting
numerical scheme is called BCR algorithm and is
due to Beylkin et al. (1991).

The characterization of function spaces by the
decay of the wavelet coefficients and the corre-
sponding norm equivalences can be used for
diagonal preconditioning of integral or differential
operators which leads to matrices with uniformly
bounded condition numbers. For elliptic differential
operators, for example, the Laplace operator r2 the
norm equivalence kr2fk ’ k22jefjik can be used for
preconditioning the matrix hr2 j, i, j0, i0 i by a simple
diagonal scaling with 2�2j to obtain a uniformly
bounded condition number. For further details, we
refer to the book of Cohen (2000).

Wavelet Denoising

We consider a function f which is corrupted by a
Gaussian white noise n 2 N (0, 
2). The noise is
spread over all wavelet coefficients es�, while,
typically, the original function f is determined by
only few significant wavelet coefficients. The aim is
then to reconstruct the function f from the observed
noisy signal s = f þ n.

The principle of the wavelet denoising can be
summarized in the following procedure:

	 Decomposition. Compute the wavelet coefficientses� using the FWT.
	 Thresholding. Apply the thresholding function �"

to the wavelet coefficients es�, thus reducing the
relative importance of the coefficients with small
absolute value.
	 Reconstruction. Reconstruct a denoised version sC

from the thresholded wavelet coefficients using
the fast inverse wavelet transform.

The thresholding parameter " depends on the
variance of the noise and on the sample size N.
The thresholding function � we consider corre-
sponds to hard thresholding:

�"ðaÞ ¼
a if jaj > "
0 if jaj � "

�
½66�

Donoho and Johnstone (1994) have shown that
there exists an optimal " for which the relative
quadratic error between the signal s and its
estimator sC is close to the minimax error for all
signals s 2 H, where H belongs to a wide class of
function spaces, including Hölder and Besov spaces.
They showed using the threshold

"D ¼ 
n

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln N
p

½67�

yields an error which is close to the minimum error.
The threshold "D depends only on the sampling N
and on the variance of the noise 
n; hence, it is
called universal threshold. However, in many
applications, 
n is unknown and has to be estimated
from the available noisy data s. For this, the present
authors have developed an iterative algorithm (see
Azzolini et al. (2005)), which is sketched in the
following:

1. Initialization
(a) given sk, k = 0, . . . , N � 1. Set i = 0 and com-

pute the FWT of s to obtain es�;
(b) compute the variance 
2

0 of s as a rough
estimate of the variance of n and compute the
corresponding threshold "0 = (2 ln N
2

0)1=2;
(c) set the number of coefficients considered as

noise Nnoise = N.
2. Main loop repeat

(a) set N0noise = Nnoise and count the wavelet
coefficients Nnoise with modulus smaller
than "i;

(b) compute the new variance 
2
iþ1 from the

wavelet coefficients whose modulus is smal-
ler than "i and the new threshold "iþ1 =
(2( ln N)
2

iþ1)1=2;
(c) set i = iþ 1 until (N0noise = = Nnoise).

3. Final step
(a) compute sC from the coefficients with mod-

ulus larger than "i using the inverse FWT.

Example To illustrate the properties of the denoising
algorithm, we apply it to a one-dimensional test signal.
We construct a noisy signal s by superposing a
Gaussian white noise, with zero mean and variance

2

W = 1, to a function f, normalized such that
((1=N)

P
k jfkj2)1=2 = 10. The number of samples is
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N = 8192. Figure 9a shows the function f together
with the noise n; Figure 9b shows the constructed
noisy signal s and Figure 9c shows the wavelet
denoised signal sC together with the extracted noise.
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Main Definition

WDVV equations of associativity (after E Witten,
R Dijkgraaf, E Verlinde, and H Verlinde) is
tantamount to the following problem: find a func-
tion F(v) of n variables v = (v1, v2, . . . , vn) satisfying
the conditions [1], [3], and [4] given below. First,

@3FðvÞ
@v1@v�@v�

� 
�� ½1�

must be a constant symmetric nondegenerate matrix.
Denote (
��) = (
��)�1 the inverse matrix and intro-
duce the functions

c���ðvÞ ¼ 
��
@3FðvÞ

@v�@v�@v�
; �; �; � ¼ 1; . . . ; n ½2�

The main condition says that, for arbitrary
v1, . . . , vn these functions must be structure con-
stants of an associative algebra, that is, introducing
a v-dependent multiplication law in the n-dimen-
sional space by

a 
 b :¼ c1
��ðvÞa�b�; . . . ; cn

��ðvÞa�b�
� �

one obtains an n-parameter family of n-dimensional
associative algebras (these algebras will automati-
cally be also commutative). Spelling out this condi-
tion one obtains an overdetermined system of
nonlinear PDEs for the function F(v) often also
called WDVV associativity equations

@3FðvÞ
@v�@v�@v�


�	
@3FðvÞ

@v	@v�@v�

¼ @3FðvÞ
@v�@v�@v�


�	
@3FðvÞ

@v	@v�@v�
½3�

for arbitrary 1 � �, �, �, � � n. (Summation over
repeated indices will always be assumed.) The last
one is the so-called quasihomogeneity condition

EF ¼ ð3� dÞF þ 1
2 A��v�v� þ B�v� þ C ½4�

where

E ¼ a��v� þ b�
� � @

@v�

for some constants a�� , b� satisfying

a�1 ¼ ��1 ; b1 ¼ 0

A��, B�, C, d are some constants. E is called Euler
vector field and d is the charge of the Frobenius
manifold.

For n = 1 one has F(v) = (1=6)v3. For n = 2 one
can choose

Fðu; vÞ ¼ 1
2 uv2 þ f ðuÞ

only the quasihomogeneity [4] makes a constraint
for f (v). The first nontrivial case is for n = 3. The
solution to WDVV is expressed in terms of a
function f = f (x, y) in one of the two forms (in the
examples all indices are written as lower):

d 6¼ 0 : F ¼ 1
2 v2

1v3 þ 1
2 v1v2

2 þ f ðv2; v3Þ
f 2
xxy ¼ fyyy þ fxxxfxyy

d ¼ 0 : F ¼ 1
6 v3

1 þ v1v2v3 þ f ðv2; v3Þ
fxxxfyyy � fxxyfxyy ¼ 1

½5�

The function f (x, y) satisfies additional constraint
imposed by [4]. Because of this the above PDEs [5]
can be reduced (Dubrovin 1992, 1996) to a
particular case of the Painlevé-VI equation (see
Painlevé Equations).

The problem [1], [3], [4] is invariant with respect
to linear changes of coordinates preserving the
direction of the vector @=@v1:

v� 7! ~v� ¼ P��v� þQ�; detðP��Þ6¼ 0; P�1 ¼ ��1
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It is also allowed to add to F(v) a polynomial of the
degree at most 2. To consider more general non-
linear changes of coordinates one has to give a
coordinate-free form of the above equations [1], [3],
[4]. This gives rise to the notion of Frobenius
manifold introduced in Dubrovin (1992).

Recall that a Frobenius algebra is a pair (A,< ,> ),
where A is a commutative associative algebra with a
unity e over a field k (we will consider only the cases
k = R, C) and < ,> is a k-bilinear symmetric non-
degenerate invariant form on A, that is,

<x � y; z> ¼ <x; y � z>

for arbitrary vectors x, y, z in A.

Definition Frobenius structure (�, e,< ,>, E, d) on
the manifold M is a structure of a Frobenius algebra
on the tangent spaces TvM = (Av,< ,>v ) depending
(smoothly, analytically, etc.) on the point v 2M. It
must satisfy the following axioms.

FM1. The curvature of the metric < ,>v on M
(not necessarily positive definite) vanishes. Denote r
the Levi-Civita connection for the metric. The unity
vector field e must be flat, re = 0.

FM2. Let c be the 3-tensor c(x, y, z) :=<x � y,
z> , x, y, z 2 TvM. The 4-tensor (rwc)(x, y, z) must
be symmetric in x, y, z, w 2 TvM.

FM3. A linear vector field E 2 Vect(M) (called
Euler vector field) must be fixed on M, that is,
rrE = 0, such that

LieEðx � yÞ � LieEx � y� x � LieEy ¼ x � y
LieE < ;> ¼ð2� dÞ < ;>

for some number d 2 k called ‘‘charge.’’

The last condition (also called quasihomogeneity)
means that the derivations QFunc(M):= E, QVect(M):=
idþ adE define on the space Vect(M) of vector fields
on M a structure of graded Frobenius algebra over
the graded ring of functions Func(M).

Flatness of the metric < ,> implies local existence
of a system of flat coordinates v1, . . . , vn on M.
Usually, they are chosen in such a way that

e ¼ @

@v1

is the unity vector field. In such coordinates, the
problem of local classification of Frobenius mani-
folds reduces to the WDVV associativity equations
[1], [3], [4]. Namely, ��� is the constant Gram
matrix of the metric in these coordinates

��� :¼ @

@v�
;
@

@v�

� �

The structure constants of the Frobenius algebra
Av = TvM

@

@v�
� @
@v�
¼ c���ðvÞ

@

@v�
½6�

can be locally represented by third derivatives [2] of
a function F(v) satisfying [1], [3], [4]. The function
F(v) is called ‘‘potential’’ of the Frobenius manifold.
It is defined up to adding of an at most quadratic
polynomial in v1, . . . , vn.

A generalization of the above definition to the
case of Frobenius supermanifolds can be found in
Manin (1999). For the more general class of the
so-called F-manifolds, the requirement of the
existence of a flat invariant metric has been relaxed.

Deformed Flat Connection

One of the main geometrical structures of the theory
of Frobenius manifolds is the deformed flat connec-
tion. This is a symmetric affine connection on M�
C� defined by the following formulas:

~rxy ¼ rxyþ zx � y; x; y 2 TM; z 2 C�

~rd=dzy ¼ @zyþ E � y� 1

z
Vy

~rx
d

dz
¼ ~rd=dz

d

dz
¼ 0

½7�

where, as above, r is the Levi-Civita connection for
the metric < ,> and

V :¼ 2� d

2
�rE ½8�

is an operator on the tangent bundle TM antisym-
metric with respect to < , > ,

<Vx; y>¼ � <x;Vy>

Observe that the unity vector field e is an eigen-
vector of this operator with the eigenvalue

Ve ¼ � d

2
e

The connection ~r= ~r(z) is not metric but it satisfies

r <x; y>¼< ~rð�zÞx; y> þ <x; ~rðzÞy>

x; y 2 TM

for any z 2 C�. As it was discovered in Dubrovin
(1992), vanishing of the curvature of the connection
r̃ is essentially equivalent to the axioms of
Frobenius manifold.
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Definition A ‘‘deformed flat function’’ f (v; z) on a
domain in M�C� is defined by the requirement of
horizontality of the differential df

~rdf ¼ 0 ½9�

Due to vanishing of the curvature of r̃ locally
there exist n independent deformed flat functions
f1(v; z), . . . , fn(v; z) such that their differentials,
together with the flat 1-form dz, span the cotangent
plane T�(v; z)(M�C�). They will be called ‘‘deformed
flat coordinates.’’ The global analytic properties of
deformed flat coordinates can be derived, for the
case of semisimple Frobenius manifolds, from the
results of the section ‘‘Modul i of sem isimple
Froben ius manifol ds’’ discussed later.

One can relax the definition of Frobenius manifold
dropping the last axiom FM3. The potential F(v) in
this case satisfies [1] and [3] but not [4]. In this case,
the deformed flat connection r̃ is just a family of
affine flat connections on M depending on the
parameter z 2 C given by the first line in [7]. The
curvature and torsion of this family of connections
vanishes identically in z. The deformed flat functions
of ~r defined as in [9] can be chosen in the form of
power series in z. The flatness equations written in the
flat coordinates on M yield a recursion equation for
the coefficients of these power series

~rdf ¼ 0; f ¼
X
p	0


pðvÞzp

@�@�f ¼ zc���ðvÞ@�f

@�@�
0ðvÞ ¼ 0

@�@�
pþ1ðvÞ ¼ c���ðvÞ@�
pðvÞ
p 	 0 ½10�

Thus, f (v; 0) is just an affine linear function of the
flat coordinates v1, . . . , vn; the dependence on z can
be considered as a deformation of the affine
structure. This motivates the name ‘‘deformed flat
coordinates.’’ The coefficients of the expansions of
the deformed flat coordinates are the leading terms
of the "-expansion of the Hamiltonian densities
of the integrable hierarchies associated with the
Frobenius manifolds (see below).

Intersection Form of a
Frobenius Manifold

Another important geometric structure on M is the
intersection form of the Frobenius manifold. It is a
symmetric bilinear form on the cotangent bundle
T�M defined by the formula

ð!1; !2Þ ¼ iE!1 � !2; !1; !2 2 T�M ½11�

Here the multiplication law on the cotangent planes
is defined by means of the isomorphism.

< ;> : TM!T�M

The discriminant � 
M is a proper analytic (for an
analytic M) subset where the intersection form
degenerates. One can introduce a new metric on
the open subset Mn� taking the inverse of the
intersection form. A remarkable result of the theory
of Frobenius manifolds is vanishing of the curvature
of this new metric. Moreover, the new flat metric
together with the following new multiplication:

x � y :¼ x � y � E�1

defines on Mn� a structure of an almost-dual
Frobenius manifold (Dubrovin 2004). In the original
flat coordinates v1, . . . ,vn the coordinate expressions
for the new metric and for the associated Levi-Civita
connection r�, called the Gauss–Manin connection,
read

g��ðvÞ :¼ðdv�; dv�Þ ¼ E�ðvÞc��� ðvÞ
r�� dv� ¼ ���� ðvÞ dv�

���� ðvÞ :¼� g��ðvÞ����ðvÞ ¼ c��� ðvÞ
1

2
� V

� ��
�

½12�

The pair ( , ) and < , > of bilinear forms on T�M
possesses the following property crucial for under-
standing the relationships between Frobenius mani-
folds and integrable systems: they form a flat pencil.
That means that on the complement to the subset

�� :¼ v 2M j det g��ðvÞ � ����
� 	

¼ 0

 �

The inverse to the bilinear form

ð ; Þ� :¼ ð ; Þ � � < ;> ½13�

defines a metric with vanishing curvature. Flat
functions p = p(v;�) for the flat metric are deter-
mined from the system

ðr� � �rÞ dp ¼ 0 ½14�

They are called ‘‘periods’’ of the Frobenius manifold.
The periods p(v;�) are related to the deformed flat
functions f (v; z) by the suitably regularized Laplace-
type integral transform

pðv;�Þ ¼
Z 1

0

e��zf ðv; zÞ dzffiffiffi
z
p ½15�

Choosing a system of n independent periods, one
obtains a system of flat coordinates p1(v;�), . . . ,
pn(v;�) for the metric ( , )� on Mn��,

dpiðv;�Þ; dpjðv;�Þ
� 	

�
¼Gij ½16�

for some constant nondegenerate matrix Gij.
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The structure of a flat pencil on the Frobenius
manifold M gives rise to a natural Poisson pencil
(= bi-Hamiltonian structure) on the infinite-dimen-
sional ‘‘manifold’’ L(M) consisting of smooth maps
of a circle to M (the so-called loop space). In the flat
coordinates v1, . . . , vn for the metric < , > the
Poisson pencil has the form

fv�ðxÞ; v�ðyÞg1¼ ���	0ðx� yÞ
fv�ðxÞ; v�ðyÞg2¼ g��ðvðxÞÞ	0ðx� yÞ

þ ���� ðvðxÞÞv�x	ðx� yÞ
½17�

By definition of the Poisson pencil, the linear
combination a1{ , }1 þ a2{ , }2 of the Poisson brackets
is again a Poisson bracket for arbitrary constants
a1, a2. Choosing a system of n independent periods
pi(v;�), i = 1, . . . , n, as a new system of dependent
variables, one obtains a reduction of the Poisson
bracket { , }� := { , }2 � �{ , }1 for a given � to the
canonical form

fpiðvðxÞ;�Þ; pjðvðyÞ;�Þg� ¼ Gij	0ðx� yÞ ½18�

Under an additional assumption of existence of tau
function (Dubrovin 1996, Dubrovin and Zhang),
one can prove that any Poisson pencil on L(M) of
the form [17] with a nondegenerate matrix (���)
comes from a Frobenius structure on M.

Canonical Coordinates on Semisimple
Frobenius Manifolds

Definition The Frobenius manifold M is called
semisimple if the algebras TvM are semisimple for
v belonging to an open dense subset in M.

Any n-dimensional semisimple Frobenius algebra
over C is isomorphic to the orthogonal direct sum of
n copies of one-dimensional algebras. In this section,
all the manifolds will be assumed to be complex
analytic.

Near a semisimple point, the roots ui = ui(v),
i = 1, . . . , n, of the characteristic equation

det g��ðvÞ � ����
� 	

¼ 0 ½19�

can be used as local coordinates. The vectors
@=@ui, i = 1, . . . , n, are basic idempotents of the
algebras TvM

@

@ui
� @
@uj
¼ 	ij

@

@ui

We call u1, . . . , un ‘‘canonical coordinates.’’ Observe
that we violate the indices convention labeling the
canonical coordinates by subscripts. We will never
use summation over repeated indices when working

in the canonical coordinates. Actually, existence of
canonical coordinates can be proved without using
[4] (see details in Dubrovin (1992)).

Choosing locally branches of the square roots

 i1ðuÞ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
<@=@ui; @=@ui>

p
; i ¼ 1; . . . ;n ½20�

we obtain a transition matrix � = ( i�(u)),

@

@v�
¼
Xn

i¼1

 i�ðuÞ
 i1ðuÞ

@

@ui
½21�

from the basis @=@v� to the orthonormal basis

hfi; fji ¼ 	ij

f1 ¼  �1
11 ðuÞ

@

@u1

f2 ¼  �1
21 ðuÞ

@

@u2
; . . .

fn ¼  �1
n1 ðuÞ

@

@un

½22�

The matrix �(u) satisfies orthogonality condition

��ðuÞ�ðuÞ � �; � ¼ ð���Þ; ��� :¼ @

@v�
;
@

@v�

� �

In this formula �� stands for the transposed matrix.
The lengths [20] coincide with the first column of
this matrix.

Denote V(u) = (Vij(u)) the matrix of the antisym-
metric operator V [8] with respect to the orthonor-
mal frame

VðuÞ :¼ �ðuÞV��1ðuÞ ½23�

The antisymmetric matrix V(u) = (Vij(u)) satisfies
the following system of commuting time-dependent
Hamiltonian flows on the Lie algebra so(n)
equipped with the standard Lie–Poisson brackets
{Vij, Vkl} = Vil	jk � Vjl	ik þ Vjk	il � Vik	jl:

@V

@ui
¼ fV;HiðV; uÞg; i ¼ 1; . . . ; n ½24�

with quadratic Hamiltonians

HiðV; uÞ ¼ 1

2

X
j6¼i

V2
ij

ui � uj
½25�

The matrix �(u) satisfies

@�

@ui
¼ ViðuÞ�;

ViðuÞ :¼ adEi
ad�1

U ðVðuÞÞ; i ¼ 1; . . . ; n
½26�

Here the matrix unity Ei has the entries (Ei)ab =
	ai	ib,U = diag(u1, . . . , un). Conversely, given a solu-
tion to [24] and [26], one can reconstruct the

WDVV Equations and Frobenius Manifolds 441



Frobenius manifold structure by quadratures
(Dubrovin 1998). The reconstruction depends on a
choice of an eigenvector of the constant matrix
V= ��1(u) V(u)�(u).

The system [24] coincides with the equations of
isomonodromic deformations (see Isomonodromic
Deformations) of the following linear differential
operator with rational coefficients:

dY

dz
¼ U þ V

z

� �
Y ½27�

The latter is nothing but the last component of the
deformed flat connection [7] written in the ortho-
normal frame [22]. Other components of the
horizontality equations yield

@iY ¼ ðzEi þ ViðuÞÞY; i ¼ 1; . . . ; n ½28�

The compatibility conditions of the system [27] and
[28] coincide with [24].

The integration of [24], [26] and, more generally,
the reconstruction of the Frobenius structure can be
reduced to a solution of a certain Riemann–Hilbert
problem (see Riemann–Hilbert Problem).

The isomonodromic tau function of the semisim-
ple Frobenius manifold is defined by

d log �IðuÞ ¼
Xn

i¼1

HiðVðuÞ; uÞdui ½29�

It is an analytic function on a suitable unramified
covering of the semisimple part of M.

Alternatively, eqns [24] can be represented as the
isomonodromy deformations of the dual Fuchsian
system

½U � �� d

d�
¼ 1

2
þ V

� �
½30�

The latter comes from the Gauss–Manin system for
the periods p = p(v;�) of the Frobenius manifold
written in the canonical coordinates [22].

Moduli of Semisimple
Frobenius Manifolds

All n-dimensional semisimple Frobenius manifolds
form a finite-dimensional space. They depend on
n(n� 1)=2 essential parameters. To parametrize the
Frobenius manifolds one can choose, for example,
the initial data for the isomonodromy deformation
equations [24]. Alternatively, they can be parame-
trized by monodromy data of the deformed flat
connection according to the following construction.

The first part of the monodromy data is the
spectrum (V, < , > , �̂, R) of the Frobenius manifold
associated with the Poisson pencil. Here V is an

n-dimensional linear space equipped with a sym-
metric nondegenerate bilinear form < , > . Two
linear operators on V, a semisimple operator
�̂ : V!V, and a nilpotent operator R : V!V must
satisfy the following properties. First, the operator �̂
is antisymmetric:

�̂� ¼ ��̂ ½31�

and the operator R satisfies

R� ¼ �e��i�̂R e�i�̂ ½32�

Here the adjoint operators are defined with respect
to the bilinear form < , > . The last condition to be
imposed onto the operator R can be formulated in a
simple way by choosing a basis e1, . . . , en of
eigenvectors of the semisimple operator �̂,

�̂e� ¼ ��e�; � ¼ 1; . . . ; n

We require the existence of a decomposition

R ¼ R0 þ R1 þ R2 þ � � � ½33�

where for any integer k 	 0 the linear operator Rk

satisfies

Rke� 2 span e� j�� ¼��þk

 �

8�¼ 1; . . . ;n ½34�

In the nonresonant case, such that none of the
differences of the eigenvalues of �̂ being equal to a
positive integer, all the matrices R1,R2, . . . , are equal
to zero. Observe a useful identity

z�̂R z��̂ ¼ R0 þ zR1 þ z2R2 þ � � � ½35�

More generally, for any operator A : V!V com-
muting with e2�i�̂ a decomposition is defined as

A ¼ �
k2Z
½A�k

z�̂A z��̂ ¼
X
k2Z

zk½A�k
½36�

In particular, [R]k = Rk, k 	 0, [R]k = 0, k < 0.
One has to also choose an eigenvector e of the

operator �̂ such that R0e = 0; denote �d=2 the
corresponding eigenvalue

e 2 V; �̂e ¼ � d

2
e; R0e ¼ 0 ½37�

The second part of the monodromy data is a pair
of linear operators

C : V!Cn; S : Cn!Cn

The space Cn is assumed to be equipped with the
standard complex Euclidean structure given by
the sum of squares. The properties of the operators
S, C depend on the choice of an unordered set
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u0 = (u0
1, . . . , u0

n) of n pairwise distinct complex
numbers and on a choice of a ray ‘þ on an auxiliary
complex z-plane starting at the origin such that

Re z u0
i � u0

j

� �
6¼ 0; i 6¼ j; z 2 ‘þ ½38�

Let us order the complex numbers in such a way that

ezðu0
i �u0

j Þ ! 0; i < j; jzj ! 1; z 2 ‘þ ½39�

The operator S must be upper triangular

S ¼ ðSijÞ; Sij ¼ 0; i > j

Sii ¼ 1; i ¼ 1; . . . ; n
½40�

The operator C must satisfy

C�S C ¼ e�i�̂ e�iR ½41�

Here the adjoint operator C� is understood as
follows:

C�: Cn!’ Cn� !V� �!<;>
�1

V

The group of diagonal n� n matrices

D ¼ diagð�1; . . . ;�1Þ

acts on the pairs (S, C) by

S 7!DSD; C 7!DC

One is to factor out the action of this diagonal
group. Besides, the operator C is defined up to a left
action of certain group of linear operators depend-
ing on the spectrum.

For the generic (i.e., nonresonant) case where
e2� i�̂ has simple spectrum, the operator C is defined
up to left multiplication by any matrix commuting
with e2� i�̂. In this situation, the monodromy data
(�̂, R, S, C) are locally uniquely determined by the
n(n� 1)=2 entries of the matrix S. Therefore, near a
generic point, the variety of the monodromy data is
a smooth manifold of the dimension n(n� 1)=2. At
nongeneric points, the variety can get additional
strata.

The monodromy data S, C are determined at an
arbitrary semisimple point of a Frobenius manifold
in terms of the analytic properties of horizontal
sections of the deformed flat connection r̃ [7] in the
complex z-plane (the so-called ‘‘Stokes matrix’’ and
the ‘‘central connection matrix’’ of the operator
[27]). Locally, they do not depend on the point of
the semisimple Frobenius manifold (the isomono-
dromicity property).

We will now describe the reconstruction procedure
giving a parametrization of semisimple Frobenius

manifolds in terms of the monodromy data (�̂, R,
S, C).

Conversely, to reconstruct the Frobenius manifold
near a semisimple point with the canonical coordi-
nates u0

1, . . . , u0
n, one is to solve the following

boundary-value problem. Let

‘ ¼ ð�‘�Þ [ ‘þ
be the oriented line on the complex z-plane chosen
as in [38]. Here the ray ‘� is the opposite to ‘þ.
Denote �R=�L the right/left half-planes with respect
to ‘. To reconstruct the Frobenius manifold, one is
to find three matrix-valued functions �0(z; u),
�R(z; u), and �L(z; u):

�0ðz; uÞ : V ! Cn

�R=Lðz; uÞ : Cn ! Cn

for u close to u0 such that �0(z; u) is analytic and
invertible for z 2 C, �R(z; u)=�L(z; u) are analytic
and invertible for z 2 �R=�L resp., and continuous
up to the boundary ‘n0 and

�R=Lðz; uÞ 
 1þOð1=zÞ; jzj ! 1; z 2 �R=�L

The boundary values of the functions
�0(z; u),�R(z; u), and �L(z; u) must satisfy the
following boundary-value problem (as above
U = diag(u1, . . . , un)):

�Rðz; uÞ ¼ �Lðz; uÞez USe�z U; z 2 ‘þ ½42�

�Rðz; uÞ ¼ �Lðz; uÞez US�e�z U; z 2 ‘� ½43�

�0ðz; uÞz�̂zR ¼ �Rðz; uÞez UC; z 2 �R

�0ðz; uÞz�̂zR ¼ �Lðz; uÞez USC; z 2 �L

½44�

Here z�̂ := e�̂ log z, zR := eR log z are considered as
Aut(V)-valued functions on the universal covering
of Cn0; the branch cut in the definition of log z is
chosen to be along ‘�.

The solution of the above boundary-value pro-
blem [42]–[44], if exists, is unique. It can be reduced
to a certain Riemann–Hilbert problem, that is, to a
problem of factorization of an analytic n� n
nondegenerate matrix-valued function on the
annulus

Gðz; uÞ; r < jzj < R; det Gðz; uÞ 6¼ 0

depending on the parameter u = (u1, . . . , un) in a
product

Gðz; uÞ ¼ G0ðz; uÞ�1G1ðz; uÞ ½45�

of two matrix-valued functions G0(z; u) and
G1(z; u) analytic for jzj < R and r < jzj � 1 resp.,
with nowhere-vanishing determinant.
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Existence of a solution to the Riemann–Hilbert
problem for a given u = (u1, . . . , un), ui 6¼ uj for i 6¼ j,
means triviality of certain n-dimensional vector
bundle over the Riemann sphere with the transition
functions given by G(z; u). Existence of the solution
for u = u0 implies solvability of the Riemann–
Hilbert problem for u sufficiently close to u0. From
these arguments, it can be deduced that the matrices
�0(z; u), �R=L(z; u) are analytic in (z; u) for u
sufficiently close to u0. Moreover, they can be
analytically continued in u to the universal covering
of the space of configurations of n distinct points on
the complex plane:

Cnn[i 6¼jfui ¼ ujg
� 	

=Sn ½46�

The resulting functions are meromorphic on the
universal covering, according to the results of
B Malgrange and T Miwa. The structure of the
global analytic continuation is given (Dubrovin
1999) in terms of a certain action of the braid group

Bn ¼ �1 Cnn[i6¼jfui ¼ ujg
� 	

=Sn

� 	
on the monodromy data.

Examples of Frobenius Manifolds

Example 0 Trivial Frobenius manifold, M = A0 a
graded Frobenius algebra, F(v) = (1=6) <e, v � v � v>
is a cubic polynomial.

First nontrivial examples appeared in the setting
of 2D topological field theories (Dijkgraaf et al.
1991, Witten 1991) (see Topological Quantum Field
Theory: Overview). Mathematical formalization of
these ideas gives rise to the following two classes of
examples.

Example 1 Frobenius structure on the base of an
isolated hypersurface singularity. The construction
(Hertling 2002, Sabbah 2002) uses the K Saito
theory of periods of primitive forms. For the
example of An singularity f (x) = xnþ1 the Frobenius
structure on the base of universal unfolding

MAn
¼ fsðxÞ¼ xnþ1þ s1xn�1þ�� �þ sn js1; . . . ;sn 2C

 �

is constructed as follows (Dijkgraaf et al. 1991):

e ¼ @

@sn

E ¼ 1

nþ 1

X
ðkþ 1Þsk

@

@sk

d¼ n� 1

nþ 1

The multiplication is introduced by identifying the
tangent space TsM with the quotient algebra

TsMAn
¼ C½x�=ðf 0sðxÞÞ

The metric has the form

<@si
; @sj

>¼ �ðnþ 1Þ resx¼1
@fsðxÞ=@si@fsðxÞ=@sj

f 0sðxÞ
dx

The flat coordinates v� = v�(s) can be found from
the expansion of the solution to the equation
fs(x) = knþ1,

x ¼ k� 1

nþ 1

vn

k
þ vn�1

k2
þ � � � þ v1

kn

� �
þO

1

knþ2

� �

The potentials of the Frobenius manifolds MAn
for

n = 1, 2, 3 read

FA1
¼ 1

6 v3
1

FA2
¼ 1

2 v2
1v2 þ 1

72 v4
2 ½47�

FA3
¼ 1

2 v1v2
2 þ 1

2 v2
1v3 þ 1

16 v2
2v2

3 þ 1
960 v5

3

The space of polynomials MAn
can be identified with

the orbit space of C=W(An) of the Weyl group of the
type An. More generally (Dubrovin 1996), the orbit
space MW := Cn=W of an arbitrary irreducible finite
Coxeter group W 
 O(n) carries a natural structure
of a polynomial semisimple Frobenius manifold.
Conversely, all irreducible polynomial semisimple
Frobenius manifolds with positive degrees of the flat
coordinates can be obtained by this construction
(Hertling 2002). Generalizations for the orbit spaces
of certain infinite groups were obtained in Dubrovin
and Zhang (1998b) and Bertola (2000).

Example 2 Gromov–Witten (GW) invariants (see
Topological Sigma Models). Let X be a smooth
projective variety. We will assume for simplicity that
Hodd(X) = 0. To every such variety, one can associ-
ate a bunch of rational numbers. They are expressed
in terms of intersection theory of certain cycles on
the moduli spaces Xg, m,� of stable genus g and
degree � curves on X with m marked points (see
details in Kontsevich and Manin (1994)):

Xg;m;� :¼ f : Cg; x1; . . . ; xm

� 	
! X;



f�½Cg� ¼ � 2 H2ðX; ZÞ

� ½48�

Denote n := dim H�(X; C). Choosing a basis 
1 = 1,

2, . . . ,
n we define the numbers

<�p1
ð
�1
Þ . . . �pm

ð
�m
Þ>g;�

:¼
Z
½Xg;m;� �virt

ev�1ð
�1
Þ ^ cp1

1 ðL1Þ

^ � � � ^ ev�mð
�m
Þ ^ cpm

1 ðLmÞ ½49�
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for arbitrary non-negative integers p1, . . . , pm. Here
the evaluation maps evi, i = 1, . . . , m, are given by

evi : Xg;m;�!X; f 7! f ðxiÞ

The so-called tautological line bundles Li over Xg, m,�

by definition have the fiber T�xi
Cg, i = 1, . . . , m (see

the article Moduli Spaces: An Introduction regarding
the construction of the so-called virtual fundamental
class [Xg, m,�]virt). The numbers [49] can be defined
for an arbitrary compact symplectic manifold X
where one is to deal with the intersection theory on
the moduli spaces of pseudoholomorphic curves
fixing a suitable almost-complex structure on X.
They depend only on the symplectic structure on X.
In particular, the numbers

<�0ð
�1
Þ . . . �0ð
�m

Þ>g;� ½50�

are called the genus g and degree � GW invariants of
X. In certain cases, they admit an interpretation in
terms of enumerative geometry of the variety X
(Kontsevich and Manin 1994). The numbers [49]
with some of pi > 0 are called ‘‘gravitational
descendents.’’

One can form a generating functions of the
numbers [49]

FX
g ¼

X
m

X
�2H2ðX;ZÞ

1

m!
t�1;p1 . . . t�m; pm

<�p1
ð
�1
Þ . . . �pmð
�mÞ>g;� ½51�

(summation over repeated indices 1 � �1, . . . ,�m �
n will always be assumed). Here t�, p are indetermi-
nates labeled by pairs (�, p) with �= 1, . . . , n,
p = 0, 1, 2, . . . . (Usually one is to insert in the
definition of FX

g elements q� of the Novikov ring
C[H2(X; Z)]. However, due to the divisor axiom
(Kontsevich and Manin 1994) and these insertions
can be compensated by a suitable shift in the space
of couplings t = (t�, p).) We finally introduce the full
generating function called total GW potential (it is
also called the free energy of the topological sigma
model with the target space X)

FXðt; �Þ ¼
X
g	0

�2g�2FX
g ½52�

Restricting the genus-zero generating function
onto the so-called small phase space

FXðvÞ :¼ FX
0 ðt�;0 ¼ v�; t�;p>0 ¼ 0Þ

v ¼ ðv1; . . . ; vnÞ
½53�

one obtains a solution to the WDVV associativity
equations. This solution defines a structure of

(formal) Frobenius manifold on H�(X) with the
bilinear form � given by the Poincaré pairing

��� ¼
Z

X


� ^ 
�

the unity

e ¼ @

@v1

and the Euler vector field

E ¼
Xn

�¼1

ð1� q�Þv� þ r�½ � @
@v�

Here the numbers q�, r� are defined by the
conditions


� 2 H2q�ðXÞ; c1ðXÞ ¼
X
�

r�
�

The resulting Frobenius manifold will be denoted
MX. The corresponding n-parameter family of
n-dimensional algebras on the tangent spaces TvMX

is also called ‘‘quantum cohomology’’ QH�(X). At
the point vcl 2MX of classical limit, the algebra
Tvcl

MX coincides with the cohomology ring H�(X).
In all known examples, the series [53] actually
converges in a neighborhood of the point vcl.
Therefore, one obtains a genuine Frobenius structure
on a domain MX 
 H�(X; C)=2�iH2(X; Z). How-
ever, a general proof of convergence is still missing.

In particular, for d = 1, the quantum cohomology
of complex projective line P1 is a two-dimensional
Frobenius manifold with the potential, unity, and
the Euler vector field

Fðu; vÞ ¼ 1
2 uv2 þ eu;

e ¼ @

@v
;

E ¼ v
@

@v
þ 2

@

@u

For d = 2 one has a three-dimensional Frobenius
manifold QH�(P2) with

Fðv1;v2;v3Þ¼ 1
2v2

1v3þ 1
2v1v2

2

þ
X
k	1

Nk
v3k�1

3

ð3k�1Þ!e
kv2

e¼ @

@v1

E¼ v1
@

@v1
þ3

@

@v2
�v3

@

@v3

½54�

where Nk =number of rational curves on P2 passing
through 3k�1 generic points. WDVV [5] yields
(Kontsevich and Manin 1994) recursion relations for
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the numbers Nk starting from N1 =1. The closed
analytic formula for the function [54] is still unknown.

Only for certain very exceptional X the Frobenius
manifold MX is semisimple (e.g., for X = Pd). The
general geometrical reasons of the semisimplicity of
MX are still to have been understood.

For the case X = Calabi–Yau manifold, the Fro-
benius manifold QH�(X) is never semisimple. This
Frobenius structure can be computed in terms of the
mirror symmetry construction (see Mirror Symme-
try: A Geometric Survey).

Frobenius Manifold and Integrable
Systems

The identities in the cohomology ring generated by
the cocycles ev�i (
�) and  j := c1(Lj) can be recast
into the form of differential equations for the
generating function [52]. The variable x := t1, 0

corresponding to 
1 = 1 plays a distinguished role
in these differential equations. According to the idea
of Witten (1991), the differential equations for the
generating functions can be written as a hierarchy of
systems of n evolutionary PDEs (n = dim H�(X)) for
the unknown functions

w� ¼ hh�0ð
�Þ�0ð
1Þii ¼ �2
@2FXðt; �Þ
@t1;0@t�;0

½55�

The variable x = t1, 0 is the spatial variable of the
equations of the hierarchy. The remaining para-
meters (coupling constants) t�, p of the generating
function play the role of the time variables. Witten
suggested to use the two-point correlators

h�; p ¼ hh�pþ1ð
�Þ�0ð
1Þii ¼ �2
@2FXðt; �Þ
@t1;0@t�;p

½56�

as the densities of the Hamiltonians of the flows of
the hierarchy.

Existence of such a hierarchy can be proved for
the case of GW invariants (and their descendents)
of complex projective spaces Pd (the results of
Givental (2001) along with Dubrovin and Zhang
(2005) can be used). For d = 0 one obtains,
according to the celebrated result by Kontsevich
conjectured by Witten (see Topological Gravity,
Two-Dimensional), the tau function of the solution
to the KdV hierarchy (see Korteweg–de Vries Equation
and Other Modulation Equations) specified by the
initial condition,

uðxÞ j t¼0 ¼ x

For d = 1 the hierarchy in question is the extended
Toda lattice (see details in Dubrovin and Zhang
(2004); see also Toda Lattices). For all other d 	 2,

the needed integrable hierarchy is a new one. It can
be associated (Dubrovin and Zhang) with an arbi-
trary n-dimensional semisimple Frobenius manifold
M. The equations of the hierarchy have the form

wi
t¼Ai

jðwÞwj
xþ �2 Bi

jðwÞwi
xxxþCi

jkðwÞwj
xwk

xx

h
þDi

jklðwÞwj
xwk

xwl
x

i
þOð�4Þ; i¼ 1; . . . ;n ½57�

The coefficients of �2g are graded homogeneous
polynomials in ux,uxx, etc., of the degree 2gþ1,

deg dmu=dxm ¼ m

The construction of the hierarchy is done in two
steps. First, we construct the leading approximation
(Dubrovin 1992). The equation of the hierarchy
specifying the dependence on t = t�, p at �= 0 reads

@v

@t�;p
¼ @x r
�; pþ1ðvÞ

� 	
� ¼ 1; . . . ; n; p 	 0

½58�

The functions 
�, p(v), v 2M, are the coefficients of
expansion [10] of the deformed flat functions
normalized by 
�, 0 = v�. The solution v = v(x, t) of
interest is determined from the implicit function
equations

v ¼ xeþ
X
�;p

t�;pr
�;pðvÞ ½59�

Next, one has to find solution

�F ¼
X
g	1

�2g�2F gðv; vx; . . . ; vð3g�2ÞÞ ½60�

of the following universal loop equation (closely
related with the Virasoro conjecture of Eguchi and
Xiong (1998)):

X
r	0

@�F
@v�;r

@r
x

1

EðvÞ � �

� ��

þ
X
r	1

@�F
@v�;r

Xr

k¼1

r

k

 !
@k�1

x @ep�G��@r�kþ1
x @�p�

¼� 1

16
tr U � �ð Þ�2þ 1

4
tr U � �ð Þ�1V
h i2

þ �
2

2

X @2�F
@v�;k@v�;l

þ @�F
@v�;k

@�F
@v�;l

� �

� @kþ1
x @�p�G��@lþ1

x @�p�

þ �
2

2

X @�F
@v�;k

@kþ1
x

� r @p�ðv;�Þ
@�

� r @p�ðv;�Þ
@�

� vx


 ��
G�� ½61�

446 WDVV Equations and Frobenius Manifolds



Here U = U(v) is the operator of multiplication by
E(v), p� = p�(v;�),�= 1, . . . , n, is a system of flat
coordinates [16] of the bilinear form [13]. The
substitution

v� 7!w�¼ v� þ �2@x@t�;0�Fðv; vx; vxx; . . . ; �2Þ
� ¼ 1; . . . ; n

½62�

transforms [58] to [57]. The terms of the expansion
[60] are not polynomial in the derivatives. For
example (Dubrovin and Zhang 1998a),

F 1¼
1

24

Xn

i¼1

log u0i þ log
�IðuÞ

J1=24ðuÞ

JðuÞ¼ det
@v�

@ui

� �
¼ �

Yn

i¼1

 i1ðuÞ
½63�

(the canonical coordinates have been used) where
�I(u) is the isomonodromic tau function [29]. The
transformation [62] applied to the solution [59]
expresses higher-genus GW invariants of a variety X
with semisimple quantum cohomology QH�(X) via
the genus-zero invariants. For the particular case of
X = P2, the formula [63] yields (Dubrovin and
Zhang 1998a)


000 � 27

8ð27þ 2
0 � 3
00Þ ¼ �
1

8
þ
X
k	1

kN
ð1Þ
k

ekz

ð3kÞ!

Here


ðzÞ ¼
X
k	0

Nk
ekz

ð3k� 1Þ!

is the generating function of the genus-zero GW
invariants of P2 (see [54]) and N(1)

k = the number of
elliptic plane curves of the degree k passing through
3k generic points.

See also: Bi-Hamiltonian Methods in Soliton Theory;
Functional Equations and Integrable Systems; Integrable
Systems: Overview; Isomonodromic Deformations;
Korteweg–de Vries Equation and Other Modulation
Equations; Mirror Symmetry: A Geometric Survey; Moduli
Spaces: An Introduction; Painlevé Equations;
Riemann–Hilbert Problem; Toda Lattices; Topological
Gravity, Two-Dimensional; Topological Quantum Field
Theory: Overview; Topological Sigma Models.
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Sabbah C (2002) Déformations isomonodromiques et variétés

de Frobenius. Savoirs Actuels (Les Ulis). Paris: CNRS
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Introduction

Practically any physical, chemical, or biological
system can exhibit rhythmic oscillatory activity, at
least when the conditions are right. Winfree (2001)
reviews the ubiquity of oscillations in nature,
ranging from autocatalytic chemical reactions to
pacemaker cells in the heart, to animal gates, and to
circadian rhythms. When coupled, even weakly,
oscillators interact via adjustment of their phases,
that is, their timing, often leading to synchroniza-
tion. In this chapter, we review the most important
concepts needed to study and understand the
dynamics of coupled oscillators.

From a mathematical point of view, an oscillator
is a dynamical system,

_x ¼ f ðxÞ; x 2 Rm ½1�

having a limit-cycle attractor – periodic orbit � � Rm.
Its period is the minimal T > 0 such that

�ðtÞ ¼ �ðt þ TÞ for any t

and its frequency is � = 2�=T. Let x(0) = x0 2 � be
an arbitrary point on the attractor, then the state of
the system, x(t), is uniquely defined by its phase
# 2 S1 relative to x0, where S1 is the unit circle.

Throughout this article, we assume that the
periodic orbit � is exponentially stable, which
implies normal hyperbolicity. In this case, there is a
continuous transformation � : U ! S1 defined in a
neighborhood U � � such that #(t) = �(x(t)) for any
trajectory in U, that is, � maps solutions of [1] to
solutions of

_# ¼ � ½2�

Such a transformation removes the amplitude but
saves the phase of oscillation.

Accordingly, there is a continuous transformation
that maps solutions of the weakly coupled network
of n oscillators,

_xi ¼ fiðxiÞ þ "giðx1; . . . ; xn; "Þ; "� 1 ½3�

onto solutions of the phase system

_#i ¼ �i þ "hið#1; . . . ; #n; "Þ; #i 2 S1 ½4�

which is easier for studying the collective properties
of [3].

The oscillators are said to be frequency locked when
[4] has a stable periodic orbit #(t) = (#1(t), . . . ,#n(t))
on the n-torus Tn, as in Figure 1a. The ‘‘rotation
vector’’ or ‘‘winding ratio’’ of the orbit is the set of
integers q1 : q2 : � � � : qn such that #1 makes q1 rotations
while #2 makes q2 rotations, etc., as in the 2 : 3
frequency locking in Figure 1a. The oscillators
are entrained when they are 1 : 1: � � � :1 frequency
locked. The oscillators are phase locked when there is
an (n� 1)� n integer matrix K having linearly
independent rows such that K#(t) = const. For exam-
ple, the two oscillators in Figure 1b are phase locked
with K = (2, 3), while those in Figure 1c are not. The
oscillators are synchronized when they are entrained
and phase locked. Synchronization is in-phase when
#1(t) = � � � =#n(t) and out-of-phase otherwise. Two
oscillators are said to be synchronized antiphase when
#1(t)� #2(t) = �. Frequency locking without phase
locking, as in Figure 1c, is called phase trapping. The
relationship between all these definitions is depicted
in Figure 2.

Phase Resetting

An exponentially stable periodic orbit is a normally
hyperbolic invariant manifold, hence its sufficiently
small neighborhood, U, is invariantly foliated by

(c)

θ1

θ2

(a)

θ1θ2

(b)

Identify

Id
en

tif
y

θ1

θ2

Figure 1 A 2-torus and its representation on the square.

(Modified from Hoppensteadt and Izhikevich 1997.)

Frequency locking

Phase locking

In phase

Antiphase

SynchronizationEntrainment
(1:1 frequency locking)

Figure 2 Various degrees of locking of oscillators. (Modified

from Izhikevich 2006.)
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stable submanifolds (Guckenheimer 1975) illustrated
in Figure 3. The manifolds represent points having
equal phases and, for this reason, they are called
isochrons (from Greek ‘‘iso’’ meaning equal and
‘‘chronos’’ meaning time).

The geometry of isochrons determines how the
oscillators react to perturbations. For example, the
pulse in Figure 3, right, moves the trajectory from
one isochron to another, thereby changing its phase.
The magnitude of the phase shift depends on the
amplitude and the exact timing of the stimulus
relative to the phase of oscillation #. Stimulating the
oscillator at different phases, one can measure the
phase transition curve (Winfree 2001)

#new ¼ PTCð#oldÞ

and the phase resetting curve

PRCð#Þ ¼ PTCð#Þ � #
ðshift ¼ new phase� old phaseÞ

Positive (negative) values of the PRC correspond to
phase advances (delays). PRCs are convenient when
the phase shifts are small, so that they can be
magnified and clearly seen, as in Figure 4. PTCs are
convenient when the phase shifts are large and
comparable with the period of oscillation.

In Figure 5 we depict phase portraits of the
Andronov–Hopf oscillator receiving pulses of
magnitude 0.5 (left) and 1.5 (right). Notice the
drastic difference between the corresponding PRCs
or PTCs. Winfree (2001) distinguishes two cases:

1. type 1 (weak) resetting results in continuous PRCs
and PTCs with mean slope 1, and

2. type 0 (strong) resetting results in discontinuous
PRCs and PTCs with mean slope 0.
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The discontinuity of type 0 PRC in Figure 5 is a
topological property that cannot be removed by
reallocating the initial point x0 that corresponds to
zero phase. The discontinuity stems from the fact
that the shifted image of the limit cycle (dashed
circle) goes beyond the central equilibrium at which
the phase is not defined.

The stroboscopic mapping of S1 to itself, called
Poincaré phase map,

#kþ1 ¼ PTCð#kÞ ½5�

describes the response of an oscillator to a T-periodic
pulse train. Here, #k denotes the phase of oscillation
when the kth input pulse arrives. Its fixed points
correspond to synchronized solutions, and its periodic
orbits correspond to phase-locked states.

Weak Coupling

Now consider dynamical systems of the form

_x ¼ f ðxÞ þ "sðtÞ ½6�

describing periodic oscillators, _x = f (x), forced by
a weak time-depended input "s(t), for example, from
other oscillators in a network. Let �(x) denote the
phase of oscillation at point x 2 U, so that the map
� : U ! S1 is constant along each isochron. This
mapping transforms [6] into the phase model

_# ¼ �þ "Qð#Þ � sðtÞ

with function Q(#), illustrated in Figure 6, satisfying
three equivalent conditions:

1. Winfree: Q(#) is normalized PRC to infinitesimal
pulsed perturbations;

2. Kuramoto: Q(#) = grad �(x); and
3. Malkin: Q is the solution to the adjoint problem

_Q ¼ �fDf ð�ðtÞÞg>Q ½7�

with the normalization Q(t) � f (�(t)) = � for any t.

The function Q(#) can be found analytically in a
few simple cases:

1. a nonlinear phase oscillator _x = f (x) with x 2 S1

and f > 0 has Q(#) = �=f (�(#));
2. a system near saddle-node on invariant circle

bifurcation has Q(#) proportional to 1� cos#;
and

3. a system near supercritical Andronov–Hopf
bifurcation has Q(#) proportional to sin(#�  ),
where  2 S1 is a constant phase shift.

Other interesting cases, including homoclinic,
relaxation, and bursting oscillators are considered
by Izhikevich (2006).

Treating s(t) in [6] as the input from the network,
we can transform weakly coupled oscillators

_xi ¼ fiðxiÞ þ "
Xn

j¼1

gijðxi; xjÞ

zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{siðtÞ

; xi 2 Rm ½8�

to the phase model

_#i ¼ �i þ "Qið#iÞ �
Xn

j¼1

gijðxið#iÞ; xjð#jÞÞ

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{siðtÞ

½9�

having the form [4] with hi = Qi

P
gij, or the form

_#i ¼ �i þ "
Xn

j¼1

hijð#i; #jÞ

where hij = Qigij. Introducing phase deviation vari-
ables #i = �it þ ’i, we transform this system into the
form

_’i ¼ "
Xn

j¼1

hijð�it þ ’i; �jt þ ’jÞ

which can be averaged to

_’i ¼ "
Xn

j¼1

Hijð’i � ’jÞ ½10�

with the functions

Hijð�Þ ¼ lim
T!1

1

T

Z T

0

hijð�it; �jt � �Þ dt ½11�
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describing the interaction between oscillators
(Ermentrout and Kopell 1984). To summarize, we
transformed weakly coupled system [8] into the
phase model [10] with H given by [11] and each Q
being the solution to the adjoint problem [7]. This
constitutes the Malkin theorem for weakly coupled
oscillators (Hoppensteadt and Izhikevich 1997,
theorem 9.2).

Existence of one equilibrium of the phase model
[10] implies the existence of the entire circular
family of equilibria, since translation of all ’i by a
constant phase shift does not change the phase
differences ’i � ’j and hence the form of [10]. This
family corresponds to a limit cycle of [8], on which
all oscillators have equal frequencies and constant
phase shifts, that is, they are synchronized, possibly
out of phase.

We say that two oscillators, i and j, have resonant
(or commensurable) frequencies when the ratio
�i=�j is a rational number, for example, it is p=q
for some integer p and q. They are nonresonant
when the ratio is an irrational number. In this case,
the function Hij defined above is constant regardless
of the details of the oscillatory dynamics or the
details of the coupling, that is, dynamics of two
coupled nonresonant oscillators is described by an
uncoupled phase model. Apparently, such oscillators
do not interact; that is, the phase of one of them
cannot change the phase of the other one even on
the long timescale of order 1=".

Synchronization

Consider [8] with n = 2, describing two mutually
coupled oscillators. Let us introduce ‘‘slow’’ time
� = "t and rewrite the corresponding phase model
[10] in the form

’01 ¼ !1 þH12ð’1 � ’2Þ
’02 ¼ !2 þH21ð’2 � ’1Þ

where 0= d=d� and !i = Hii(0) is the frequency
deviation from the natural oscillation, i = 1, 2. Let
�=’2 � ’1 denote the phase difference between the
oscillators; then

�0 ¼ !þHð�Þ ½12�

where

! ¼ !2 � !1 and Hð�Þ ¼ H21ð�Þ �H12ð��Þ

is the frequency mismatch and the antisymmetric
part of the coupling, respectively, illustrated in
Figure 7, dashed curves. A stable equilibrium of
[12] corresponds to a stable limit cycle of the phase
model.

All equilibria of [12] are solutions to H(�) = �!,
and they are intersections of the horizontal line �!
with the graph of H. They are stable if the slope
of the graph is negative at the intersection. If
oscillators are identical, then H(�) is an odd
function (i.e., H(��) = �H(�)), and �= 0 and
�= � are always equilibria, possibly unstable,
corresponding to the in-phase and antiphase syn-
chronized solutions. The in-phase synchronization
of gap–junction coupled oscillators in Figure 7 is
stable because the slope of H (dashed curves) is
negative at �= 0. The max and min values of the
function H determine the tolerance of the network
to the frequency mismatch !, since there are no
equilibria outside this range.

Now consider a network of n > 2 weakly coupled
oscillators [8]. To determine the existence and
stability of synchronized states in the network, we
need to study equilibria of the corresponding phase
model [10]. The vector �= (�1, . . . ,�n) is an
equilibrium of [10] when

0 ¼ !i þ
Xn

j 6¼1

Hijð�i � �jÞ ðfor all iÞ ½13�

It is stable when all eigenvalues of the linearization
matrix (Jacobian) at � have negative real parts,
except one zero eigenvalue corresponding to the
eigenvector along the circular family of equilibria (�
plus a phase shift is a solution of [13] too since the
phase shifts �j � �i are not affected).

In general, determining the stability of equilibria
is a difficult problem. Ermentrout (1992) found a
simple sufficient condition. If

1. aij = H0ij(�i � �j) 	 0, and
2. the directed graph defined by the matrix a = (aij)

is connected, (i.e., each oscillator is influenced,
possibly indirectly, by every other oscillator),

then the equilibrium � is neutrally stable, and the
corresponding limit cycle x(t þ �) of [8] is asympto-
tically stable.
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Another sufficient condition was found by
Hoppensteadt and Izhikevich (1997). If system [10]
satisfies

1. !1 = � � � =!n =! (identical frequencies)
2. Hij(��) = �Hji(�) (pairwise odd coupling)

for all i and j, then the network dynamics converge to a
limit cycle. On the cycle, all oscillators have equal
frequencies 1þ "! and constant phase deviations.

The proof follows from the observation that [10]
is a gradient system in the rotating coordinates
’=!� þ � with the energy function

Eð�Þ ¼ � 1

2

Xn

i¼1

Xn

j¼1

Rijð�i � �jÞ

where

Rijð�Þ ¼
Z �

0

HijðsÞ ds

One can check that dE(�)=d� = �
P

(�0i)
2 	 0

along the trajectories of [12] with equality only at
equilibria.

Mean-Field Approximations

Let us represent the phase model [10] in the form

’0i ¼ !i þ
Xn

j 6¼i

Hijð’i � ’jÞ

where 0= d=d� , � = "t is the slow time, and
!i = Hii(0) are random frequency deviations. Collec-
tive dynamics of this system can be analyzed
in the limit n!1. We illustrate the theory
using the special case, H(�) = �sin�, known as the
Kuramoto (1984) model:

’0i ¼ !i þ
K

n

Xn

j¼1

sinð’j � ’iÞ; ’i 2 ½0; 2�� ½14�

where K > 0 is the coupling strength and the factor
1=n ensures that the model behaves well as n ! 1.
The complex-valued sum of all phases,

rei ¼ 1

n

Xn

j¼1

ei’j

ðKuramoto synchronization indexÞ ½15�

describes the degree of synchronization in the
network. Apparently, the in-phase synchronized
state ’1 = � � � =’n corresponds to r = 1 with  
being the population phase. In contrast, the inco-
herent state with all ’i having different values

randomly distributed on the unit circle, corresponds
to r 
 0. Intermediate values of r correspond to a
partially synchronized or coherent state, depicted in
Figure 8. Some phases are synchronized forming a
cluster, while others roam around the circle.

Multiplying both sides of [15] by e�i’i and
considering only the imaginary parts, we can rewrite
[14] in the equivalent form

’0i ¼ !i þ Kr sinð � ’iÞ

that emphasizes the mean-filed character of interac-
tions between the oscillators: they all are pulled into
the synchronized cluster (’i !  ) with the effective
strength proportional to the cluster size r. This pull
is offset by the random frequency deviations !i that
pull away from the cluster.

Let us assume that !i’s are distributed randomly
around 0 with a symmetrical probability density
function g(!), for example, Gaussian. Kuramoto has
shown that in the limit n ! 1, the cluster size r
obeys the self-consistency equation

r ¼ rK

Z þ�=2
��=2

gðKr sin’Þ cos2 ’ d’ ½16�

Notice that r = 0, corresponding to the incoherent
state, is always a solution of this equation. When the
coupling strength K is greater than a certain critical
value,

Kc ¼
2

�gð0Þ

an additional, nontrivial solution r > 0 appears,
which corresponds to a partially synchronized
state. Expanding g in a Taylor series, one gets the
scaling r =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16(K� Kc)=(�g00(0)�K4

c )
p

. Thus, the
stronger the coupling K relative to the random
distribution of frequencies, the more oscillators syn-
chronize into a coherent cluster. The issue of stability
of incoherent and partially synchronized states is
discussed by Strogatz (2000). Other generalizations
of the Kuramoto model are reviewed by Acebron et al.
(2005). An extended version of this article with the

r r e 

i ψϕi

ϕj
ψ

Figure 8 Kuramoto synchronization index [15] describes the

degree of coherence in the network [14].

452 Weakly Coupled Oscillators



emphasis on computational neuroscience can be found
in the recent book by Izhikevich (2006).

See also: Bifurcations of Periodic Orbits; Dynamical
Systems and Thermodynamics; Hamiltonian Systems:
Stability and Instability Theory; Singularity and Bifurcation
Theory; Stability Theory and KAM; Synchronization of
Chaos.
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Introduction

It is recognized that one of the outstanding problems
in modern physics is to formulate the quantum
theory of gravity, synthesizing the principles of
quantum mechanics and general theory of relativity.
The fundamental units for measuring time, length,
and energy, known as Planck time, Planck length,
and Planck energy, respectively, are defined to be
tPl = (�hG=c5)1=2 =5.39�10�44 s, lPl = (�hG=c3)1=2 =
1.61�10�33 cm, and mPl = (�hc=G)1=2 =2.17�
10�5 g, in terms of the Newton’s constant, G,
velocity of light, c, and �h=h=2�,h being the
Planck’s constant. We may conclude, on dimen-
sional arguments, that quantum gravity effects will
play an important role when we consider physical
phenomena in the vicinity of these scales. Therefore,
when we probe very short distances, consider
collisions at Planckian energies, and envisage evolu-
tion of the universe in the Planck era, the quantum
gravity will come into play in a predominant
manner. The purpose of this article is to present an
overview of an approach to quantize Einstein’s
theory of gravity, pioneered by Wheeler and De
Witt almost four decades ago. We proceed to
recapitulate various prescriptions for quantizing
gravitation and then discuss simple derivation of
the Wheeler–De Witt (WDW) equation in general

relativity and some of its applications in the study of
quantum cosmology. There are, broadly speaking,
three different approaches to quantize gravity.

The general theory of relativity has been tested to
great degree of accuracy in the classical regime. The
geometrical description of spacetime plays a cardinal
role in Einstein’s theory. Therefore, the general
relativists emphasize the geometrical attributes of the
theory and the central role played by the spacetime
structure in their formulation of quantum theory.
It is natural to adopt a background-independent
approach. In contrast, the path followed by
quantum field theorists, where the prescription is
valid in the weak-field approximation, the theory is
quantized in a given background, usually the Min-
kowskian space. It is argued by the proponents of the
geometric approach, that the background metric
should emerge from the theory in a self-consistent
manner rather than being introduced by hand when
we quantize the theory. One of the earliest attempts
to quantize gravity was to follow the route of
canonical method. The canonical quantization
approach has many advantages. One of the impor-
tant features is that it is quite similar to the
prescriptions adopted in quantum field theory where
one uses notion of operators, commutation relations,
etc. Moreover, the subtleties encountered in quantiz-
ing gravity are transparent. Therefore, the canonical
procedure is preferred over the path-integral formula-
tion, although the latter has its own advantages too.
Another positive aspect of the canonical approach is
that the requirement of background-independent
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formulation could be maintained to some extent.
Thus, there is room for exploring some of the
nonperturbative attributes of the theory. The relati-
vists favor canonical formulation, since some of the
geometrical features of general theory of relativity
could be incorporated here and be explored to see
how far the quantum theory captures such properties
of the classical theory. As we shall discuss in sequel,
some of the interesting issues of quantum cosmology
are addressed in this approach. However, there are
limitations and short comings in this formulation and
we refer the reader to the text books and review
articles for further reading and critical assessments of
canonical approach to quantize gravity.

The second approach is primarily the endeavor of
physicists who have devoted their research to
quantum field theory. Feynman’s seminal work on
quantization of gravity from this perspective has
profoundly influenced the subsequent developments.
The quantization of gravity is carried out in the
weak-field approximation such that the graviton is
identified as the fluctuation over the Minkowski
background metric. It is a massless spin-2 field as one
concludes from the properties of low-energy gravita-
tional interaction in the classical limit. Furthermore,
the gauge invariance associated with a spin-2 mass-
less field gets intimately related with invariance of
Einstein’s theory under general coordinate transfor-
mation. In this setup, the field-theoretic techniques
could be employed to quantize theory and to consider
perturbative expansions for the scattering amplitudes.
It is realized that low-energy amplitudes computed
from the massless spin-2 theory match with those
derived from the Einstein–Hilbert action in the weak-
field approximation. Furthermore, the theory is not
perturbatively renormalizable since the coupling
constant carries dimension. One of the most impor-
tant outcomes of the investigations from this per-
spective is the discovery, due to Feynman, that the
introduction of ghost fields is necessary in order to
maintain unitarity of the S-matrix when one goes
beyond the tree level. As is well known, this work has
profoundly influenced frontiers of research in physics
leading to quantization of Yang–Mills theory which,
in turn, paved way for electroweak theory and the
QCD. It is worthwhile to mention in passing that the
quantum phenomena associated with gravity in the
nonperturbative regime cannot be addressed in this
framework.

In recent years, superstring theory has been at the
center stage in order to provide a unified theory of
fundamental interactions. It is postulated that all
elementary constituents of matter and the carriers of
the interactions such as gauge bosons and graviton
are excitations of one-dimensional extended objects:

the strings. The superstring theories are perturba-
tively consistent in critical ten dimensions. The
closed-superstring spectrum contains a spin-2 mass-
less state which is identified to be the graviton. It is
well known that perturbative computation of pro-
cesses involving graviton turn out to be finite.
Moreover, the Einstein–Hilbert term appears natu-
rally when one derives the string effective action.
Therefore, it is expected that string theory will be
able to provide answers to questions related to
quantum gravity. Indeed, the theory has met with
success in resolving some important issues. We note
that cosmological scenario has been discussed in the
string theory framework and the WDW equation
has played an important role in study of quantum
string cosmology. We shall comment on this aspect
towards the end of this article.

The Canonical Structure of Einstein
Gravity

The Einstein–Hilbert action is

S ¼ 1

16�G

Z
M

ffiffiffiffiffiffiffi�g
p

d4xðR� 2�Þ ½1�

where R is the Ricci scalar derived from the metric,
g��, and � is the cosmological constant. The field
equations are derived from the action by the
standard variational technique. Note that R involves
second derivative of the metric. If we have compact
manifolds with boundary @M such that variations of
the metric vanish on the boundary and the normal
derivatives do not, it is necessary to add a surface
term to this action. The exact form of this term will
be discussed later. The Einstein’s theory of gravita-
tion is manifestly covariant. The associated action
[1] is invariant under general coordinate transforma-
tions: under x�! x0�(x),

g0��ðx0Þ ¼ g��ðxÞ @x0�

@x�
@x0�

@x�
½2�

Therefore, we expect that the theory will be
endowed with constraints expressed in terms of the
canonical variables. One can implement general
coordinate transformations so that there are only
two pairs of canonical phase-space variables on a
spacelike hypersurface. In other words, from physi-
cal considerations, graviton has only two polariza-
tions whereas the metric has ten components.
Therefore, the two physical degrees of freedom can
be obtained using the freedom of choosing the
‘‘gauge’’ transformations in this context. It is
desirable to identify the constraints and analyze
their structure, most appropriately in Dirac’s
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formalism, and to quantize the theory canonically as
the next step. This is the path we intend to follow in
order to arrive at the WDW equation.

The Classical Constraints

The Hamiltonian approach is most appropriate to
employ the constraint formalism due to Dirac. We
recall that the Lagrangian formulation is manifestly
covariant as is reflected in the field equations;
whereas the spacetime covariance is lost in the
passage to the Hamiltonian approach. Furthermore,
the spatial components of the metric are the
dynamical degrees of freedom. We adopt the
formalism introduced by Arnowitt, Deser, and
Misner (ADM) for the so-called 3þ 1 split of the
hyperbolic Riemannian spacetime metric, g��. One
introduces the lapse function, N?, and the shift
function, Ni. We suppress the factors of 1=16�G,
etc., for the time being for the general discussions
and shall reintroduce them later. The family of
spacelike hypersurfaces, �t, are constructed, with
metric hij induced on it. Here t is a timelike
parameter, parametrize �t. The distance between
points on two neighboring hypersurface, �t and
�tþdt, with coordinates (t, xi) and (t þ dt, xi þ dxi),
respectively, is given by

ds2 ¼�ðN?Þ2 dt2 þ hijðNi dt þ dxiÞðNj dt þ dxjÞ
¼ g�� dx� dx� ½3�

The indices of tensors defined on �t are raised and
lowered by hij and its inverse hij. The relations
between the components of g�� and N?, Ni, hij can
be obtained easily,

g00 ¼ hijN
iNj � ðN?Þ2; g0i ¼ hijN

j ½4�

The above relations can be inverted to give

Ni ¼ hijg0i N? ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
�g00

p ½5�

The relations between spatial components, gij, of g��
and hij and some other useful relations are listed
below for later conveniences:

gij ¼ hij � NiNj

ðN?Þ2ffiffiffiffiffiffiffi�g
p ¼ N?

ffiffiffi
h
p

g0i ¼ Ni

ðN?Þ2

½6�

Note that (N?, Ni) are introduced to specify the
deformation of the hypersurface and therefore, the
evolution equations through the Hamiltonian will
not determine them; they are arbitrary functions.

Consequently, [4] implies that g00 and g0i will enter
the Hamiltonian as arbitrary functions. As alluded
to above, hij and their conjugate momenta �ij are the
dynamical degrees of freedom. We may choose
(N?, Ni) = N� and hij as independent variables
rather than (g00, g0i) = g0� and hij for convenience
and go back to the other set of variables through [4]
and [5] if we desire. Let �� be canonically conjugate
momenta to N�, then it is obvious that a Lagrangian
multiplier, ��, is necessary so that �.� term has to be
supplemented to the Hamiltonian due to the
arbitrariness of N�. We remind the reader that in
electrodynamics an analogous situation arises while
analyzing its canonical structure – local gauge
symmetry plays a crucial role there. It is obvious
that the generic form of the Hamiltonian is (we shall
introduce 1=16�G, etc., later)

H¼
Z

d3x N?H?½hij;�
ij� þNiHi½hij;�

ij� þ�:�
� �

½7�

From the perspective of constraint analysis, it is
natural that �� � 0 appears as a first-class constraint
as they are multiplied by arbitrary functions. More-
over, this constraint must hold good under the
deformation of the surface which implies {��,H}PB

must vanish weakly leading to H� � 0. As a
consistency requirement, these must be first-class
constraints if N� are to be arbitrary functions. We
identify that �� � 0 and H� � 0 are the primary and
secondary constraints, respectively. Thus far, we
have discussed the case for pure gravity; the
presence of matter fields in the full action modifies
the treatment appropriately.

Let us analyze the structure of the constraints for
the Einstein–Hilbert action [1]. For a compact
manifold with boundary @M, we have to add the
surface term which takes the form:

1

8�G

Z
@M

d3x
ffiffiffi
h
p

K

Here K stands for the trace of the extrinsic curvature
of the boundary 3-surface and h = det hij; note that
hij is the induced metric on the 3-surface. If we
include matter fields, the corresponding action is to
be taken into account. Once we make the 3þ 1 split
of the metric, the action assumes the following form:

S ¼ 1

16�G

Z
d3x dtN?

ffiffiffi
h
p

� KijK
ij � K2 þ 3R� 2�

� �
½8�

where

Kij ¼
1

N?
� @hij

@t
þDiNj þDjNi

� �
½9�
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Here DiNj represents covariant derivative of Nj with
the connections computed from hij and 3R is
curvature of the 3-surface. The canonical momenta
are

�ij ¼
ffiffiffi
h
p

16�G
Kij � hijKl

l

� �
½10�

and we can invert this relation to get

Kij ¼ � 1

16�G
ffiffiffi
h
p �ij � 1

2
hij�l

l

� �

The Hamiltonian form of action is given by

SH ¼
Z

d3x dt _hij�
ij �N?H? �NiHi

� �
½11�

Notice that [8] does not involve time derivatives of
N? and Ni, their corresponding canonical momenta
vanish.

�? � 0; �i � 0 ½12�

as expected from our earlier discussions about the
role of N�. A straightforward constraint analysis
leads to the pair of constraints

Hi ¼ �2Dj�
j
i � 0 ½13�

H? ¼
16�Gffiffiffi

h
p hijhkl �

1

2
hikhjl

� �
�ik�jl

�
ffiffiffi
h
p

16�G
3R � 0 ½14�

We mention in passing that the above constraint
equations get modified in the presence of matter
fields in the theory. This is relevant. The WDW
equation plays an important role in quantum
cosmology to describe the evolution of the universe
in early epochs and the equation is studied in the
presence of a generic matter content, that is, a scalar
field with potential. The constraint equations [13]
and [14] modify to

HT
i ¼ Hi þHmatter

i � 0 ½15�

HT
? ¼ H? þHmatter � 0 ½16�

The Algebra of Constraints

In order to compute the classical Poisson bracket
algebra of the constraints [13] and [14], we use the
canonical Poisson bracket relations for the phase-
space variables on �t:

fhijðxÞ; hklðx0Þg ¼ 0 ½17�

f�ijðxÞ; �klðx0Þg ¼ 0 ½18�

fhijðxÞ; �klðx0Þg ¼ �k
ði�

l
jÞ� ðx; x0Þ ½19�

Thus, Poisson brackets among the constraints [13]
and [14] are

fHiðxÞ;Hjðx0Þg ¼ �HjðxÞ@x0

i �ðx; x0Þ
þ Hi@

x
j �ðx; x0Þ ½20�

fHiðxÞ;H?ðx0Þg ¼ H?ðxÞ@x
i �ðx; x0Þ ½21�

fH?ðxÞ;H?ðx0Þg ¼ hijðxÞHiðxÞ@x0

j �ðx;x0Þ
� hijðx0ÞHiðx0Þ@x

j �ðx; x0Þ ½22�

When we resort to canonical quantization, the
starting point is the Hamiltonian action in the first-
order formalism, where the canonical variables are
subjected to the constraints [13] and [14] in terms of
H? and Hi satisfying the algebra given by [20]–[22].
One encounters a number of important issues while
proceeding to canonically quantize the theory. We
shall mention only a few of them in what follows. It
is important to address issues related to the role of
the constraints in the quantized theory and how to
deal with the Lagrange multipliers N? and Ni. A
simple proposal is to solve the constraints at the
classical level and identify the physical degrees of
freedom and quantize the theory subsequently.
There are four constraints (first class), H?,Hi,
therefore, out of the 12 phase-space variables,
(hij, �

ij), only eight are independent. We need to
supply four gauge conditions in order to render the
theory (classically) solvable. Thus, we are left with
four physical degrees of freedom in the Hamiltonian
phase space and we can quantize them. The
implementation of this idea is easier said than
done. One obstacle is that the constraints cannot
be solved in a closed form in this formalism. If we
fix a gauge and quantize the theory, we obviously
break the gauge invariance. It is essential to show,
subsequently, that all physically observable quanti-
ties are independent of the gauge choice. Another
criticism of this formalism is that we already get rid
of some of the components of the metric. Therefore,
the spirit of the general theory of relativity, which is
based on the geometrical structure of spacetime, is
somewhat diluted. There are other suggestions
where hij and their conjugate momenta are elevated
to quantum status before supplying the gauge
conditions. The issues of gauge fixing and dealing
with the constraints are addressed at the quantum
level. We replace the canonical Poisson bracket
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algebra by the canonical commutators and proceed
further. The momentum operator assumes the form

�̂ij ¼ �i�h
�

�hij

and the wave functional depends on hij that is, �[h].
There are many technical problems related to the
properties of the states and we shall not deal with
them due to limitations of space. It is essential to
discuss the role of the constraints in the quantum
theory. We demand that the quantum constraints
annihilate the physical states (recall the Gauss law
constraint in gauge theories). However, the issue of
operator ordering is to be dealt with which in turn is
connected with the Hermiticity properties of the
quantum constraints. The Hamiltonian constraint
H? � 0 (henceforth denoted as H and defined as the
Hamiltonian) is a product of the metric ĥij and ��ij.
There is certain ambiguity in defining the constraint.
Therefore, one has to choose a convention.
The condition that the Hamiltonian, ĤT

, consisting
of gravitational and matter components, annihilates
the state is expressed as

ĤT
� ¼ 0 ½23�

When we adopt coordinate representation for ��ij,
the above equation takes the form

�16�G Gijkl
�

�hij

�

�hkl

	

�
ffiffiffi
h
p

16�G
ð3R� 2�Þ þ Hmatter

#
�½h; 	� ¼ 0 ½24�

This is the celebrated WDW equation. Here we have
considered a simple case where matter Hamiltonian
density generically contains a single scalar field, 	,
and therefore � is functional of 3-metric on �t and
	. Gijkl is the De Witt metric in the superspace:

Gijkl ¼
1ffiffiffi
h
p ðhikhjl þ hilhjk � hijhklÞ ½25�

Remarks The space of all 3-metrics and the scalar
field (hij,	), on �t, for the description of classical
evolutions is called the superspace (no connection
with the superspace of supersymmetry). Thus,
�[hij,	] is a functional on superspace. Furthermore,
� carries no explicit dependence on t. This is a
consequence of the fact that ‘‘time’’ plays the role of
a parameter in the general theory of relativity, thus
the dynamical variables hij and 	 already provide the
evolutionary processes although t does not make its
appearance. As mentioned earlier, we always discuss
the case when �t is compact. Another point to note

is that the quantum momentum constraint, Ĥi, as an
operator annihilates the wave function which is a
statement of the quantum-mechanical invariance of
the theory under three-dimensional diffeomorph-
isms. However, the WDW equation conveys invar-
iance of the theory under reparametrization,
although careful analysis is necessary to prove this
point. Now we proceed to discuss the solutions of
the WDW equation.

WDW Equation and the Solutions

It is recognized that the WDW equation [24] is a
second-order hyperbolic functional differential equa-
tion and naturally it has enormous number of
solutions. Therefore, if we want the WDW equation
to have any predictive power, it is necessary to
introduce boundary conditions. One of the possible
choice is to specify the wave function on the
boundary of the superspace. Indeed, the central
issue of quantum cosmology is about the choice of
various boundary conditions which has been an
important topic of debates. This point will be briefly
discussed later. Notice that the boundary condition
has to be introduced keeping in mind how the
universe is expected to behave as it evolves. There is
a proposition that the boundary condition for the
quantum evolution of the universe be given the
status of a physical law. Therefore, the role of the
wave functional, �[hij(x),	(x), B], its evolution, and
interpretation are central to the development of
quantum cosmology. Thus, � represents the ampli-
tude for the universe to have hij(x) on the 3-surface,
B, and matter field 	(x). It is argued that path-
integral formalism should be adopted as an alter-
native to the canonical prescription to solve for the
wave function, rather the transition amplitude,
satisfying the WDW equation. Here the first step is
to define the Euclidean version of the gravitational
action keeping in mind the subtleties. As is well
known, we deal with propagator (or transition
amplitude) in the path-integral approach where the
functional integral is carried out over a set of
4-metrics and matter fields with Euclidean action
inside the integral acting as the weight factor. We
recall that while formulating quantum mechanics in
the path-integral approach, we sum over all possible
paths in the functional integral. However, in the
semiclassical approximation, the amplitude is domi-
nated by the action corresponding to the classical
path and we approximate the wave function as  �
e(i=�h)Scl and it gets modified appropriately in the
Euclidean formulation. In this background, we
briefly discuss how the wave function of the
universe is obtained in the path-integral formalism.
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According to the proposal of Hartle and Hawking,
one adopts path-integral formalism for the Eucli-
dean action where the functional integral is not only
carried out over the 4-metric, g�� , and the scalar
field 	, but also one takes sum over the class of
manifolds, M. Note that B is a part of the boundary
of this set of manifold. If �hij and �	 are the induced
metric and the configuration of the scalar field, 	,
on the boundary, B, then the propagator (henceforth
we just call it the wave function) �[�hij, �	, B] can be
given a functional-integral representation. Indeed,
obtaining the most general form of the path integral,
summing over the 4-manifolds, is quite a formidable
task. On the other hand, if one chooses a class of
4-manifolds which can be decomposed as a product
(foliation) R� B, the wave function is expressed as

�½�h; �	;B�

¼
Z
DN�

Z
DhijD	 f ðN�Þ�FPe�SE½g��;	� ½26�

We have introduced the gauge-fixing condition
as f (N�), which is usually taken to be _N

�
= l� and

then the corresponding Faddeev–Popov determinant,
�FP, has to be inserted into the path-integral
measure. We recall from our earlier discussions
that N� has to be unrestricted on the boundary, B,
since they have no dynamical role when we express
the action in terms of the variables defined on the
3-surface. As noted in the previous discussion,
explicit time dependence does not appear after the
3þ 1 split and (hij(x),	(x)) have no dependence on
t. Therefore, we introduce a parameter to designate
the paths over which the functional integral is to be
taken. Recall that in the quantum-mechanical case,
the paths are parametrized as qi(t) for the coordi-
nates. However, when we resort to a parametriza-
tion of the variables for the case at hand, certain
conditions must be fulfilled. We are permitted to
integrate over hij and 	 over only those paths, while
parametrizing them as (hij(x, 
),	(x, 
)), so that they
match the arguments of the wave function on the
boundary B. Therefore, we may define the metric
and the scalar field configuration so that at 
 = 1
they assume their functional values on the boundary:
in other words, �hij(x) = hij(x, 
 = 1) and
�	(x) =	(x, 
 = 1). It is worthwhile to go back to
the quantum-mechanical analogy once more. When
we compute amplitudes/propagators in quantum
mechanics, the functional integral is defined for the
amplitude of going from a configuration qi to qf

while summing over all possible paths originating
from one endpoint qi and ending at the final point
qf . On this occasion, we have imposed the con-
straint on the final endpoint belonging to the

boundary B. Thus, in order to determine the wave
function of the universe, we are required to specify
the initial configurations of hij and 	 at 
 = 0. We
shall not enter into important issues related with the
properties of the Euclidean action, the problems
associated with the choice of contours of the path
integrals, and related topics. The reader will find
detailed discussions in the lectures and monographs
referre d in the ‘‘Furt her readi ng’’ section.

It is important to re-emphasize that boundary
conditions are to be introduced while solving the
WDW equation. It was argued by De Witt that the
wave function will be determined uniquely from the
mathematical consistency of the theory and that
hope has not been realized. Whether one attempts to
solve the functional differential WDW equation or
obtain the wave function in the path-integral
formalism, the issue of boundary condition is
unavoidable. There are mainly three different kinds
of boundary conditions in quantum cosmology:
Hartle–Hawking (HH) no-boundary proposal,
Vilenkin’s tunneling mechanism, and Linde’s bound-
ary condition. We shall briefly discuss the first two
proposals. Instead of stating the boundary condi-
tions in full generality, we shall envisage quantum
cosmology in a minisuperspace and provide illus-
trative examples to compare the main features of
HH and Vilenkin solutions to the WDW equation.

It is realized that the discussion and solutions of
quantum cosmology in the superspace is rather
difficult, since we deal with functional differential
equations and the configuration space is infinite
dimensional. Therefore, it is worthwhile to consider
a system, as a simple model, which has finite degrees
of freedom. Thus, we assume that the metric and
matter fields depend only on cosmic time to begin
with. There is a physical motivation behind this
assumption, since the present classical state of the
universe is described by the Friendmann–Robertson–
Walker (FRW) metric corresponding to an isotropic
and homogeneous universe. Notice that the classical
evolution equation resembles that of the motion of a
particle. The quantum evolution equations are now
given by differential equations of quantum
mechanics rather than functional differential equa-
tions. Similarly, the path-integral formulation
becomes analogous to the quantum-mechanical
frame work. Of course, adopting such a simplified
approach deprives us from describing some of the
important aspects of quantum gravity. However,
within this framework, several essential features can
be exhibited and deep insight might be gained into
the physics of the very early universe. The first step
in getting the minisuperspace metric is to assume
that the lapse is homogeneous, that is, N?= N?(t)
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and the shift is set to zero, Ni = 0. Thus, the metric
takes the form

ds2 ¼ �ðN?ðtÞÞ2dt2 þ hijðx; tÞdxidxj ½27�

The relevant choice of 3-metric for FRW isotropic
and homogeneous universe is

hijðx; tÞdxidxj ¼ aðtÞ2d�2
3 ½28�

Note that d�2
3 is the metric on a 3-sphere. It is

straightforward to derive the Friedmann equations
for such a geometry.

The HH no-boundary condition can be inter-
preted as a topological proposition about the set of
path over which we have to sum. The 3-surface B is
to be taken as the only surface of compact
4-manifold M which is endowed with the metric
g��, and �hij and �	 are the induced metric and the
scalar field on the surface. The wave function is
obtained by using the matching condition supple-
mented with initial condition. For the minisuper-
space case, initial conditions impose constraints on
the scale factor a(
 = 0) and (da=d
)(
 = o), and N?

is to be gauge fixed. These conditions are to be
implemented in the context of determining the wave
function of the universe. In the case of the tunneling
boundary condition of Vilenkin, the qualitative
scenario is as follows. If we look at the solution
to the WDW equation (in the path-integral
approach, Vilenkin considers Lorentzian action),
the solution, crudely speaking, has both ingoing
and outgoing modes at the boundary. In his
proposal, the outgoing mode at the boundary is to
be accepted. The exact prescription is lot more
subtle than the above statement, since one has to
define the meaning of outgoing mode carefully in
the absence of a timelike Killing vector when we
write the WDW equation on the superspace. The
qualitative picture for Vilenkin’s boundary condi-
tion, in the minisuperspace, is like tunneling solu-
tions in quantum mechanics when a particle
penetrates through a potential barrier.

Let us consider a minisuperspace model with the
scalar field and potential V(	). The action is

S ¼ 1

2

Z
dta3 � 1

N?
_a

a

� �2

þð
_	Þ2

N?

"

�N?Vð	Þ þN?

a2

#
½29�

A few comments are in order here. For the FRW
metric, we have

ffiffiffi
g
p

R = 6(�a _aþ ka)þ a total

derivative term; the total derivative term can be
removed by adding a boundary term and k is
positive since we take the spatial part to be closed.
We have redefined the scale factor, the scalar
field, the potential term, and k such that the
Einstein–Hilbert action with matter field assumes
the form of [29] and this action facilitates the
definition of conjugate momenta without cumber-
some numerical factors, and the Hamiltonian takes
a simple form. The conjugate momenta and result-
ing Hamiltonian are

�a ¼ �
a _a

N?
; �	 ¼

a3 _	

N?
½30�

Hc ¼
N?

2
� �

2
a

a
þ
�2
	

a3
þ a3Vð	Þ � a

" #
¼ N?H ½31�

and the constraint is H = 0. In the quantum
cosmology context, we solve the WDW equation:
H� = 0. Since the exact solution is not possible, one
resorts to some approximation with simple assump-
tions. The differential equation is

@2

@a2
� 1

a2

@2

@	2
þ a4Vð	Þ � a2

	 

� ¼ 0 ½32�

Let us consider the case when V(	) does not grow
very fast, that is, V(	)=V(	)0 << 1 and consider the
solution to the WDW equation where � has weak
dependence on 	. Consequently, we may ignore the
	 derivative term in [32]. The purpose of these
assumptions is to reduce the problem to a one-
dimensional quantum mechanics problem and then
employ WKB method. It is hoped that at least some
of the nonperturbative aspects can still be captured.
When the effective potential appearing in [32] is
negative (this is a classically inaccessible region), the
wave function is

�ða; 	Þ � e�ð1=3Vð	ÞÞð1�a2Vð	ÞÞ3=2 ½33�

We expect the wave function have oscillatory
behavior in the classically allowed domain and it
does have that property,

�ða; 	Þ � e�ði=3Vð	ÞÞða2Vð	Þ�1Þ3=2 ½34�

The choice of signs is decided from the boundary
conditions imposed and the usual matching of
the wave functions of the two regions is done as is
the case with the WKB approximation. Note that we
are considering the metric and the scalar field on
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the boundary which were denoted by �hij and �	;
strictly speaking, we should denote the solutions
as �a and �	. But from now on, we drop this bar on
a and 	.

Let us momentarily assume that V is 	-indepen-
dent and therefore, we have an effective cosmologi-
cal constant. The problem is identical to the motion
of a particle in a potential well. There are two
turning points. In one region, the particle starts from
a = 0, reaches one turning point r1 and returns back.
In another case, it starts from a =1, travels up to
a = r2 and reflects back. In the quantum-mechanical
case, the particle can tunnel through the barrier. The
wave function has both decaying and growing
modes under the barrier, and boundary conditions
tell us which mode to choose. One possibility is that
the particle starts from a = 0, tunnels through and
proceeds towards a =1, that is, it has outgoing
mode. The other possibility is that the wave function
has both outgoing and ingoing modes. In this simple
scenario, the former corresponds to Vilenkin’s
tunneling boundary condition, where the universe
is created at a = 0 and it keeps growing. The latter is
HH no-boundary proposal where the wave function
has both modes and the universe contracts and
expands.

Now we discuss the two boundary conditions in
the presence of the potential, with the approxima-
tions mentioned above. The proposition of Vilenkin
amounts to the following conditions on the wave
function: the region of the boundary which is
nonsingular is 	 finite and a = 0. Other than this
domain, either a or 	 diverge on any other region of
the boundary; both can diverge in this singular
boundary. Notice from the expression for [33] and
[34] that the tunneling region corresponds to
a2V(	) < 1, whereas, the oscillatory domain is
a2V(	) > 1. If we use the saddle-point approxima-
tion, � � e�iScl . Vilenkin’s boundary condition cor-
responds to � � e�iScl , with

Scl ¼
ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2Vð	Þ � 1

p
Þ3

3Vð	Þ

So far, we considered the situation where differential
operator for 	 is dropped in [32]. In order to
account for weak 	-dependence, we could introduce
it by multiplying a slowly varying function, say F(	)
and write �(a,	) � F(	)e�iScl . Similarly, the wave
function can be obtained under the barrier and
required to satisfy WKB matching conditions.
Furthermore, the regularity condition on the wave
function in small scale factor limit and behavior of
its derivative with respect to 	 in that limit
determine the form of F(	). In summary, the

Vilenkin boundary conditions yield the following
wave functions:

�ða; 	ÞV � e�ð1=3Vð	ÞÞð1�½1�a2Vð	Þ�3=2Þ ½35�

�ða; 	ÞV � e�1=3Vð	Þ e�ði=3Vð	ÞÞ½a2Vð	Þ�1�3=2 ½36�

Note that [35] is the wave function under the barrier,
that is, a2V(	) < 1 in this region, whereas [36] is in
the classically accessible domain (a2V(	) > 1) which
is reflected by the oscillatory character. The slowly
varying function F(	) � e�1=3V(	) appears as the
common factor for the wave functions in the two
domains.

The HH no-boundary proposal to derive the wave
function of the universe was formulated in the
Euclidean path-integral formalism. A considerable
amount of attention has been focused in this area.
We shall present the HH wave function providing
only a sketchy argument. In the Euclidean descrip-
tion, 4-metric is ds2 = (N?)2d
2 þ a2(
)d�2

3. The
4-geometry should close in a regular way. If we
make the bounding 3-space smaller and smaller, it
can be closed with flat space. We can infer about the
behavior of the scale factor in the limit 
! 0 from
this consideration. Furthermore, in the semiclassical
approximation �(a,	) � e�SE ; we have replaced
(�a, �	) by (a,	) as remarked earlier. Thus, our aim
is to evaluate SE at the saddle point. This is achieved
by writing down the (Euclidean version) field
equations for a and 	 and the Hamiltonian
constraint, and then solve for a(
),	(
), and N?(
).
Eventually, we want to eliminate N? and then
obtain SE. After all, the path integral is dominated
by the classical trajectory, a(
), and one does not fix
the gauge for N? while solving for a. In fact, the
lapse gets eliminated by utilizing the Hamiltonian
constraint which involve 
-derivatives of both a and
	. We mention, without going into details, that the
classical action is not unique. One of the ways to
visualize it is to note that the solutions obtained for
the lapse from the Hamiltonian constraint have sign
ambiguities.

The classical action is

S�E ¼ �
1

3Vð	Þ 1� ½1� a2Vð	Þ�3=2
� �

½37�

Note that the two solutions correspond to 3-sphere
boundary being closed off by sections of 4-sphere.
Moreover, the Euclidean action is negative. Hartle
and Hawking argue that the negative sign in [37]
gives the correct answer since the wave function
peaks for that choice. However, there is no unanimity
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for HH argument and some authors have put
forward a point of view that additional inputs are
necessary to arrive at the HH conclusion about
choosing the negative sign for SE in [37]. We refer the
reader to the reviews of Hartle and Halliwell for
detailed discussions on the choice of contours for
path integrals, subtleties involved in getting various
solutions for the lapse and their interpretations. We
give below the wave function under the barrier (with
choice of negative sign in [37]):

�HHða; 	Þ � eð1=3vð	ÞÞð1�½1�a2Vð	Þ�3=2Þ ½38�

�HHða; 	Þ � e1=3Vð	Þ

� cos
1

3Vð	Þ ½a
2Vð	Þ � 1�3=2 � �

4

� �
½39�

Remarks The wave function in [38] is obtained in
the classically inaccessible region under the condition
a2V(	) < 1, and wave function [39] corresponds to
the case a2V(	) > 1, where the particle motion is
permissible classically. Note the factor e1=3V(	) in the
wave functions in both the regions and compare that
with the Vilenkin’s wave function which has the
opposite sign. We may conclude where the wave
function will peak for each of the two boundary
conditions. Whereas Vilenkin’s proposal implies that
�V(a,	) peaks when V(	) takes large values, HH no-
boundary condition tells us that it peaks when
V(	)! 0. Furthermore, we note that �V is complex
and �HH is real in the oscillatory region. Although
the debates on the merits and demerits of each of the
boundary proposals are going on for more than two
decades, the issue is far from being settled. In the
absence of any experimental tests, there is no way to
favor one boundary proposal over another. Then,
boundary conditions do have predictions about the
evolution of the universe after the quantum era and
have predictions in that (classical) regime. Therefore,
determination of the wave function with specific
boundary conditions does have some connections
with the laws that govern the evolution of our
universe in the present epoch.

It is worthwhile to dwell on the WDW equation
from the perspectives of string theories. Indeed, there
have been important developments to understand the
dynamics of the universe in the string-theoretic
framework. It is important to note the key role
played by dilaton in string theory: (1) it is one of the
massless states of the theory, and (2) the vacuum
expectation value (VEV) of this field determines the
coupling constants we hope to use in describing
fundamental interactions. Therefore, the graviton is

always accompanied by the dilaton in any string-
theoretic approach to study the universe. The duality
symmetries are recognized to provide deep under-
standing of the string dynamics. Therefore, the
investigations of quantum gravity phenomena from
the string-theory viewpoint are necessarily influenced
by above mentioned facts. Indeed, classical cosmolo-
gical solutions, derived from string effective action,
have several interesting characteristics. We mention is
passing that the WDW equation has played an
important role to study quantum evolution equations
in string cosmology. The choice of operator-ordering
prescription in defining the WDW Laplace–Beltrami
operator can be resolved by appealing to the duality
symmetries. Furthermore, the boundary conditions
imposed on the wave function are dictated by string
symmetries and therefore, the resulting wave function
has very interesting properties. The string theory has
addressed some of the most important problems in
quantum gravity and it has provided resolutions to
several key issues. It is expected that string theory
will provide answers to challenging questions in
quantum cosmology. In summary, we have conveyed
some of the salient aspects of the WDW equation.
The canonical quantization technique is adopted to
study quantum gravity in this approach. We have
illustrated the crucial role of the constraint formalism
due to Dirac and argued that some of the nonpertur-
bative aspects of quantum gravity could be retained.
In a short article of this nature, it is not possible to
provide detailed discussion about the general deriva-
tion of the WDW equation and discuss the role of
boundary conditions more exhaustively. Instead, we
presented some of the key steps in the derivation of
the WDW equation adopting the canonical formalism
and provided simple examples. The subject is still an
active area of research. The interested reader may
benefit from the bibliography.

See also: Canonical General Relativity; Loop Quantum
Gravity; Quantum Cosmology; Quantum Dynamics in
Loop Quantum Gravity; Quantum Geometry and its
Applications; Superstring Theories.
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Introduction

Historically, the first question where the Wulff shapes
have appeared is the one of the formation of a droplet
or a crystal of one substance inside another. The
natural problem here is: what shape such a formation
would take? The statement that such a shape should
be defined by the minimum of the overall surface
energy subject to the volume constraint is physically
very natural. In the isotropic case, when the surface
tension does not depend on the orientation of the
surface, and so is just a positive number, the shape in
question should be of course spherical (provided we
neglect the gravitational effects). In a more general
situation the shape in question is less symmetric. The
corresponding variational problem is called the Wulff
problem. Wulff (1901) formulated it in his paper,
where he also presented a geometric solution to it,
called the ‘‘Wulff construction.’’

The Wulff variational problem is formulated as
follows. Let 
(n), n 2 Sd�1, be some continuous
function on the unit sphere Sd�1 � Rd. We suppose
that 
 > 0, and that 
 is even: 
(n) = 
(�n). The value

(n) plays the role of the surface tension between two
phases separated by the hyperplane orthogonal to the
vector n. For every closed compact (hyper)surface
Md�1 � Rd, we define its surface energy as

W
 Mð Þ ¼
Z

M


 nsð Þ ds

where ns is the normal vector to M at s 2M. The
functional W
 (M) has the meaning of the surface
energy of the M-shaped droplet made from one of
these two phases. It is called the Wulff functional.
Let W 
 be the surface which minimizes W
 (	) over
all the surfaces enclosing the unit volume. Such a

minimizer does exist and is unique up to translation.
It is called the Wulff shape.

The following is the geometric construction of
W 
 . Consider the set

K
 ¼ x 2 Rd: 8n 2 Sd�1 x;nð Þ 
 
 nð Þ
n o

If we define the half-spaces

L
;n ¼ x 2 Rd: x;nð Þ 
 
 nð Þ
n o

then

K
 ¼ \nL
;n ½1�

In particular, K
 is convex. It turns out that

W 
 ¼ �
@ K
ð Þ

where the dilatation factor �
 is defined by the
normalization: vol(�
K
 ) = 1. The relation [1] is
called the Wulff construction. For the future use,
we introduce the notation w
 for the value of the
surface energy of the Wulff shape:

w
 ¼ W
 W 
ð Þ

The Wulff construction was considered by the
rigorous statistical mechanics as just a phenomeno-
logical statement, though the notion of the surface
tension was among its central notions. The situation
changed after the appearance of the book by
Dobrushin et al. (1992). There it was shown that
in the setting of the canonical ensemble formalism,
in the regime of the first-order phase transition, the
(random) shape occupied by one of the phases has
asymptotically (in the thermodynamic limit) a
nonrandom shape, given precisely by the Wulff
construction! In other words, a typical macroscopic
random droplet looks very close to the Wulff shape.

In what follows we will explain the above result.
Another important application of the concepts
introduced above – the role played by the Wulff
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shapes in the theory of metastability – is also
described (see Metastable States).

Crystals in the Ising Model

Ising spins �x take values �1, with x 2 Zd. We will
wrap Zd into a torus Td

N by taking a factor lattice:
Td

N = Zd=NZd. Ising-model grand canonical Gibbs
state in Td

N is the probability measure ��N:

��N �ð Þ ¼ Z�1
N;� expð��HNð�ÞÞ

Here HN(�) =�
P

x, y n.n., x, y2Td
N
�x�y, � > 0 is the

inverse temperature, and ZN,� is the normalization
factor. Ising-model canonical Gibbs state in Td

N

is the probability measure ��,�
N , obtained from ��N by

taking its conditional distribution:

��;�N �ð Þ ¼ ��N

 
� j

X
x2Td

N

�x ¼ �Nd

!
; �j j < 1

(Here we make a slight abuse of notation. More
precisely, since �x =�1, one has to consider
the conditioning

P
�x = �NNd, where �N! � as

N!1, while the numbers (1� �N)Nd are even
integers; otherwise the condition is empty.) We will
characterize the canonical state ��, �

N by describing the
properties of contours, {�i(�)}, of configuration �.
Contours �i of configuration � are hypersurfaces
made of elementary (d � 1)-dimensional unit cubes of
the dual lattice, which separate the nearest-neighbor
(n.n.) points x, y 2 Td

N where �x 6¼ �y.
Suppose that the temperature ��1 is low enough,

while the density parameter � satisfies the constraints:

m�d �ð Þ > � > gd

Here m�d(�) is the spontaneous magnetization of the
d-dimensional Ising model, while gd is some geo-
metric factor, the role of which will be explained
later. The above constraint forces some amount of
the (�)-phase into the (þ)-phase. It turns out that
this amount gathers into one big droplet, which has
approximately the Wulff shape.

We first formulate the known rigorous results for
the case d = 2, and then indicate some extensions.

Two-Dimensional Case

The following holds with ��,�
N -probability approach-

ing 1 as N!1:

	 The set {�i(�)} of contours of � has precisely one
‘‘big’’ contour, �(�); the diameters of other
contours do not exceed K ln N, K = K(�).
	 The area Int �(�)j j inside �(�) satisfies

Int � ð�Þj j � 	N2
�� �� � KN6=5 ln Nð ÞK

where

	 ¼ m�2ð�Þ � �j j
2m�2ð�Þ

; K ¼ Kð�Þ

	 There is a point x = x(�) – the ‘‘center’’ of �(�) –
such that the shift of �(�) by �x(�) brings the
contour �(�) very close to the scaled Wulff curve,
defined by the Ising-model surface tension � :

rH �ð�Þ � xð�Þ;

ffiffiffiffiffiffi
2	

w�

s
NW�

 !
� KN2=3 ln Nð ÞK ½2�

(Here rH is the Hausdorff distance: for every two
sets A, C 2 Rd, rH(A, C) is defined as max{inf[r :
A � Cþ Br], inf[r : C � Aþ Br]}, where Br is the
ball of radius r.)

The proof of the above result is the content of
the book by Dobrushin et al. (1992). In the
two-dimensional case, it remains true for all
temperatures ��1 below the critical one (Ioffe and
Schonmann 1998). The value 2/3 of the exponent is
an improvement of the original 3/4 result
(Alexander 1992). Probably, it can be further
improved down to 1/2. Though Dobrushin et al.
(1992) treat only the Ising model, their results are
valid for a wide range of other models.

The restriction � > gd in the theorem is needed
because without it the droplet may prefer to assume
the shape of a strip between two meridians rather
than to take the Wulff shape.

Three-Dimensional Case

In the case d = 3 or d 
 3, the statement that a
typical configuration � has only one big contour
�(�) is still true. But the analog of [2] is not known.
It is natural to conjecture that it holds at low
temperatures, even in a stronger version, with only a
logarithmic term K( ln N)K in the RHS. It probably
fails at higher subcritical temperatures.

What is known to hold is a weaker version of this
theorem, where the distance between random
droplet and the Wulff shape is measured not in
Hausdorf distance, but in L1 sense. To state the
corresponding theorem, we will associate with every
configuration � on a lattice torus Td

N a real-valued
function M�(t) on the unit torus Td = Rd=Zd,
and we then compare this function with the
indicator function IsK�

, where sK� �Td is the Wulff
body, properly scaled.

The function M�(t) is defined as follows. We
denote by iN the natural embedding of the discrete
torus Td

N into Td, the image of iN being the grid with
spacing 1=N. For t 2 Td we define bN(t) � Td to be
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the ball centered at t with radius
ffiffiffiffiffiffiffiffiffiffi
1=Nd

p
, and let

BN(t) � �(N) be its preimage under iN. Then

M�ðrÞ ¼
1

BNðtÞj j
X

x2BNðtÞ
� xð Þ

We have to expect to see a droplet sK� with

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

w�

m�dð�Þ � �
2m�dð�Þ

d

s

Let us introduce for every subset A � Td the
indicator

IAðtÞ ¼
1; t 2 A
�1; t 2 Ac

�

For every function v in L1(Td) we denote by U(v, 
)
its 
-neighborhood in L1(Td).

The result can now be formulated. Suppose the
temperature ��1 is below the critical one. Then the
function M�(t) is close to the characteristic function
of the Wulff shape: For every 
 > 0

lim
N!1

��;�N

1

m�dð�Þ
M�ð�Þ 2

[
t2Td

U IsK�þt; 
ð Þ

8<
:

9=
; ¼ 1

The shifts by all t–s of the Wulff shape sK� appear
in the statement since the location of the droplet can
be arbitrary. Note that if a point t is such that the
ball BN(t) stays away from the boundary of the

droplet �(�) present in the configuration �, then the
value M�(t) should be expected to be �m�d(�),
depending on whether t is outside or inside the
droplet, which explains the factor 1=m�d(�).

For a proof, see Bodineau (1999) and Cerf and
Pizstora (1999).

See also: Cluster Expansion; Large Deviations in
Equilibrium Statistical Mechanics; Metastable States;
Percolation Theory; Statistical Mechanics of Interfaces.
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Introduction

The term Yang–Baxter equations (YBEs) was coined
by Faddeev in the late 1970s to denote a principle of
integrability, that is, exact solvability, in a wide
variety of fields in physics and mathematics. Since
then it has become a common name for several
classes of local equivalence transformations in
statistical mechanics, quantum field theory, differ-
ential equations, knot theory, quantum groups, and
other disciplines. We shall cover the various versions
and their relationships, paying attention also to the
early historical development.

Electric Networks

The first such transformation came up as early as
1899 when the Brooklyn engineer Kennelly pub-
lished a short paper, entitled ‘‘The equivalence of
triangles and three-pointed stars in conducting net-
works.’’ This work gave the definite answer to such
questions as whether it is better to have the three
coils in a dynamo – or three resistors in a network –
arranged as a star or as a triangle, see Figure 1.
Using Kirchhoff’s laws, the two situations in Figure 1
can be shown to be equivalent provided

Z1Z1 ¼ Z2Z2 ¼ Z3Z3

¼ Z1Z2 þ Z2Z3 þ Z3Z1 ½1�

¼ Z1Z2Z3=ðZ1 þ Z2 þ Z3Þ ½2�

Here one has to take either [1] or [2] as second line
of the equation, depending on which direction the
transformation is to go. The star–triangle transfor-
mation thus defined is also known under other
names within the electric network theory literature
as wye–delta (Y��), upsilon–delta (���), or
tau–pi (T� �) transformation.

Spin Models

When Onsager wrote his monumental paper on the
Ising model published in 1944, he made a brief
remark on an obvious star–triangle transformation
relating the model on the honeycomb lattice with
the one on the triangular lattice. His details on this
were first presented in Wannier’s review article of
1945. However, the star–triangle transformation
played a much more crucial role in Onsager’s
reasoning, as it is also intimately connected with
his elliptic function uniformizing parametrization.

Furthermore, it implies the commutation of
transfer matrices and spin-chain Hamiltonians.
Only in his Battelle lecture of 1970 did Onsager
explain how he used this remarkable observation in
his derivation of the formula for the spontaneous
magnetization which he had announced as a
conference remark in 1948 and of which the first
complete derivation had been published by Yang in
1952 using a completely different method.

Many other applications and generalizations have
since appeared. Most generally, we can consider a
system whose state variables – also called spins – take
values from some suitable discrete or continuous sets.
The interactions between spins a and b are given in
terms of weight factors Wab and Wab, which are
complex numbers in general, see Figure 2. One
quantity of special interest is the partition function –
sum of the product of all weight factors over all
allowed spin values. The integrability of the model is
expressed by the existence of spectral variables –
rapidities p, q, r, . . . – that live on oriented lines, two
of which cross between a and b as indicated by the
dotted lines in Figure 2. Arrows from a to b are added
to keep track of the ordering of a and b in case the
weights are chiral (not symmetric).

In Onsager’s special choice of the Ising model the
spins take values a, b, c, . . . = �1 and the weight
factors are the usual real positive Boltzmann weights
depending on the product ab = �1, uniformizing
variable p� q, and elliptic modulus k. In the integra-
ble chiral Potts model the weights depend on a� b
mod N, with a, b = 1, . . . , N, whereas the rapidities p
and q are living in general on a higher-genus curve.



When the weights are asymmetric in the spins, there
are two sets of star–triangle equations which can be
expressed both pictorially (Figure 3) and algebraically:X

d

Wcdðp; qÞWdbðq; rÞWdaðp; rÞ

¼ Rðp; q; rÞWbaðp; qÞWcaðq; rÞWcbðp; rÞ ½3�

Rðp; q; rÞWabðp; qÞWacðq; rÞWbcðp; rÞ
¼
X

d

Wdcðp; qÞWbdðq; rÞWadðp; rÞ ½4�

Note that eqns [3] and [4] differ from each other by the
transposition of both spin variables in all six weight

factors. In general, there may also appear scalar factors
R(p, q, r) and R(p, q, r), which can often be eliminated
by a suitable renormalization of the weights. If a, b,
and c take values in the same set, we can sum over
a = b = c, showing that R = R in that case.

The Kennelly star–triangle equation [1], [2] can be
recovered as a special limit of a spin model where
the states are continuous variables.

Knot Theory and Braid Group

A seemingly totally different situation occurs in the
theory of knots, links, tangles, and braids. In 1926,
Reidemeister showed that only three types of moves
suffice to show the equivalence between two
different configurations, see Figure 4. Moves of
type I – removing simple loops – do not apply to
braids. Moves of type II, for which one strand crosses
twice over another strand, can be reformulated for
braids, namely that an overcrossing is the inverse of
an undercrossing. The Reidemeister move of type III
is a precursor of the more general Yang–Baxter
moves and can be represented also by the defining
relations of Artin’s braid group. Let Ri, iþ1 be the
operator representing the situation in which the
strand in position i crosses over the one in position
iþ 1. Then a braid can be represented by a product
of Rj, jþ1’s and their inverses, provided

Ri;iþ1Riþ1;iþ2Ri;iþ1 ¼ Riþ1;iþ2Ri;iþ1Riþ1;iþ2 ½5�

and

½Ri;iþ1;Rj;jþ1� ¼ 0; if ji� jj � 2 ½6�

and similar relations in which Ri, iþ1 and/or Riþ1, iþ2

are replaced by their inverses.

Factorizable S-Matrices and Bethe Ansatz

In the early 1960s, Lieb and Liniger solved the one-
dimensional Bose gas with delta-function interaction
using the Bethe ansatz. Yang and McGuire then tried
to generalize this result to systems with internal
degrees of freedom and to fermions. This led to the
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Figure 2 Spin model weights Wab (p, q) and W ab (p, q):
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discovery of the condition for factorizable S-matrices
by McGuire in 1964, represented pictorially by
Figure 5, where the world lines of the particles are
given. Upon collisions the particles can only exchange
their rapidities p, q, r, so that there is no dispersion.
Also indicated are the internal degrees of freedom in
Greek letters. In other words, the three-body S-matrix
can be factorized in terms of two-body contributions
and the order of the collisions does not affect the
final outcome. McGuire also realized that this
condition is all one needs for the consistency of
factoring the n-body S-matrix in terms of two-body
S-matrices. The consistency condition is obviously
related to the Reidemeister move of type III in
Figure 4.

Yang succeeded in solving the spin-1/2 fermionic
model using a nested Bethe ansatz, utilizing a
generalization of Artin’s braid relations [5] and [6],

�Ri;iþ1ðp� qÞ�Riþ1;iþ2ðp� rÞ�Ri;iþ1ðq� rÞ

¼ �Riþ1;iþ2ðq� rÞ�Ri;iþ1ðp� rÞ�Riþ1;iþ2ðp� qÞ ½7�

He submitted his findings in two short papers in
1967. The �R operators in eqn [7] – a notation
introduced later by the Leningrad school – depend
on differences of two momenta or two relativistic
rapidities. Sutherland solved the general spin case
using repeated nested Bethe ansätze, while Lieb and
Wu used Yang’s work to solve the one-dimensional
Hubbard model.

Vertex Models

Since Lieb’s solution of the ice model by a Bethe
ansatz, there have been many developments on
vertex models, in which the state variables live on
line segments and weight factors !���� are assigned to
a vertex where four line segments with the four
states �,�,�, � on them meet, see Figure 6.

Baxter solved the eight-vertex model in 1971, using
a method based on commuting transfer matrices,
starting from a solution of what he then called the
generalized star–triangle equation, but what is now
commonly called the Yang–Baxter equation (YBE):

X
�00

X
�00

X
�00
!�

00�00

�� ðp; qÞ!
�0�0

�00�00 ðq; rÞ!
�00�0

�00� ðp; rÞ

¼
X
�00

X
�00

X
�00
!�

0�0

�00�00 ðp; qÞ!
�00�00

�� ðq; rÞ!
�0�00

��00 ðp; rÞ ½8�

This equation is represented graphically in Figure 5.
From it one can also derive a sufficient condition for
the commutation of transfer matrices and spin-chain
Hamiltonians, generalizing the work of McCoy and
Wu, who had earlier initiated the search by showing
that the general six-vertex model transfer matrix
commutes with a Heisenberg spin-chain Hamilto-
nian. To be more precise, Baxter found that if
!���� = ����

�
� for some choice of p and q, some spin-

chain Hamiltonians could be derived as logarithmic
derivatives of the transfer matrix.

Interaction-Round-a-Face Model

Baxter introduced another language, namely that of the
IRF or ‘‘interaction-round-a-face’’ model, which he
introduced in connection with his solution of the hard-
hexagon model. This formulation is convenient when
studying one-point functions using the corner-transfer-
matrix method. Now the integrability condition can be
represented graphically as in Figure 7 or algebraically asX

d

wa0d
cb0 ðp; qÞwa0b

dc0 ðq; rÞwdc0

b0aðp; rÞ

¼
X

d0

wbc0

d0aðp; qÞwcd0

b0aðq; rÞwa0b
cd0 ðp; rÞ ½9�

The spins live on faces enclosed by rapidity lines and
the weights wdc

ab(p, q) are assigned as in Figure 6.
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Baxter discovered a new principle based on eqns [8]
and [9], which he called Z-invariance, as it expresses
an invariance of the partition function Z under moves
of rapidity lines. This also implies that typical one-
point functions are independent of the values of the
rapidities, while two-point functions can only depend
on the values of the rapidities of rapidity lines crossing
between the two spins considered. Many recent results
on correlation functions in integrable models depend
on this observation of Baxter.

IRF-Vertex Model

In Figure 6, we have also defined mixed IRF-vertex
model weights W��

��j
dc
ab(p, q). (We could put further

state variables on the vertices, but then the natural
thing to do is to introduce new effective weights
summing over the states at each vertex.) With the
choice made a more general YBE can be represented
as in Figure 8, or byX

�00

X
�00

X
�00

X
d

W�00�00

�� j
a0d
cb0 ðp; qÞ

�W�0�0

�00�00 j
a0b
dc0 ðq; rÞW

�00�0

�00� j
dc0

b0aðp; rÞ

¼
X
�00

X
�00

X
�00

X
d0

W�0�0

�00�00 j
bc0

d0aðp; qÞ

�W�00�00

�� j
cd0

b0aðq; rÞW
�0�00

��00 j
a0b
cd0 ðp; rÞ ½10�

Quantum Inverse-Scattering Method

The Leningrad school of Faddeev incorporated the
methods of Baxter and Yang in their so-called

quantum inverse-scattering method (QISM), coining
the term quantum YBEs (QYBEs) for eqns [8]. If
special limiting values of p and q can be found, say as
�h ! 0, such that !���� = ����

�
� þO(�h), one can reduce

[8] to the classical Yang–Baxter equations (CYBEs) by
expanding up to the first nontrivial order in expansion
variable �h. These determine the integrability of certain
models of classical mechanics by the inverse-scattering
method and the existence of Lax pairs.

Checkerboard generalizations

Star–triangle equations [3] and [4] imply that there are
further generalizations of the YBEs, namely those for
which the faces enclosed by the rapidity lines are
alternatingly colored black and white in a checkerboard
pattern. We can then introduce either vertex model
weights !����(p, q) and !����(p, q), or IRF-vertex model

weights W��
��j

dc
ab(p, q) and W

��

��j
dc
ab(p, q), or IRF

model weights wdc
ab(p, q) and wdc

ab(p, q), see Figure 9.
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The black faces are those where the spins of the
spin model with weights defined in Figure 2 live; the
white faces are to be considered empty in Figures 2
and 3 (or, equivalently, they can be assumed to host
trivial spins that take on only a single value).
Clearly, the IRF-vertex model description contains
all the other versions.

Checkerboard Vertex Model

First we consider the checkerboard vertex model
with weights !����(p, q) and !����(p, q) as assigned in
Figure 9. The YBE [8] then generalizes to two sets of
equations:X

�00

X
�00

X
�00
!�

00�00

�� ðp; qÞ!
�0�0

�00�00 ðq; rÞ!
�00�0

�00� ðp; rÞ

¼ Rðp; q; rÞ
X
�00

X
�00

X
�00
!�

0�0

�00�00 ðp; qÞ

� !�00�00�� ðq; rÞ!
�0�00

��00 ðp; rÞ ½11�

Rðp;q; rÞ
X
�00

X
�00

X
�00
!�

00�00

�� ðp;qÞ!
�0�0

�00�00 ðq; rÞ!
�00�0

�00� ðp; rÞ

¼
X
�00

X
�00

X
�00
!�

0�0

�00�00 ðp;qÞ!
�00�00

�� ðq; rÞ!
�0�00

��00 ðp; rÞ ½12�

where scalar factors R and R have been added as in
[3] and [4]. These equations are represented graphi-
cally by Figure 10.

Checkerboard IRF Model

The checkerboard IRF version of the YBE [8]
becomes

X
d

wa0d
cb0 ðp; qÞwa0b

dc0 ðq; rÞwdc0

b0aðp; rÞ

¼ Rðp; q; rÞ
X

d0

wbc0

d0aðp; qÞwcd0

b0aðq; rÞwa0b
cd0 ðp; rÞ ½13�

Rðp; q; rÞ
X

d

wa0d
cb0 ðp; qÞwa0b

dc0 ðq; rÞwdc0

b0aðp; rÞ

¼
X

d0

wbc0

d0aðp; qÞwcd0

b0aðq; rÞwa0b
cd0 ðp; rÞ ½14�

again with scalar factors R and R added as in [3]
and [4]. These equations can now be represented
graphically as in Figure 11. Note that these
equations reduce to eqns [3] and [4] if the spins on
the white faces are allowed to take only one value,
which means that they can be ignored.

Checkerboard IRF-Vertex Model

Finally, the most general case is represented by the
checkerboard IRF-vertex model, with weights
defined in Figure 9. For this case the YBEs are
given by

X
�00

X
�00

X
�00

X
d

W�00�00

�� j
a0d
cb0 ðp; qÞ

�W�0�0

�00�00 ja
0b

dc0 ðq; rÞW
�00�0

�00� jdc0

b0aðp; rÞ

¼ Rðp; q; rÞ
X
�00

X
�00

X
�00

X
d0
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�0 �0

�00�00 j
bc0

d0aðp; qÞ

�W
�00�00

�� j
cd0

b0aðq; rÞW
�0�00

��00 j
a0b
cd0 ðp; rÞ ½15�

Rðp; q; rÞ
X
�00

X
�00

X
�00

X
d
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�00�00

�� j
a0d
cb0 ðp; qÞ

�W
�0�0

�00�00 j
a0b
dc0 ðq; rÞW

�00�0

�00� j
dc0

b0aðp; rÞ

¼
X
�00

X
�00

X
�00

X
d0

W�0�0

�00�00 j
bc0

d0aðp; qÞ

�W�00�00

�� j
cd0

b0aðq; rÞW
�0�00

��00 j
a0b
cd0 ðp; rÞ ½16�

with its graphical representation in Figure 12.
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Figure 10 Checkerboard vertex model YBE.
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Formal Equivalence of Languages

The Square Weight

Combining four weights of a checkerboard model in
a square, as is done with four spin model weights
in Figure 13, we find a regular vertex model weight
with rapidities that are now pairs of the original
ones. This gives

W��ðp1; q1ÞW��ðp1; q2ÞW��ðp2; q1ÞW��ðp2; q2Þ
¼ !����ðp1; p2; q1; q2Þ ½17�

From any solution of [3] and [4] we can thus
construct a solution of YBE [8]. This has been used
by Bazhanov and Stroganov to relate the integrable
chiral Potts model with a cyclic representation of the
six-vertex model.

Map to Checkerboard Vertex Model

The checkerboard IRF-vertex model formulation
contains all other versions mentioned above as
special cases. However, collecting the state variables
in triples, we can immediately translate it to a vertex
model version, writing

!�̂�̂�̂�̂ðp; qÞ ¼W��
��j

dc
abðp; qÞ; !�̂�̂�̂�̂ðp; qÞ ¼W

��

��j
dc
abðp; qÞ

if
�̂ ¼ ðd; �; cÞ; �̂ ¼ ðb; �; cÞ
�̂ ¼ ða; �; dÞ; �̂ ¼ ða; �; bÞ

(
½18�

!�̂�̂�̂�̂ðp; qÞ ¼ !
�̂�̂
�̂�̂ðp; qÞ ¼ 0 otherwise ½19�

In eqn [19], we have set all vertex model weights
zero that are inconsistent with IRF-vertex config-
urations. Clearly, the translation of IRF models and
spin models to vertex models can be done similarly.

Map to Spin Model

We can, furthermore, translate each vertex model
with weights assigned as in Figures 6 or 9 into a spin
model with weights as in Figure 2 by defining
suitable spins in the black faces, after checkerboard
coloring. Each spin is then defined to be the ordered
set of states on the line segments of the vertex
model, a = (�1,�2, . . . ), ordering the line segments
counterclockwise starting at, say, 12 o’clock. We
can then identify !����(p, q) = Wa, b(p, q), !����(p, q) =
Wa, b(p, q). This is surely not very economical, as
many of the weights will be equal, but it helps show
that all different versions of the checkerboard YBE
are formally equivalent.

Hence, we shall only use the vertex model
language in the following. It is fairly straightforward
to convert to the other formulations.
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Figure 12 Checkerboard YBE.
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An sl(mjn) Example

One fundamental example is a Q-state model for
which the rapidities have 2Qþ 1 components,
p = (p�Q, . . . , pQ), q = (q�Q, . . . , qQ), etc., and the
states on the line segments are arranged in strings
of continuing conserved color. The vertex weights,
for �, �, �, �¼ 1, . . . , Q, are given by

!����ðp; qÞ ¼ !
��
0��ðp0; q0Þ

pþ�q��
qþ�p��

½20�

with (� 6¼ 	)

!��0��ðp0; q0Þ ¼ N sinh½
 þ "�ðp0 � q0Þ�
!�	0	�ðp0; q0Þ ¼ NG�	 sinhðp0 � q0Þ
!	�0	�ðp0; q0Þ ¼ N eðp0�q0Þsignð��	Þ sinh 


!��0��ðp0; q0Þ ¼ 0; otherwise

½21�

where N is an arbitrary overall normalization factor
and 
 is a constant. Furthermore, "� = �1 for
�= 1, . . . , Q, where m of them equal þ1 and n of
them equal �1. The G�	’s are constants satisfying
G�	 = 1=G	�, which freedom is allowed because the
number of �-	 crossings minus the number of 	-�
crossings is fixed by the states on the boundary only,
that is, the choice of �,�0, �, �0, �, �0 in YBE [8] and
Figure 5.

The solution [20], [21] has many applications.
The case m = 0, n = 2 leads to the general six-vertex
model; the m = 0, n = n case produces the funda-
mental intertwiner of affine quantum group Uq

bsl(n),
whereas the case m = 2, n = 1 corresponds to the
supersymmetric one-dimensional t–J model.

Operator Formulations

The R-Matrix

For a problem with N rapidity lines, carrying
rapidities p1, . . . , pN, we can introduce a set of
matrices Rij(pi, pj), for 14i < j4N, with elements

Rijðpi; pjÞ�1...�N

�1...�N
¼ !�j�i

�i�j
ðpi; pjÞ

Y
k 6¼i; j

��k
�k

½22�

In terms of these, the YBE [8] can be rewritten in
matrix form as

Rjkðpj;pkÞRikðpi; pkÞRijðpi; pjÞ

¼ Rijðpi; pjÞRikðpi; pkÞRjkðpj; pkÞ
½23�

where 14i < j < k4N.

The Ř-Matrix

If we transpose the � indices �i and �j in eqn [22],
we can define a set of matrices Ři, iþ1(p, q) with
elements

Ři; iþ1ðp; qÞ�1...�N

�1...�N
¼ !�i; �iþ1

�i; �iþ1
ðp; qÞ

Y
k 6¼i; iþ1

��k
�k

½24�

Using these, the YBE [8] can be rewritten in matrix
form as

Ři; iþ1ðq; rÞŘiþ1; iþ2ðp; rÞŘi; iþ1ðp; qÞ
¼ Řiþ1; iþ2ðp; qÞŘi; iþ1ðp; rÞŘiþ1; iþ2ðq; rÞ ½25�

and

½Ři; iþ1ðp; qÞ; Řj; jþ1ðr; sÞ� ¼ 0; if ji� jj52 ½26�

In this formulation, it is clear that many solutions
can be found ‘‘Baxterizing’’ Temperley–Lieb and
Iwahori–Hecke algebras.

Classical YBEs

If we expand

Rijðpi; pjÞ ¼ 1þ �hX ijðpi; pjÞ þOð�h2Þ ½27�

in [23], we get in second order in �h the classical YBE
(CYBE) as the vanishing of a sum of three commu-
tators, that is,

½X ijðpi; pjÞ;X ikðpi; pkÞ� þ ½X ijðpi; pjÞ;X jkðpj; pkÞ�
þ ½X ikðpi; pkÞ;X jkðpj; pkÞ� ¼ 0 ½28�

introduced by Belavin and Drinfel’d, where X ij is
called the classical r-matrix.

Reflection YBEs

Cherednik and Sklyanin found a condition deter-
mining the solvability of systems with boundaries,
the reflection YBEs (RYBEs), see Figure 14. Upon
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q
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Figure 14 Reflection YBE.
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collisions with a left or right wall the rapidity
variable changes from p to p and back. In most
examples, in which the rapidities are difference
variables such that R(p, q) = R(p� q), one also has
p =�� p, with � some constant. The corresponding
left boundary weights are K�

�(p, p) satisfying

Ǩ1ðq; qÞŘ12ðp; qÞǨ1ðp; pÞŘ12ðq; pÞ
¼ Ř12ðp; qÞǨ1ðp; pÞŘ12ðq; pÞǨ1ðq; qÞ ½29�

with Ǩ1(p, p) defined by a direct product as in [24]
appending unit matrices for positions i52, and a
similar equation must hold for the right boundary.
Most work has been done for vertex models, while
Pearce and co-workers wrote several papers on the
IRF-model version.

Higher-Dimensional Generalizations

In 1980 Zamolodchikov introduced a three-
dimensional generalization of the YBE, the so-called
tetrahedron equations (TEs), and he found a special
solution. Baxter then succeeded in proving that
this solution satisfies all TEs. Baxter and Bazhanov
showed in 1992 that this solution can be seen as
a special case of the sl(1) chiral Potts model.
Several authors found further generalizations more
recently.

Inversion Relations

When !����(p, p) / ������, that is, the weight decouples
when the two rapidities are equal, one can derive the
local inverse relation depicted in Figure 15, which is
a generalization of the Reidemeister move of type II
in Figure 4. It is easily shown that C(q, p) = C(p, q).

This local relation implies also a global inversion
relation which can be found in many ways. The
following heuristic way is the easiest: consider the
situation in Figure 16, with N closed p-rapidity lines
and M closed q-rapidity lines. For M and N large,
we may expect the partition function of Figure 16
to factor asymptotically in top- and bottom-half
contributions. If each line segment carries a state

variable that can assume Q values, then the total
partition function factors by repeated application of
the relation in Figure 15 into the contribution of
MþN circles. Therefore,

Z ¼ QMþNCðp; qÞMN � ZM;Nðp; qÞZN;Mðq; pÞ ½30�

Taking the thermodynamic limit,

zðp; qÞ � lim
M;N!1

ZM;Nðp; qÞ1=MN ½31�

one finds

zðp; qÞzðq; pÞ ¼ Cðq; pÞ ½32�

In many models, eqn [32], supplemented with some
suitable symmetry and analyticity conditions, can be
used to calculate the free energy per site.

See also: Affine Quantum Groups; Bethe Ansatz;
Classical r-matrices, Lie Bialgebras, and Poisson Lie
Groups; Eight Vertex and Hard Hexagon Models; Hopf
Algebras and q-Deformation Quantum Groups;
Integrability and Quantum Field Theory; Integrable
Discrete Systems; Integrable Systems: Overview; The
Jones Polynomial; Knot Invariants and Quantum Gravity;
Knot Theory and Physics; Sine-Gordon Equation;
Topological Knot Theory and Macroscopic Physics;
Two-Dimensional Ising Model; von Neumann Algebras:
Subfactor Theory.

Further Reading

Au-Yang H and Perk JHH (1989) Onsager’s star-triangle
equation: master key to integrability. Advanced Studies in
Pure Mathematics 19: 57–94.

Baxter RJ (1982) Exactly Solved Models in Statistical Mechanics.
London: Academic Press.

q p p qC(p,q)=

Figure 15 Local inversion relation.

p

p

p

p

q q q q q q

p

p

p

p

Figure 16 Heuristic derivation of inversion relation.

472 Yang–Baxter Equations



Behrend RE, Pearce PA, and O’Brien DL (1996) Interaction-

round-a-face models with fixed boundary conditions: the ABF
fusion hierarchy. Journal of Statistical Physics 84: 1–48.

Gaudin M (1983) La Fonction d’Onde de Bethe. Paris: Masson.

Jimbo M (ed.) (1987) Yang–Baxter Equation in Integrable
Systems. Singapore: World Scientific.

Kennelly AE (1899) The equivalence of triangles and three-

pointed stars in conducting networks. Electrical World and
Engineer 34: 413–414.

Korepin VE, Bogoliubov NM, and Izergin AG (1993) Quantum
Inverse Scattering Method and Correlation Functions.
Cambridge: Cambridge University Press.

Kulish PP and Sklyanin EK (1981) Quantum spectral transform
method. Recent developments. In: Hietarinta J and

Montonen C (eds.) Integrable Quantum Field Theories,
Lecture Notes in Physics, vol. 151, pp. 61–119. Berlin:

Springer.
Lieb EH and Wu FY (1972) Two-dimensional ferroelectric

models. In: Domb C and Green MS (eds.) Phase Transitions
and Critical Phenomena, vol. 1, pp. 331–490. London:

Academic Press.
Onsager L (1971) The Ising model in two dimensions. In: Mills

RE, Ascher E, and Jaffee RI (eds.) Critical Phenomena in

Alloys, Magnets and Superconductors, pp. xix–xxiv, 3–12.

New York: McGraw-Hill.
Perk JHH (1989) Star-triangle equations, quantum Lax pairs, and

higher genus curves. Proceedings of Symposia in Pure
Mathematics 49(1): 341–354.

Perk JHH and Schultz CL (1981) New families of commuting
transfer matrices in q-state vertex models. Physics Letters A
84: 407–410.

Perk JHH and Wu FY (1986) Graphical approach to the
nonintersecting string model: star-triangle equation, inversion

relation, and exact solution. Physica A 138: 100–124.

Reidemeister K (1926a) Knoten und Gruppen. Abhandlungen aus
dem Mathematischen Seminar der Hamburgischen Universität
5: 7–23.

Reidemeister K (1926b) Elementare Begründung der Knotenthe-

orie. Abhandlungen aus dem Mathematischen Seminar der
Hamburgischen Universität 5: 24–32.

Yang CN (1967) Some exact results for the many-body problem

in one dimension with repulsive delta-function interaction.

Physical Review Letters 19: 1312–1314.

Yang CN (1968) S-matrix for the one-dimensional N-body
problem with repulsive or attractive �-function interaction.

Physical Review 167: 1920–1923.

Yang–Baxter Equations 473


	Foreword
	Preface
	Usage Guide
	Contributors
	Contents List by Subject
	Introductory Articles
	Classical Mechanics
	Differential Geometry
	Electromagnetism
	Equilibrium Statistical Mechanics
	Functional Analysis
	Minkowski Spacetime and Special Relativity
	Quantum Mechanics
	Topology

	Physics Subjects
	Classical Mechanics
	Boundary Control Method and Inverse Problems of Wave Propagation
	Constrained Systems
	Cotangent Bundle Reduction
	Gravitational N-body Problem (Classical)
	Hamiltonian Fluid Dynamics
	Hamiltonian Systems: Obstructions to Integrability
	Infinite-Dimensional Hamiltonian Systems
	Inverse Problem in Classical Mechanics
	KAM Theory and Celestial Mechanics
	Peakons
	Poisson Reduction
	Stability Problems in Celestial Mechanics
	Symmetry and Symplectic Reduction

	Classical, Conformal and Topological Field Theory
	Topological Quantum Field Theory: Overview
	AdS/CFT Correspondence
	Axiomatic Approach to Topological Quantum Field Theory
	BF Theories
	Boundary Conformal Field Theory
	Chern-Simons Models: Rigorous Results
	Donaldson-Witten Theory
	Duality in Topological Quantum Field Theory
	Finite-Type Invariants
	Four-Manifold Invariants and Physics
	Gauge Theoretic Invariants of 4-Manifolds
	h-Pseudodifferential Operators and Applications
	The Jones Polynomial
	Knot Theory and Physics
	Kontsevich Integral
	Large-N and Topological Strings
	Mathai-Quillen Formalism
	Mathematical Knot Theory
	Operator Product Expansion in Quantum Field Theory
	Schwarz-Type Topological Quantum Field Theory
	Solitons and Other Extended Field Configurations
	Topological Defects and Their Homotopy Classification
	Topological Gravity, Two-Dimensional
	Topological Knot Theory and Macroscopic Physics
	Topological Sigma Models
	Two-Dimensional Conformal Field Theory and Vertex Operator Algebras
	WDVV Equations and Frobenius Manifolds

	Condensed Matter and Optics
	Bose-Einstein Condensates
	Falicov-Kimball Model
	Fractional Quantum Hall Effect
	High Tc Superconductor Theory
	Hubbard Model
	Liquid Crystals
	Negative Refraction and Subdiffraction Imaging
	Nuclear Magnetic Resonance
	Optical Caustics
	Quantum Phase Transitions
	Quasiperiodic Systems
	Renormalization: Statistical Mechanics and Condensed Matter
	Short-Range Spin Glasses: The Metastate Approach
	Topological Defects and Their Homotopy Classification

	Disordered Systems
	Cellular Automata
	Lagrangian Dispersion (Passive Scalar)
	Mean Field Spin Glasses and Neural Networks
	Percolation Theory
	Random Matrix Theory in Physics
	Random Walks in Random Environments
	Short-Range Spin Glasses: The Metastate Approach
	Spin Glasses
	Stochastic Loewner Evolutions
	Two-Dimensional Ising Model
	Wulff Droplets

	Dynamical Systems
	Averaging Methods
	Bifurcations of Periodic Orbits
	Billiards in Bounded Convex Domains
	Central Manifolds, Normal Forms
	Cellular Automata
	Chaos and Attractors
	Cotangent Bundle Reduction
	Diagrammatic Techniques in Perturbation Theory
	Dissipative Dynamical Systems of Infinite Dimension
	Dynamical Systems and Thermodynamics
	Dynamical Systems in Mathematical Physics: An Illustration from Water Waves
	Entropy and Quantitative Transversality
	Ergodic Theory
	Fractal Dimensions in Dynamics
	Generic Properties of Dynamical Systems
	Gravitational N-Body Problem (Classical)
	Hamiltonian Fluid Dynamics
	Hamiltonian Systems: Stability and Instability Theory
	Holomorphic Dynamics
	Homeomorphisms and Diffeomorphisms of the Circle
	Homoclinic Phenomena
	h-Pseudodifferential Operators and Applications
	Hyperbolic Billiards
	Hyperbolic Dynamical Systems
	Isomonodromic Deformations
	KAM Theory and Celestial Mechanics
	Lyapunov Exponents and Strange Attractors
	Multiscale Approaches
	Normal Forms and Semiclassical Approximation
	Point-Vortex Dynamics
	Poisson Reduction
	Polygonal Billiards
	Quasiperiodic Systems
	Random Dynamical Systems
	Regularization For Dynamical ζ-Functions
	Resonances
	Riemann-Hilbert Problem
	Semiclassical Spectra and Closed Orbits
	Separatrix Splitting
	Stability Problems in Celestial Mechanics
	Stability Theory and KAM
	Symmetry and Symmetry Breaking in Dynamical Systems
	Symmetry and Symplectic Reduction
	Synchronization of Chaos
	Universality and Renormalization
	Weakly Coupled Oscillators

	Equilibrium Statistical Mechanics
	Bethe Ansatz
	Cluster Expansion
	Dimer Problems
	Eight Vertex and Hard Hexagon Models
	Falicov-Kimball Model
	Fermionic Systems
	Finitely Correlated States
	Holonomic Quantum Fields
	Hubbard Model
	Large Deviations in Equilibrium Statistical Mechanics
	Metastable States
	Phase Transitions in Continuous Systems
	Pirogov-Sinai Theory
	Quantum Central-Limit Theorems
	Quantum Phase Transitions
	Quantum Spin Systems
	Quantum Statistical Mechanics: Overview
	Reflection Positivity and Phase Transitions
	Short-Range Spin Glasses: The Metastate Approach
	Statistical Mechanics and Combinatorial Problems
	Statistical Mechanics of Interfaces
	Superfluids
	Toeplitz Determinants and Statistical Mechanics
	Two-Dimensional Ising Model
	Wulff Droplets

	Fluid Dynamics
	Bifurcations in Fluid Dynamics
	Breaking Water Waves
	Capillary Surfaces
	Cauchy Problem for Burgers-Type Equations
	Compressible Flows: Mathematical Theory
	Fluid Mechanics: Numerical Methods
	Geophysical Dynamics
	Hamiltonian Fluid Dynamics
	Incompressible Euler Equations: Mathematical Theory
	Interfaces and Multicomponent Fluids
	Intermittency in Turbulence
	Inviscid Flows
	Korteweg-de Vries Equation and Other Modulation Equations
	Lagrangian Dispersion (Passive Scalar)
	Magnetohydrodynamics
	Newtonian Fluids and Thermohydraulics
	Non-Newtonian Fluids
	Partial Differential Equations: Some Examples
	Peakons
	Stability of Flows
	Superfluids
	Turbulence Theories
	Variational Methods in Turbulence
	Viscous Incompressible Fluids: Mathematical Theory
	Vortex Dynamics
	Wavelets: Application to Turbulence

	Gauge Theory
	Abelian and Nonabelian Gauge Theories Using Differential Forms
	Abelian Higgs Vortices
	AdS/CFT Correspondence
	Aharonov-Bohm Effect
	Anomalies
	BRST Quantization
	Chern-Simons Models: Rigorous Results
	Dirac Fields in Gravitation and Nonabelian Gauge Theory
	Donaldson-Witten Theory
	Effective Field Theories
	Electric-Magnetic Duality
	Electroweak Theory
	Exact Renormalization Group
	Gauge Theories from Strings
	Gauge Theory: Mathematical Applications
	Instantons: Topological Aspects
	Large-N and Topological Strings
	Lattice Gauge Theory
	Measure on Loop Spaces
	Noncommutative Geometry and the Standard Model
	Nonperturbative and Topological Aspects of Gauge Theory
	Perturbative Renormalization Theory and BRST
	Quantum Chromodynamics
	Quantum Electrodynamics and Its Precision Tests
	Renormalization: General Theory
	Seiberg-Witten Theory
	Standard Model of Particle Physics
	Supergravity
	Supersymmetric Particle Models
	Symmetry Breaking in Field Theory
	Twistor Theory: Some Applications
	Two-Dimensional Models

	General Relativity
	General Relativity: Overview
	Asymptotic Structure and Conformal Infinity
	Black Hole Mechanics
	Boundaries for Spacetimes
	Brane Worlds
	Canonical General Relativity
	Critical Phenomena in Gravitational Collapse
	Computational Methods in General Relativity: The Theory
	Cosmology: Mathematical Aspects
	Dirac Fields in Gravitation and Nonabelian Gauge Theory
	Einstein-Cartan Theory
	Einstein’s Equations with Matter
	Einstein Equations: Exact Solutions
	Einstein Equations: Initial Value Formulation
	General Relativity: Experimental Tests
	Geometric Analysis and General Relativity
	Geometric Flows and the Penrose Inequality
	Gravitational Lensing
	Gravitational Waves
	Hamiltonian Reduction of Einstein’s Equations
	Minimal Submanifolds
	Newtonian Limit of General Relativity
	Quantum Field Theory in Curved Spacetime
	Relativistic Wave Equations Including Higher Spin Fields
	Shock Wave Refinement of the Friedman- Robertson-Walker Metric
	Spacetime Topology, Causal Structure and Singularities
	Spinors and Spin Coefficients
	Stability of Minkowski Space
	Stationary Black Holes
	Twistors

	Integrable Systems
	Integrable Systems: Overview
	Abelian Higgs Vortices
	Affine Quantum Groups
	Bäcklund Transformations
	Bethe Ansatz
	Bi-Hamiltonian Methods in Soliton Theory
	Boundary-Value Problems For Integrable Equations
	Calogero-Moser-Sutherland Systems of Nonrelativistic and Relativistic Type
	∂-Approach to Integrable Systems
	Eigenfunctions of Quantum Completely Integrable Systems
	Functional Equations and Integrable Systems
	Holonomic Quantum Fields
	Instantons: Topological Aspects
	Integrability and Quantum Field Theory
	Integrable Discrete Systems
	Integrable Systems and Algebraic Geometry
	Integrable Systems and Discrete Geometry
	Integrable Systems and Recursion Operators on Symplectic and Jacobi Manifolds
	Integrable Systems and the Inverse Scattering Method
	Integrable Systems in Random Matrix Theory
	Isochronous Systems
	Nonlinear Schrödinger Equations
	Painlevé Equations
	Peakons
	Quantum Calogero-Moser Systems
	Riemann-Hilbert Methods in Integrable Systems
	Sine-Gordon Equation
	Solitons and Kac-Moody Lie Algebras
	Toda Lattices
	Twistor Theory: Some Applications
	Yang-Baxter Equations

	Nonequilibrium Statistical Mechanics
	Nonequilibrium Statistical Mechanics (Stationary): Overview
	Adiabatic Piston
	Boltzmann Equation (Classical and Quantum)
	Glassy Disordered Systems: Dynamical Evolution
	Fourier Law
	Interacting Particle Systems and Hydrodynamic Equations
	Interacting Stochastic Particle Systems
	Kinetic Equations
	Macroscopic Fluctuations and Thermodynamic Functionals
	Nonequilibrium Statistical Mechanics: Dynamical Systems Approach
	Nonequilibrium Statistical Mechanics: Interaction between Theory and Numerical Simulations
	Phase Transition Dynamics
	Stochastic Resonance

	Quantum Field Theory
	Quantum Field Theory: A Brief Introduction
	AdS/CFT Correspondence
	Algebraic Approach to Quantum Field Theory
	Anomalies
	Axiomatic Quantum Field Theory
	Batalin-Vilkovisky Quantization
	Bosons and Fermions in External Fields
	BRST Quantization
	Constrained Systems
	Constructive Quantum Field Theory
	Current Algebra
	Dirac Operator and Dirac Field
	Dispersion Relations
	Effective Field Theories
	Electroweak Theory
	Euclidean Field Theory
	Exact Renormalization Group
	Gerbes in Quantum Field Theory
	Holonomic Quantum Fields
	Hopf Algebra Structure of Renormalizable Quantum Field Theory
	Indefinite Metric
	Integrability and Quantum Field Theory
	Large-N and Topological Strings
	Nonperturbative and Topological Aspects of Gauge Theory
	Operator Product Expansion in Quantum Field Theory
	Quantum Fields with Indefinite Metric: Non-Trivial Models
	Perturbation Theory and Its Techniques
	Perturbative Renormalization Theory and BRST
	Quantum Electrodynamics and Its Precision Tests
	Quantum Fields with Topological Defects
	Quantum Field Theory in Curved Spacetime
	Quantum Phase Transitions
	Renormalization: General Theory
	Renormalization: Statistical Mechanics and Condensed Matter
	Scattering, Asymptotic Completeness and Bound States
	Scattering in Relativistic Quantum Field Theory: Fundamental Concepts and Tools
	Scattering in Relativistic Quantum Field Theory: The Analytic Program
	Seiberg-Witten Theory
	Standard Model of Particle Physics
	Supergravity
	Supersymmetric Particle Models
	Symmetries and Conservation Laws
	Symmetries in Quantum Field Theory: Algebraic Aspects
	Symmetries in Quantum Field Theory of Lower Spacetime Dimensions
	Symmetry Breaking in Field Theory
	Two-Dimensional Models
	Thermal Quantum Field Theory
	Tomita-Takesaki Modular Theory
	Topological Defects and Their Homotopy Classification
	Twistor Theory: Some Applications

	Quantum Gravity
	Knot Invariants and Quantum Gravity
	Knot Theory and Physics
	Loop Quantum Gravity
	Quantum Cosmology
	Quantum Dynamics in Loop Quantum Gravity
	Quantum Field Theory in Curved Spacetime
	Quantum Geometry and Its Applications
	Spin Foams
	Wheeler-De Witt Theory

	Quantum Information and Computation
	Capacities Enhanced By Entanglement
	Capacity for Quantum Information
	Channels in Quantum Information Theory
	Entanglement
	Entanglement Measures
	Finite Weyl Systems
	Optimal Cloning of Quantum States
	Quantum Channels: Classical Capacity
	Quantum Entropy
	Quantum Error Correction and Fault Tolerance
	Source Coding in Quantum Information Theory

	Quantum Mechanics
	Aharonov-Bohm Effect
	Arithmetic Quantum Chaos
	Coherent States
	Geometric Phases
	h-Pseudodifferential Operators and Applications
	N-particle Quantum Scattering
	Normal Forms and Semiclassical Approximation
	Quantum Entropy
	Quantum Ergodicity and Mixing of Eigenfunctions
	Quantum Mechanical Scattering Theory
	Quantum Mechanics: Foundations
	Quantum Mechanics: Generalizations
	Quantum Mechanics: Weak Measurements
	Quantum n-Body Problem
	Quantum Spin Systems
	Quasiperiodic Systems
	Schrödinger Operators
	Stability of Matter
	Stationary Phase Approximation
	Supersymmetric Quantum Mechanics
	Topological Defects and Their Homotopy Classification

	String Theory and M-Theory
	AdS/CFT Correspondence
	Brane Construction of Gauge Theories
	Branes and Black Hole Statistical Mechanics
	Brane Worlds
	Calibrated Geometry and Special Lagrangian Submanifolds
	Compactification of Superstring Theory
	Derived Categories
	Fourier-Mukai Transform in String Theory
	Gauge Theories from Strings
	Large-N and Topological Strings
	Large-N Dualities
	Mirror Symmetry: A Geometric Survey
	Noncommutative Geometry from Strings
	Random Algebraic Geometry, Attractors and Flux Vacua
	Riemannian Holonomy Groups and Exceptional Holonomy
	String Field Theory
	String Theory: Phenomenology
	String Topology: Homotopy and Geometric Perspectives
	Superstring Theories
	Twistor Theory: Some Applications
	Two-Dimensional Conformal Field Theory and Vertex Operator Algebras


	Related Mathematics Subjects
	Algebraic Techniques
	Affine Quantum Groups
	Braided and Modular Tensor Categories
	Clifford Algebras and Their Representations
	Derived Categories
	Finite-Dimensional Algebras and Quivers
	Finite Group Symmetry Breaking
	Hopf Algebras and Q-Deformation Quantum Groups
	Operads

	Algebraic Topology
	Characteristic Classes
	Cohomology Theories
	Derived Categories
	Equivariant Cohomology and the Cartan Model
	Fourier-Mukai Transform in String Theory
	Index Theorems
	Intersection Theory
	K-theory
	Mathai-Quillen Formalism
	Operads
	Spectral Sequences
	String Topology: Homotopy and Geometric Perspectives

	Complex Geometry
	Derived Categories
	Gauge Theory: Mathematical Applications
	Fourier-Mukai Transform in String Theory
	Knot Homologies
	Mirror Symmetry: A Geometric Survey
	Moduli Spaces: An Introduction
	Quillen Determinant
	Riemann Surfaces
	Riemann-Hilbert Problem
	Several Complex Variables: Basic Geometric Theory
	Several Complex Variables: Compact Manifolds
	Twistor Theory: Some Applications

	Differential Geometry
	Calibrated Geometry and Special Lagrangian Submanifolds
	Capillary Surfaces
	Characteristic Classes
	Derived Categories
	Einstein Manifolds
	Fourier-Mukai Transform in String Theory
	Gauge Theory: Mathematical Applications
	Index Theorems
	Intersection Theory
	K-Theory
	Lorentzian Geometry
	Mathai-Quillen Formalism
	Moduli Spaces: An Introduction
	Quillen Determinant
	Pseudo-Riemannian Nilpotent Lie Groups
	Riemann-Hilbert Problem
	Riemannian Holonomy Groups and Exceptional Holonomy
	Singularity and Bifurcation Theory
	Supermanifolds
	Twistor Theory: Some Applications

	Discrete Mathematics
	Arithmetic Quantum Chaos
	Combinatorics: Overview
	Number Theory in Physics
	Quasiperiodic Systems

	Functional Analysis and Operator Algebras
	Bäcklund Transformations
	C*-Algebras and their Classification
	Coherent States
	Free Probability Theory
	Functional Integration in Quantum Physics
	Gauge Theory: Mathematical Applications
	h-Pseudodifferential Operators and Applications
	The Jones Polynomial
	K-Theory
	Leray-Schauder Theory and Mapping Degree
	Ljusternik-Schnirelman Theory
	Ordinary Special Functions
	Positive Maps on C*-Algebras
	Quantum Dynamical Semigroups
	Saddle Point Problems
	Spectral Theory of Linear Operators
	Tomita-Takesaki Modular Theory
	von Neumann Algebras: Introduction, Modular Theory, and Classification Theory
	von Neumann Algebras: Subfactor Theory
	Wavelets: Applications
	Wavelets: Mathematical Theory

	Lie Groups and Lie Algebras
	Classical Groups and Homogeneous Spaces
	Compact Groups and Their Representations
	Finite-Dimensional Algebras and Quivers
	Lie Groups: General Theory
	Lie Superalgebras and Their Representations
	Lie, Symplectic, and Poisson Groupoids and Their Lie Algebroids
	Pseudo-Riemannian Nilpotent Lie Groups
	Riemann-Hilbert Problem
	Solitons and Kac-Moody Lie Algebras

	Low Dimensional Geometry
	Finite-type Invariants of 3-Manifolds
	Floer Homology
	Four-manifold Invariants and Physics
	Gauge Theoretic Invariants of 4-Manifolds
	Gauge Theory: Mathematical Applications
	The Jones Polynomial
	Knot Invariants and Quantum Gravity
	Large-N and Topological Strings
	Quantum 3-Manifold Invariants
	Singularities of the Ricci Flow
	Twistor Theory: Some Applications

	Noncommutative Geometry
	Hopf Algebra Structure of Renormalizable Quantum Field Theory
	Noncommutative Geometry and the Standard Model
	Noncommutative Geometry from Strings
	Noncommutative Tori, Yang-Mills, and String Theory
	Path Integrals in Noncommutative Geometry
	Quantum Group Differentials, Bundles and Gauge Theory
	Quantum Hall Effect
	Riemann-Hilbert Problem

	Ordinary and Partial Differential Equations
	Bifurcation Theory
	Boltzmann Equation (Classical and Quantum)
	Boundary Control Method and Inverse Problems of Wave Propagation
	Capillary Surfaces
	Cauchy Problem for Burgers-Type Equations
	Elliptic Differential Equations: Linear Theory
	Evolution Equations: Linear and Nonlinear
	Fluid Mechanics: Numerical Methods
	Ginzburg-Landau Equation
	Image Processing: Mathematics
	Inequalities in Sobolev Spaces
	Isomonodromic Deformations
	Kinetic Equations
	Localization For Quasiperiodic Potentials
	Magnetic Resonance Imaging
	Minimal Submanifolds
	Painlevé Equations
	Partial Differential Equations: Some Examples
	Relativistic Wave Equations Including Higher Spin Fields
	Riemann-Hilbert Problem
	Semilinear Wave Equations
	Separation of Variables for Differential Equations
	Stationary Phase Approximation
	Symmetric Hyperbolic Systems and Shock Waves
	Wave Equations and Diffraction

	Quantization Methods and Path Integration
	Coherent States
	Deformation Quantization
	Deformation Quantization and Representation Theory
	Deformation Theory
	Deformations of the Poisson Bracket on a Symplectic Manifold
	Fedosov Quantization
	Feynman Path Integrals
	Functional Integration in Quantum Physics
	Path Integrals in Noncommutative Geometry
	Regularization for Dynamical ζ-Functions

	Quantum Groups
	Affine Quantum Groups
	Bicrossproduct Hopf Algebras and Noncommutative Spacetime
	Braided and Modular Tensor Categories
	Classical r-Matrices, Lie Bialgebras, and Poisson Lie Groups
	Hopf Algebras and q-Deformation Quantum Groups
	Hopf Algebra Structure of Renormalizable Quantum Field Theory
	q-Special Functions
	Quantum Group Differentials, Bundles and Gauge Theory
	Yang-Baxter Equations

	Stochastic Methods
	Determinantal Random Fields
	Free Probability Theory
	Growth Processes in Random Matrix Theory
	Integrable Systems in Random Matrix Theory
	Lagrangian Dispersion (Passive Scalar)
	Malliavin Calculus
	Measure on Loop Spaces
	Random Matrix Theory in Physics
	Random Partitions
	Random Walks in Random Environments
	Stochastic Differential Equations
	Stochastic Hydrodynamics
	Stochastic Loewner Evolutions
	Supersymmetry Methods in Random Matrix Theory
	Symmetry Classes in Random Matrix Theory

	Symplectic Geometry and Topology
	Classical r-Matrices, Lie Bialgebras, and Poisson Lie Groups
	Contact Manifolds
	Deformations of the Poisson Bracket on a Symplectic Manifold
	Fedosov Quantization
	Floer Homology
	Graded Poisson Algebras
	Hamiltonian Group Actions
	Mirror Symmetry: A Geometric Survey
	Multi-Hamiltonian Systems
	Recursion Operators in Classical Mechanics
	Singularity and Bifurcation Theory
	Stationary Phase Approximation

	Variational Techniques
	Capillary Surfaces
	Control Problems in Mathematical Physics
	Convex Analysis and Duality Methods
	Free Interfaces and Free Discontinuities: Variational Problems
	Γ-Convergence and Homogenization
	Gauge Theory: Mathematical Applications
	Geometric Measure Theory
	Hamilton-Jacobi Equations and Dynamical Systems: Variational Aspects
	Minimax Principle in the Calculus of Variations
	Optimal Transportation
	Variational Techniques for Ginzburg-Landau Energies
	Variational Techniques for Microstructures



	Contents
	Volume 1, A-C
	Introductory Article: Classical Mechanics, G. Gallavotti
	Introductory Article: Differential Geometry, S. Paycha
	Introductory Article: Electromagnetism, N.M.J. Woodhouse
	Introductory Article: Equilibrium Statistical Mechanics, G. Gallavotti
	Introductory Article: Functional Analysis, S. Paycha
	Introductory Article: Minkowski Spacetime and Special Relativity, G.L. Naber
	Introductory Article: Quantum Mechanics, G.F. dell'Antonio
	Introductory Article: Topology, Tsou Sheung Tsun
	Abelian and Nonabelian Gauge Theories Using Differential Forms, A.C. Hirshfeld
	Abelian Higgs Vortices, J.M. Speight
	Adiabatic Piston, Ch Gruber and A. Lesne
	AdS/CFT Correspondence, C.P. Herzog and I.R. Klebanov
	Affine Quantum Groups, G.W. Delius and N. MacKay
	Aharonov-Bohm Effect, M. Socolovsky
	Algebraic Approach to Quantum Field Theory, R. Brunetti and K. Fredenhagen
	Anomalies, S.L. Adler
	Arithmetic Quantum Chaos, J. Marklof
	Asymptotic Structure and Conformal Infinity, J. Frauendiener
	Averaging Methods, A.I. Neishtadt
	Axiomatic Approach to Topological Quantum Field Theory, C. Blanchet and V. Turaev
	Axiomatic Quantum Field Theory, B. Kuckert
	Bäcklund Transformations, D. Levi
	Batalin-Vilkovisky Quantization, A.C. Hirshfeld
	Bethe Ansatz, M.T. Batchelor
	BF Theories, M. Blau
	Bi-Hamiltonian Methods in Soliton Theory, M. Pedroni
	Bicrossproduct Hopf Algebras and Noncommutative Spacetime, S. Majid
	Bifurcation Theory, M. Haragus and G. Iooss
	Bifurcations in Fluid Dynamics, G. Schneider
	Bifurcations of Periodic Orbits, J.-P. Françoise
	Billiards in Bounded Convex Domains, S. Tabachnikov
	Black Hole Mechanics, A. Ashtekar
	Boltzmann Equation (Classical and Quantum), M. Pulvirenti
	Bose-Einstein Condensates, F. Dalfovo, L.P. Pitaevskii and S. Stringari
	Bosons and Fermions in External Fields, E. Langmann
	Boundaries for Spacetimes, S.G. Harris
	Boundary Conformal Field Theory, J. Cardy
	Boundary Control Method and Inverse Problems of Wave Propagation, M.I. Belishev
	Boundary-Value Problems for Integrable Equations, B. Pelloni
	Braided and Modular Tensor Categories, V. Lyubashenko
	Brane Construction of Gauge Theories, S.L. Cacciatori
	Brane Worlds, R. Maartens
	Branes and Black Hole Statistical Mechanics, S.R. Das
	Breaking Water Waves, A. Constantin
	BRST Quantization, M. Henneaux
	C*-Algebras and their Classification, G.A. Elliott
	Calibrated Geometry and Special Lagrangian Submanifolds, D.D. Joyce
	Calogero-Moser-Sutherland Systems of Nonrelativistic and Relativistic Type, S.N.M. Ruijsenaars
	Canonical General Relativity, C. Rovelli
	Capacities Enhanced by Entanglement, P. Hayden
	Capacity for Quantum Information, D. Kretschmann
	Capillary Surfaces, R. Finn
	Cauchy Problem for Burgers-Type Equations, G.M. Henkin
	Cellular Automata, M. Bruschi and F. Musso
	Central Manifolds, Normal Forms, P. Bonckaert
	Channels in Quantum Information Theory, M. Keyl
	Chaos and Attractors, R. Gilmore
	Characteristic Classes, P.B. Gilkey, R. Ivanova and S. Nikcevic
	Chern-Simons Models: Rigorous Results, A.N. Sengupta
	Classical Groups and Homogeneous Spaces, S. Gindikin
	Classical r-Matrices, Lie Bialgebras, and Poisson Lie Groups, M.A. Semenov-Tian-Shansky
	Clifford Algebras and Their Representations, A. Trautman
	Cluster Expansion, R. Kotecký
	Coherent States, S.T. Ali
	Cohomology Theories, U. Tillmann
	Combinatorics: Overview, C. Krattenthaler
	Compact Groups and Their Representations, A. Kirillov and A. Kirillov, Jr.
	Compactification of Superstring Theory, M.R. Douglas
	Compressible Flows: Mathematical Theory, G.-Q. Chen
	Computational Methods in General Relativity: The Theory, M.W. Choptuik
	Constrained Systems, M. Henneaux
	Constructive Quantum Field Theory, G. Gallavotti
	Contact Manifolds, J.B. Etnyre
	Control Problems in Mathematical Physics, B. Piccoli
	Convex Analysis and Duality Methods, G. Bouchitté
	Cosmology: Mathematical Aspects, G.F.R. Ellis
	Cotangent Bundle Reduction, J.-P. Ortega and T.S. Ratiu
	Critical Phenomena in Gravitational Collapse, C. Gundlach
	Current Algebra, G.A. Goldin

	Volume 2, D-H
	Deformation Quantization, A.C. Hirshfeld
	Deformation Quantization and Representation Theory, S. Waldmann
	Deformation Theory, M.J. Pflaum
	Deformations of the Poisson Bracket on a Symplectic Manifold, S. Gutt and S. Waldmann
	∂-Approach to Integrable Systems, P.G. Grinevich
	Derived Categories, E.R. Sharpe
	Determinantal Random Fields, A. Soshnikov
	Diagrammatic Techniques in Perturbation Theory, G. Gentile
	Dimer Problems, R. Kenyon
	Dirac Fields in Gravitation and Nonabelian Gauge Theory, J.A. Smoller
	Dirac Operator and Dirac Field, S.N.M. Ruijsenaars
	Dispersion Relations, J. Bros
	Dissipative Dynamical Systems of Infinite Dimension, M. Efendiev, S. Zelik and A. Miranville
	Donaldson-Witten Theory, M. Mariño
	Duality in Topological Quantum Field Theory, C. Lozano and J.M.F. Labastida
	Dynamical Systems and Thermodynamics, A. Carati, L. Galgani and A. Giorgilli
	Dynamical Systems in Mathematical Physics: An Illustration from Water Waves, O. Goubet
	Effective Field Theories, G. Ecker
	Eigenfunctions of Quantum Completely Integrable Systems, J.A. Toth
	Eight Vertex and Hard Hexagon Models, P.A. Pearce
	Einstein Equations: Exact Solutions, Jií Bicák
	Einstein Equations: Initial Value Formulation, J. Isenberg
	Einstein Manifolds, A.S. Dancer
	Einstein-Cartan Theory, A. Trautman
	Einstein’s Equations with Matter, Y. Choquet-Bruhat
	Electric-Magnetic Duality, Tsou Sheung Tsun
	Electroweak Theory, K. Konishi
	Elliptic Differential Equations: Linear Theory, C. Amrouche, M. Krbec, Š. Necasová and B. Lucquin-Desreux
	Entanglement, R.F. Werner
	Entanglement Measures, R.F. Werner
	Entropy and Quantitative Transversality, G. Comte
	Equivariant Cohomology and the Cartan Model, E. Meinrenken
	Ergodic Theory, M. Yuri
	Euclidean Field Theory, F. Guerra
	Evolution Equations: Linear and Nonlinear, J. Escher
	Exact Renormalization Group, P.K. Mitter
	Falicov-Kimball Model, Ch Gruber and D. Ueltschi
	Fedosov Quantization, N. Neumaier
	Fermionic Systems, V. Mastropietro
	Feynman Path Integrals, S. Mazzucchi
	Finite Group Symmetry Breaking, G. Gaeta
	Finite Weyl Systems, D.-M. Schlingemann
	Finite-Dimensional Algebras and Quivers, A. Savage
	Finite-Type Invariants, D. Bar-Natan
	Finite-Type Invariants of 3-Manifolds, T.T.Q. Lê
	Finitely Correlated States, R.F. Werner
	Floer Homology, P.B. Kronheimer
	Fluid Mechanics: Numerical Methods, J.-L. Guermond
	Four-Manifold Invariants and Physics, C. Nash
	Fourier Law, F. Bonetto and L. Rey-Bellet
	Fourier-Mukai Transform in String Theory, B. Andreas
	Fractal Dimensions in Dynamics, V. Županovic and D. Žubrinic
	Fractional Quantum Hall Effect, J.K. Jain
	Free Interfaces and Free Discontinuities: Variational Problems, G. Buttazzo
	Free Probability Theory, D.-V. Voiculescu
	Functional Equations and Integrable Systems, H.W. Braden
	Functional Integration in Quantum Physics, C. DeWitt-Morette
	Γ-Convergence and Homogenization, G. Dal Maso
	Gauge Theoretic Invariants of 4-Manifolds, S. Bauer
	Gauge Theories from Strings, P. Di Vecchia
	Gauge Theory: Mathematical Applications, S.K. Donaldson
	General Relativity: Experimental Tests, C.M. Will
	General Relativity: Overview, R. Penrose
	Generic Properties of Dynamical Systems, C. Bonatti
	Geometric Analysis and General Relativity, L. Andersson
	Geometric Flows and the Penrose Inequality, H. Bray
	Geometric Measure Theory, G. Alberti
	Geometric Phases, P. Lévay
	Geophysical Dynamics, M.B. Ziane
	Gerbes in Quantum Field Theory, J. Mickelsson
	Ginzburg-Landau Equation, Y. Morita
	Glassy Disordered Systems: Dynamical Evolution, S. Franz
	Graded Poisson Algebras, A.S. Cattaneo, D. Fiorenza and R. Longoni
	Gravitational Lensing, J. Wambsganss
	Gravitational N-Body Problem (Classical), D.C. Heggie
	Gravitational Waves, G. González and J. Pullin
	Growth Processes in Random Matrix Theory, K. Johansson
	Hamiltonian Fluid Dynamics, P.J. Morrison
	Hamiltonian Group Actions, L.C. Jeffrey
	Hamiltonian Reduction of Einstein's Equations, A.E. Fischer and V. Moncrief
	Hamiltonian Systems: Obstructions to Integrability, M. Irigoyen
	Hamiltonian Systems: Stability and Instability Theory, P. Bernard
	Hamilton-Jacobi Equations and Dynamical Systems: Variational Aspects, A. Siconolfi
	High Tc Superconductor Theory, S.-C. Zhang
	Holomorphic Dynamics, M. Lyubich
	Holonomic Quantum Fields, J. Palmer
	Homeomorphisms and Diffeomorphisms of the Circle, A. Zumpano and A. Sarmiento
	Homoclinic Phenomena, S.E. Newhouse
	Hopf Algebra Structure of Renormalizable Quantum Field Theory, D. Kreimer
	Hopf Algebras and q-Deformation Quantum Groups, S. Majid
	h-Pseudodifferential Operators and Applications, B. Helffer
	Hubbard Model, H. Tasaki
	Hyperbolic Billiards, Maciej P. Wojtkowski
	Hyperbolic Dynamical Systems, B. Hasselblatt

	Volume 3, I-O
	Image Processing: Mathematics, G. Aubert and P. Kornprobst
	Incompressible Euler Equations: Mathematical Theory, D. Chae
	Indefinite Metric, H. Gottschalk
	Index Theorems, P.B. Gilkey, K. Kirsten, R. Ivanova and J.H. Park
	Inequalities in Sobolev Spaces, M. Vaugon
	Infinite-Dimensional Hamiltonian Systems, R. Schmid
	Instantons: Topological Aspects, M. Jardim
	Integrability and Quantum Field Theory, T.J. Hollowood
	Integrable Discrete Systems, O. Ragnisco
	Integrable Systems and Algebraic Geometry, E. Previato
	Integrable Systems and Discrete Geometry, A. Doliwa and P.M. Santini
	Integrable Systems and Recursion Operators on Symplectic and Jacobi Manifolds, R. Caseiro and J.M. Nunes da Costa
	Integrable Systems and the Inverse Scattering Method, A.S. Fokas
	Integrable Systems in Random Matrix Theory, C.A. Tracy and H. Widom
	Integrable Systems: Overview, Francesco Calogero
	Interacting Particle Systems and Hydrodynamic Equations, C. Landim
	Interacting Stochastic Particle Systems, H. Spohn
	Interfaces and Multicomponent Fluids, J. Kim and J. Lowengrub
	Intermittency in Turbulence, J. Jiménez
	Intersection Theory, A. Kresch
	Inverse Problem in Classical Mechanics, R.G. Novikov
	Inviscid Flows, R. Robert
	Isochronous Systems, Francesco Calogero
	Isomonodromic Deformations, V.P. Kostov
	KAM Theory and Celestial Mechanics, L. Chierchia
	Kinetic Equations, C. Bardos
	Knot Homologies, J. Rasmussen
	Knot Invariants and Quantum Gravity, R. Gambini and J. Pullin
	Knot Theory and Physics, L.H. Kauffman
	Kontsevich Integral, S. Chmutov and S. Duzhin
	Korteweg-de Vries Equation and Other Modulation Equations, G. Schneider and E. Wayne
	K-Theory, V. Mathai
	Lagrangian Dispersion (Passive Scalar), G. Falkovich
	Large Deviations in Equilibrium Statistical Mechanics, S. Shlosman
	Large-N and Topological Strings, R. Gopakumar
	Large-N Dualities, A. Grassi
	Lattice Gauge Theory, A. Di Giacomo
	Leray-Schauder Theory and Mapping Degree, J. Mawhin
	Lie Groups: General Theory, R. Gilmore
	Lie Superalgebras and Their Representations, L. Frappat
	Lie, Symplectic, and Poisson Groupoids and Their Lie Algebroids, C.-M. Marle
	Liquid Crystals, O.D. Lavrentovich
	Ljusternik-Schnirelman Theory, J. Mawhin
	Localization for Quasiperiodic Potentials, S. Jitomirskaya
	Loop Quantum Gravity, C. Rovelli
	Lorentzian Geometry, P.E. Ehrlich and S.B. Kim
	Lyapunov Exponents and Strange Attractors, M. Viana
	Macroscopic Fluctuations and Thermodynamic Functionals, G. Jona-Lasinio
	Magnetic Resonance Imaging, C.L. Epstein and F.W. Wehrli
	Magnetohydrodynamics, C. Le Bris
	Malliavin Calculus, A.B. Cruzeiro
	Mathai-Quillen Formalism, Siye Wu
	Mathematical Knot Theory, L. Boi
	Mean Field Spin Glasses and Neural Networks, A. Bovier
	Measure on Loop Spaces, H. Airault
	Metastable States, S. Shlosman
	Minimal Submanifolds, T.H. Colding and W.P. Minicozzi II
	Minimax Principle in the Calculus of Variations, A. Abbondandolo
	Mirror Symmetry: A Geometric Survey, R.P. Thomas
	Moduli Spaces: An Introduction, F. Kirwan
	Multi-Hamiltonian Systems, F. Magri and M. Pedroni
	Multiscale Approaches, A. Lesne
	N-Particle Quantum Scattering, D.R. Yafaev
	Negative Refraction and Subdiffraction Imaging, S. O'Brien and S.A. Ramakrishna
	Newtonian Fluids and Thermohydraulics, G. Labrosse and G. Kasperski
	Newtonian Limit of General Relativity, J. Ehlers
	Non-Newtonian Fluids, C. Guillopé
	Noncommutative Geometry and the Standard Model, T. Schücker
	Noncommutative Geometry from Strings, Chong-Sun Chu
	Noncommutative Tori, Yang-Mills, and String Theory, A. Konechny
	Nonequilibrium Statistical Mechanics (Stationary): Overview, G. Gallavotti
	Nonequilibrium Statistical Mechanics: Dynamical Systems Approach, P. Buttà and C. Marchioro
	Nonequilibrium Statistical Mechanics: Interaction between Theory and Numerical Simulations, R. Livi
	Nonlinear Schrödinger Equations, M.J. Ablowitz and B. Prinari
	Nonperturbative and Topological Aspects of Gauge Theory, R.W. Jackiw
	Normal Forms and Semiclassical Approximation, D. Bambusi
	Nuclear Magnetic Resonance, P.T. Callaghan
	Number Theory in Physics, M. Marcolli
	Operads, J. Stasheff
	Operator Product Expansion in Quantum Field Theory, H. Osborn
	Optical Caustics, A. Joets
	Optimal Cloning of Quantum States, M. Keyl
	Optimal Transportation, Y. Brenier
	Ordinary Special Functions, W. Van Assche

	Volume 4, P-Sp
	Painlevé Equations, N. Joshi
	Partial Differential Equations: Some Examples, R. Temam
	Path Integrals in Noncommutative Geometry, R. Léandre
	Peakons, D.D. Holm
	Percolation Theory, V. Beffara and V. Sidoravicius
	Perturbation Theory and Its Techniques, R.J. Szabo
	Perturbative Renormalization Theory and BRST, K. Fredenhagen and M. Dütsch
	Phase Transition Dynamics, A. Onuki
	Phase Transitions in Continuous Systems, E. Presutti
	Pirogov-Sinai Theory, R. Kotecký
	Point-Vortex Dynamics, S. Boatto and D. Crowdy
	Poisson Reduction, J.-P. Ortega and T.S. Ratiu
	Polygonal Billiards, S. Tabachnikov
	Positive Maps on C*-Algebras, F. Cipriani
	Pseudo-Riemannian Nilpotent Lie Groups, P.E. Parker
	q-Special Functions, T.H. Koornwinder
	Quantum 3-Manifold Invariants, C. Blanchet and V. Turaev
	Quantum Calogero-Moser Systems, R. Sasaki
	Quantum Central-Limit Theorems, A.F. Verbeure
	Quantum Channels: Classical Capacity, A.S. Holevo
	Quantum Chromodynamics, G. Sterman
	Quantum Cosmology, M. Bojowald
	Quantum Dynamical Semigroups, R. Alicki
	Quantum Dynamics in Loop Quantum Gravity, H. Sahlmann
	Quantum Electrodynamics and Its Precision Tests, S. Laporta and E. Remiddi
	Quantum Entropy, D. Petz
	Quantum Ergodicity and Mixing of Eigenfunctions, S. Zelditch
	Quantum Error Correction and Fault Tolerance, D. Gottesman
	Quantum Field Theory in Curved Spacetime, B.S. Kay
	Quantum Field Theory: A Brief Introduction, L.H. Ryder
	Quantum Fields with Indefinite Metric: Non-Trivial Models, S. Albeverio and H. Gottschalk
	Quantum Fields with Topological Defects, M. Blasone, G. Vitiello and P. Jizba
	Quantum Geometry and Its Applications, A. Ashtekar and J. Lewandowski
	Quantum Group Differentials, Bundles and Gauge Theory, T. Brzezinski
	Quantum Hall Effect, K. Hannabuss
	Quantum Mechanical Scattering Theory, D.R. Yafaev
	Quantum Mechanics: Foundations, R. Penrose
	Quantum Mechanics: Generalizations, P. Pearle and A. Valentini
	Quantum Mechanics: Weak Measurements, L. Diósi
	Quantum n-Body Problem, R.G. Littlejohn
	Quantum Phase Transitions, S. Sachdev
	Quantum Spin Systems, B. Nachtergaele
	Quantum Statistical Mechanics: Overview, L. Triolo
	Quasiperiodic Systems, P. Kramer
	Quillen Determinant, S. Scott
	Random Algebraic Geometry, Attractors and Flux Vacua, M.R. Douglas
	Random Dynamical Systems, V. Araújo
	Random Matrix Theory in Physics, T. Guhr
	Random Partitions, A. Okounkov
	Random Walks in Random Environments, L.V. Bogachev
	Recursion Operators in Classical Mechanics, F. Magri and M. Pedroni
	Reflection Positivity and Phase Transitions, Y. Kondratiev and Y. Kozitsky
	Regularization for Dynamical ζ-Functions, V. Baladi
	Relativistic Wave Equations Including Higher Spin Fields, R. Illge and V. Wünsch
	Renormalization: General Theory, J.C. Collins
	Renormalization: Statistical Mechanics and Condensed Matter, M. Salmhofer
	Resonances, N. Burq
	Riemann Surfaces, K. Hulek
	Riemann-Hilbert Methods in Integrable Systems, D. Shepelsky
	Riemann-Hilbert Problem, V.P. Kostov
	Riemannian Holonomy Groups and Exceptional Holonomy, D.D. Joyce
	Saddle Point Problems, M. Schechter
	Scattering in Relativistic Quantum Field Theory: Fundamental Concepts and Tools, D. Buchholz and S.J. Summers
	Scattering in Relativistic Quantum Field Theory: The Analytic Program, J. Bros
	Scattering, Asymptotic Completeness and Bound States, D. Iagolnitzer and J. Magnen
	Schrödinger Operators, V. Bach
	Schwarz-Type Topological Quantum Field Theory, R.K. Kaul, T.R. Govindarajan and P. Ramadevi
	Seiberg-Witten Theory, Siye Wu
	Semiclassical Spectra and Closed Orbits, Y.Colin de Verdière
	Semilinear Wave Equations, P. D'Ancona
	Separation of Variables for Differential Equations, S. Rauch-Wojciechowski and K. Marciniak
	Separatrix Splitting, D. Treschev
	Several Complex Variables: Basic Geometric Theory, A. Huckleberry and T. Peternell
	Several Complex Variables: Compact Manifolds, A. Huckleberry and T. Peternell
	Shock Wave Refinement of the Friedman-Robertson-Walker Metric, B. Temple and J.A. Smoller
	Short-Range Spin Glasses: The Metastate Approach, C.M. Newman and D.L. Stein
	Sine-Gordon Equation, S.N.M. Ruijsenaars
	Singularities of the Ricci Flow, M. Anderson
	Singularity and Bifurcation Theory, J.-P. Françoise and C. Piquet
	Solitons and Kac-Moody Lie Algebras, E. Date
	Solitons and Other Extended Field Configurations, R.S. Ward
	Source Coding in Quantum Information Theory, N. Datta and T.C. Dorlas
	Spacetime Topology, Causal Structure and Singularities, R. Penrose
	Spectral Sequences, P. Selick
	Spectral Theory of Linear Operators, M. Schechter
	Spin Foams, A. Perez
	Spin Glasses, F. Guerra
	Spinors and Spin Coefficients, K.P. Tod

	Volume 5, St-Z
	Stability of Flows, S. Friedlander
	Stability of Matter, J.P. Solovej
	Stability of Minkowski Space, S. Klainerman
	Stability Problems in Celestial Mechanics, A. Celletti
	Stability Theory and KAM, G. Gentile
	Standard Model of Particle Physics, G. Altarelli
	Stationary Black Holes, R. Beig and P.T. Chrusciel
	Stationary Phase Approximation, J.J. Duistermaat
	Statistical Mechanics and Combinatorial Problems, R. Zecchina
	Statistical Mechanics of Interfaces, S. Miracle-Solé
	Stochastic Differential Equations, F. Russo
	Stochastic Hydrodynamics, B. Ferrario
	Stochastic Loewner Evolutions, G.F. Lawler
	Stochastic Resonance, S. Herrmann and P. Imkeller
	String Field Theory, L. Rastelli
	String Theory: Phenomenology, A.M. Uranga
	String Topology: Homotopy and Geometric Perspectives, R.L. Cohen
	Superfluids, D. Einzel
	Supergravity, K.S. Stelle
	Supermanifolds, F.A. Rogers
	Superstring Theories, C. Bachas and J. Troost
	Supersymmetric Particle Models, S. Pokorski
	Supersymmetric Quantum Mechanics, J.-W. van Holten
	Supersymmetry Methods in Random Matrix Theory, M.R. Zirnbauer
	Symmetric Hyperbolic Systems and Shock Waves, S. Kichenassamy
	Symmetries and Conservation Laws, L.H. Ryder
	Symmetries in Quantum Field Theory of Lower Spacetime Dimensions, J. Mund and K.-H. Rehren
	Symmetries in Quantum Field Theory: Algebraic Aspects, J.E. Roberts
	Symmetry and Symmetry Breaking in Dynamical Systems, I. Melbourne
	Symmetry and Symplectic Reduction, J.-P. Ortega and T.S. Ratiu
	Symmetry Breaking in Field Theory, T.W.B. Kibble
	Symmetry Classes in Random Matrix Theory, M.R. Zirnbauer
	Synchronization of Chaos, M.A. Aziz-Alaoui
	The Jones Polynomial, V.F.R. Jones
	Thermal Quantum Field Theory, C.D. Jäkel
	Toda Lattices, Y.B. Suris
	Toeplitz Determinants and Statistical Mechanics, E.L. Basor
	Tomita-Takesaki Modular Theory, S.J. Summers
	Topological Defects and Their Homotopy Classification, T.W.B. Kibble
	Topological Gravity, Two-Dimensional, T. Eguchi
	Topological Knot Theory and Macroscopic Physics, L. Boi
	Topological Quantum Field Theory: Overview, J.M.F. Labastida and C. Lozano
	Topological Sigma Models, D. Birmingham
	Turbulence Theories, R.M.S. Rosa
	Twistor Theory: Some Applications, L. Mason
	Twistors, K.P. Tod
	Two-Dimensional Conformal Field Theory and Vertex Operator Algebras, M.R. Gaberdiel
	Two-Dimensional Ising Model, B.M. McCoy
	Two-Dimensional Models, B. Schroer
	Universality and Renormalization, M. Lyubich
	Variational Methods in Turbulence, F.H. Busse
	Variational Techniques for Ginzburg-Landau Energies, S. Serfaty
	Variational Techniques for Microstructures, G. Dolzmann
	Viscous Incompressible Fluids: Mathematical Theory, J.G. Heywood
	von Neumann Algebras: Introduction, Modular Theory, and Classification Theory, V.S. Sunder
	von Neumann Algebras: Subfactor Theory, Y. Kawahigashi
	Vortex Dynamics, M. Nitsche
	Wave Equations and Diffraction, M.E. Taylor
	Wavelets: Application to Turbulence, M. Farge and K. Schneider
	Wavelets: Applications, M. Yamada
	Wavelets: Mathematical Theory, K. Schneider and M. Farge
	WDVV Equations and Frobenius Manifolds, B. Dubrovin
	Weakly Coupled Oscillators, E.M. Izhikevich and Y. Kuramoto
	Wheeler-De Witt Theory, J. Maharana
	Wulff Droplets, S. Shlosman
	Yang-Baxter Equations, J.H.H. Perk and H. Au-Yang



